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1. Introduction

Addiction isacomplex maladaptive behavior produced by repeated exposure
to rewarding stimuli (1). There are two primary features of addiction to all
forms of natural and pharmacological stimuli. First, the rewarding stimulus
associated with the addiction is a compelling motivator of behavior at the
expense of behaviors leading to the acquisition of other rewarding stimuli.
Thus, individuals come to orient increasing amounts of their daily activity
around acquisition of the rewarding stimulus to which they are addicted.
Second, there is a persistence of craving for the addictive stimulus, combined
with an inability to regulate the behaviors associated with obtaining that
stimulus. Thus, years after the last exposure to an addictive stimulus, reexposure
to that stimulus or environmental cues associated with that stimulus will elicit
behavior seeking to obtain the reward.

During the course of repeated exposures to strong motivationally relevant
stimuli specific brain nuclei and circuits become engaged that mediate the
addicted behavioral response. It is generally thought that different rewarding
stimuli involve different brain circuits, but that regions of overlap with other
motivational stimuli exist, forming a common substrate for all addictive
stimuli. Studies using anima models of reward and addiction have focused
on subcortical brain circuits known to be involved in drug reward, such as the
dopamine projection from the ventral mesencephal on to the nucleus accumbens
(2,3). Accordingly, molecular and electrophysiological studies of the cellular
plasticity mediating the emergence of addictive behaviors have focused on
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the nucleus accumbens and ventral mesencephalon. However, about 5 yr ago
studies emerged from both the animal literature and neuroimaging of drug
addicts indicating that the expression of addicted behaviors such as sensitiza-
tion and craving involved regions of the cortex and allocortex (4—7). In this
regard, two regions that have come to be closely associated with addiction are
the amygdala and frontal cortex (including the anterior cingulate and ventral
orbitofrontal cortex). In addition, the last decade of research has reveded a
variety of enduring changesin gene expression produced by repeated exposure
to drugs of abuse, notably psychostimulants (3,8). The most long-lasting
neuroadaptations that would be expected to underlie enduring behaviors
associated with addiction appear to be concentrated in the nucleus accumbens
and in cortical regions providing input to the nucleus accumbens, such as
the prefrontal cortex. These studies are outlined and integrated with the
corticostriatal circuitry postulated to be critical for the expression of behavioral
characteristics of psychostimulant addiction, such as sensitization and craving.

2. Temporal and Anatomical Sequence of Changes
in Gene Expression

A variety of studies using different addictive drugs, given in different
dosing regimens and employing different withdrawal periods, have shown that
repeated administration of addictive drugs produced short, intermediate, and
enduring changes in gene expression. Figure 1 illustrates the sequence of
changes in gene expression associated with repeated cocaine administration.
Five categories of cocaine-induced changes in gene expression are outlined,
ranging from increases in immediate early gene (IEG) expression that diminish
with repeated injections to changes in gene expression that appear only after
a period of withdrawal. The data outlined in Fig. 1 are specific for cocaine-
induced changes in gene expression, and using these data as a guide certain
temporal patterns of drug-induced changesin gene expression can be discerned
from the extant literature. Similarly, anatomical patterns of gene expression
related to various times during the chronic injection and withdrawal periods
can be shown. However, there are exceptions in the anatomical discretion, and,
importantly, in many brain nuclei relevant to addiction, notably the amygdala,
very little data have been collected regarding changes in gene expression.

3. Rapid Response and Tolerance, Widespread
in Dopamine Terminal Fields

The earliest changes in gene expression that are measurable shortly after
acute drug administration occur in many brain regions, the most well studied
being dopamine terminal fields such as the striatum, nucleus accumbens, and
prefrontal cortex. These genes include classic IEG transcription factors such
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Fig. 1. Temporal pattern of changes in gene expression produced by repeated
injections of cocaine.

as c-fos and zif268 (9,10). However, both cytosolic IEGs such as homerla
and arc and extracellular |IEG-like proteins such as the pentraxin narp are
also induced in a number of brain regions by acute administration of cocaine
(11). The increase in these proteins is thought to initiate changes that partly
mediate the acute effects of drugs, as well as provide a background upon
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which subsequent, more enduring changes in gene expression can emerge. In
general, the proteins encoded by IEGs have a relatively short half-life, and
levels return to normal within 24 h after the injection. Moreover, with repeated
administration of drug the induction produced by each injection becomes
progressively less until by 1 wk of injection little or no induction is produced.

4. Slow Progressive Change and Rapid Return,
Predominately in the Ventral Tegmental Area

Another category of changes in gene expression are those that gradually
accumulate with repeated administration but disappear within a few days
after the last injection. Interestingly, many changes in gene expression in
this category are found in dopamine or nondopamine cells in the ventral
tegmental area (VTA). Included are proteins encoded by genesthat are directly
related to dopamine transmission, such as tyrosine hydroxylase and dopamine
transporters (12-14). In addition, genes associated with dopamine receptor
signaling such as Gia undergo a short-term change in expression after the last
cocaine injection (15). Notably, the expression of genes related to glutamate
transmission such as GluR1 and NMDARZ are also included in this category
(16,17). Taken together these changes in gene expression appear to facilitate
glutamatergic activation of cellsin the VTA while simultaneously diminishing
the capacity of D2 dopamine autoreceptors to provide negative regulation of
dopamine cell firing (18,19). These changes probably contribute to known
physiological aterations in dopamine cell function associated with short-term
withdrawal such as increased dopamine cell firing and enhanced releasibility
of dopamine, glutamate, and y-aminobutyric acid (GABA) in the VTA (20,23).
In addition, the disinhibition of dopamine cells may contribute to the increased
releasibility of dopaminein axon terminal fields such as the nucleus accumbens
and striatum.

5. Slow Change, Slow Return, Predominately
in the Striatal Dopamine Terminal Fields

This category of cocaine-induced changes in gene expression has recently
received considerable attention as possible mediators of the transition from
casual to addictive patterns of drug-taking (24). Some of these genes are
IEG-like in that they are induced by acute drug administration. However, the
proteins have arelatively long half-life. As aresult elevated protein levels are
present for an extended period, as long as weeks after the last drug injection.
Theclassic genein the category is A-fosB, which has been shown to accumulate
in the striatum with repeated psychostimulant exposure (25). Notably, the
increased expression is also associated with aredistribution of cellular expres-
sion into different striatal compartments (26). In addition, changes in gene
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expression and protein function associated with D1 receptor signaling fall into
this category, including an induction in protein kinase A, mitogen-activated
protein (MAP) kinase, and phospho-cAMP response element binding protein
(phospho-CREB) (24). Accordingly, genes regulated by phospho-CREB,
such as preprodynorphin, are also atered by repeated cocaine administration
and endure for weeks after the last injection (27,28). Likewise, while gene
expression may not be altered, proteins regulated by protein kinase A (PKA),
CdK5, or MAP kinase phosphorylation demonstrate altered function for an
extended withdrawal period after the last drug injection, including sodium
channels and the cystine/glutamate antiporter in the striatum (29). In addition,
proteins related to glutamate transmission show the slow change/slow return
pattern of expression, including mGIuR5, which has been recently linked
to cocaine reward (30,31). Also, proteins involved in other neurotransmitter
systems in the striatal complex, including histidine decarboxylase and the
adenosine transporter, show this temporal pattern (30,32,33). These changes
play asignificant role in some of the enduring changes in excitability in spiny
cells in the nucleus accumbens and striatum. Notably, spiny cells show more
avid inhibition in response to D1 receptor stimulation and have a decreased
postsynaptic response to a-amino-3-hydroxy-5-methyl-4-isoxazole propionic
acid (AMPA) receptor stimulation or long-term potentiation in response
to tetanic stimulation of glutamatergic afferents to the nucleus accumbens
(19,34).

6. Changes Only During Withdrawal, Enduring for Weeks,
Predominately in the Prefrontal Cortex and Nucleus Accumbens

Members of this category of genes have undergone recent intensive study
and the changes in expression generally appear after only a week or more
of withdrawal from repeated drug administration. The changes are almost
exclusively in the prefrontal cortex and nucleus accumbens and include a
variety of gene products involved in neurotransmission, cell signaling, and
glia function. However, the changes are notable in that they endure for weeks
and involve a predominance of genes affecting glutamate transmission relative
to dopamine transmission. Genes in this category altered by cocaine encode
mMGIuR1, mGIluR2/3, homerlbc, GIUR5, Al adenosine receptor, TrkB, BDNF,
AGS3, Gia, GFAP, and vimentin. These changes in expression combine to
produce a generalized decrease in signaling through group | and group Il
MGIuR and in general serve to decrease excitability of cells in the nucleus
accumbens (30,35,36). In addition, the changesin glial fibrillary acidic protein
(GFAP) and vimentin suggest an enduring activation of glia, which may
contribute to the reduction in extracellular glutamate in the nucleus accumbens
that is associated with repeated cocaine administration (37).
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7. Rebounding IEG

Thisis acategory that to date contains a single gene product, nac-1 (38,39).
This protein has expression characteristics of the IEG class in that levels are
induced by acute drug administration, and progressive tolerance to this induc-
tion occurs with repeated administration. However, similar to late expressing
genes, the levels of nac-1 rise at 1 wk of withdrawal and are maintained for
at least 3 wk thereafter. Experiments using viral overexpression of nac-1 and
antisense oligonucleotide inhibition of protein expression reveal that nac-1 is
important in the development of behavioral sensitization and in the acquisition
of cocaine self-administration.

8. Anatomical Sequence of Gene Expression
and the Development of Enduring Changes in Reward Circuitry

Asoutlined in the preceding, different brain regions demonstrate the major-
ity of changes in gene expression in a temporal sequence. Changes to acute
administration are very widespread, predominately in dopamine axon terminal
fields. A large number of alterationsin gene expression that exist for arelatively
short duration after discontinuing repeated drug administration are found in
the VTA. These changes may contribute to an increased responsiveness of
dopamine cellsto acute drug injection that will promote more enduring changes
in gene expression in dopamine axon terminal fields such as the prefrontal
cortex and nucleus accumbens. In the dopamine terminal fields the expression
of proteins undergoes atransition from those that are produced during repeated
drug administration and endure for a period of time after injection to changes
in expression that develop later in withdrawal and endure for an extended
period after the last drug injection. This temporal transition in gene expression
can be seen as constituting a new baseline of cellular functioning that mediates
the expression of behaviors associated with addiction, such as drug craving
and sensitization. Notably, these enduring changes in expression are in the
prefrontal cortex and nucleus accumbens, and the relationship between these
two regions has come under increasing scrutiny asthe site of primary pathol ogy
in psychostimulant addiction.

9. Conclusions

The studies reviewed in this chapter point to the possibility of a final
common pathway, and possibly similar cellular neuroadaptations between
drugs and stimuli that provoke craving and relapse. The extant data support
a role of the projection from the prefrontal cortex to nucleus accumbens in
the expression of addiction-related behaviors, such as sensitization and drug-
seeking behavior, and there is abundant evidence for enduring neuroadaptations
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in gene expression and neuronal function in these brain regions following a
bout of drug-taking. Although the studies outlined in this chapter are promising
in pointing to a common point of intervention in addiction to various chemical
classes of drugs, it is important to note that such a generalization based
primarily on work with psychostimulants is premature, and verification will
require substantially more research using other classes of drugs. Also, the
temporal sequence of neuroadaptive changes during drug withdrawal points
to the possible utility of targeting different pharmacotherapies at different
stages of withdrawal. Thus, in early withdrawal drugs affecting dopamine
transmission may be more effective, while in later withdrawal modulation of
glutamate transmission may be more efficacious.
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Effects of Psychomotor Stimulants
on Glutamate Receptor Expression

Marina E. Wolf

1. Introduction: Addiction as a Form
of Glutamate-Dependent Plasticity

It is increasingly well accepted that addiction can be viewed as a form
of neuronal plasticity, even as a type of very powerful, albeit maladaptive,
learning. On abehavioral level, this can be conceptualized asthetransition from
experimentation to compulsive drug-seeking behavior. This view of addiction
has been strengthened by many recent studies demonstrating commonalities
between mechanisms underlying learning and addiction. Both are associated
with changes in gene expression, phosphorylation and phosphatase cascades,
neurotrophin signaling, altered dendritic morphology, and activity-dependent
forms of plasticity such aslong-term potentiation (LTP) and long-term depres-
sion (LTD) (1,2). Through these mechanisms, drugs of abuse are proposed to
strengthen or weaken activity in pathways related to motivation and reward.
This in turn may produce behavioral changes that drive compulsive drug-
seeking behavior in addiction, including sensitization of incentive-motivational
effects of drugs, enhanced ability of drug-conditioned stimuli to control
behavior, and loss of inhibitory control mechanisms that normally govern
reward-seeking behavior (3,4).

An open question is how drugs of abuse, which initially target monoamine
receptors, are able to influence mechanisms of synaptic plasticity. Glutamate
is a key transmitter for synaptic plasticity, and many neuronal pathways
implicated in addiction are glutamatergic (4). Historically, studies of behavioral
sensitization, awell-established animal model for addiction, were important in
directing drug addiction research toward glutamate (5). Behavioral sensitization
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refers to the progressive enhancement of species-specific behavioral responses
that occurs during repeated drug administration and persists even after long
periods of withdrawal. Although most studies have measured sensitization
of locomotor activity, sensitization also occurs to the reinforcing effects of
psychomotor stimulants. Behavioral sensitization is influenced by the same
factors that influence addiction (stress, conditioning, and drug priming), and is
accompanied by profound cellular and molecular adaptations in the neuronal
circuits that are fundamentally involved in normal motivated behavior as well
as addiction. Like addiction, it is extremely persistent. Robinson and Berridge
(6,7) have argued for an incentive-sensitization view of addiction, which holds
that repeated drug administration sensitizes the neuronal systems involved in
drug “wanting” rather than drug “liking.”

It is now acknowledged that the development of sensitization requires
glutamate transmission in the midbrain, where dopamine (DA) cell bodies
are located, whereas its maintenance and expression are associated with
profound changesin glutamate transmissionin limbic and cortical brain regions
that receive dopaminergic innervation. To understand the role of glutamate
transmission in sensitization, many studies have examined drug effects on
glutamate transmission in these brain regions. This review focuses on cocaine
and amphetamine effects on glutamate receptor expression in the midbrain
(ventral tegmental area [VTA] and substantia nigra), the striatal complex
(nucleus accumbens [NAc] and dorsal striatum), and the prefrontal cortex
(PFC). Recent studies are emphasized, with the goal of updating a comprehen-
sive review published 4 yr ago (8).

2. Effects of Psychomotor Stimulants on Glutamate Receptor
Expression in the VTA and Substantia Nigra

2.1. Role of the VTA in Behavioral Sensitization

Many lines of evidence have suggested that the development of behavioral
sensitization is associated with an increase in excitatory drive to VTA DA
neurons (8). This provided the impetus for examining whether glutamate
transmission isenhanced in theVVTA during the early phase of drug withdrawal.
The first evidence to support this hypothesis came from in vivo single-unit
recording studies demonstrating that VTA DA neurons recorded from cocaine-
or amphetamine-sensitized animals were more responsive to the excitatory
effectsof iontophoretic glutamate (9). A subsequent study showed that increased
responsiveness was selective for a-amino-3-hydroxy-5-methylisoxazole-
4-propionic acid (AMPA) (there was no change in sensitivity to N-methyl-
p-aspartate [NMDA] or a metabotropic glutamate receptor agonist) and
transient, present 3 but not 10-14 d after discontinuing repeated drug adminis-
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tration (10). Recently, we have shown that AMPA receptor supersensitivity can
also be demonstrated in microdialysis experiments, by monitoring the ability
of intraVTA AMPA to activate VTA DA neurons and thus increase DA levels
in the ipsilateral NAc. Using dual-probe microdialysis, we found that intra-
VTA administration of alow dose of AMPA produced significantly greater DA
efflux in the NAc of amphetamine-treated rats (11). This augmented response
was transient (present 3 but not 10-14 d after the last injection) and specific for
AMPA, asintra-VTA NMDA administration produced atrend toward increased
NAc DA levels that did not differ between groups. Thus, both microdialysis
and in vivo electrophysiological data suggest an enhancement of AMPA
receptor transmission onto VTA DA neurons during the early phase of drug
withdrawal. An increase in glutamate receptor expression would provide a
simple explanation for such findings. For this and other reasons, a number of
studies have examined the effect of repeated drug administration on glutamate
receptor expression in VTA. Studies on glutamate receptor expression in the
substantia nigraare also considered. Although the substantia nigrahas received
less attention in recent years than the VTA, it exhibits similar drug-induced
adaptations and is also implicated in the development of sensitization (8).

2.2. Results in the VTA and Substantia Nigra

Using Western blotting, Nestler and colleagues found increased GIuR1
levels in the VTA of rats killed 16-18 h after discontinuation of repeated
cocaine, morphine, ethanol, or stress paradigms (12,13). Increased GluR1
was not observed in the substantia nigra after repeated cocaine or morphine
treatment (12). The substantia nigra was not examined in stress studies (12),
but after repeated ethanol administration, there was agreater increasein GIuR1
in the substantia nigra than in the VTA (13). Repeated cocaine also increased
NR1inVTA but had no effect on GIuR2, NR2A/B, or GIuR6/7 (12). Churchill
et a. (14) treated rats with saline or cocaine for 7 d (15 mg/kg on d 1 and
7, 30 mg/kg on d 2-6), measuring locomotor activity after the first and last
injections; those rats that showed >20% increase in locomotor activity were
defined as sensitized. Then, protein levels of glutamate receptor subunits
were determined by Western blotting 24 h or 3 wk after daily injections were
discontinued. In agreement with results of Fitzgerald et a. (12), Churchill et al.
(14) found increased GluR1 and NR1 levelsin theVTA of ratskilled 1 d but not
3 wk after discontinuation of this different cocaine regimen. Interestingly, this
was observed only in those cocaine-treated rats that developed sensitization.
GluR2/3 was not measured after 1 d but was unaltered after 3 wk (14).

In contrast, our own quantitative immunoautoradiography studies found no
change in GIuR1 immunoreactivity in VTA, substantia nigra, or a transitional
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area after 16-24 h of withdrawal from repeated amphetamine or cocaine
treatment (15). Importantly, thisstudy (15) also failed to find achangein GluR1
immunoreactivity after 3 or 14 d of withdrawal from the same amphetamine
regimen that resulted in enhanced el ectrophysiological (10) and neurochemical
(11) responsiveness to intra-VTA AMPA at the 3-d withdrawal time. Thus,
although part of the discrepancy between results from different labs may be
attributable to different drug regimens, our findings suggest that increased
GluR1 expressionisunlikely to explain our electrophysiological or neurochemi-
cal findings of increased responsiveness to AMPA. Other possible reasons for
differences between our immunoautoradiography studies and prior Western
blotting studies have been discussed previously (15).

Another finding relevant to this controversy isthat overexpression of GIuR1
intherostral VTA using a herpes simplex virusresulted in intensification of the
locomotor stimulant and rewarding properties of morphine (16,17). Although
this is an interesting finding, it does not necessarily imply that increased
GluR1 expression isinvolved in the naturally occurring pathways that produce
behavioral sensitization to morphine or psychomotor stimulants. A state
resembling behavioral sensitization can be produced by a number of diverse
experimental manipulations, all sharing the ability to produce brief but intense
activation of VTA DA cells. These include repeated electrical stimulation of
the VTA (18) or PFC (19), and pharmacological disinhibition of VTA DA
cells (20).

In contrast to discrepant results at the protein level, all studies agree that
MRNA levels for AMPA receptor subunits in the VTA are not altered during
withdrawal from repeated amphetamine or cocaine. We found no change in
GluR1 mRNA using reverse transcriptase-polymerase chain reaction (RT-PCR)
inthe VTA of ratskilled 1618 h after discontinuing repeated amphetamine or
cocaine administration (15). Similarly, Bardo et a. (21) used RNase protection
assays to quantify GIuR1-4 mRNA levels in the ventral mesencephalon of
rats killed 30 min after the third or tenth amphetamine injection in a repeated
regimen and observed no significant changes, although behavioral sensitization
was demonstrated. Ghasemzadeh et al. (22) used RT-PCR to determine mRNA
levels for GIuR1-4, NR1, and mGIuR5 in the VTA 3 wk after discontinuing
repeated cocaine or saline injections, and found no significant changes as
a result of repeated cocaine treatment, although acute cocaine challenge
produced a small reduction in NR1 mRNA levels in the VTA of both naive
and sensitized rats.

As noted previously, Western blotting studies have found increased NR1
levels in the VTA of rats killed 16-24 h (but not 3 wk) after discontinuing
repeated cocaine administration, suggesting that the increase is transient
(12,14). In contrast, using immunohistochemical methods, L oftisand Janowsky
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(23) compared ratstreated with repeated cocaine or saline and found significant
increases in NR1 immunoreactivity in the cocaine group after 3 and 14 d
of withdrawal and a trend toward an increase after 24 h. Using the same
regimen as Churchill et al. (14), Ghasemzadeh et al. (22) found no significant
changes in NR1 mRNA levels in VTA using RT-PCR. We used quantitative
immunoautoradiography to examine NR1 expression in VTA, substantia
nigra, and a transitional area in rats killed 3 or 14 d after discontinuing
repeated amphetamine administration. No changes were observed after 3 d
of withdrawal, whereas NR1 immunolabeling was significantly decreased in
the intermediate and caudal portions of the substantia nigra, but not in other
midbrain regions, after 14 d of withdrawal (24). NR1 levels in the NAc and
prefrontal cortex were also decreased at this withdrawal time (24). It may
be relevant to note that although NMDA receptor transmission in the VTA
is required for the induction of sensitization, repeated stimulation of NMDA
receptorsin the VTA is not sufficient to elicit sensitization (25,26).

2.3. Summary: VTA and Substantia Nigra

As reviewed in Subheading 2.1., both neurochemical and electrophysi-
ological studies suggest that there is an enhancement in the responsiveness of
VTA DA neuronsto the excitatory effects of AMPA shortly after discontinuing
repeated psychostimulant administration. An increase in AMPA receptor
expression in the VTA would provide a simple explanation for these results.
However, although Western blotting studies have found increased GluR1 and
NR1 levels in the VTA shortly after cocaine administration is discontinued,
this is not observed with immunoautoradiography following either cocaine
or amphetamine administration (see 15 for discussion). More importantly,
after the same drug regimens and withdrawal times that are associated with
increased responsiveness of VTA DA neurons to AMPA, no changesin GluR1
are observed. Thus, although considerable evidence suggests that enhanced
responsiveness of VTA DA neurons to AMPA is closely linked to the induc-
tion of sensitization, the mechanisms are likely to be more complex than a
generalized increase in GIUR1 expression within the VTA.

As LTP is expressed as a potentiation of AMPA receptor transmission,
an alternative explanation is that sensitization is accompanied by LTP-like
changes that increase the efficiency of glutamate transmission in the VTA.
Although LTP appears to involve insertion of AMPA receptor subunits into
synaptic sites (27), there is no evidence that thisis accompanied by increasesin
total cellular expression of AMPA receptor subunits. Supporting the involve-
ment of LTP in the development of sensitization, a single systemic injection of
cocaine to mice (sufficient to elicit behavioral sensitization) produced LTP in
midbrain DA neurons (28). The mechanismsresponsible are probably complex.
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DA-releasing stimulants could promote LTP by decreasing the opposing
influence of LTD, as D2 receptor activation inhibits LTD in midbrain slices
(29,30). Psychostimulant-induced increases in VTA glutamate levels may
also promote LTP (31,32). Of course, mechanisms unrelated to LTP may also
contribute to increased excitability of VTA DA neurons, including inhibition of
mGIuR-mediated inhibitory postsynaptic potentials (IPSPs) (33,34). Finally, it
should be noted that glutamate transmission in the VTA may be influenced by
drug-induced alterations in other transmitter systems. Mechanisms that may
contribute to sensitization-related plasticity in the VTA have been reviewed
elsewhere (2,35).

An interesting future direction is to study sensitization in transgenic mice
with alterations in glutamate receptors or signaling pathways implicated in
LTPR. Chiamuleraet al. (36) reported that mGluR5 knockout mice do not exhibit
locomotor activation when injected with acute cocaine, and do not acquire
cocaine self-administration. Mao et a. (37) found that mGluR1 knockout mice
have augmented locomotor responses to amphetamine, perhaps dueto impaired
mobilization of inhibitory dynorphin systems that normally regulate responses
to amphetamine. Using GIuR1 knockout mice, Vekovischeva et al. (38) found
that sensitization was normal when mice received repeated morphineinjections
inthe same environment inwhich they were ultimately tested (context-dependent
sensitization) but did not devel op when the repeated treatment wasgivenin home
cages (context-independent sensitization), whereas wild-type mice developed
sensitization under both conditions. Although all of these results are potentially
important, it is hard to draw firm conclusions because of the possibility of
altered neuronal development in glutamate receptor deficient mice.

3. Effect of Psychomotor Stimulants on Glutamate Receptor
Expression in the Nucleus Accumbens and Dorsal Striatum

3.1. Role of the NAc and Striatum in Behavioral Sensitization

The NAc occupies a key position in the neural circuitry of motivation
and reward. Not surprisingly, it is also critical for behavioral sensitization.
While psychostimulants act in the midbrain to trigger the development of
sensitization, drug actions in the NAc lead to the expression of a sensitized
response. Accordingly, theV TA isassociated with transient cellular adaptations
during the early withdrawal period, while the NAc isthe site of more persistent
adaptations (seerefs. 10 and 39). The output neurons of the NAc, medium spiny
y-aminobutyric acid (GABA) neurons, are regulated by convergent DA and
glutamate inputs, although the nature of the interaction between DA and gluta-
mate is complex and remains controversial (40). Repeated psychostimulant
administration leads to profound changes in both DA and glutamate trans-
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mission in the NAc (8,39), and many recent studies have demonstrated
that glutamate transmission in the NAc plays a critical role in drug-seeking
behavior (4). Therefore, many groups have examined the effects of psycho-
stimulants on glutamate receptor expression in the NAc, as well as in the
dorsal striatum. The dorsal striatum exhibits many of the same drug-induced
adaptations as the NAc, although the NAc has received much more attention
in recent years (8).

3.2. Results in the NAc and Striatum

We have measured glutamate receptor subunit mRNA levels and immuno-
reactivity in rats treated for 5 d with 5 mg/kg of amphetamine or saline and
perfused 3 or 14 d after the last injection. For AMPA receptor subunits,
guantitativein situ hybridization studies showed no changesin GIuR1-3 mRNA
levelsin the NAc after 3 d, but decreases in GIuR1 and GIuR2 mRNA levels
were observed after 14 d (41). Parallel changes were observed at the protein
level using quantative immunoautoradiography (42). Similarly, mRNA and
protein levels for NR1 in the NAc were not altered by repeated amphetamine
at the 3-d withdrawal time, but both were significantly decreased after 14 d of
withdrawal (24). The decreased levels of GIuR1, GIuR2, and NR1 subunitsin
amphetamine-treated rats may be functionally significant. Single-unit recording
studies performed in the NAc of rats treated with the same amphetamine
regimen, or a sensitizing regimen of cocaine, revealed that NAc neurons
recorded from drug-treated rats were subsensitive to glutamate as compared
to NAc neurons from saline-pretreated rats (9). Follow-up studies showed
that NAc neurons were also subsensitive to NMDA and AMPA but not a
metabotropic glutamate receptor agonist (Hu and White, unpublished observa-
tions). However, the correspondence is not perfect. The decreasesin glutamate
receptor subunit expression were observed only after 14 d of withdrawal,
whereas electrophysiological subsensitivity was observed after both 3 and 14
days of withdrawal. Perhaps other mechanisms account for subsensitivity at
the early withdrawal time (see ref. 43). Another problem isthat NAc neurons
recorded from repeated cocaine treated rats also show electrophysiological
subsensitivity to glutamate agonists (see previous discussion in this subhead-
ing), but most studies report increased glutamate receptor expression after
long withdrawal s from repeated cocaine administration (see following portions
of this subheading).

Similar to our results showing no changes in glutamate receptor subunit
expressioninthe NAc 3 d after discontinuing repeated amphetamine, Fitzgerald
et a. (12) found no change in NAc levels of GIuR1, GIuR2, NR1, NR2A/B,
GluR6/7, and KA-2 subunit proteins (measured by Western blotting) 16-18 h
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after withdrawal from repeated cocaine treatment. However, alterations are
observed at later withdrawal times, and they differ from those produced by
amphetamine. Churchill et a. (14) used Western blotting to determine protein
levels of glutamate receptor subunits 24 h or 3 wk after discontinuing daily
cocaine or salineinjections (see Subheading 2.2. for more details). After 24 h,
there were no changes in GIuUR1 or NMDAR1 levels in the NAc, consistent
with the findings of Fitzgerald et al. (12). However, after 3 wk, sensitized
rats (but not cocaine-treated rats that failed to sensitize) showed a significant
increase in GIuR1 levels in the NAc compared to saline-treated rats. When
saline-treated rats were compared to all cocaine rats (sensitized + nonsensi-
tized), there was atrend toward increased NMDARL in the NAc after repeated
cocaine, but thiswas actually more pronounced in nonsensitized rats. GIuR2/3
was not changed in the NAc at either withdrawal time. Dorsal striatum was
analyzed only after 3 wk of withdrawal; there were no changes in GIuR1,
GIluR2/3, or NR1. Likewise, these subunits were unchanged in prefrontal
cortex or VTA after 3 wk of withdrawal, although increases in GIuR1 and
NR1 were found in VTA of sensitized rats 24 h after discontinuing cocaine
(see Subheading 2.2.).

Interestingly, the changes in protein levels found by Churchill et al. (14)
were not paralleled by changes at the mRNA level. Ghasemzadeh et al. (22)
used in situ hybridization histochemistry and RT-PCR to quantify glutamate
receptor subunit MRNA levels 3 wk after discontinuing the same regimen of
cocaine or saline injections used by Churchill et a. (14). Twenty-four hours
before decapitation, half the ratsin each group were challenged with saline and
half with cocaine. In NAc, acute cocaine decreased mMRNA levels for GIUR3,
GluR4, and NR1, while repeated cocaine also decreased GIuUR3 mRNA and
increased mGIURS MRNA. The only significant effect in dorsolateral striatum
was decreased NR1 mRNA after acute cocaine. The VTA and PFC were also
evaluated (see Subheadings 2.2. and 4.2.). Because of the complexity of
the design, the reader should consult the article for an in-depth discussion
of interactions between chronic cocaine treatment and acute challenge, and
interesting trends that were apparent in some groups.

Scheggi et al. (44) used Western blotting to measure glutamate receptor
subunits after administering 40 mg/kg of cocaine every other day over 14 d,
testing for sensitization after 10 d of withdrawal, and killing the rats 1 wk after
the test for sensitization. In NAc, significant increases in GluR1, NR1, and
NR2B (but not GIuR2 or NR2A) were found in sensitized rats. The changesin
GluR1 and NR1 arein agreement with those reported by Churchill et al. (14).In
hippocampus, only the NR2B subunit was significantly elevated although there
was atrend toward increased NR1 (26% increase). In the PFC, small increases
(~20%) were observed for NR1 and NR2B, but these were not significant, and
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there was no change in GIuR1. All of these changes were blocked if MK-801
was continuously infused (s.c., via osmotic minipumps) during cocaine
administration, a treatment that also blocked development of sensitization,
suggesting they are linked to sensitization.

Chronic cocaine treatment leads to accumulation in some NAc neurons of
stable isoforms of the transcription factor AFosB, so Kelz et al. (45) used
transgenic mice in which AFosB was induced in a subset of NAc neurons to
model chronic cocaine treatment. These mice showed increased responsiveness
to rewarding and locomotor-activating effects of cocaine, as well as increased
expression of GIuR2 inthe NAc but not dorsal striatum. In aplace conditioning
test, rats that received intra-NAc injections of a recombinant herpes simplex
virus vector encoding GIuR2 spent more time in a cocaine-paired chamber
than controls, while rats made to overexpress GIuUR1 spent less time in the
cocaine-paired environment. Although this suggests that increased NAc levels
of GIuR2 may account for enhanced rewarding effects of cocainein the AFosB-
expressing mice, more work is needed to evaluate the relevance of these
findings to the intact cocaine-treated animal.

NR2B is an interesting NMDAR subunit, as it is implicated in ethanol
dependence (46) and morphine-induced conditioned place preference (47).
Loftis and Janowsky (23) measured NR2B levels using immunohistochemical
methods in NAc and dorsolateral neostriatum, as well as hippocampal and
cortical regions (see Subheading 4.2.). Rats were treated with 20 mg/kg of
cocaine x 7 d (or saline) and killed 24 h, 72 h, or 14 d after discontinuing
injections. In dorsal striatum, there were no changes after 24 or 72 h, but NR2B
immunolabeling was increased after 14 d. In the NAc, NR2B was decreased
in shell but not core after 24 h, no changes were present after 72 h, and there
were increases in core and shell after 14 d.

Several recent studies have evaluated glutamate receptor binding after
repeated cocaine. Keys and Ellison (48) found a decrease in [SHJAMPA
binding, assessed with autoradiography, in ventral striatum, and atrend in NAc,
21 d following two exposures to cocaine administered continuously for 5 d
via subcutaneous pellets. Itzhak and Martin (49) compared NMDA receptor
binding in several brain regions (striatum, amygdala, and hippocampus) in
rats treated for 5 d with 15 mg/kg of cocaine (a sensitizing regimen) and mice
treated for the same time with a higher dose of cocaine (35 mg/kg; a regimen
that resulted in kindled seizures). No changes in NM DA receptor binding were
found with the sensitizing regimen, whereas binding was el evated in all regions
3 d after the high-dose regimen was discontinued, with additional alterations
occurring after the expression of kindled seizures. Szumlinski et al. (50) found
no changes in [*H]MK-801 binding in the rat striatum after a sensitizing
regimen of cocaine (five daily injections of 15 mg/kg of cocaine) and 2 wk
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of withdrawal. Bhargava and Kumar (51) treated mice with a sensitizing
regimen of cocaine (10 mg/kg, twice daily for 7 d). Immediately after drug
treatment, [3H]MK-801 binding was increased in cerebellum and spinal cord
but decreased in cortex and hypothalamus. After withdrawal, binding remained
decreased in cortex but other changes normalized.

Recent studies have focused on the role of metabotropic glutamate receptors
in sensitization. Mao and Wang (52) used quantitative in situ hybridization
histochemistry to measure mRNA levels for group | mGluRs (mGIuR1 and
MGIuR5) in the NAc and striatum in naive and amphetamine-sensitized rats.
No changes in mGIuR1 or mGIuR5 mRNA levels were observed in naive rats
3 h after acute administration of amphetamine. In contrast, 3 h after the last
of five daily amphetamine injections, mGIuR1 mRNA levels were increased
in dorsal striatum and NAc. This effect was transient, as no changes were
observed after 7, 14, or 28 d of withdrawal. A different pattern was observed
for mGIuRS. Levels of mMRNA were decreased markedly 3 h after the final
amphetamine injection, and the reduction persisted at 7-, 14-, and 28-d
withdrawal times. In arare example of concordance between amphetamine and
cocaine findings, Swanson et al. (53) found a small but significant reduction
in mGIuRS5 protein levels, measured by Western blotting, in the medial NAc of
rats killed 3 wk after discontinuation of repeated cocaine injections. mGIuR5
is postsynaptic and can negatively modulate AMPA receptor transmission.
Thus, the authors suggested that cocaine-induced decreases in mGIUuRS may
contribute to the potentiation of AMPA receptor-mediated behavioral responses
related to drug-seeking behavior that have been reported after chronic cocaine
administration (54,55). In the same study, repeated cocaine administration
attenuated the ability of mGluR1 stimulation to decrease glutamate release and
locomotor activity, but this was not accompanied by alterations in mGIuR1
protein levels and may be attributable to altered expression of Homerlb/c, a
scaffolding protein that regulates mGIuR signaling (53). Increasing evidence
indicates that mGIuRs play an important role in behavioral responses to
psychomotor stimulants (56).

A relatively unexplored question, owing primarily to technical difficulty, is
whether posttranslational modification of glutamate receptors is altered after
repeated drug treatment. Bibb et al. (57) found reduced peak amplitudes of
AMPA/kainate-evoked currents in acutely dissociated striatal neurons from
rats chronically treated with cocaine; other findings suggested that this was
attributable to reduced PK A-dependent phosphorylation of GIuRL.

3.3. Summary: NAc and Striatum

As discussed in Subheading 3.1., considerable evidence implicates gluta-
mate receptors in the striatal complex in persistent neuroadaptations associ-
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ated with behavioral sensitization and drug-seeking behavior. There is some
agreement that GIuR1 and NR1 levels are not altered in the NAc after short
withdrawals (1-3 d) from repeated cocaine or amphetamine administration. At
longer withdrawal times (2—3 wk), cocaine-treated rats may show increasesin
GluR1, NR1, and NR2B, whereas amphetamine-treated rats show decreases
in GIuR1, GIuR2, and NR1. There may also be persistent changes in the
expression and function of group | mGluRs. The delayed onset of many of the
reported changes in glutamate receptor expression is consistent with arole for
the NAc in the long-term maintenance of sensitization and other drug-induced
behavioral changes. However, it is difficult to reconcile opposite effects of
cocaine and amphetamine on glutamate receptor expression with a role for
these changes in the maintenance and expression of sensitization, as both
drugs produce similar behavioral effects (augmented locomotor response) in
sensitized rats. It should be kept in mind that the NAc contains heterogeneous
populations of projection neurons and interneurons, and we do not know the
phenotype of the neuronsthat experience changesin glutamate receptor subunit
expression (e.g., 42,52). Moreover, other types of drug-induced changes
may contribute importantly to the excitability of NAc neurons. For example,
Zhang et al. (43) found reduced sodium currents in NAc neurons after a short
withdrawal from repeated cocaine, while Thomas et al. (58) found evidence
for LTD in the NAc after long-term withdrawal from cocaine. In fact, growing
evidence suggests that abnormal synaptic plasticity in the NAc, triggered
by chronic drug treatment, leads to dysregulation of motivation- and reward-
related circuits and thereby contributes to addiction (2). It will be important to
determine whether alterations in glutamate receptor expression contribute to
the induction of altered plasticity, are involved in its expression, or represent
compensatory responses to changes in the activity of glutamate-containing
projections.

4. Effect of Psychomotor Stimulants on Glutamate Receptor
Expression in the PFC and Other Cortical or Limbic Regions

4.1. Role of the Prefrontal Cortex in Behavioral Sensitization

The PFC is now acknowledged to play an important role in behavioral
sensitization. Excitotoxic lesions of the PFC prevent the development of
sensitization (59-61) as well as cellular changes in DA systems that are
closely associated with sensitization (61). The role of PFC in the expression
of behavioral sensitization in response to psychostimulant challenge is more
controversial. Some evidence suggests that expression of sensitization requires
glutamatergic transmission between the dorsal PFC and the NAc core (62).
On the other hand, excitotoxic lesions of the PFC that are sufficient to prevent
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development of sensitization do not interfere with expression (63,64). Other
findings suggest that maintenance and expression of sensitization may be
associated with loss of inhibitory DA tone in the PFC, leading to a loss
of inhibitory control over PFC projections to subcortical regions;, multiple
mechanisms may contribute (e.g., 65-69). Less has been done to examine
specifically the role of glutamate transmission in the PFC in behavioral
sensitization. No studies have examined the effect of intra-PFC injection of
glutamate receptor antagonists and only a few microdialysis studies have
assessed glutamate release in the PFC in response to stimulants (70-73).
Likewise, there have been relatively few studies on stimulant-induced altera-
tions in glutamate receptor expression in the PFC as compared to the striatum
and midbrain.

4.2. Results in the PFC

Using quantitative in situ hybridization and immunoautoradiography, we
found increased GluR1 mRNA and protein levels 3 d after discontinuing
repeated amphetamine administration; this effect was transient, as it was not
observed inratskilled after 14 d of withdrawal (41,42). Thisincreasein GIuR1
may be functionally significant, as PFC neurons recorded from amphetamine-
treated rats after 3 d of withdrawal (but not 14 d of withdrawal) showed
increased responsiveness to the excitatory effects of iontophoretically applied
glutamate (67). In studies using the same amphetamine regimen, we found
a significant decrease in NR1 mRNA levels and a trend toward decreased
immunolabeling after 14 d of withdrawal, but no change after 3 d (24).

Cocaine also exerts complex effects on glutamate receptor subunit expres-
sioninthe PFC. Churchill et a. (14) found no changesin PFC levels of GIuR1,
GluR2/3, or NMDARZ1 (using Western blots) 3 wk after discontinuing a week
of daily cocaine injections (see Subheading 2.2. for more details on this
study). In another study, rats were treated with cocaine, tested for sensitization
after 10 d of withdrawal, and killed 1 wk after the test for sensitization (44;
see Subheading 3.2. for more details). Small increases (~20%) were observed
for NR1 and NR2B in the PFC, but these were not significant, and there was
no change in GluR1. Loftis and Janowsky (23) measured NR2B levels using
immunohistochemical methods in VTA and NAc (see Subheadings 2.2. and
3.2.), as well as dorsolateral neostriatum, the hippocampal formation (CA1,
CA3, and dentate gyrus), and the cortex (media frontal cortex, lateral frontal
cortex, and parietal cortex). Ratswerekilled 24 h, 72 h, or 14 d after discontinu-
ation of repeated cocaine or saline injections. There were no changes in
the hippocampal formation following 24 or 72 h of withdrawal. Results in
cortex depended on the region analyzed. For medial frontal cortex, there were
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increases at all withdrawal times. For lateral frontal cortex and parietal cortex,
there was no change after 24 h, but increases after 72 h and 14 d. This study
also measured neurona nitric oxide synthase, but these results will not be
discussed.

4.3. Summary: PFC and Other Cortical and Limbic Regions

Glutamate receptor expression in the PFC undergoes complex changes after
drug administration is discontinued that depend on the withdrawal time and
probably differ between cocaine and amphetamine, at least for NR1. In general,
some results suggest that AMPA receptor subunit expression changes at early
withdrawal times whereas NMDA receptor subunit expression is atered after
longer withdrawals. Because relatively few studies have assessed glutamate
transmission in the PFC of sensitized rats using electrophysiological or
neurochemical approaches, it is difficult to assess the functional significance
of observed changes. An exception is the correlation between increased
responsiveness of PFC neurons to glutamate (67), and increased expression of
GluR1 inthe PFC (41,42), after short withdrawal s from repeated amphetamine
administration. It will be important to conduct studies on additional brain
regions implicated in addiction, such as the amygdala.

5. Conclusions

It is clear that repeated administration of cocaine or amphetamine influ-
ences glutamate receptor expression in brain regions important for behavioral
sensitization and addiction. However, to date, the data obtained raise more
guestions than they answer. One important problem is that amphetamine and
cocaine produce different patterns of changes, whereas both produce behavioral
sensitization. Either there are multiple ways to achieve a sensitized state, or
the changes in glutamate receptor expression are not directly associated with
sensitization. The pictureis made more complex by different effects at different
withdrawal times, different effects with different drug regimens, and lack of
agreement between laboratories using similar drug regimens. Another problem
is that studies of receptor expression have been conducted at the regional
level, precluding identification of the types of cells exhibiting particular
alterations in glutamate receptor expression after stimulant exposure. Without
such information, it is hard to predict the functional effect of these alterations
at the level of neuronal circuits. For example, does the increase in GIuR1
expression in the PFC after repeated amphetamine occur in pyramidal neurons
or interneurons, or in a subset of one of these populations? It will be important
to conduct future studies in identified cells, although thisis avery challenging
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undertaking. It will also beimportant to study the cellular mechanismsby which
monoamine-releasing psychomotor stimulants influence the expression of
glutamate receptors, as well as other aspects of glutamate neurotransmission.
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Adult Neural Stem/Progenitor Cells in the Forebrain
Implications for Psychostimulant Dependence and Medication

John Q.Wang, Limin Mao, and Yuen-Sum Lau

1. Introduction

The question as to what exactly a stem cell is has remained contentious e
after nearly three decades of debate. prevailing view is that stem cells
are cells with the capacity for unlimited or prolonged self-renewal that ca
produce at least one type of highly differentiated descendant. Usually, betwe
the stem cell and its terminally differentiated progeny there is an intermedia
population of committed progenitors or precursors with limited proliferative
capacity and restricted differentiation potential. The term “neural stem cell
is used loosely to describe cells that (1) are derived from the nervous syste
(2) have self-renewal capacity; and (3) can give rise to one spgleéiotype,
or more likely multiple types, of neural cells other than themselves throug
asymmetric cell divisiofl,2). However, to date, it is not clear how primitive the
detectable population of dividing cells in the brain is. They may represent tri
neural stem cells or lineage-restricted progenitor cells. Given this uncertaint
the cautious term “neural progenitor cells” is used in this chapter to descril
dividing cells in the central nervous system (CNS).

Adult neural progenitor cells are the ones derived from the adult nervot
system. Although it has long been thought that the neural tissue in the ad
mammalian brain is entirely postmitotic, a particular surprise is the discovel
of progenitor cells in unexpected brain areas, such as the subventricular zc
(SVZ) and the hippocampal dentate gyrus, throughout adultfibed). As
compared to embryonic stem cells, which tend to proliferate at high levels ar
spontaneously differentiate into all kind$ tissues, adult neural progenitor
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cells usually show low levels of cell division under normal conditions anc
have already made a commitment to become neural tissues. Natural prolife
tion and differentiation of neural progenitor cells generate either neuron:
cells (neurogenesis) or glial cells (gliogenesis). Increasing evidence shoy
that proliferation and/or differentiation of progenitors can be altered substal
tially by exogenous administration of growth factors or other experimentz
manipulations.

Exposure to psychostimulants such as cocaine and amphetamine cau
long-term mental illnesses. Brain mechanisms underlying biological actions
these stimulants are not well understood and may be related to changes in
mesolimbic and mesostriatal dopaminergic pathways. It has been sugges
that drug exposure causes various cellular and molecular changes in 1
dopaminergic system, which lead to trevelopment of psychoplasticity related
to long-term properties of drugs of abuse. However, ideati@in of altered
neural elements responsible for psychoplasticity has not been achieved des
multidisciplinary efforts during the past few decades. Given the existenc
of active neural progenitor cells in several key structures of the forebrait
alteration in proliferation and/or differentiation of progenitors under dopamine
stimulated conditions might participate in the formation of psychoplasticity
This is indeed supported by the observations from recently emerging anim
studies summarized in this chapter.

2. Adult Neural Progenitor Cells in the Forebrain

Adult neural progenitor cells in the SVZ and hippocampus represent the mc
thoroughly investigated and best characterized of such cells in the forebra
These progenitor cells are often detected in vivo through the use of retrovirus
(4) or thymidine autoradiographp). Recently, the thymidine analog bromo-
deoxyuridine (BrdU) has been used as a tracer of new DNA synthesis to lat
dividing cells in the CN$6). There are advantages and disadvantages to thes
methods(1l). The highest density of progenitor cells is found in the SVZ.
Neuronal progenitors in the SViziigrate tangentially (sagittally) along the
rostral migratory stream into the olfactory bulb, where they differentiate int
granular and periglomerular neuro(%8). In contrast, glial progenitors in
the SVZ migrate radially into neighboring brain areas such as the striatur
corpus callosum, and neocori@j. Adult neural progenitors in the hippocam-
pus are distributed throughout the medial dentate gyrus at all rostrocauc
levels(10,11). They are typically observed in a thin lamina between the hilu:
and the granule cell layer, that is, the subgranular zone, as well as within t
granule cell layer and hilud0,11). Approximately half of newborn cells in
the hippocampus are believed to differentiate into neurons 3—4 wk after the
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birth according to their characteristic morphology of granule neurons an
co-expression with the neuronal markers, such as neuron spsuifiase
(NSE), microtubule-associated protein-2 (MAP-2), or neuronal nuclear antige
(NeuN). A small fraction of newborn cells (~15%) adopt a glial fate as detecte
by their association with the astrocytic (gliddrfllary acidic protein [(GFAP])

or S10@) or oligodendrocytic markers. Newborn neurons in the adult dentat
gyrus can migrate to the functional site, where they execute the programm
missions and connect appropriately into the circuitry of the hippocampus t
developing synapses and axonal projections to receive and deliver signe
respectively(12).

Besides the SVZ and the dentate gyrus, active adult neurogenesis anc
gliogenesis exist in other brain regions. The drug-affected area, striatum,
among those regions where cell proliferation and differentiation recently hay
been noticed13). After BrdU injection, cell division is consistently observed
in the dorsal and ventral striatum. Divided cells are scattered throughout t
area. Newborn striatal cells survive beyond 60 d, with a graduate increa
in their body size and process@s,14). Although a small fraction of cells
exhibit the morphological characteristics of radial glia 3 wk after birth, the vas
majority of newborn cells show no obvious morphology of either projectior
neurons or glia. Parallel with the morphological observations, approx 10-20
of BrdU-labeled cells aranmunoreactive to S1@and no BrdU cells are
double labeled with NeuN even 6 wk after birth. Thus, it appears that gliogel
esis, but not neurogenesis, naturally occutisérintact striatum at a small scale,
and the vast majority of newborn cells normally remain undifferentiated in thi
brain area. The exact primitive stage of those dividing cells in the striatum is n
yet defhed. However, the aforementioned study clearly demonstrates that the
cells could self-renew and give rise to at least glia in the adult striatum.

3. Regulation of Adult Neurogenesis and Gliogenesis

A great deal of effort recently has been made in animal experiments
explore the regulation of adult neurogenesis/gliogenesis in the CNS by
variety of experimental manipulations. Available data show that growth factor
have signiftant effects on the behavior of neural progenitor’s both in vivo anc
in vitro. For example, basichiioblast growth factor (bFGF) and epidermal
growth factor (EGF) infused into the lateral ventricle of adult rats and mic
profoundly increase proliferation of cells in the SVZ, but not in the dentat
gyrus of the hippocampud5-18). Moreover, the two growth factors tend
to influence the fate of cells, usually resulting in more glial cells and fewe
neurong15-18). Increased systemic levels of bFGF by subcutaneous injectio
also increase cell proliferation in both the SVZ and hippocampus of neonat
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and adult rat19). The effects of intraventricular bFGF are age dependent
much more increases in neurons in the neonate than those in the adult
induced following bFGF applicatiqii9,20). Brain-derived neurotrophic factor
(BDNF) is another mitogenic factohdt increases the number of cells and
probably the number of neurons in the olfactory bulb after intraventricula
injection(21). Like growth factors, hormones exhibit sigo#nt influences on
adult neurogenesis. Glucocorticoids inhibit adult neurogenesis according to t
finding that adrenalectomy increases proliferation of the progenitor populatic
in the hippocampus, and systemic application of glucocorticoids antagoniz
this influence(22,23). In contrast, estrogen stimulates neurogenesis in the
hippocampus of adult raf84). Besides growth factors and hormones, multiple
neurotransmitter systems show their ability to modulate adult progenitc
activity. Glutamatergic transmission in the CNS is thst fsystem studied

in this regard. Glutamatergic deafferentiation and pharmacological blockac
of glutamate receptordN{methyl-o-aspartate [NMDA]) cause an increase in
all aspects of hippocampal neurogend865-27). In contrast, activation of
NMDA receptors causes a dramatic decrease in proliferation of progenitors
the dentate gyru@25-27). Thus, glutamate appears to affect adult neurogenesi
in an inhibitory fashion, as opposed to a facilitating role of serotonin ir
the production of new neurons végtivation of the 5-hydroxytryptaminge
(5-HT, ) receptor(28). Running also increases hippocampal neurogenesis i
adult mice. Mice housed with a running wheel show an increased number
BrdU-positive cells in the dentate gyr(29). Moreover, these mice show an
increase in long-term potentiation in the dentate gyrus as compared to mi
without a running whee{29). Other factors that affect adult neurogenesis
include ischemig30), an enriched environment for increased social interac:
tions and physical activity31), psychosocial stres®7,32,33) presumably
via adrenal steroids, and bone morphogenetic protein administ(ati5).
Detailed mechanisms underlying the effects of the regulators described
the preceding are unclear. Further studies are needed to elucidate respons
mechanisms and interactions between those regulators.

4. Regulation of Adult Neurogenesis and Gliogenesis
by Abused Substances

Studies on dopaminergic roles in the regulation of adult cytogenesis a
just emerging. Two recent reports have demonstrated that the midbrain doj
minergic transmission that underlies major biological actions of psychostimt
lants can be a powerful regulator of adult cytogenesis. Teuchert-Noodt al
co-workers found that acute treatment with methamphetamine at a high dc
(25 or 50 mg/kg) suppresses dentate granule cell proliferation by 28—-34%
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the adult gerbil hippocampy86). Experiments carried out in this laboratory
also defne the amphetamine regulation of proliferation and differentiation of
striatal progenitors in adult raf$3). Like the effect of methamphetamine on
hippocampal cytogenesis, acute administrabbmamphetamine (10 mg/kg)
induces a rapid and transient decrease in the number of proliferating cells
the striatum, although amphetamine has no sigifi effect on differentiation

of newborn cells. These results indicate that dopaminergic inputs control ce
proliferation in striatal and hippocampal regions in an inhibitory fashion. How
dopamine inhibits cell division is unclear. It is hypothesized that dopamin
stimulation may prevent or reduce the synthesis or release of mitogenic factc
from cells in the vicinity of progenitor cells. Alternatively, dopamine stimula-
tion may affect cytogenesis indirectly through glutamatergic transmission.
has been shown that acute administration of amphetamine or cocaine increz
glutamate release in the striat8v). The increased glutamate could then
decrease cell division in the striatum as discussed in the preceding.

In contrast to decreased cell division after dopamine stimulation, dopamir
depletion increases progenitor proliferation. ReductiondDPreceptor tone
with the antagonist haloperidol increases dentate granule cell proliferatic
in the gerbil hippocampu&38). Similarly, a single or repeated injection of
the neurotoxin 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP), knowr
to selectively damage dopaminergic terminals in the dorsal striatum and c
bodies in the substantia nigra, causes a robust proliferative response in stri
and nigral regions of adult miqd@4,39). Nearly all newly generated cells in
the striatum, but not in the nigra, rapidly differentiate into astrocytes, where:
Nno neurogenesis is seen in the two affected areas even 60 d after c€lUbirth
Strong striatal astrogenesis after dopaminergic insult implies the participatic
of astroglia in dopamine repair. The unexpected lack of striatal and nigr:
neurogenesis after a long period of survival may be related to the extent
MPTP damage to midbrain dopaminergic cells. With the MPTP lesion mode
used in the aforementioned studies, a marginal loss of dopaminergic cells
the nigra is observed, and dopamine content and uptake in the striatum
rapidly recovered14). Thus, limited and transient damage to nigral cells may
not raise adequate call for neurogenesis repair. It will be intriguing therefore
investigate whether a chronic MPTP model that could produce prolonged a
severe loss of nigral cells or application of exogenous growth factors migl
induce neurogenesis, including a particular neuronal fate, such as the tyros
hydroxylase containing dopaminergic neurons.

Given the known effects of opiates on hippocampal function, a recer
attempt has been made to evaluate opiatedénfie on adult neurogenesis
in the rat hippocampugt0). Chronic morphine exposure decreases hip-
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pocampal neurogenesis by 42%. A similar effect is revealed after chron
self-administration of heroin. Because adrenalectomy and corticosteror
replacement have no effect on neurogenesis, the opiate suppression is
mediated by changes in circulating levels of glucocorticoids. Theddis
suggest that opiates may indhce hippocampal function via regulation of
neurogenesis in the adult rat hippocampus.

5. Functional Roles of Adult Neural Progenitor Cells

The adult brain has long been thought to be entirely postmitotic. Henc
functional roles of adult neural progenitors in the CNS are unclear at presel
It has been suggested that they are vestiges of evolution from more primiti
organisms, such assfi(41), in which organ and tissue self-renewal provides
survival advantages in an inhospitable environment. However, along wit
emerging studies on this issue, some functional roles of adult neurogenesis ¢
be speculated and tested. Under physiological conditions, neurogenesis n
replace cells programmed for death with fully functional cells, even though thi
repopulation is considered to be very limited in adult brains. More importantly
the adult mammalian nervous system retains the capacity of adapting ne
demands of brain functions, such as learning, memory, and neural plasticity
response to environmental changes. It is possible that the local generation
new neuronal and non-neuronal cells in the responsible brain structures cot
participate in the acquisition or integration of new memories and neuroadapt
tion. As to region-spectiroles, the SVZ is more likely a stem-cell factory
conveniently located in the brain. Through proliferation, it manufacture:
progenitor cells infiitely and delivers them to their destinations in the whole
brain (42,43). As compared to the SVZ, neurogenesis in the hippocampus ce
directly add new granule cells in the dentate gyrus whenever a call is made
new memory or neuroadaptive formation.

Under pathophysiological conditions, inducible cytogenesis can play dus
roles in a given pathophysiological process. First, cytogenesis can be provok
to process aberrant functions. For example, the neurons that are formed thro
normal ongoing neurogenesis do not send processes to the CA3 region
the hippocampug$44,45). However, epilepsy-induced neurogenesis sends
axon collaterals back onto the dentate gyrus that forms recurrent collater:
contributing to enhanced local activity for epileggs). Second and more
significantly, cytogenesis can be stimulated to repair (rescue or compensate)
cell loss in chronic neurodegenerative diseases, such as Parkinson’s diseast
this case, repopulation of missing cells by increased endogenous neurogen
in the diseased site could be an ideal “self-repair.” The newborn cells aft
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differentiationin situ may partly or completely take on the exact function of
the cells they replace. Further studies are needed to explore anatomical :
functional “self-repair” of this kind in various neurodegenerative diseases, ar
results from these studies may bring about a new therapy for those disease:

6. Implications in Psychostimulant Dependence and Medication

With limited studies, how drug exposuinfluencesbrain cytogenesis
and how altered cytogenesis contributesaddlictive properties of drugs of
abuse can only be hypothesized at present. As described in the precedi
amphetamine exposure decreases total cell proliferation in the sti(&um
Morphine, heroin, and methamphetamine decrease hippocampal neurogen
(36,40). However, alteration in proliferation of a given population of cells in the
affected areas remains unideretifi It is possible that one specifihenotype of
neuronal and/or non-neuronal cells is either increased or decreased in respc
to drug stimulation. In this case, a decreased generation of cells that norma
exert an inhibitory inflence on the formation of drug addiction may result in
disinhibition of addictive processes. On the contrary, an increased generati
of cells that are involved in the mediation of drug effects may facilitate dru
addiction. In sum, drugs may develop their dependence via altering cytogene
activity in adult brain. Future studies can be pursued to address (1) effects
drug exposure on the generation of a spe@fienotype of cells in the adult
forebrain, and (2) underlying mechanisms of altered neurogenesis/gliogene
in the regulation of long-term drug actions.

The therapeutic potential of targeting negralgenitor cells for the treatment
of drug addiction is obvious. Again, however, concrete suggestions will hav
to wait until future studies can elucidate changes in cytogenesis in respor
to drug exposure and how those changes regulate drug actions. In the futt
it is expected that pharmacological agents can be developed to inhibit
facilitate the new generation of specifihenotype of cells, depending on the
cell function in drug addiction. Reprogrammed endogenous cell birth throug
exogenously administered agents could then prevent drug dependence ¢
addiction.

In summary, recent convincing evidence has shown a profounctmct
of drug exposure on neurogenesis/gliogenesis in the affected brain are
in adult animals. Altered cytogenesis may participate in the modulation ¢
addictive properties of drugs. More studies are needed ttedbg underlying
mechanisms of the drug effects and contribution of neural progenitors to drt
actions in order to develop an effective therapy for drug addiction by targetir
neural stem cells.
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Neuroprotective Effect of Naloxone
in Inflammation-Mediated Dopaminergic
Neurodegeneration

Dissociation from the Involvement of Opioid Receptors

Bin Liu and Jau-Shyong Hong

1.The Opioid System

Historically, the nociceptive/analgesic effect of naturally occurring opiates
such as morphine has long been recognized by humans. Advancesin researchin
the last several decades have reveal ed the existence of the so-called endogenous
opioid peptides, can be divided into three classes: dynorphins, enkephalins, and
[B-endorphins. Contrary to the initial understanding, in addition to the cells of
the central nervous system, those of peripheral tissues such as cardiac myocytes
and heart tissues also express opioid peptides (1-3). The wide distribution of
opioid peptides throughout the body underscores their involvement in avariety
of cellular activities including pain regulation, respiration, immune responses,
and ion channel activity (4) aswell as possibly pathophysiological conditions
such as asthma, alcoholism, and eating disorders (5-7).

Endogenous opioid peptides are synthesized as biologically inactive precur-
sor polypeptides termed preprodynorphin, preproenkephalin, and preproopio-
imelanocortin, thelast being aprecursor of B-endorphins (8). Precise processing
by the action of highly regulated proteolytic enzymes converts the inert
polypeptides into active fragments of varying lengths and bioactivity. It is now
well known that endogenous opioid peptides exert their bioactivity through
binding to cell surface receptors. Intensive research by means of ligand binding
and molecular cloning studies in the last 40 yr has identified at least three

From: Methods in Molecular Medicine, vol. 79: Drugs of Abuse: Neurological Reviews and Protocols
Edited by: J. Q. Wang © Humana Press Inc., Totowa, NJ

43



44 Liu and Hong

classes of classic opioid receptors: 9, k, and pu (9,10). They are all G-protein-
linked receptors with seven transmembrane domains and multiple potential
phosphorylation sitesin the terminal sequences. Pharmacological studies have
further suggested the existence of subgroups within the three types of opioid
receptors. However, molecular cloning has yet to confirm this. Nevertheless,
various endogenous opioid peptides exhibit differential affinity toward thethree
types of opioid receptors. For example, methionine-enkephalin and leucine-
enkephalin preferentially bind d-opioid receptor and dynorphins show some
selectivity toward k-opioid receptor, while 3-endorphin has a slightly higher
affinity for the p-opioid receptor than the other two types of receptors (9,11).
Thedissociation constants of endogenously opioid peptidesfor opioid receptors
arein the range of 10~° M. Naturally occurring opiates such as morphine elicit
physiologic responses by mimicking endogenous opioid peptides in binding
to opioid receptors.

2. Naloxone

Naloxone is a synthetic and nonselective antagonist against all three classic
opioid receptors. Structurally, it closely resembles the naturally occurring
opiate morphine (Fig. 1). Aswith morphine, the binding of naloxone to opioid
receptors is stereospecific, such that (-)-naloxone (also called L-naloxone for
the levorotatory configuration of the asymmetric carbon) binds the p-opioid
receptor with the same dissoci ation constant asthat for morphine (~2 x 10° M).
The affinity of (+)-naloxone (also called R-naloxone), however, is three to four
orders of magnitude less than that for (—)-naloxone (12,13). Therefore, ever
since their synthesis and characterization, the nal oxone enantiomers have been
one of the most powerful toolsin the investigation of the involvement of opioid
receptorsin various systems.

Over the last 30 yr, the ever increasing realization of the involvement of
opioid systemsin awide variety of physiological aswell as pathophysiological
conditions, beyond the initially described roles in the nociceptive/analgesic
systems, has certainly prompted an intensive screening of opioid receptor
antagonistsfor potential therapeutic purposes. Because of its potent antagonistic
activity, ease of crossing the blood-brain barrier, and relatively low systemic
toxicity, (-)-naloxone has been tested for beneficial effects in a variety of
experimental disease models. Mechanistically, the efficacy in the experimental
treatment of conditions such as opiate dependence is certainly related to its
activity as an opioid receptor antagonist (14), whereas in the treatment of eating
disorders (15) and alcoholism (16), the opioid system most likely plays arole.

However, the underlying mechanisms of action for the experimental treat-
ment of traumatic brain and spinal cord injuries (17), myocardial and cerebral
stroke (18-22), and sepsis (23) are far from clear and are definitely not
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Fig. 1. Structures of morphine and nal oxone stereoisomers. Numbersin parentheses
indicate the approximate affinity to p-type opioid receptor.

exclusively related to the opioid system. The notion of nonopioid actions
of naloxone are discussed further toward the end of this chapter. Closer
examination, at the molecular and cellular levels, of those disease conditions
seemsto suggest the existence of acommon theme: the involvement of immune
activities, in particular, the inflammatory responses.

3. Role of the Inflammatory Process in Ischemia, Brain
and Spinal Cord Injuries, and Sepsis

Recently, increasing evidence has implicated the involvement of the inflam-
matory process in the pathogenesis of a variety of diseases. For example, in
ischemic brain injury, the inflammatory response can be induced by the initial
phase of neuronal death triggered by excitotoxicity. Cytotoxic factors produced
asaresult of the inflammatory response are thought to exacerbate the neuronal
damage in the later phase of disease progression (24-26). Similarly, in the
case of myocardial tissueinjury, acell death induced inflammatory responseis
also suspected of playing arolein the final outcome of the disease (27,28). An
equally interesting issue is the realization of an inflammatory response induced
by damage to the peripheral and central nervous systems. Again, it is thought
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that the initial injury to nervous tissues would trigger a local inflammatory
response that contributes to secondary and lasting injury with persistent pain
as one of the outcomes (29,30). In sepsis, inflammation in response to the
initial endotoxin challenge and subsequent damage to various organs are main
components of the factors leading to the eventual multiorgan failure (31).

4. Role of Inflammation in Neurodegenerative Disorders

Previously, the brain has been considered an immune privileged environment
partly owing to the existence of the brain—blood barrier. However, inflammatory
responses in the brain have been increasingly associated with pathogenesis
of several degenerative neurological disorders including Parkinson’s disease
(PD), Alzheimer’s disease, AIDS dementia, and amyotrophic lateral sclerosis
(ALS, 32-34).

Two types of glia cells, namely microglia and astrocytes, are the primary
players of the inflammatory process in the brain (35,36). Under normal
conditions, microglia serve a function of immune surveillance. Astrocytes,
on the other hand, act to maintain ionic homeostasis, buffer the action of
neurotransmitters, and secrete nerve growth factors. In response to immunol ogi-
cal stimuli or injuries in the brain, glia, especially microglia, readily become
activated. Traditionally, injury- and/or neuronal death-induced glial activation
have been called reactive gliosis with the term reactive microgliosis specifi-
cally referring to the activation of microglia. Perhaps in analogy to certain
components of the immune response observed in the peripheral system,
activated astrocytes and microglia which are either resident or, as some have
speculated, recruited to the injury site play a key role in tissue repair through
phagocytosis and secretion of various trophic factors. However, activated glia,
especially microglia, produce awidearray of proinflammatory factorsincluding
cytokines such as tumor necrosis factor-a (TNF-a), interleukin-1f3 (IL-1pB),
IL-6, chemokines, free radicals such as nitric oxide (NO) and superoxide, and
fatty acid metabolites such as eicosanoids (33,36—-39). Overproduction of a
large number of these factors by glia contributes to inflammation and additional
neuronal death in the brain and has been considered to be closely related to the
pathogenesis of AD, PD, AIDS dementia, and ALS. This notion is supported
by severa lines of evidence. First, postmortem analysis of brains of patients
with the aforementioned degenerative neurological disorders revealed the
occurrence of microglial and astroglial activation (32-34,40). Second, pro-
duction of free radicals (NO, superoxide), cytokines (TNF-a, IL-1p), and
eicosanoids has been observed frequently in cultures of glia and/or microglia
following stimulation with amyloid peptides, HIV coat protein gp120, and the
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inflammagen bacterial endotoxin lipopolysaccharide (LPS) (38,41-44). Third,
addition of some of these factors, often in various combinations, to neuron/glia
cultures has been shown to induce neuronal death (45-47). Fourth, inhibition
of the production of cytokines such as TNF-a and IL-1p3, free radicals such as
NO and reactive oxygen intermediates, and el cosanoids such as prostaglandins
affords neuroprotection (42,48-52). Interestingly, neurons may not be solely
the innocent victims of inflammation-mediated degeneration. Interactions
between neurons and glial cells via molecules such as the neural cell adhesion
molecules may actually serve to suppress the immune response of glial cells,
and loss of the “neuronal suppression” may be part of the mechanism of action
underlying reactive gliosis (53,54).

5. Microglial Activation: Part of the Etiology of PD?

The hallmark of PD is the progressive degeneration of the nigrostriatal
dopaminergic system involving the loss of dopaminergic neurons in the
substantia nigra and their fibers in the striatum. Sufficient damage to the
dopaminergic pathways, over time, eventually leads to disorders in movement
regulation. It has now been recognized that microglial activationisinvolvedin
the neurodegenerative process of PD (55-58). Furthermore, epidemiological
studies appear to suggest that microglial activation, as a consequence of expo-
sure to infectious agents and environmental toxins and occurrence of early-life
traumatic brain injuries, may play arolein the early stage of the pathogenetic
process of PD (59-64). Some of the important cluesin favor of the hypothesis
that microglial activation will result in dopaminergic neurodegeneration have
come from experiments with neuron-glia cultures stimulated with the bacterial
endotoxin LPS. Indeed, LPS neurotoxicity requires the presence of glia,
and activation of glia, especially of microglia, leads to the degeneration of
dopaminergic neurons (65). In addition, intranigral injection of LPS activates
microglia and induces the degeneration of nigral dopaminergic neurons
(66-68). Microglial activation occurs as early as 6 h after the infusion of LPS
into rat brains, and significant production of cytokines (TNF-a, IL-1p) and
free radicals (NO and superoxide) can be detected 2—-12 hr after stimulation of
neuron-glia cultures with L PS (67,69,70). In contrast, significant degeneration
of dopaminergic neurons in vitro and in vivo was not observed until after
the occurrence of significant microglial activation, indicating that microglial
activation and production of neurotoxic factors precede dopaminergic neuro-
degeneration. These results demonstrate that, at least in rodents, inflammagen
(LPS)-induced microglial activation is capable of causing the degeneration of
nigral dopaminergic neurons.
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6. Neuroprotective Effect of Naloxone Sterecisomers
on Dopaminergic Neurons in the Inflammation-Related
Model of PD

The establishment of both in vitro and in vivo inflammation-related models
of PD has enabled the search for and study of the mechanism of action
responsible for a variety of neuroprotective agents. Of particular interest
is the neuroprotective effect of the naloxone stereocisomers. In the in vitro
neuron-glia culture system, 1 uM (-)-naloxone afforded significant protection
of dopaminergic neurons against LPS-induced degeneration. Interestingly,
(+)-naloxone, which lacks opioid receptor binding activity, was equally effec-
tive (69). The neuroprotective effect of naloxone was most likely unrelated to
the opioid system because both compounds effectively inhibited the activation
of microgliaand their production of NO, TNF-a, and especially the superoxide
freeradical (69,82; Fig. 2). Thein vitro observations were confirmed by in vivo
studies where systemic administration of naloxone with an osmotic minipump
reduced the loss of nigral dopaminergic neurons induced by LPS injection
(67,68). Again, both (—)-naloxone and (+)-naloxone were equally effective
(67). Interestingly, over the last several decades, several groups have described
nonopioid effects of (+)-naloxone in various systems (71-74). In addition,
Simpkins and associates have reported that both naloxone stereoisomers
are capable of suppressing the chemoattractant-induced activation of human
neutrophils (75,76). Therefore, it is possible that naloxone, regardiess of its
stereoconfigurations, is an effective modulator of immune cell activity. The
appreciation of nonopioid and immune modulatory activity of naloxone and,
at the same time, the increasing awareness of the role of inflammation in many
disease conditions, may help redefine the mechanism of action for the observed
efficacy of naloxone in the experimental treatment of a variety of pathological
conditions. For example, whether the beneficial effects observed for naloxone
in the treatment of spinal cord and traumatic brain injuries and myocardiac/
cerebral stroke are related to any potential inhibitory effect on the secondary
inflammatory response occurred following the initial phase of cell death
remains to be examined (17-19). Interestingly, in the experimental treatment
of Alzheimer’s disease, naloxone was found to be much more promising in
younger patients (77,78) than in more advanced cases (79,80). It would be
of great interest to determine whether these results imply that reduction by
naloxone of the inflammatory response at an earlier stage of the progression of
the disease will have a more favorable final outcome. Similarly, the beneficia
effect of naloxone in the experimental treatment of bacterial sepsis may also be
related to its negative modulatory effect on theimmune cells, although it may be



Naloxone and Dopaminergic Neurodegeneration 49

LPS

l Naloxone

LeP .lTLR /

Microglial
activation

Dopaminergic
Neuron

Fig. 2. Proposed mechanism of action for the neuroprotective effect of naloxone. By
inhibiting the LPS-stimulated release of neurotoxic factors such as cytokines TNF-a
and IL-1p and free radicals such as NO and superoxide, naloxone affords protection to
dopaminergic neurons against inflammation-mediated degeneration.

truethat inhibition of neutrophil activation alone may not be sufficient to reverse
the course of the catastrophic cascade of the multiorgan failures (23,81).

Inanimal studiesand clinical trials, (-)-naloxone hasarelatively large safety
margin. (+)-Naloxone, devoid of opioid activity, would be a better choice as a
candidate agent for potential usein the treatment of neurodegenerative diseases
such as PD and inflammation-related disordersin general.
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Neuropharmacology and Neurotoxicity
of 3,4-Methylenedioxymethamphetamine

Gary A. Gudelsky and Bryan K.Yamamoto

With the continuing and increasing popularity of the amphetamine analc
3,4-methylenedioxymethamphetamine (MDMA, Ecstasy) as a drug of abus
concern also has increased regarding the long-term psychological and neu
chemical effects of this drug. The acute psychological effects of MDMA
include a mild sense of euphoria and sense of well being and increased abi
to interact with othergl) which contribute to the drug’s popularity. Recent
studies in laboratory animals and humans indicate that repeated exposure
MDMA elicits long-term changes in neurochemistry and behavior that ar
viewed as resulting from a selective neurotoxicity of 5-hydroxytryptamine
(5-HT)-containing axon terminals.

1. Acute Neurochemical and Physiological Effects of MDMA

MDMA exerts a pronounced stimulatory effect on the release of 5-HT i
the brain, as evidenced under in vitro conditions from rat brain slices ar
synaptosomeg2,3), as well as in vivq4,5). The MDMA-induced release of
5-HT is most likely a carrier-mediated process that involves the interaction ¢
MDMA with the 5-HT uptake sit¢5,6).

It also is well documented that MDMA increases dopamine release in vitr
(3) and in vivo(7,8). The MDMA-induced release of dopamine involves both
carrier-mediated and impulse-dependent procg8sH3). The contribution of
impulse-dependent processes to MDMA-induced dopamine release appear:
involve 5-HT neuronal systems, inasmuch as the magnitude of MDMA-induce
dopamine release is modulated by 5,Hdceptorg10-13).
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Recently, MDMA also has been shown to increase the release of acetylct
line in striatal slices and in the cortex and hippocampus in (i¥e16).
Although the MDMA-induced release of acetylcholine in the striatum involves
histaminergic mechanisn{44), the neurotransmitter interactions underlying
the ability of MDMA to enhance cholinergic function in the cortex and
hippocampus are unknown at present.

The excessive release of dopamine and 5-HT induced by MDMA is thoug|
to mediate many of the physiological and behavioral effects of the drug. MDM:;
produces a 5-Hjilreceptor-dependent increase in the serum concentratior
of the hormones prolactin and corticoster¢hé. MDMA also produces a
marked increase in core body temperature, and evidence supports the view
activation of 5-HT, receptors contributes to this respo(E£18). Motor func-
tion also is enhanced by MDMA. A characteristic 5-HT behavioral syndrome i
produced by MDMA(19,20), and low doses of MDMA induce hyperlocomotion
that is mediated, in part, by activation of 5-gIp receptorg21).

Recently, the acute effects of MDMA on social function in rats have bee
investigated. Morley and McGreg¢22) report that MDMA can elicit both
anxiogenic and anxiolytic effects that are dependent on the test situatic
employed. MDMA elicits anxiogenic effects the elevated plus maze and
the emergence test. Anxiolytic effects of acute MDMA administration are
evident in the reduction of aggressive behavior and increase in the durati
of social interactior§22).

2. Long-Term Effects of MDMA: 5-HT Neurotoxicity

The single or repeated administration of MDMA consistently has beel
shown to result in long-term reductions in (1) 5-HT concentrations in multiple
brain regions of the rat and nonhuman prin{ag24), (2) the density of 5-HT
uptake siteg25), (3) the activity of tryptophan hydroxylag26), and (4) the
density of fne axons of 5-HT neurotfg7). The monoamine-depleting effect of
MDMA is selective for 5-HT. Dopamine and norepinephrine concentrations ar
unaffected by MDMA; an exception is the mouse, in which MDMA depletes
dopamine(28,29). In nonhuman primates and human@osed to MDMA,
data from positron emission tomography and single photon emission comput
tomography studies are indicative of MDMA-induced reductions in the densit
of 5-HT transporter§30,31).

The effect of MDMA on brain concentrations of 5-HT is biphasic and can b
divided into early and late or long-lasting phases. An early, reversible phase
5-HT depletion occurs within 3—-6 h after its administration, after which 5-HT
concentrations return to normal valugs). A long-lasting depletion of
5-HT occurs 2-3 d after drug treatment, and this depletion of 5-HT is evidel
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in most brain regions containing 5-HT terminéd&). There is only a partial
recovery, at best, to control concentrations of 5-HT after depletion produce
by MDMA. In fact, 5-HT concentrations remain depleted in most brain region
up to 1 yr following MDMA administratior{32,33). The fact that 5-HT cell
bodies are spared by MDMA may allow for the regeneration of “pruned” 5-HT
axons. Indeed, the regeneration of 5-HT axon terminals has been report
following a “neurotoxic” regimen oMDMA, although the pattern of rein-
nervation is abnormgB4).

On the basis of the persistence of MDMA effects on 5-HT terminals
and the accompanying functional changsee Subheading 7.), there is a
general concensus that MDMA induces selective 5-HT neurotoxicity, that i
degeneration of 5-HT axon terminals. Nevertheless, there is a lack of consistt
histopathological or cytochemical changes that usually accompany neurotox
ity in MDMA-treated rats. Specifally, MDMA induces little increase in silver
staining for degenerating neurof8%,36), and there is little induction of glial
fibrillary acidic protein(37). However, consistent with the view that MDMA
produces neurotoxicity, presumably within 5-HT axon terminals, is tidefj
that MDMA treatment results in a reduction of anterograde axonal transpo
of labeled material to forebrain regions containing 5-HT innervatia.

In addition, MDMA promotes the cleavage of the cytoskeletal protein tau i
the hippocampu$39). These findings support the conclusion that MDMA
produces structural brain damage in the rodent brain that accompanies
long-term depletion of brain 5-HT.

3. Role of Dopamine in MDMA-Induced Neurotoxicity

The excessive release of dopamine elicited by MDMA is proposed t
contribute, in part, to the 5-HT neurotoxicity produced by this drug. A correla
tion exists between the extent @dpamine release and extent of long-term
5-HT depletion induced by MDMA and structurally related compou@jis
Moreover, attenuation of the MDMA-induced release of dopamine by th
lesioning of neurong$40,41), treatment with dopamine uptake inhibitors
(42,43), or inhibition of dopamine synthes{26) affords protection against
MDMA-induced 5-HT neurotoxicity. Furthermore, elimination of dopamine
transporters in the striatum with the use of antisense oligonucleotides al
prevents the MDMA-induced depletion of striatal 5-K#). Conversely,
facilitation of dopamine release with 3,4-dihydraxphenylalaninelcDOPA)
or 5-HT, agonists results in an augmentatiwinthe long-term depletion of
5-HT induced by MDMA(12,45). The ontogeny of MDMA-induced 5-HT
neurotoxicity also appears to be dependent on the ability of MDMA to releas
dopaming(41).
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The contribution of excessive extracellular dopamine to the process
MDMA neurotoxicity is predicated on the fact that dopamine itself is cytotoxic
(46,47). Along these lines, dopamine, present in excessive synaptic concent
tions, may be taken up by an activated 5-HT transporter to initiate dopamin
dependent oxidative processes within the 5-HT tern{#&l

4. Role of 5-HT and Its Transporter in MDMA-Induced
Neurotoxicity

Although a sustained activation of the dopamine transporter and increa
in the release of dopamine appear necessary for the expression of MDM
induced neurotoxicity, it is not suffent to explain the pattern of neurotoxicity
exhibited selectively by MDMA and not by other amphetamines. The acut
action of MDMA on 5-HT terminals themselves appears to contribute to th
selective depletion of 5-HT produced by this agent. Amphetamine, whic
increases dopamine release but has little effect on 5-HT release, or 5-metho
6-methyl-2-aminoindane (MMAI), which selectively enhances 5-HT release
given alone do not produce 5-HT toxic{#9). However, the coadministration
of MMAI and amphetamine does produce 5-HT depletion. Thus, a concomita
increase in the extracellular concentration of dopamine and activation of tt
5-HT transporter appear necessary for 5-HT neurotoxicity.

It can be envisioned that activation of the 5-HT transporter by MDMA
renders 5-HT terminals vulnerable to further initiators of toxicity. Indeed,
MDMA-induced 5-HT neurotoxicity is prevented in animals in which the 5-HT
transporter is inhibited byubxetine(50,51). Actions of MDMA on the 5-HT
transporter may be responsible for the generation of reactive oxygen speci
i.e., free radicals, or for aimcrease in intracellular calcium concentrations
(52), both of which could contribute to the process of toxicity.

The direct administration of MDMA into the brain does not result in 5-HT
neurotoxicity(53-56). This has led to theypothesis that a neurotoxc metabolite
of MDMA is formed peripherally. 5-(Glutathio8-yl)-a-methyldopamine
is one reactive metabolite of MDMA that has been proposed to mediate |
toxicity (57,58). MDMA undergoes demethylenation to fomimethyl-a-
methyldopamine. This catechol may undergo further oxidation to form
reactive quinone that reacts readily with glutathione (GSH) to form thioethe
conjugates ofi-methyldopamine. GSH and-acetylcysteine conjugates
of a-methyldopamine produce selective 5-HT neurotoxicity when injectec
directly into the brair§57). Moreover, inhibition of the breakdown of thioether
conjugates ofi-methyldopamine augments MDMA-induced 5-HT neurotoxic-
ity, whereas the administration of GSH to reduce the entry of these thioeth
conjugates into the brain diminishes MDMA-induced neurotoxi¢;59).
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Thus, MDMA neurotoxicity may result from the peripheral formation and
subsequent actions of thioethenjugates oN-methyl-a-methyldopamine.
The mechanism by which these reactive metabolites of MDMA induce net
rotoxicity is unclear but may involve an interaction of the metabolite with
the 5-HT transporter and the redox cycling of these compounds to gener:
reactive oxygen species.

5. Role of Hyperthermia in MDMA-Induced Neurotoxicity

Considerable attention has been given to the role of environmental and
core body temperature in the long-term neurotoxic effects of MDMA on 5-H1
terminals. Maintenance of rats at a cool ambient temperature attenuates
MDMA-induced depletion of brain 5-H{60,61). In addition, the magnitude
of the thermal response to MDMA is correlated with the extent of MDMA-
induced 5-HT neurotoxicity62). Importantly, many drugs (e.g., dizolcipine,
ketanserin, haloperidol) that afford protection against MDMA-induced 5-HT
neurotoxicity attenuate MDMA-induced hyperthern®3,64). Thus, it is not
possible to distinguish between the roles of spen#urotransmitter receptors
and diminished hyperthermia in the neuroprotective actions of these drugs.

Although hyperthermia may contrite to the extent of MDMA toxicity,
it is neither necessary nor saféint for the expression of this toxicity. Thus,
MDMA is capable of producing 5-HT neurotoxicity in the absence of drug-
induced hyperthermiés3), as well as under conditions in which MDMA by
itself evokes hypothermié2). In addition, although MDMA is capable of
producing hyperthermia in rats of postnatal age 21 d, there is no long-ter
depletion of brain 5-HT produced by MDMA in rats at this &4f8.

6. Role of Oxidative and Bioenergetic Stress
in MDMA Neurotoxicity

Increasing evidence suggests that MDMA-induced 5-HT neurotoxicity
results from increased free radical formation and the subsequent induction
a state of oxidative stress. Support for a free radical hypothesis of MDM,
toxicity is based on fidings that (1) MDMA increases the formation of free
radicals, (2) MDMA produces cellulatamage that often accompanies free
radical formation, and (3) free radical scavengers and/or antioxidants attenu
MDMA-induced 5-HT neurotoxicity.

Although free radicals are short-lived reactive species, in the presen
salicylic acid, a stable adduct, that is, 2,3-dihydroxybenzoic acid (DHBA), i
formed that can be quanéfi analytically. MDMA produces a rapid and sus-
tained increase in the extracellular concentration of 2,3-DHBA in 48jB1,
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65,66). The MDMA-induced generation of hydroxyl radicals appears to be
dependent on the activation of both the dopamine and 5-HT trang@rtd)).

There are several potential sources for free radicals generated by MDM
Dopamine may undergo enzymatic or nonenzymatic oxidation to form supe
oxide radical and hydrogen peroxide. The importance of superoxide radicals
MDMA neurotoxicity is evident in transgenic mice that overexpress superoxid
dismutase, which is responsible for tthegradation of superoxide radicals.
These transgenic mice are resistant to MDMA-induced neurotoXigny
Alternatively, metabolites of MDMA may serve as sources of free radicals
Quinone thioethers described in the preceding section have the capability
redox cycling to produce reactive oxygen species.

Reactive species that contribute to MDMA toxicity may not be limited
to oxygen-based radicals but also may include reactive nitrogen species,
example, nitric oxide and peroxynitrite. Inhibitors of nitric oxide synthase
(NOS) provide protection against MDMA-induced dopamine depletion in the
mouse(68), as well as 5-HT depletion in the (@®9,70). However, it has not
been possible to ascribe the neuroprotective effects of these drugsafbe tifi
the inhibition of NOS, inasmuch as NOS inhibitors, for the most part, markedl|
attenuate MDMA-induced hypertherm{&9). However, the NOS inhibitor
Smethyl+-thiocitrulline attenuates MDMA-induced dopamine toxicity in the
mouse without modifying MDMA-induced hyperthermi@8). S-Methyl-L-
citrulline also attenuates the long-term depletion of 5-HT, as well as dopamin
in the striatum of the rat following the intrastriatal administration of MDMA
and malonate (Gudelskynpublished observations).

The exact mechanism whereby MDMA increases the formation of reactiv
nitrogen species is unknown, but it is unlikely to involve an increase in th
release of glutamat@1l) or glutamate receptor stimulati¢d8). Conceivably,
treatment with MDMA may produce an increase in intracellular calcium
through impairment of cellular energeti(&l), disruption of mitochondrial
function(72), or activation of protein kinase(82) that ultimately results in the
activation of NOS. Regardless of the nature of the reactive oxygen or nitroge
species, the importance of the 5-HT transporter itself in the generation
reactive oxygen or nitrogen species is underscored bynitiedi that MDMA-
induced free radical formation is absent in rats treated witixdftine(51) or in
rats in which 5-HT terminals have been disrupted by deaufhine(65).

The administration of MDMA also results in cellular damage or change
consistent with the induction of oxidative stress. MDMA increases the forme
tion of malondialdehyde-related substances that are indicative of free radic:
induced lipid peroxidatior{73,74). MDMA also increases the formation
of nitro-tyrosine residues (Yamamotonpublished observations) that is
consistent with nitric oxide- greroxynitrite-induced protein nitration. Finally, a
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neurotoxic regimen of MDMA depletes brain concentrations of the endogenot
antioxidants vitamin E and ascorbic a¢r®).

The contribution of free radical-induced damage in the process of MDM/
neurotoxicity is inferred from therfdings that the administration of antioxi-
dants(50,59,75) or spin trap agentér6,77) prevents the MDMA-induced
depletion of brain 5-HT. Furthermore, as discussed previously, overexpressi
of superoxide dismutase renders transgenic mice resistant to MDMA-induc
dopamine toxicity(67).

In addition to a role of oxidative stress in MDMA-induced neurotoxicity,
alterations in energy metabolism also may contribute to the process of neu
toxicty induced by psychostimulant drugs. Methamphetamine reduces bra
concentrations of ATR78) and increases the extracellular concentration of
lactate(79). In addition, the administration of energy substrates attenuate
dopamine neurotoxicity elicited by methamphetan{if®280). These fidings
suggest that psychostimulants may acutely impair mitochondrial functior
Indeed, methamphetamine and MDMA acutely inhibit the activity of the
mitochondrial enzyme cytochrome oxidgS§2). Furthermore, the combined
administration of methamphetamine and malonate, a complex Il inhibitor ¢
mitochondrial function, synergize to deplete striatal dopamine concentratior
(81,82). The intrastriatal administration of malonate and MDMA, neither of
which alone depletes tissue 5-HT concentrations, together producesaignifi
reductions in striatal 5-HT and dopamine concentrati®%. These data
suggest a role for bioenergetic stress in the long-term effects of MDMA o
5-HT, and possibly dopamine, nerve terminals.

MDMA, as well as methamphetamine and parachloroamphetamine, appe
to disrupt cellular energetics by further promoting glycogenol{&is33).
MDMA and methamphetamine produce a transient decrease in brain glycog
concentrations that may involve the 5-HEceptor-dependent activation of
glycogen phosphorylas@4). MDMA also produces a sustained elevation
in the extracellular concentration of glucose in the b¢al). The increased
extracellular concentration of glucose may be indicative of increaesd region
cerebral blood 8w and glucose utilization. This ability of MDMA to promote
glycogenolysis is associated with the hyperthermia produced by MDM/
(61). Thus, the involvement of hyperthermia in the process by which MDMA
depletes energy stores mag/the same mechanishmough which hyperthermia
exacerbates MDMA-induced 5-HT neurotoxicity.

7. Functional Consequences of MDMA Neurotoxicity

Although the long-term effects of MDMA on 5-HT axon terminals have
been well documented, the potential functional consequences associated v
MDMA-induced 5-HT depletion have been investigated only recently. It is
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known that the administration of a 5-HT depleting regimen of MDMA results
in diminished behavioral, thermal, neurochemical, and neuroendocrinologic
responses to a subsequent administration of MDMA or other 5-HT releasir
drugs(20,85-87). These diminished responses appear to be due to a reduc
amount of evoked 5-HT relea$20,88) in animals treated previously with a
neurotoxic regimen of MDMA.

However, alterations in 5-HT receptor sensitivity induced by high-dos
MDMA administration also may underlie abnormal responses to 5-HT agonis
or releasing agen{89). The repeated administration of MDMA increases the
density of 5-HT 5 receptors in the frontal cortex and augments the hypothermi
response produced by the 5-HTagonist 8-hydroxy-2-(di-propylamino)
tetralin hydrobromide (8-OH-DPAT(R0). Prior MDMA treatment also results
in an increased serum prolactin response todeafiine(87).

In addition to impaired or abnormal responses evoked by pharmacologic
agents in MDMA-treated rats, numerous physiological responses also a
rendered abnormal by prior, repeatd@®MA administration. For example,
rats treated with a 5-HT depleting regimen of MDMA exhibit reduced diurna
and nocturnal locomotor activit§l). Furthermore, thermoregulation in rats
is disrupted by the repeated administration of MDMA. This is evidenced b
exaggerated hyperthermia in responsart@levated environmental temperature
(92,93). Neurotransmitter responses to stress also are altered in rats giv
MDMA repeatedly. Restraint stress results in increased extracellular concent
tions of 5-HT and dopamine in the frontal cortex and hippocampus; thes
responses are diminished in MDMA-treated (84).

The repeated administration of MDMA also disrupts cycles of sleep
wakefulness in the rat. According to Jon@5), 5-HT facilitates the transition
from slow-wave sleep to REM sleep and inhibits wakefulness. Therefore,
follows that a depletion of 5-HT may increase wakefulness. Consistent wit
this hypothesisFig. 1 shows that rats pretreated with neurotoxic doses of
MDMA exhibit increased bout lengths of wakefulness and increased overe
time spent in wakefulness but do not exhibit any sigaifi changes in REM
or slow wave sleedg. 2).

Behaviors related to anxiety and learning and memory also are abnormal
MDMA-treated animals, although some of these data areictimgl. Morley
et al.(96) report that rats given a neurotoxic regimen of MDMA exhibit greater
anxiety-related behaviors, as assessed in an elevated plus maze and sc
interaction and emergence tests. In contrast, Mechan &7alconclude
that MDMA-treated rats display a reduction in anxiety-related behaviors
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Fig. 1. Baseline EEG and neck EMG recordings were taken for 2 d prior to injectior
of saline or MDMA (10 mg/kg, i.p. every 2 h for a total of four injections). The data
presented are those from recordings obtained 7 d after MDMA treatment and &
expressed as percent of the baseline recordings taken prior to MDMA treatment.

Differences in the strain of rat used in these studies may account for differenc
in behavior.

Importantly, reduction in social interaction in MDMA-treated rats may not
be related to depletion of brain 5-HT. Social interaction is reduced in ra
treated with a moderate dosage regimen of MDMA that does not produce 5-+
neurotoxicity (96) and in rats treated on postnatal d(98), at which time
rats are insensitive to 5-HT neurotoxicity induced by MDKA,62). Thus,
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Fig. 2. Treatment of rats and recordings are the same as described in the legend
Fig. 1. The duration of time spent in wakefulness, slow-wave sleep (SWS), and RE
sleep (REM) is plotted as a percentage of values obtained prior to drug treatment.

MDMA may induce long-term alterations in behavior that are unrelated to th
long-term depletion of brain 5-HT.

Treatment of adult or neonatal rats with MDMA also results in impairment:
in learning and memory, and these effects also may be unrelated to long-te
deficits in brain 5-HT. In adult rats, MDMA treatment results in de&fiin
object recognitior{96). The administration of MDMA on postnatal d 11-20
results in defiits in tests of sequential learning and spatial learning and memol
when rats are tested as adults, and theseitdedire evident in the absence of
significant depletions in brain 5-H(P9).

8. Summary

The existing data indicate that MDA produces long-terndeficits in
markers of 5-HT axorterminals in the rodent braitncreased cleavage of
the cytoskeletal protein tau, impairmeoft axonal transport, and functional
consequences associated with a 5-HT depleting regimen of MDMA support tl
view that MDMA induces structural brain damage, that is, axonal degeneratio
A confluence of oxidative stress and bioenergetic stress induced by MDM
is hypothesized to underlie the process of MDMA neurotoxiéity. (3). The
actions of MDMA on the 5-HT transporter to promote free radical formatior
and/or intracellular calcium may synergize with MDMA-induced disturbances
in cellular energetics and hyperthermia to effect selective toxicity to 5-H-
axon terminals.
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Fig. 3. Hypothetical model of the mechanism of MDMA-induced 5-HT neurotoxic-
ity. The convergence of oxidative stress and energetic stress in the mechanism
MDMA neurotoxicity is depicted in which (1) MDMA (or a toxic metabolite)-induced
activation of the 5-HT transporter facilitates free radical formation and energy depletic
which act in concert to (2) promote mitochondrial impairment and (3) further genera
free radicals and the cellular toxicity associated with these processes.
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Learning and Memory Mechanisms Involved
in Compulsive Drug Use and Relapse

Joshua D. Berke

1. Introduction

Chronic drug abuse is a complex behavioral and social phenomenon, that
stems from a diverse set of underlying neural mechanisms. However, two
defining features of drug addiction make it especially difficult to treat. First,
addiction is compulsive—individual s often continue or resume drug use despite
aconscious, stated wish to quit. Second, it is persistent—relapse to active drug
use can occur despite years of abstinence. This chapter discusses evidence
that the inappropriate engagement of neural mechanisms involved in normal
associative learning is responsible for these key behavioral aspects of drug
addiction. Central to understanding these mechanisms are the distinctions
between reward and reinforcement, between goal-directed and automatized
behavior, and between information-dense patterns of synaptic plasticity and
information-poor neuronal adaptations. This chapter isintended to complement
a previous review (1) by elaborating on some particular forms of associative
learning that may be central to drug addiction, although limitations of space
prevent afull consideration of the many roles that learning has been suggested
to play in drug addiction (2-5).

2.Why Associative Learning?

Drug addiction is generally defined as compulsive use of drugs despite
adverse consequences. It typically features periods of ongoing drug use, in
which drugs are actively sought and taken, and periods of drug abstinence,
terminated by relapse. The proclivity to relapse is central to addiction—"It is

From: Methods in Molecular Medicine, vol. 79: Drugs of Abuse: Neurological Reviews and Protocols
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not so difficult to get individuals to stop using a drug; the problem is to keep
them from restarting” (6). Relapse can occur despite months or even years of
abstinence (long after the end of any withdrawal symptoms), and is very often
provoked by specific cues or contexts—meeting an acquaintance with whom
the addict previously used drugs, or perhaps passing a location where drugs
were obtained. Any explanation of addiction will therefore need to account
for the specificity, persistence, and compulsive nature of drug-taking and
relapse.

Humans have particular brain mechanisms for alowing specific acquired
behaviors to be persistently expressed, and we call this associative learning.
Associative mechanisms are therefore excellent candidates for both the
specificity and the persistence of relapse liability. However, most learning
models of addiction have had difficulty providing a compelling model of
compulsion—the apparent loss of control over drug-taking. (The meaning of
“loss of control” is obvioudly critical, and is discussed further in Subheading
7.) Individuals frequently face situations of conflicting goals and desires, and
need to make decisions about which course of action to pursue. If addicts are
able to state clearly to others and to themselves a resolute intention not to
restart drug use, why should they not make the appropriate choice when
faced with drug-related cues? Although people may use drugs for a host of
reasons, including social pressures, novelty-seeking, pleasure-seeking, relief
of withdrawal symptoms, and other forms of self-medication, drug addiction
is essentialy afailure of adaptive decision-making.

Some theories have suggested that associative learning has a necessary
but not sufficient role, and that the dysregulation of some additional process
underlies compulsion. For example, Robinson and Berridge argued that drugs
could produce sensitization of mechanisms underlying “incentive motivation”;
cues associated with drug use would then evoke excessive “wanting” of drugs
(7). Another, complementary proposal is that dysregulation of homeostatic
mechanisms result in altered reward “set points’ (8) and that these act in
conjunction with sensitization processes to produce failed self-regulation of
drug-taking.

The major difficulty with such ideas is in accounting for specificity and
persistence in drug addiction. For example, if addicts have generally sensitized
incentive motivation, why don’t they show uncontrollable wanting of food or
sex, in addition to drugs? Although there is some evidence that such broad
cross-sensitization might occur in some animal models (9,10), it does not
appear to be a prominent feature of human addiction. Robinson and Berridge
suggested that “The expression of this sensitized system is focused expressly
on stimuli that have become associated with its excessive activation, so drugs
and drug-associated stimuli become irresistibly attractive (‘wanted’)” (7). Yet
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they give no account of how or why such “focusing” should take place. Further,
if one allowsthat there is a mechanism that focuses wanting on specific stimuli
(i.e., aform of associative learning), it is not obvious that invoking a general
sensitization process is necessary. General changes in responsiveness can
certainly occur in some circumstances, including withdrawal. In the case of
cocaine, for example, heavy useistypically followed by aperiod of “ decreased
activation, anxiety, lack of motivation, and boredom, with markedly diminished
intensity of normal pleasurable experiences (anhedonia)” (11). Yet this period
is transient, lasting days to weeks at most—far too short to account for the
persistent proclivity toward relapse.

The remainder of this chapter argues that particular forms of associative
learning are sufficient to account for the compulsive aspects of addiction, as
well asits specificity and persistence. Although nonassoci ative mechanisms can
dynamically interact with learning processes to sculpt patterns of behavior, it
is suggested that the hijacking of normal mechanisms allowing for acquisition
and “unplanned” performance of learned habits is largely responsible for the
failure of addicts to make timely, adaptive decisions.

3. Multiple Memories in Multiple Systems

To describe how drug-associated |earning might produce compulsive behav-
iors, it is necessary to have some overall conception of how different forms
of learning occur and how they are normally orchestrated in the service of
adaptive behavior. It is now well established that there are multiple “memory
systems” in the mammalian brain (reviewed in 12,13). These memory systems
are functionally semi-independent, and often concerned with distinct aspects
of the animal’s experience. Although the learning/memory literature is too
vast to review adequately here, one fundamental conceptual distinction is
essential to the present discussion. This distinction has been expressed in
various ways; on the one side we have “declarative,” “explicit,” “cognitive,”
flexible, conscious memories, on the other side lie “procedural,” “implicit,”
inflexible, unconscious “habits.” The central point is that the performance of
some learned actions involves conscious manipulation of knowledge and/or
expectations, whereas other behaviors are performed more automatically,
without the need for conscious attention or care. This conceptual dividein part
reflects distinct historical strands of psychologica theorizing—emphasizing
stimulus—stimulus (S-S) vs stimulus—response (S-R) associations (for review
seeref. 14).

Mishkin proposed that these conceptual distinctions had a neuroanatomical
foundation, with medial temporal |obe structures such as the hippocampus
being critical for declarative/episodic memories and corticostriatal circuits
playing a key role in habits (15). Since then, a substantial body of evidence
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has emerged to support this hypothesis, including data from humans (16,17)
and nonhuman primates (18). Some of the clearest demonstrations come from
the work of White, Packard, and colleagues, who trained rats in a set of radial
maze tasks. In the “win-shift” task animals received food rewards for choosing
maze arms that they had not recently visited; in the “win-stay” task they
were rewarded for choosing an illuminated arm, with their recent history of
spatial positions being lessimportant. Lesions (19,20) and local drug infusions
(21) demonstrated that the hippocampus is important for acquisition and
performance of the win-shift task (and not win-stay), whereas the (dorsal)
striatum is closely involved in the win-stay task (and not win-shift). The task
components are similar in each case (maze, rewards, etc.) but are combined
under different contingencies. The involvement of distinct neural circuits
thus appears to reflect their differing “rules of operation” (22) or information
processing “styles’ (13). Among other roles, the hippocampus is essential for
the ability to keep track of the when, where, and what of particular recent
experiences (episodic memory; reviewed in 23,24). In contrast, the dorsal
striatum appears to be critical for the progressive acquisition of fixed response
tendencies (habits)—in this case, an approach response to alight stimulus.

In some task situations the rel ationship between the biologically meaningful
events and other task elements is ambiguous, and “correct” performance can
rely on either of two or more strategies. This has been classically demonstrated
in a four-arm radial maze (“plus maze"), with an animal consistently placed
in one arm (“South”) and allowed to find food consistently in another (“East”)
(25). The animal learns to retrieve the food rapidly; the central experimental
question is what exactly is learned—a fixed response habit (e.g., “turn right!”)
or a more cognitive use of spatial information (e.g., “food is in East—go
therel”). A probe test—in this case, starting from the North arm—can help to
resolve this, as the two theories make opposite predictions about the animal’s
choice (West if turning right, East if using spatial information). Many experi-
ments on this “place vsresponse” question (26) established that both strategies
are learned in parallel. Which strategy predominates depends on a variety of
factors such as availability of local and distal cues, and also on the amount of
training received by the animal. Early in training rats tend to make use of a
hippocampus-dependent spatial/cognitive strategy, but with many repetitions
the fixed response “ habit,” dependent on the dorsal striatum, comesto dominate
behavior (27). In asense, the strategiesimplemented by different neural circuits
“compete” for behavioral output. Acquisition of the striatum-dependent win-
stay task is considerably accelerated in animals with a hippocampal lesion
(19); in fact, hippocampus-damaged animals tend to act generaly as if they
were easily dominated by stimulus—response habits (28,29). I nactivation of the
hippocampus early in plus-maze training leads rats to use the nascent striatum-
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dependent habit, while inactivation of the dorsal striatum late in training
reveals that the hippocampus-dependent spatial strategy is still available, even
if normally unused (30). The normal temporal transition from a cognitive to
a habitual mode of behavior is also clear in our own human behavior. For
example, driving a car along a complex route to a new workplace requires
considerable attention and a deliberate choice at each junction. With extended
practice, the task becomes automatic, performed at alow level of avareness—
the driver can simultaneously engage in an unrelated conversation, and no
delibrate choices need to be made.

A “habit” can be either a very “simple”’ response to a stimulus (e.g., a
lever-press) or a more complex, temporally extended action (as in the driving
example). In either case the component muscle group firing sequence, or
sequence of actions, becomes “chunked” (31) and thereafter performed in
a “closed-loop” fashion—smooth, effortless, without the need for online
monitoring. Having the ability to learn habits is useful because it allows
behaviors that have worked well in the past, over and over again, to be
performed without the need to expend time or effort in deciding the best course
of action. That is, habits allow evaluative decision-making to be skipped.

Avoiding the costs of decision-making does, however, produce an obvious
problem if circumstances are liable to change. While acting in a habitual mode
other, potentially more beneficial actionswill not even be properly considered.
To reduce this danger, habits are normally acquired slowly, thereby hopefully
reflecting stable regularities of the world (invariances; 22). An automatic
program may even be engaged inappropriately unless care is taken—such
“actions-not-as-planned” are common in human behavior (32). For example,
many people have had the experience of finding themselves driving to work
when another location was the originally intended goal. This reflects the
“stimulus—response” nature of habits—no outcome is directly encoded as part
of the learned association (33). In one recent experiment, rats were trained for
varying amounts of time in the win-stay task, using food rewards (34). The
rats were then placed in another environment and the same food was paired
with a nausea-inducing injection (i.e., conditioned taste aversion) to “ devalue”
that food. When subsequently returned to the win-stay task, rats with little
pretraining were slow to run on the task, as if they were less motivated than
before. In contrast, those rats that had received extensive pretraining ran swiftly
from the start to the food, despite the fact that after attaining the food, they
declined to eat it.

Such examples help to illustrate the critical difference between “reward”
and (positive) “reinforcement” (discussed in ref. 35). Usually, these are linked
processes—if an action produces consequences that are acutely evaluated as
pleasant (rewarding), the animal is persistently more likely to subsequently
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perform the same action (i.e., it isreinforced). But the subsequent performance
may be either because the animal hasthat samereward “in mind” asanintended
goal, or simply because of a strengthened stimulus-response association,
without any explicit expectation. The ability of reinforcers to strengthen habits
directly has been termed the “enhancing function” of reinforcers (36).

4. Prefrontal Cortex and Flexible Control Over Learning
and Performance

Flexible behavior requires that habits normally be suppressed when inap-
propriate, as part of an integrated, adaptive decision-making process. This is
the domain of the prefrontal cortex (PFC), which, in summary, makes use of a
wide range of current and previously stored information to select and initiate
actions predicted to serve long-term goals (37—40). This functional role is
evident from human patients with damage to regions of PFC (41). Although the
exact deficits depend on the specific regions affected, and can be subtle (42),
such individuals generally have difficulty with planning, especialy long-term
planning. Their behavior tends to be stimulus bound—that is, they react to
features of their environment as they occur (e.g., “utilization behavior”; 43)
rather than spontaneously initiating proactive action plans. Once engaged in an
activity or acognitive set, they often have difficulty switching to another task or
mindset. Animal lesion studies generally give analogous results—for example,
difficulty in switching from one task variant to another (44,45).

Such abilities of the PFC reflect and depend on its anatomical relationships.
The PFC receivesinformation from medial temporal lobe “memory” structures
such as hippocampus and related cortical areas (12,46,47); such “working-
with-memory” islikely central to thetemporal organization of behavior and the
prediction of the consequences of competing behavioral options (48-50). The
selection of actions and the suppression of inappropriate responses is thought
to rely on cortex—basal ganglia circuits (51,52). All cortical regions, including
PFC subregions, send projectionsto the striatum, which in turn projectsto other
basal gangliaregions, thence to thalamus and back to cortex in semi-segregated
“loop” circuits; lesions to striatal regions produce behavioral deficits similar
to lesioning the cortical area that projects to that striatal region (53,54). The
complex anatomy of these latter circuitsis not reviewed in detail here (55-57);
while fascinating computational theories of how such anatomical arrangements
subserve action selection and initiation are being devel oped (58,59) they remain
rather speculative. It is clear, however, that the PFC sits at the top of a control
hierarchy, being able to either delegate performance of actions to lower levels
or to monitor them and assume control as necessary. Deliberate actions and
conscious thoughts rely more on PFC projections to “ventral” (and more
rostral and medial) parts of striatum, whereas more automatic behavior can be
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subserved by circuits involving more posterior cortical projections to “dorsal”
(and caudal and lateral) parts of striatum. These circuits are involved in both
performance of actions and also plasticity of those actions; in this way, habit
learning is believed to involve altering information processing in cortex—
“dorsal” striatal projections (35). However, the dichotomy between deliberate
goal-directed actions and more automatized habits is not a rigid distinction;
thereislikely acorresponding continuum between cortex—basal gangliacircuits
involved in each mode of behavior.

5. Dopamine and Reinforcement Learning

Within striatal circuits the neuromodulator dopamine is considered by many
to act as a learning signal, controlling neural plasticity (60). One of the main
lines of evidence has come from recordings of midbrain dopamine neurons
whose axons project to wide regions of forebrain (61)—including the striatum,
which has avery high density of dopamine receptors. I|n macague monkeys such
cells often show brief (~0.1 s) increasesin firing rate, particularly to unexpected
rewards, or to unexpected cues that signal upcoming rewards (reviewed in
62). The ability of dopamine cells to ignore fully expected rewards and shift
firing to cues that predict rewards has a strong resemblance to “error signals’
in certain formal learning theories (63) and certain computational models of
“reinforcement learning” (64). Both classes of model refer to situationsin which
the extent of associative learning is controlled by a simple signal that provides
feedback on the overall success or failure of an action or expectation. Because
the signal does not provide detailed information on the exact nature of any errors
committed, it is sometimes described as a“critic” rather than a*“teacher” (65).

Natural changes in dopamine cell firing rate are typically subtle—an extra
spike or two over atonic rate of afew per second—and often clearly visible
only in cumulative records of many trials (66). Such modest changes in
dopamine cell firing rate may potentially lead to substantial changesin striatal
dopaminerelease (67). However, increased activity of dopamine cellsmay also
produce no increase in dopamine release in terminal regions. One recent study
found that direct electrical stimulation of this cell population would produce
increased release of dopamine in ventral striatum, but only if the animal was
not expecting the stimulation (68). This implies an exquisite local control
over rapid changes in dopamine release that may have as important a part in
dopaminergic control of reinforcement learning as altered firing of midbrain
dopamine cells. Both mechanisms are likely responsible, in part, for behavioral
observations that “the more expected areinforcer, the less effective it is’ (69).
Evaluative and anticipatory circuits involving amygdala, hippocampus, and
PFC can control dopamine release as part of the normal top-down, cognitive
control over learning processes (70,71).
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However, dopamine affects not just plasticity of circuits through striatum,
but also expression of already established striatum-dependent behaviors.
The ability to respond to salient stimuli, whether internally or externally
generated, relies on the presence of striatal dopamine; complete loss of striatal
dopamine causes severe Parkinson’s disease in humans and experimental
animals. Conversely, events that are generally “arousing”—including rewards,
stressors, and novelty—can provoke increases in dopamine release lasting
minutes or more (see references in ref. 72). Dopamine thus clearly has an
important role in psychomotor activation and attentional processes. The
relationship between slow and fast shifts in dopamine release remains poorly
understood—despite a long-standing recognition of the importance of distin-
guishing phasic and tonic dopamine release (73).

6. Addictive Drugs and Learning Processes

Striatal dopamine is also elevated by drugs of abuse. Indeed, although such
drugs have awide variety of effects in numerous parts of the brain, the shared
ability to enhance striatal dopamine release remains the best candidate for a
key common action (seereferencesin ref. 1). The mechanisms by which drugs
produce altered striatal dopamine release are varied—for example, nicotine
likely achieves this both through actions on midbrain dopamine neurons (74)
and through local modul ation of dopaminerelease in striatum (75). By altering
release of dopamine throughout the striatum, drugs of abuse can alter both
acute information-processing and long-lasting plasticity across a wide range
of cortex—basal gangliacircuits. If striatal dopamine can act as a reinforcement
learning signal, then it makes sense that self-administration of drugs that
elevate dopamine is reinforced. In fact, multiple kinds of learning contribute
to any given drug’s reinforcing properties (76,77). Besides affecting a range
of cortex—basal ganglia circuits, abused drugs can also affect neuromodulators
in other brain systems important for motivated behavior, such as hippocampus
and amygdala (78).

Dopaminergic modulation of cortex—ventral striatal circuits appears to be
important for “rewarding” sensations. The deliberate desire to repeat such
experiences doubtless underlies much human drug use. However, some drugs
such as nicotine produce mild, if any, pleasant sensations during initial use,
and yet can be highly addictive. The ability of drugs to affect other aspects
of reinforcement may therefore be of greater importance to addiction than
their rewarding effects. For example, Viaud and White (79) found that local
amphetamineinjections directly into striatal regionsthat receive visual cortical
inputs enhance learning of avisually conditioned response, whileinjectionsinto
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regions concerned with olfactory information enhance learning of a response
to an olfactory cue. Such enhancing effects are dopamine dependent (80),
and occur even when injections are given shortly after the training session.
In other words, dopamine-releasing drugs can affect consolidation (81) of
striatum-dependent learning. Note that in those experiments and others (82),
the animals were injected by the experimenter, and the action whose learning
was enhanced was not related to drug-taking. Drug-induced enhancement of
learning is not dependent on drug-produced affective states, or on having drugs
as a goal object of behavior. Rather, any very recently performed action that
may still have an active representation in striatum can be affected (1,60). When
the action performed is drug self-administration, it is drug-taking behavior
that will be consolidated (the cellular and molecular mechanisms for this are
discussed in Subheading 8).

7. Exaggerated Habit Learning and Compromised
Executive Control

As described in the preceding, reinforcement learning is normally under
cognitive control; both evaluation and expectation are key determining factors
gating striatal dopamine release. This is a large part of the reason for the
normal connection beween reward (i.e., apositively evaluated result) and other
processes involved in positive reinforcement (such as consolidation of actions).
It also forms a natural brake on normal habit learning. Actions that produce
fully expected consequences do not generally undergo further plasticity, and so
asymptotically stabilize. Abused drugs that directly enhance striatal dopamine
release can foil such natural constraints (1,83). The behavioral features of
human drug addiction are consistent with increasingly strong “habit” learning.
Actions involved in drug intake generally become increasingly stereotyped
(“ritualized™), automatic, and stimulus-bound (84), and there is an overall
diminution of behavioral repertoire (85). The inability to regulate or terminate
drug-taking despite adverse long-term consequences indicates a compromised
capacity for flexible, adaptive decision-making, and is thus highly suggestive
of inadequate PFC control over behavior.

Could exaggerated stimulus—response-like habits account for the compul sive
aspects of drug addiction? To addressthisit isworth very briefly distinguishing
between three different possible senses of “compulsive behavior” in addiction.
The onemost directly corresponding to the everyday sense of compulsionisthat
addictsare bystandersat the very moment of drug-taking, consciousthat they are
doing something that they do not want to do but helpless to prevent it. Such
radical dissociations of control may occur under unusual neurological circum-
stances but this does not appear to be the standard problem in drug addiction.
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A second sense of compulsion might be that drugs are excessively “wanted.”
One might imagine that the process of PFC-arbitrated eval uation/competition
between competing behavioral responses remains fairly normal in drug addic-
tion, and the real problem is that drug-taking is simply valued (i.e., wanted)
more than many other options (86). This is certainly true for many drug
users—probably the great majority—and is also perhaps closer to the more
causal sense of “addiction” often used to refer to nondrug situations—“1I’'m
addicted to chocolate,” and so on. However, it is unclear that “compulsion” is
really an appropriate way to refer to this phenomenon. Rather than demonstrat-
ing loss of control, doing what one wants is surely the very essence of
control—which is not to say that this is not a serious problem in the overall
phenomenon of drug abuse.

In the third sense of compulsion, drug-taking (and especially relapse)
involves not so much a failure to execute the intended decision, but rather a
failure to make a timely, deliberate, evaluative decision at all. Self-reports
of relapse are often highly suggestive of this—e.g., “going on automatic
pilot” (4), “everything that’s on my mind just kind of disappears’ (87). Rather
than indicating a failure to rein in overwhelming desires, such examples are
consistent with failure of other aspects of executive function—attention to
one’s own actions (88) and evaluation of their likely consequences. Relapseis
seen as compulsive because, even though the addict may have had an explicit,
clear goal of avoiding drug intake, this goal was not “in mind” at the critical
time and so did not direct behavior. Acting in this more habitual mode is
perhaps more accurately described as “omission of control” rather than “loss
of control.”

What then to make of “craving”—subjective reports of excessive desire
for drugs? It is important to note that even in our regular daily experience
strong feelings of wanting tend especially to arise in situations of conflict—for
example, when a desired object is visible but not yet available, or when short-
term desires clash with long-term goals. When there are no barriers to action
we tend to simply act (89). As noted by Tiffany (90), conscious drug cravings
may similarly reflect cognitive processes evoked when automatized drug use
patterns are impeded in some way, either by external factors or by a deliberate
effort to avoid drug intake. Craving is often stimulus triggered, and it has been
noted that craving is greatly diminished or absent in settingsin which drugs are
understood to be unavailable, such as hospitalization (91). Conversely, in drug-
associated settings (e.g., abar) thoughts of drug use and/or preparatory actions
(e.g., reaching into pocket for a cigarette) may be frequent and intrusive,
with cravings reflecting the effort involved in continuously suppressing them.
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Cravings may be indications of cognitive conflict rather than the “cause” of
relapse—which very often happens on just those occasions when no such
conflict occurred.

Acting deliberately vs habitually is not an all-or-nothing distinction. An
accurate account of drug abuse will likely incorporate multiple levels of habits,
motivations, and cognitive control. Rather than relying on awholly distinctive
pathophysiology, addiction can be seen as an extension or exaggeration of
our normal human difficulties with controlling our behavior to conform with
long-term personal or societal goals.

Viewed perhaps simplistically, the failure of executive control might arise
either from specific, strong habits that are intrinsically “hard” to overcome, or
from amore general deficit in executivefunction. Infact, both may beimportant,
particularly in certain subpopulations. Some neuropsychological tests of drug
abusers have found deficits in PFC functions (92,93). General problems with
self-control may account for why substance abuse has higher prevalence in
subjects with comorbid additional psychiatric conditions. Naturally occuring
individual variation in aspects of executive control such as impulsivity (94,95)
may also contribute to the poorly understood issue of why some people are more
vulnerable to drug addiction than others. But it is aso important to understand
that an abstinent former drug abuser trying to avoid relapse may be effectively
bombarded by drug-related cues and contexts unless adrastic break ismadewith
former friends, locations, and so forth. Even a normal, functional mechanism
for inhibitory/supervisory control that was 99% effective would not prevent
relapse within afew months if faced with daily challenges.

Lumping most PFC processes together under thelabel of “ executive control”
is obviously a crude approximation. Other areas may also contribute to execu-
tive processes, and within frontal cortex distinct subregions can subserve
distinct aspects of executive functioning (reviewed in 96,97). It is not clear
what neural processes are involved in normal “predecisions’ to bring into
working memory the relevant features of competing behavioral options and
their likely outcomes. One can speculate that, for example, communication
between hippocampus and prefrontal cortical regions may provide essential
information about whether the current “episode” of experience is entirely
routine or requires more on-line monitoring. Emotional “alert” cues may
also be important for this process of engaging adaptive decision-making
(98). This and other aspects of evaluative processing may rely especially on
orbitofrontal cortex (99,100),while response selection may be more dependent
on dorsolateral PFC (101). The continuing development and application of
sophisticated neuropsychological tests in conjunction with neuroimaging
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studies should further disaggregate and redefine processes such as disinhibition
and attention to action (102).

8. Habit Learning and Synaptic Plasticity

| turn now to the cellular and molecular mechanisms underlying dopamine-
modulated learning in cortex—basal ganglia circuits (see ref. 1). Although the
anatomical complexities of such circuits indicate multiple potential loci for
plasticity, the cortical projections to striatum have received particular attention.
Single striatal neurons sample information from a wide array of cortical cells
(103), and it istempting to consider that plasticity of these synaptic connections
might readily serve asa* switchboard” linking complex stimulus representations
to behavioral responses. In this view, sets of corticostriatal synapses that are
“successful,” in the local sense of participating in driving firing of striatal
neurons, become temporarily eigible for persistent strengthening; if the action
in which they are participating is successful in the global sense of producing a
reinforcement signal, then such strengthening occurs. Relative to more complex
issues of motivation and goal-directed behavior, the control of habit learning
by dopamine or abused drugs thus seems intuitively (if perhaps deceptively)
straightforward to conceptualize in neurobiological terms.

Long-term potentiation (LTP) of the strength of corticostriatal connections
can readily occur in vivo (104,105) and stimulation of dopamine neurons
recently has been shown to modulate corticostriatal synaptic strength in direct
correlation with behavioral reinforcement (106). Although LTP can involve a
host of cellular and subcellular mechanisms, especialy in early phases (107),
the persistent substrate for much synaptic plasticity is generaly believed to be
structural changes in synaptic connectivity patterns (108-110). It is likely that
the persistent effects of addictive drugs on habit learning are also ultimately
manifested through altered structural patterns of synaptic connectivity (1).
Repeated doses of amphetamine, cocaine, morphine, and nicotine can all
provoke dendritic growth and synaptic change in rat ventral striatum and PFC
(111-114); conversely, removal of striatal dopamine causes broad decreasesin
measures of synaptic connectivity (115-118).

In this framework the two major intracellular-level questions thus become:
(1) What isthe basis of synaptic eligibility traces? and (2) How does dopamine
act to consolidate the strength of eligible synapses? In the case of hippocampal
CA3- CAlplasticity, it has been proposed that there are certain molecules that
“tag” synapses at which coactivation of pre- and postsynaptic neurons has led
to calcium entry through N-methyl-p-aspartate (NMDA) receptors (119); the
identity of such moleculesis unknown but is the subject of active investigation.
Persistent synaptic plasticity involves signaling to the nucleus, and transient
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changes in gene expression. A wide array of addictive drugs cause transient
gene changes in striatum, which are dependent on coactivation of dopamine
D1 receptors and glutamate NMDA receptors (see references in ref. 1). Just
as occurs with many other forms of learning (120,121), signaling pathways
involving cAMP, protein kinase A, and the transcription factor CAM P-response
element binding protein (CREB) are believed to be of central importancefor this
process, along with other transcription factors that participate through complex
feedback mechanisms (122). The resulting changes in gene expression appear
to involve both increases in overall transcription of certain genes (123-125)
and also atered patterns of neuronal splicing (126,127). The newly produced
transcriptsinclude mRNAs such asarc (128), which are trand ocated to dendrites
and may serve as a cell-wide signal interacting with local synaptic tags.

Into this overall scheme some cautionary notes should be added. First,
although dopamine or abused drugs can affect LTP in multiple brain pathways
(129-132), it is essential to consider carefully the informational capacity
of particular loci of synaptic change. Projections from the PFC to midbrain
dopamine cellscan display LTPin responseto cocaine (133), and stimulation of
nicotinic acetylcholine receptors can also affect LTP in this synaptic population
(134). However, although the timing of dopamine cell firing may be precisely
controlled and convey useful information, the resulting release of dopamine
across wide terminal fields in forebrain is highly unlikely to have detailed
content beyond a general reinforcement and/or alerting signal. LTP of projec-
tions to dopamine cells is therefore not a likely substrate of specific learned
addictive behaviors—although it might have an important role in adjusting
thresholds for subsequent associative learning in the forebrain.

Second, although LTPisamodel mechanism for altered patterns of synaptic
connectivity underlying drug addiction, whether LTP has the persistence to
account for addictive memory formation has come into question (135) as part
of the overall question of whether “LTP = memory” (136,137). The potentia
persistence of dopamine-modulated corticostriatal LTP in particular remains
unsettled; it is worth noting that the corticostriatal enhancement produced by
direct stimulation of dopaminergic cells (106) faded within afew hours. It has
become ever more clear that even within the hippocampal CA1 region there
are multiple forms of LTP involving distinct signaling pathways (107). For
example, manipulations of CREB/ATF transcriptions factors that diminish
the LTP induced by combined dopamine D1 agonist and mild electrical
stimulation do not disrupt LTPinduced by purely electrical stimulation patterns
(138). Persistent modification of synaptic connectivity is thus not a unitary
phenomenon, and our understanding of which particular molecular mechanisms
are the enduring substrate of learned habitsis far from complete. Nonethel ess,
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altered information-rich patterns of communication between neurons remain
the best current model for associative learning in general, and specific drug-
related habits in particular.

Third, to draw the appropriate conclusions from molecular studies of drug
abuse mechanisms, one must keep in mind that CREB-mediated transcription
isinvolved in far more than synaptic plasticity. The ability of drugs to affect
gene expression aso plays akey part in compensatory adaptations to abnormal
levels of dopamine stimulation. The best known of these adaptationsis CREB-
mediated induction of the neuropeptide dynorphin (139). Dynorphin can be
released from striatal heurons and act on presynaptic dopamine terminals via
K-opioid receptors, to reduce tonic dopamine release (140,141). Increased
dynorphin, and hence reduced dopamine levels, may be responsible for the
psychomotor depression following human binge use of cocaine (142). Similar
behavioral results can be produced in experimental animals by artificially
prolonged increases in CREB activity (143,144); such manipulations may
therefore be a better model of processes underlying drug withdrawal states
than drug reward or drug addiction.

9. Addictive Drugs and Dopamine Dynamics

It is clearly important that learning be as specific as possible, and it is
therefore hardly surprising that there is a tight feedback control of dopamine
signaling. This occurs at every stage from receptors (145) to gene expression
(125). The ability of abused drugsto bypass or subvert the normal control over
dopamine release can result in unusually intense and prolonged homeostatic
adaptations. A genera principle of such changesisthat they are “information-
poor”—they are not specific to certain cues or actions. Besides dynorphin
induction, another likely example is a broad change in the voltage-dependent
conductances of striatal neurons (“whole-cell plasticity”) (146). An understand-
ing of such processes, and how they affect dopamine neurotransmission at
multiple time scales, will be essential for understanding the idiosyncratic
features of each abused drug. Whereas processes such as receptor desensitiza-
tion can occur very rapidly (75), other compensatory adaptations have slower
onsets and can last for weeks or perhaps even months (147).

Considering the dynamics of these opposing processes provides a partial
explanation for observations that more rapid routes of drug administration (e.g.,
intravenous) are more addictive than slower routes (e.g., oral). In addition to
higher peak brain drug concentrations reached for a given amount of drug,
the faster routes provide quicker and more transient increases in dopamine
release (148,149). This in turn provokes less induction of slower, homeostatic
changes that would blunt the effects of subsequent drug doses (150). Similar
considerations underlie observations that dopaminergic drugs with brief time
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courses of action cause behavioral changes different from those that persist
longer in the brain, and that intermittent injections of drugs have conseguences
different from closely spaced or continuousinfusions. A classic example of this
latter effect, as discussed by Post (151), is that intermittent psychostimulant
injections cause behavioral sensitization while closely spaced injections produce
tolerance. A schematic illustration of why thisisthe caseisgivenin Fig. 1.

A drug or neuromodulator by itself does not contain rich information, and
yet drug-related behaviors can be highly specific. Asindicated previously, such
specificity derives from the patterns of information being processed around
the time of drug administration. Such information represents the cues and
context that happen to be present, together with either the specific action of
drug self-administration or whatever else the animal happens to be doing at
the time of passive receipt of the drug. Once a specific behavior has been
reinforced, altered release of dopamine is no longer required for performance
of that behavior. For example, specific learned cues can evoke drug-reinforced
lever pressing in monkeys without increasing striatal dopamine release (152).
However, if drugs are acutely received as well, the acute striatal dopamine
release will potentiate performance of previously learned actions, while at the
sametimefurther reinforcing such actionsfor future occasions. The unfortunate
potential for positive feedback of learning is clear, and islikely responsible for
much sensitization and al so the devel opment of stereotypies—in which natural
behaviors such as sniffing in rats become pathol ogically narrowed, fragmented,
and intensified (153). A similar process in human cortical—-basal ganglia
circuits may beresponsible for psychosisin long-term psychostimulant abusers
(154,155).

10. Conclusions

This review addressed whether addiction reflects changes in the brain that
are specific to particular patterns of altered information processing (i.e.,
associative learning) or a more general dysregulation of brain processes such
as motivation, “reward,” or inhibitory control over actions. If addiction indeed
arises from inappropriate associative learning, this has important implications
for molecular studies of drug abuse. In particular, it does not make sense to
assume that persistent behavioral changes must necessarily be paralleled by
persistent changes in overall levels or modification states of particular proteins
within given brain regions. Rather, the key lies in the way information is
represented and processed, and this in turn arises from altered patterns of
communication between neurons. When large doses of drugs are repeatedly
given, gross molecular changes can certainly be observed and can certainly
affect behavior—but generally in abroad manner that more reflects compensary
adaptations to drugs than drug addiction per se.
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More specifically, it was argued that the ability of addictive drugs to evoke
exaggerated habit learning in cortical—basal gangliacircuitsislikely responsible
for the persistent and compulsive aspects of addiction. Compared to other
contemporary accounts of the role of learning in addiction (5,83), this view
thus places more emphasis on the reinforcing, rather than rewarding, actions
of abused drugs. Maladaptive behavior is seen largely as the result of acting in
a habitual mode in which adaptive decision-making is not properly engaged.
So far, animal models of drug self-adminstration have provided fascinating
information about the neural substrates of motivated behavior, which is highly
relevant to the general phenomenon of drug abuse. The challenge they face
is to reveal more about the processes of control and loss of control over drug
intake that characterize addiction. This is particularly true for experiments
examining “reinstatement” of drug taking following extinction, which is often
erroneously referred to as “relapse” (156).

Drug addiction was defined here and elsewhere as a persistent tendency
to lose control over drug intake (despite negative consequences). It is worth
reemphasizing that the great majority of drug use is not well described as
addiction in this sense (see also ref. 86). Much of the seeking out of drugs that
characterizes active drug abuse isindicative of planned, goal-directed behavior.
For example, observations that increases in cigarette taxes cause substantial
declines in smoking rates imply that, for the majority of smokers, smoking
competeswith (and can lose to) other optionsin an eval uative decision-making
process. To view drug addiction as the serious psychiatric condition that it
is may involve accepting that not all heavy or even antisocial drug use falls
into this category.

Nor do | mean to imply that all the drug user needs are to ensure that evalua-
tive decision-making is consistently engaged, and all will be well. Sometimes

Fig. 1. (previous page) Simplified, qualitative model illustrating dynamic interac-
tions between associative sensitization and homeostatic adaptations in response to
repeated injections of an addictive drug such as amphetamine. On the left, widely
spaced injections (arrows) cause transient elevation of striatal dopamine, which in
turn produces brief periods of synaptic plasticity without evoking large compensatory
homeostatic responses. Synaptic plasticity causes consolidation of the behaviors
acutely provoked by the drug, producing enhanced behavioral responses to subsequent
drug injections (context-dependent sensitization; bottom). On right, closely spaced
injections of the same drug provoke large homeostatic responses, which produce
tolerance to a challenge injection if given during the subsequent withdrawal period
(shaded arrow). This withdrawal period is time limited, and if enough time elapses,
subsequent challenge injections are not blunted (solid arrow).
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we delude ourselves about the consequences of our actions, and sometimes
we deliberately choose options that we know to have negative long-term
consequences (see 157 for an interesting discussion of deliberation gone awry).
Self-delusion and weakness of resolve are among adiversity of factors contribut-
ing to maladaptive decision-making across individuals, and remain poorly
characterized at aneurobiological level. Rather than viewing drug abuse en masse
as either apersonal failing or a“brain disease” (158), the extent to which we can
describe and distinguish such factorswill be the extent to which we can strike the
right balance of sanctions, education, and compassionate treatment.
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From Drugs of Abuse to Parkinsonism:
The MPTP Mouse Model of Parkinson’s Disease

Yuen-Sum Lau and Gloria E. Meredith

1. Introduction

It began with a single case of drug abuse in Maryl@ndfollowed by
four reported cases in Californ{@) in which young heroin addicts self-
injected homemade “synthetic heroin” analogs contaminated with an impu
chemical byproduct, 1-methyl-4-phenyl-1,2,3,6-tetrahydroperidine (MPTP)
and consequently they developed severe Parkinson-like syndrome. These cz
were considered extremely unusual, as Parkinson’s disease (PD) is a sl
progressive, neurodegenerative disorder normally affecting older patients, wi
the age at onset for the majority during the 60s. It was quickly determine
that MPTP is a potent neurotoxic agent that selectively destroys the cent
dopaminergic neurons, creates adeiin dopamine transmission, and results in
neurological symptoms indistinguishable from those of classical PD. Idiopath
PD patients and MPTP-intoxicated individuals all exhibit the cardinal signs c
bradykinesia, rigidity, resting tremor, and gait disturba(3z8. With such an
important discovery, MPTP has been widely used in various types of in vitr
and in vivo models for elucidating possible pathophysiological mechanism
and for exploring new therapeutic and neuroprotective approaches hoping
slow the disease process and/or reverse the debilitating symptomology of t
disease. A recent survey of Medlines showed that publications involving MPT
research have steadily increased since 1BB3 {).

2. Neurologic Findings in PD

Although PD was fist described in 1817, very little is known about its
etiology. On a neuroanatomical basis, it is clear that dopaminergic neuro
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Fig. 1. Cumulative number of publications on MPTP studies since Ea8&ce:
Medlines.

within the substantia nigra are lost at a relatively accelerated rate comparec
the normal aging proce$s,6). In human PD, clinical symptoms do not fully
develop until at least 70-80% of the striatal nerve terminals and 50-60% of t|
substantia nigra pars compacta cells are permanentliriddt). As a result of
neuronal cell death and terminal loss, the neurochemical synthesis and rele
of the key transmitter, dopamine (DA), in the basal ganglia are dysfunction
and insuffcient. Current drug therapy with 3,4-dihydroxyphenylalanine
(.-DOPA) or DA agonists only corrects the symptoms temporarily, but doe
not alter the course of the disease or protect neurons from degeneration
to unknown causes.

Pathologically, PD is characteristically accompanied by widespread forme
tion of Lewy bodies and dystrophic neurites detected in the degenerat
nigrostriatal dopaminergic and other cortical/subcortical neurons postmorte
(12,13). Lewy bodies found in the substantia nigra and locus ceruleus of P
are typically described as concentric, intracytoplasmic inclusions consistir
of a dense granular core and surrounded by a halo of radidéimgpfits(13).

The Lewy bodies exhibit abnormally phosphorylated nelamients with

an accumulation of proteifsuch as ubiquitin and-synuclein) and lipids
(14-18). The major clinical and neuropathological features of human PD ar
summarized ifmable 1.

3. Research Models of PD

To establish a valid experimental model that closely resembles PD &
keeping the cardinal symptomatology lmiman PD in minqTable 1), the
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Table 1

Major Clinical and Neuropathological Features of Human PD

Major types of symptomatology Characteristic features in human PD

Motor defcits Rigidity, bradykinesia, resting tremor, gait
disturbance

Progressive nigral cell death Gradual loss of TH-immunoreactive,

dopaminergic neurons in the substantia
nigra pars compacta

Depletion of DA transmission Reduced level of striatal terminal DA, its
metabolites and uptake transporter;
clinically responsive to DA prodrug,
L-DOPA

Detection of postmortem Lewy bodies Concentric, intracytoplasmic inclusion
bodies with a dense core, a peripheral
halo, and radiating neurlagiments;
immunoreactive to proteins such as
a-synuclein and ubiquitin, and
contains lipids

model should exhibit as many of the phenotypic features of the disease
possible. These features should include (1) persistent depletion of close
80% of the striatal DA and its metabolites, (2) pronounced reduction of striat;
sites for DA uptake, (3) signifant (near 50%) loss of substantia nigral cells,
(4) marked defiit in the animal’s motor performance, and (5) formation and
accumulation of inclusion bodies in nigral neurons.

There are several existing experimental models of PD, which have be
developed and characterized for speqgfuirposes and used in studies that
examine certain symptomatology of PD or for determining the underlying
mechanisms. These models include the unilateral 6-hydroxydopamine lesi
rat produced by the chemical-induced degeneration of DA neyi6Z))
and Parkinsonism induced pharmacologically either by depleting the store
DA from nerve terminals (e.g., reserpine) or by blocking the postsynaptic D
receptors using neuroleptic drugs (e.g., haloperidol, phenothia@dgspther
models have been reported by using insecticides/pesticides (e.g., roteno
(22,23) or herbicides (e.g., paraqudb4,25). Transgenic models have also
been generated in the fruiy,fiDrosophila melanogaster (26), and the mouse
(27). These transgenic models overexpress humaynuclein, a constituent
of Lewy bodies.

As mentioned earlier, MPTP neurotoxicity mumans is irreversible and
the resulting clinical and biochemical ptef closely resemble those of the
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idiopathic PD(3,4). This popularly used neurotoxin has been tested in man
species of animals and showed strikingly different results. Although simila
symptoms can also be replicated in nonhuman prin{@a®stheir sensitivity

to the MPTP insulis variable(29). More signiftantly, the MPTP-induced
parkinsonian symptoms in primates tend to reverse spontaneously over til
(30). While classical Lewy bodies are not detected in hurt@&)®r nonhuman
primates(32) intoxicated with MPTPa-synuclein aggregations are found in
the substantia nigra of MPTP-treated babo(88. Even though the use of
nonhuman primate MPTP model may be invaluable for preclinical evaluatio
of new therapeutic approaches, it is costly and not practical for investigatir
the basic questions about neurological and pathological mechanisms of tl
disease, as it requires a large number of animals and muditf justify for
large-scale experimental use.

4, The Mouse Model of PD

The induction of Parkinsonism by MPTP in some rodents has generat:
a large volume of neurochemical, pharmacological, and anatomidaids.
Rats are generally resistant to MPTP neurotoxi@ty-36) but mice, such as
the C57BL/6 strain, are susceptil§d,35,37). In the present review, our main
focus is on the mouse MPTP model.

4.1. The Acute and Subacute Mouse MPTP Model

To induce a robust depletion of striatal DA in mice, large doses of MPTI
and frequent injections are required. In mouse studies, MPTP is common
administered either by an acute or subacute regimen. The acute MPTP stuc
generally follow the model that was initially examined by Sonsalla and Heikkil:
(38), who injected mice four times with 20 mg/kg of MPTP at 1- or 2-hr
intervals within a day. With this acute model, it was indicated that most mic
do not survive after three or more injecti§88,40). In our experience, the high
animal mortality caused by short-interval, multiple-dose MPTP injections
is a combined result of hypothermia, catalepsy-like immobility, absence of foc
and water intake, and peripheral organ toxicity. Although this multiple-dose
acute MPTP model can effectively cause rapid and drastic depletion of stria
DA levels, because of its unpredictable and extremely high fatality, the use
this animal model is quite limited.

The subacute model was originally developed by Heikkila €4)l.in which
mice were typically injected with a single daily dose of MPTP at 30 mg/kc
for 5-10 d. Most published results are based on studies conducted within a f
days to a month after MPTP treatment is terminated. In the subacute mod
MPTP produces decrements in the striatal level of DA and its metabolites alo
with a reduction in striatal synaptosomal DA uptéd41,42). However, when
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Table 2

Major Features of Subacute Mouse MPTP Model of PD

Major types of symptomatology Features in subacute MPTP model
Motor defcits Initial increase followed by decrease of

motor activity. The activity returns to
normal within a week. No long-term
motor deftit

Progressive nigral cell death Initial decrease, but later returning to
normal of TH-immunoreactivity in the
substantia nigra. No long-term loss of
nigral cells

Depletion of DA transmission Reduced level of striatal terminal DA, its
metabolites and uptake; these levels return
to normal after extended survival period.

Detection of postmortem Lewy bodies  No evidence of detecting the formation of
a-synuclein- and ubiquitin-containing
inclusion bodies

In this model, C57/Bl mouse is typically treated with a single daily dose of MPTP a
30 mg/kg for 5-10 d. Most studiese carried out within a fewlays to a month following
the treatment.

survival times are extended, the neurotoxic effetMPTP in mice are reversed
gradually(40-43). A loss of tyrosine hydroxylase (TH)-immunoreactive cells
in the substantia nigra has been shown in some st(@gkl,45) but not in
others(41,42). Behaviorally, the motor response to subacute MPTP is quite
variable. In general, MPTP causes a transient hyperactivity immediately aft
injection, followed by some decrease in activity, but the activity returns t
normal after 5—7 d46). Despite the evidence for DA reductions, animals
treated subacutely with MPTP do not exhibit long-term motor abnormalitie
(29,40). No evidence has indicated that the subacute MPTP treatment results
the formation of neuronal inclusion bodies contairirgynuclein or ubiquitin.
The characteristic features of the subacute mouse MPTP model of PD &
listed inTable 2.

Other attempts to improve the mouse model include the use of more pote
neurotoxic analogs of MPTRI7—49) and the use of older mig®&0-53).
Although the magnitude of striatal DA depletion can be increased under the
circumstances, progressive and persistent DA loss over a long survival peri
is not well established.

The mechanisms of MPTP neurotoxicity generated from either in vitro o
in vivo subacute studies suggest that after systemic administration, MPTP
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readily absorbed and crosses the blood—brain barrier. The toxin is convert
to an active toxianetabolite, 1-methyl-4-phenylpyridinium (MPR by the
monoamine oxidase type B enzyme located in the astroglial (8d)isThe
produced MPPis taken up into the nigrostriatal DA nerve terminals selectively
by the DA uptake transporter (DAT}D5). The elevated cytoplasmic MPP
level may in turn cause the release and accumulation of the excitatory ami
acid transmitter glutamate and Cavithin the afficted neurons, resulting

in an inhibition of complex I of the mitochondrial electron transport chain
system and a production of free radicéd§,57). Impairment of respiration
and oxidative damage of the mitochondria may lead to the depletion of cellul
ATP and eventual neuronal dedfi8). Subacute MPTP injections and MPP
production may induce apoptosis in dopaminergic neuts8$)sand that could
serve to initiate neuronal degenerati@n the other hand, subacute MPTP
treatment causes endogenous reactive gliogenesis from striatal progeni
cells in response to neuronal injui§0,61). Nevertheless, these mechanistic
pathways are established under acute or subacute conditions; whether tl
are associated with the slow, progressive development of neurodegenerat
in PD is not understood.

Subacute MPTP treatment in mice produces only a transient neurotox
insult, which reverses spontaneously and has no long-term neurodegenera
consequences, and thus may not be relevant to the progressive nature of hu
PD. Therefore, it would be extremely valuable to develop a long-term anim:
model that closely mimics the phenotypes and neuropathology exhibited |
PD patients. Availability of such an animal model would allow further testing
of mechanisms underlying the disease process and might lead to the discov
of novel, neuroprotective measures &owing or arresting the progressive
deterioration of motor performance in PD patients.

4.2.The Chronic Mouse MPTP/Probenecid Model

Pharmacokinetic consideration could be one of the underlying reasons w
acute and subacute MPTP injections do not produce a sustained neurologi
insult in laboratory animaldt has been establishédat MPTP in rodents,
following its peripheral administration, is rapidly excreted through the kidney
(62). After reaching the central nervous system (CNS), this toxin and its acti\
metabolite, MPP, are quickly cleared from the brgiB). Hence, investigators
tend to intensify MPTP neurotoxicity by giving high doses and/or shortenin
the time period between successive toxin injectisesthe preceding discus-
sion on acute and subacute models). Other approaches have also been adc
to enhance MPTP neurotoxicity in mice by using agents that inhibit th:
central clearance of MPRind/or the renal excretion of MPTP. When MPTP
is coadministered with diethyldithiocarbamd6,65) or acetaldehydé66),
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which is reported to reduce the clearance of MG the brain, DA deple-
tion in mice is enhanced or prolonged. However, investigations into othe
characteristics of PD in these models have not been extensively examined.

Alternatively, we have used probenecid as an adjuvant. Probenecid is
well-known drug that inhibits renal tubular secretion of certain compounds ar
raises their plasma levels by promoting renal reabsorf@idn In addition to
its renal action, probenecid also acts on the CNS by inhibiting the clearance
some neurochemicals from choroid plexus and parenchymal cells into plasn
and thus elevates their levels in the brédf). Two seminal fndings were
generated from our initial stud@3). First, we showed that a single dose
of injected MPTP will achieve a peak DA depletion for several days befor
reversing to normal, which clearly indicates that giving another dose withi
a short period of time to boost its neurotoxicity may not be necessary
benefcial, but will increase the risk of animal death. Second, we discovere
that probenecid effectively inhibits renal excretion of MPTP and potentiate
its neurotoxicity by reaching a maximal depletion of striatal DA lasting 4-5 c
after a single treatment with the combined agents.

We developed a chronic mouse MPTP/probenecid PD model by administe
ing 10 doses of MPTP plus probenecid over a slow time course. For a period
5 wk, we treat C57BL/6 mice, twice a week (3.5 d apargt with 250 mg/kg
of probenecid (made in dimethyl sulfoxide [DMSO], @D-injection volume
using a 504L Hamilton syringe with a disposable 2§&Tuberculin needle)
intraperitoneally, and approx 30 min later with MPTP (MPTP HCI dissolvec
in saline) subcutaneously.

We have tested two doses of MPTP at 15 mg/kg and 25 mg/kg (as MPTP H
salt form), respectively. With probenecid, MPTP at 15 mg/kg produces abo
60% DA depletion without recovery for at least 6 (48), and at 25 mg/kg,
it causes a nearly 80% loss of DA 6 mo |q#)). The latter dose appears to
be the maximally tolerated dose when given with probenecid. All the treate
animals survive under this regimen. Either increasing the dose of MPTP high
than 25 mg/kg with the same dose of probenecid in this chronic protocol,
injecting the animals with MPTP at 25 mg/kg plus probenecid on a daily bas
results in signitant death of animalsigpublished results).

In this chronic MPTP/probenecid mouse model of PD (10 doses of 250 mg/l
of probenecid and 25 mg/kg of MPTP HCI over 5 W40), we observe an
immediate and robust (>90%) loss of striatal DA, its metabolite 3,4-dihydroxy
phenylacetic acid (DOPAC), and uptake. The reduction in DA level persist
throughout a survival period of 6 mo. The TH immunoreactivity is down-
regulated soon after the treatment, but it gradually recovers mainly in tt
fibers, not in nigral cell®0). The functionality of these recovered TH-positive
fibersis not clear. It is not likely thathey produce sufficient DA, as its
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Table 3
Major Features of Chronic Mouse MPTP/Probenecid Model of PD

Features in chronic
Major types of symptomatology MPTP/probenecid model

Motor defcits Initial motor defiit (rotarod performance)
is detected at 3 wk and deteriorated
further 6 mo after treatment.
Progressive nigral cell death Decrease of TH-immunoreactivity in
the substantia nigra, associated with
signifcant loss of substantia nigra neurons
Depletion of DA transmission Persistent reduction in the levels of striatal
terminal DA, its metabolites and uptake
Detection of postmortem Lewy bodies  Murine inclusion bodies immunoreactive
toa-synuclein and ubiquitin; contain
lipofuscin and lysosomal structures.
Morphologically, these inclusion bodies
resemble those detected in the cortex
of PD.

In this model, the C57/BI mouse is treated twice a week (3.5 d apart) with a dose of MP1
HCI at 25 mg/kg, s.c. and probenecid at 250 mg/kg, i.p. for 5 wk (a total of 10 treatments). Tl
studies are carried out up to 6 mo following the treatr(#h69).

striatal levels remain low. The loss of DA neurons in the substantia nigra
mo after treatment is estimated lie at least 60%. Therdt sign of motor
deficit in chronic MPTP/probenecid treated mice as evidenced by the rotarc
performance test is detected at 3 wk and persists for at least 6 mo af
treatmeni(40).

Pathologically, we further detect an increasing number of abnormal inclusio
bodies in the cytoplasm of nigral dopaminergic and cortical neurons beginnir
at 3 wk after chronic MPTP/probenecid treatm@®). These inclusions are
granular and lamentous in appearance, and are immunopositivestmuclein
and ubiquitin, resembling those Lewy body structures found in the cortex ¢
human PD. At the ultrastructural level, we further aonfihat these inclusions
contain a dense and granular core similar to that of the classical Lewy bodic
In addition, numerous lobulated, secondary lysosontiesl fivith lipofuscin
are observed in the cytoplasm @fsynuclein-immunoreactive neurons, and
the density of these neurons is sigrifitly reduced. The major characteristic
features of this chronic MPTP/probenecid mouse model of PD are summariz
in Table 3.
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5. Conclusion

We have shown that the chronic MPTP/probenecid mouse shares many k
features of human PD. This model is an improvement over the convention
acute and subacute models and is an important and a potentially useful mo
for studying disease progression, mechanisms of nigrostriatal neurodegene
tion, and neuroprotective strategies in PD.
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In Situ Hybridization with Isotopic Riboprobes
for Detection of Striatal Neuropeptide

MRNA Expression After Dopamine

Stimulant Administration

Yasmin L. Hurd

1. Introduction

Stimulant drugs such as cocaine, amphetamine, and methylphenidate ind
their primary pharmacological actions through elevation of dopamine level
in the brain. The most dense innervation of dopamine nerve terminals in tl
central nervous system (CNS) is found within the striatum (caudate nuclet
putamen, and nucleus accumbe() This brain region is central to the
wide range of actions of psychostimulant drugs on motor behavior, cognitiol
motivation, and reward and is intricately linked with mesocorticolimbic
structures, also innervated by dopamine, such as the amygdaloid comp!
and prefrontal cortex. The neuroanatomical organization and regulation of t
striatal dopaminergic system as well as its relevance to motor function and dr
reinforcement have been well studied. Elevation of striatal dopamine levels
a consequence of psychostimulant drug administration leads to activation
distinct dopamine receptor subtypes<D,) that are differentially expressed
within distinct striatal neuronal populations. The predominant striatal cells ar
medium spiny projection neurons (70-80%) and medium aspiny interneuro
(20-25%) that all contain the inhibitory neurotransmijt@aminobutyric acid
(GABA), but contain different neuropeptides. A major focus in regard tc
stimulant effects in the striatum has been directed toward the medium spi
neurons that not only have distinct neuropeptidergic content, but also discre
efferent anatomical connectivity. Medium spiny neurons in the dorsal striatul
that contain the opioid peptide dynorphin and the tachykinin substance

From: Methods in Molecular Medicine, vol. 79: Drugs of Abuse: Neurological Reviews and Protocols
Edited by: J. Q. Wang © Humana Press Inc., Totowa, NJ
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express primarily dopamineDeceptors and constitute the “direct” striatoni-
gral pathway(2,3). In contrast, neurons containing the opioid neuropeptide
enkephalin predominantly express dopaminer&ceptors and make up the
“indirect” striatopallidal circuitry(3,4). A similar organization is present
in the nucleus accumbens ventral striatal region, with dynorphin primaril
expressed in neurons with;@nd D, dopamine recepto($,6). Thus, elevation

of dopamine levels following administration of stimulant drugs will lead to
differential activation of dopamine receptors and subsequently modulation
distinct striatal neuropeptide output circuits.

There are different methodologieswlich striatal neuropeptidergic neurons
can be studied in relation to stimulant drug use. Alteration of gene expression
an important mechanism through which long-term effects are maintained in tl
brain and the compulsive, repeated use of addictive drugs implies impairmer
at the level of gene expression. Measurements of mRNA levels can be achiey
through a variety of methodologies, but the technigui@ situ hybridization
histochemistry (ISHH) has proven the most useful to detect mMRNA expressit
levels with intact anatomical integrity. Thiigs possible by the ISHH technique
to identify the discrete neuronal populations that express the preprodynorpt
(striatonigral) and preproenkephalin (striatopallidal) mRNAs. Using suct
methodology, selective alterations of the opioid neuropeptide genes (increas
preprodynorphin and decreased preproenkephalin)nereealed in the striatum
of human cocaine use(g). A similar up-regulation of the striatal preprodyn-
orphin gene has also been documented in a number of experimental rat moc
following administration of cocain@-12) and amphetaming43,14) that has
generated much attention on the dynorphjfgiatonigral neurons in the CNS
actions of stimulant drugs. The following details the ISHH procedure that ca
be used to visualize the relative expression levels of the striatal neuropepti
MRNAs following cocaine administration in the rat and human brain.

2. Materials

The following subheadings are organized as to the materials needed for
brain tissue preparation and sectioning, (2) brain section pretreatment, (3) prc
preparation, (4) hybridization, (5) post-hybridization, and (6) autoradiography
This outline corresponds to that provided in subsequent subheadings.

2.1. Brain Tissue Preparation and Sectioning

1. 2-Methylbutane (isopentane; Sigma).

2. Tissuetek OCT Compound (Histolab).

3. Superfrost microscope glass (Brain Research Laboratories).
4. SuperFrost Plus microscope glass (Menzel-Glaser).
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2.2. Brain Section Pretreatment
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Diethyl pyrocarbonate (DEPC; Sigma) distilled water: 0.1% in distilled water,
mix well and let stand overnight in a fume hood; autoclave for 2 h.

10X Phosphate-buffered saline (PBS), pH 7.4 (Life Technologies, Invitrogen).
4% Paraformaldehyde in 1X PBS, pH 7.4.

Proteinase K (Sigma).

Triethanolamine HCI (TEA; Sigma).

Acetic anhydride (Sigma).

Chloroform Normapur Analytical (Sigma).

Ethanol (Merk Eurolab).

. Probe Preparation

[35S-UTP £3P; PerkinElmer Life Sciences or Amersham Biosciences).

. 2.5 nM AUTP (equal volumes, e.g.,}8&., of 10 mM ATP,CTP, and GTP (Life

Technologies).

. RNA polymerase (e.g., SP6, T7, or T3; Life Technologies).

1 UQL of DNase | (Life Technologies).

. 40 U[L of RNase inhibitor (Life Technologies, Invitrogen).

. Spin column (MicroSpin S-200 HR Columns; Amersham Biosciences).

. pL-Dithiothreitol (DTT; Sigma).

. Hybridization

. 20X Standard sodium citrate buffer (SSC; Life Technologies; 1M=s8dium

chloride, 0.3Vl sodium citrate, pH 7.0).

. Hybridization buffer; 1 mg/mL of sheared salmon testes DNA (Sigma),

500 pug/mL of yeast tRNA (Sigma), 2X Denhardt’s solution (Sigma), 20%
dextran sulfate (Amersham Biosciences), and 8X SSC.

. Formamide (Sigma).
. DTT and DEPC distilled water.

Post-hybridization

. RNase A (Ribonuclease A; Sigma).

. RNase A buffer: 0.8 NacCl, 0.04M Tris-HCI, pH 8.0, and 1 M EDTA.
. Ammonium acetate (Sigma).

. SSC, DTT, and ethanol.

Autoradiography

Kodak Biomax MR fm (Amersham Biosciences).
14C polymer standards (American Radiolabeled Chemicals Inc.).
D-19 Developer (Kodak).

. Rapid Fix (Kodak).
. Acetic acid (Sigma).
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Riboprobe Oligoprobe

Fig. 1. Rat brain sections (sagittal orientation) processed with a riboprobe ar
olionucleotide antisense probe against the preprodynorphin mRNA; $aregfiosure
time. The preprodynorphin hybridization signals are highly abundant in the striatut
(St) and hippocampus (Hipp).

NBT 2 Emulsion (Kodak).
Ammonium acetate (Sigma).
Cresyl violet (Sigma).

. Ethanol.

. Xylene (Sigma).

. Pertex mounting media (Histolab).

PO ©ONO

1
1
3. Methods

ISHH is typically performed with either synthetic oligonucleotide (DNA,;
normally 40 bases) or ribonucleotide (RNA; normally 100-1000 bases) prob
on freshly frozen brain tissue. The experimental procedures described in t
following subheadings detail the methodology for ISHH using ribonucleotide
probes (riboprobes), as such protocols normally result in higher hybridizatic
signals with greater signal-to-noise ratio. Although the shorter oligonucleotid
probes should have higher tissue penetrance than the riboprobes, the resul
hybridization signal is still much lower than with the riboprokee Fig. 1),
most likely due to the higher amount of radiolabeled nucleotides per hybridize
MmRNA molecule obtained with the riboprobes. In addition, the high stability
of the RNA-RNA (as compared to RNA-DNA and DNA-DNA) duplexes
allow for increased stringency conditions (e.g., increased temperature and I
salt concentration) to be used during the hybridization and post-hybridizatic
washes which result in much lower nonspeditickground signals. Moreover,
the use of riboprobes has thus far proven better than use of oligonucleotides
the ISHH studies of the human brain, which normally have higher backgrour
signals (due in part to the longer postmortem intervals than animal studie:
Nevertheless, oligonucleotides are still useful, especially for highly abundal
MRNAS(15). There are a number of ISHH riboprobe procedures that have be
published in regard to visualizing mMRNA expression levels in brain section:
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but the basic hybridization procedures described in the following have bee
based on riboprobe preparations describaginally by Young(15,16) and
Whitfield et al.(17).

3.1. Brain Tissue Preparation and Sectioning

Immediately dissect out the animal brain specimens that will be used for tf
ISHH analysisgee Note 1). Freeze the brains by immersion into dry ice-cooled
(=32°C to —40°C) isopentane for 30seqNote 2). Store the brains at —30 to
—80°C (preferably with desiccant) in a sealed container if the brains will nc
be immediately sectioned that day. For human studies, the brain specime
should be cut into blocks of tissue approx 1.5 cm thick of the brain areas (e.
striatum) of interest. Freeze the brain blocks by immersion into dry ice coole
(-32°C to —40°C) isopentane for 1 min and store frozen (with dessicant)
80°C until use.

In preparation for cutting the brain sections, allow the brain to acclimate t
the cyrostat temperature (—18 to —20°C) for at least 1 h. Mount the brain on
the cryostat pedestal on dry ice with embedding matrix in the orientation
which the brain will be sectioned (e.g., coronal). Cut the sections (12r/20
thick; see Note 3), mount onto superfrost microscope glass slide llote 4),
dry for approx 1 min on a slide warmer plate (30°C), and place the slide int
a slide box maintained at least —18°C. For the rat brain, serial sections can
taken at only one level of the nucleus accumbens (e.g., 1.7 posterior to Breg
[18] or throughout the rostrocaudal extent of the striatum; sections from fot
to six different striatal levels can be placed on the same microscope slide
Store the section-mounted glass slides at =30 to — 80°C with desiccant ur
the ISHH experiment is performeské Note 5).

3.2. Brain Section Pretreatment

All solutions (including the ethanol) should be made with autoclaved DEPC
treated distilled water. All containers should also be treated with DEPC for a
the prehybridization steps. The prehybridization conditions should be carrie
out at room temperature, preferably under a fume hgsd\otes 6 and?7).

1. Place slides in a slide holder and bring to room temperature (tissue retention
the slides during the subsequent hybridization procedures can be improved
incubating the slides at 37°C for about 10 min).

2. Fix the tissue by immersing the slides in 4% paraformaldehyde for 5 min, ar
rinse slides twice in 1X PBS.

3. Acetylation of the tissue: Rinse the slides in . TEA-0.9% saline, pH 8.0.
During this rinse make a fresh solution of 0.25% acetic anhydride iM0.1
TEA-0.9% saline, pH 8.0. Incubate the sections in this solution for 10 min an
rinse subsequently in 2X SSC.
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4. Dehydrate the sections in a series of escalating ethanols: 70% (1 min), 80
(2 min), 95% (2 min), and 100% (1 min), and delipidate in chloroform for 5 min.

5. Rehydrate slightly in 100%nd 95% ethanol for 1 mieach, and air-dry by
standing the slides vertically in a slide holder.

The sections can be used immediatiely hybridization or stored frozen
with desiccantgee Note 8).

3.3. Probe Preparation

35S-labeled riboprobes can be synthesized from (1) cDNA inserts int
transcription plasmid vectors (e.g., PGEM4Z; the transcription vector ha
to be linearized prior to probe labeling with suitable restriction enzymes) c
(2) cDNA templates obtained from polymerase chain reaction (PCR) Wwith *
extension containing a promoter sequence (T7 and T3 are generally best). |
example, good results have been obtained from riboprobes derived from t|
rat preprodynorphin synthesized from the cDNA fragment of the gene (bas
466-1101)(19) and for the human preprodynorphin, a 1.2 kb of exon 4 or ¢
478 fragment (bases 11-48&p). The following procedure is used for high
specift activity 3°S riboprobe labelingsée Note 9).

1. Thaw the following components on icedNote 10) and add together in a sterile
eppendorf tube at room temperaturgil6 of 5X transcription buffer, 1L of
100 nM DTT, 5.5uL of 2.5 mM AUTP, 1L of 1ug/uL linearized plasmid
vector or PCR product, 38 of [3°S]JUTP (12.5uCi/uL) (see Notes 11 and12),
0.6 uL of RNase inhibitor (40 WiL), 1 uL of RNA polymerase (e.g., T3 or T7),
and 0.9 mL of DEPC }0D.

. Incubate for 60 min at 37°C.

. Add DEPC HO to 50uL.

. Add 0.5uL of RNase inhibitor (40 YIL) and 1uL of DNase (1 Wig).

. Incubate 37°C for 10 min.

. Bring the volume up to the capacity of the spin column with DER@ H

. Column purify according to the manufacturer’s protocol and addlldd 5 M
DTT (fresh).

8. Count luL of probe on a scintillation counter.

~NoobhwnN

3.4. Hybridization

1. Calculate the total amount of probe and hybridization buffer needed for th
experiment gee Notes 13 and14). The amount of buffer should relate to the area
to be covered (i.e., the coverslip area). Typically, a volume qfl0rim?2is used.
Thus, for a coverslip of 24 40 mm, a total hybridization solution volume of
approx 96uL is place over the slide. The probe concentration generally depenc
on the level of the mRNA expression and a concentration curve can be carri
out to determine the optimal probe concentration. For many moderate to high
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expressed transcripts such as preprodynorphin, a concentration T#Zpm-
labeled probe/m#is used.

(desired cpm/slide) / (actual cpm)no. of slides) suL of probe
(uL/slide) x (no. of slides) = total hybridization solution
formamide volume = 50% hybridization solution
5M DTT volume = 4% of the total hybridization buffer

(total hybridization buffer) (L of probe) — formamide — DTT gL
of hybridization buffer

Heat the probe and 2X hybridization buffer separately for 10 min at 90°C.
Cool immediately on ice for 5 min.

Prepare the heat-denaturated hybridization soliriariresh tube: add formamide,
DTT, hybridization buffer, andrally the labeled probesde Note 15).

Mix the hybridization solution thoroughly and let stand for a few minutes so tha
any bubbles can rise to the surface.

Apply the hybridization solution to the tissue.

Slowly coverslip so that the solution covers all the tissue.

Place the slides in an incubation tray wittefipaper saturated withk&SC-50%
formamide in the bottom (the slides shouldt be in direct contact with the
filter paper) and a cagléd with the same SSC—formamide solution to maintain
humidity during incubation. Cover the tray and seal. Place the trays in a
incubator at 55-65°C overnight (approx 16ée Note 16).

3.5. Post-Hybridization

No DEPC-treated solutionsdishes are needed the post-hybridization pro-
cedure ¢ee Note 17). Fill a glass dish container with 2X SSC containingM m
DTT at room temperature. Remove the incubation tray from the incubator. Car
out all post-hybridization washes under a fume hood. Allow the coverslip t
slide off and place the slides in the container with the 2X SSC-DTT solution.
there is resistance, then dip the slide in a separate container with 2X SSC-1 1
DTT solution and let the coverslippét off.

1.
2.

3.

Rinse the slides for 10 min at 37°C in RNase A buffer.

Incubate the slides with 4@y/mL of RNase A in RNase A buffer for 30 min
at 37°C 6ee Note 18).

Process through a series of SSC washes gradually desalting (increasing st
gency) at room temperature; 2X SSCHMBTT (5 min), 2X SSC-1 M DTT

(5 min), 1X SSC-1 il DTT (10 min), and 0.5X SSC-1MDTT (10 min). If
increased stringency is required, the following wash can be included at this ste
0.5X SSC-50% formamide—INhDTT (60 min at 48°C), 0.1X SSC-IMDTT

(60 min at 53°C), and 0.1X SSC-IMDTT (1 min at room temperature).
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4. Rinsein a series of ethanol washes with the ammonium aceétdti®{e 19): 50%
EtOH-300 M NH,Ac (1 min), 70% EtOH-300 M NH,Ac (1 min),
90% EtOH-300 vl NH,Ac (1 min), 95% EtOH-300 M NH,Ac (1 min), and
100% EtOH (1 min).

5. Air-dry the slides at room temperature by standing them upright in a slide
holder rack.

3.6. Autoradiography
3.6.1. Film Autoradiography

Place slides in lfin cassettes and appose to Biomax Mm fior days to
weeks (depending on the intensity of the hybridization signal such that und
optimal conditions the signal is robust, but not saturated; for example, apprt
7 and 14 d for abundantly expressed mRNAs such as the preprodynorphin
the rat and human striatum, respectively). A standard (rat brain pastes w
varied known concentrations &S activity or polymer microscale standard
composed of known radioactivity values should also be placed in the casse!
Develop the fims in dark room (under safelight conditions) for 5 min in Kodak
D-19 at room temperature. Rinse subsequently in short-stop (1.5% acetic a
in deionized water), ifor 2.5 min in Kodak Rapid Fix without hardener, and
wash for at least 20 min under running tap water. Air-dry thesfi

3.6.2. Microscopic Autoradiography

For microscopic analysis of the autoradiographic signal, the hybridizatio
sections should be coated in Kodak NTB-2 nuclear track emulsion (dilute
50:50 with dH,0) in a dark room.

3.6.2.1. EmuLsioN SLipE DippPING

1. Set water bath at 42°C.

2. Making 50 mL of the nuclear track emulsion: Fill a plastic vial (e.g., 50-mL Falcon)
or elongated glass jar with 25 mL of 600Mnrammonium acetate. Add (using a
plastic spoon) the emulsion into the vial until thedflis displaced to 50 mL.

3. Melt the emulsion by placing the vial in the water batk Kote 20).

4. Let it stand for at least 30 min, but stir (slowly) periodically with a plastic spoor
or clean blank microscope slide to disperse any bubbles.

5. Using a clean glass slide, check that there are no bubbles. When all bubbles
eliminated, then the experimental slides can be dipped.

6. Dip slides slowly, wipe the emulsion off the back of the slide with a Kimwipe,
and place the slide vertically in a test tube rack.

7. Let the slides dry at room temperature for at least 2 h.

8. Transfer slides to slide boxes, seal wWplhce slide box irblack bag that is
tightly wrapped), and store at 4°C or —20°C (to reduce high background c
intense signals).
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Control Cocaine user

L g

Fig. 2. Film autoradiograms showing thesprodynorphin mRNA expression in
the striatum of human controls and cocaine users. Note the heterogeneous expres
pattern of the hybridization signal with higher expression in the patch compartme
and higher mRNA expression levels in association with cocaine use.

3.6.2.2. DEveELOPING THE EMULSION-COATED SLIDES

Develop slides after approx three to four times tine éxposure period that
resulted in a strong signal.

1. Let the slide boxes warm in room temperature while still sealed in the darkroon

2. Place the slides into stainless steel racks.

3. Chill the developing solution on ice to 16°C.

4. Remove the developing solutions from the ice and process the slides while t
solution is at this temperature.

5. Develop the slides in D-19 for 2 min. Gently agitate rack every 30 s.

6. Transfer to distilled water for 15 s.

7. Transfer to Rapid Fix without hardener for 2 min; agitate every 30 s.

8. Rinse slides gently under running tap water for 20 min.

9. Counterstain: Cresyl violet for 2 min (5 min for human) followed by sequentia

immersion in 50%, 75%, 90%, and 100% ethanol and xylene, and coverslip wi
Pertex mounting medium.

3.6.3. Film Quantification

The ISHH technique cannot be used to determine the absolute amount
the mRNA levels. Only information regarding the relative expression level
within neuronal populations can be obtained from the &utoradiographic
signals ¢ee Fig. 2) and the cellular analysis of the silver graiseFig. 3).

Film images can be captured for analysis by either a video camera (in conjur
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Fig. 3. High-magnifiation images of the human striatum taken under bright-fi
(A, C) and episcopicR, D) illumination. Panel#\ andB show cells within the patch
compartment and paned andD show cells within the matrix compartment. White
grain clusters (episcopic illumination) identify the preprodynorphin mRNA expressin
cells. Note the intense expression of the preprodynorphin mRNA in cells within th
patch compartment as companedthe matrix.Filled arrows point to examples of
positively labeled cells anatrowheads to nonlabeled cells.

tion with a light board) or itbed scanner. The scanners have proven mor
reliable than light boards for capturing thienfimages. Normally a scanning
resolution of 300—400 dots per inch is suitable for even rat brain images.
Scan in fim images with settings such that the pixel values are within the
normal gray scale (0-255). Save the &is TIFF fie images. The TIFF images
can be opened in various image programs to determine the optical density li¢
transmittance levels. Freeware computer programs, for example, NIH IMAG
by Wayne Rasband (http://rsb.info.nih.gov/nih-image), can be downloade
to Mac computers. There is a corresponding free PC version of the IMAG
program, Scion Image, available through Scion Corporation (http://www
scioncorp.com). The MCID (Imaging Research, Ontario, Canada) comput
analysis system is also used by many research autoradiography grou
Delineate the region of interest using the computer mouse and measure
density. The measurements can be copied to other programs for data hand
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and statistical analysis. The best measurable hybridization signals should

above background, but not saturated (values over 200 can lead to probler
film reexposure is then necessary to bring values into correct transmittan
range). The standards should also be measured and used to make a star
curve, converting the light transmittance to dpm/mg values (normally Rodbat
curve in IMAGE provides the best curvefir the values). The standard values

used to generate the standard curve should only cover the range (just over
highest number) of the experimental values. Subtract background (e.g., wh
matter tract) from the measurements taken in the brain area of interest.

3.6.4. Cellular Analysis

Counting silver grains can help to determine the cellular localization of th
film autoradiographic signals and to assess whether alterations revealed by
film analysis are due to a general increase (or decrease) of the signal in all ¢
expressing the transcript of interest, or whether there is a differential respon
within discrete cell populations. Silver grains can be manually counted ove
individual neurons within a speafi area under a microscope, or computer-
assisted grain counting can be carried out where the relative grain dens
visualized in the microscope are converted to a digital pixel ir{2ige

3.7. Controls

The specifiity of the antisense riboprobe (complementary sequence to tr
MRNA transcript) of interest should be assessed with controls such as:

1. The use of a sense riboprobe (same sequence as the mRNA transcript), wt
should normally result in a homogeneous signal similar to background leve
(see Fig. 4).

2. The use of a different antisenskoprobe of the samsize and approximate
guanosine/cytosine (GC) content, which should result in a heterogeneous sigr
that shows a distinct anatomical pattern to the antisense riboprobe of interest.

3. The use of other riboprobes targeted against the same transcript, but at differ
nonoverlapping regions of the RNA, which should result in the same hybridiza
tion pattern.

4. Notes
4.1. Brain Tissue Preparation and Sectioning

1. Gloves should be used at all time to decrease RNase contamination and
protection against the radioisotope.

2. Over-freezing (< —45°C isopentane) of the brain specimens can cause tiss
cracks that can make it difilt to get good brain sections when cutting in the
cryostat.
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"

- Antisense - Sense

Fig. 4.In situ hybridization signal obtained using an antisense and sense riboprot
against the human preprodynorphin gene. Note the absence ofcspghbifdization
signal with the use of the sense control probe.

3. Whole hemisphere human brain cryosections can be cut even up {om00
thick with good hybridization resul{2). However, these large sections are not
appropriate for discrete microscopic evaluation of the hybridization signal.

4. Superfrost and polyHysine coated microscope slides are better than gelatin-
subbed slides for very high stringency ISHH conditi¢®23). However, the
gelatin-subbed slides can work perfectly well under normal hybridization condi
tions and is easily made in the laborat@ty). Poly+-lysine-coated slides can
also be prepared in the lab, but it has been more cost effective and more relia
to buy precleaned coated slides that are immediately ready for use. Both pol
L-lysine and Superfrost slides have proven very reliable, but Superfrost slide
are also normally available in large sizes and thus very useful for processing t
human brain sections that often require high stringency cond{@dhs

5. Slide-mounted brain sections can be stored frozen for a long period of time. V
have successfully used brain sections frozen up to even 8 yr and have obtair
good levels of hybridization signals. The hybridization signal appear to be mo:
susceptible to repeated freeze—thawing. Thus, slides should always be sortec
the cold (e.g., in the cryostat or on dry ice). Storage with desiccant also hel
to prevent moisture buildup.

4.2. Brain Section Pretreatment

6. Prefkation of the tissue is important to preserve the tissue morphology, preve
further degradation of the RNA, and enhance penetration of the probe. Tt
prehybridization step is also equally critical for decreasing background signal
other phases of the ISHH procedure. For example, improper autoclaving of tt
DEPC (especially if stored in plastic bottles) and impure chloroform can lea
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to high background levels. Acetylation tife tissue ismportant for reducing
background signals (perhaps due to reducing the electrostatic binding of the pro
to basic [positively charged] amino groups on the brain section). It is critical the
the acetic anhydride is fresh and added to the TEA buffer just prior to use.

. Prefkation of tissue with Proteinase K, which can improve penetrance of th

probe, has not proven to enhance the signal in the freshly frozen brain sectic
processed under the currentdfiion procedure. However, when testing new
probes for which the hybridization signal is weak, experiments can be carrie
out to determine whether or not the Proteinase K pretreatment (5—-10 mg!
of Proteinase K in 100 M Tris, pH 8; 50 nM EDTA; 30 min at 37°C) can
improve the signal. Note that increasing the Proteinase K concentration wi
damage the tissue, so test experiments should be carried out to determine the |
concentration for optimized hybridization signal with minimal tissue damage.

. Pretreated brain sections can be stored (at least —30°C) for a number of d

(brain specimens have even been used up to 6 mo) prior to the hybridizatic
procedure without signidant loss of MRNA expression levels.

. Probe Preparation

9. The size of the labeled probe dam determined on an acrylamide gel. High

10.

11.

12.

specift labeling can result in smaller bands on the gels in addition to the majc
band at the size of the cDNA insert. The synthesis of full-length riboprobes i
obtained mainly with low specdilabeling in which unlabeled UTP is added
during the probe labeling. Riboprobes >1006leatides can be used, but alkaline
hydroxylase (especially for those >1500 bases) is recommended after the pro
labeling to ensure adequate penetrance of the resulting shorter fragments.

It is always best to use freshly prepared labeled probes. However, labeled prol
(stored at —30°C) can be used a few days later (generally a week), but sor
probe degradation can occur, resulting in increased background. When possikt
all reagents and chemicals including the isotopes should be stored frozen
aliquots (to prevent freeze—thawing problems and to decrease the possibili
of contamination).

Although3S is the most common isotope used for riboprobe labelfRghas
proven very effective for visualizing low expressing transcript (as well as thos
with normal expression levels) with minimal background signal. For example
opioid receptor mRNAs are normally much lower than the opioid neuropeptid
genes and the use ¥P has proven much more effective for visualization of the
receptor mMRNAZ25). However, the half-life of3P is only 25 d, so this isotope

is not suitable when cellular visualization of very low expressing transcripts the
require long exposure of the emulsion-dipped slides.

The synthesis of CTP-labeled riboprobes works equally well for ISHH experi
ments, and CTP- and UTP-labeled probes can even be combined when attempit
to increase the hybridization signal, for example, very low expressing transcript
However, increasing the concentration of the hybridization probes can als
increase background nonspeci§ignal, so it is important to determine the
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4.4.

13.

14.

15.

16.

4.5.

17.

18.
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probe concentration at whidtigh saturated spedifisignals is obtained with
low background noise.

Hybridization

A critical consideration of ISHH is stringshavhich refers tothe condition
favoring dissociation of nucleic acid duplexes; sped®fNA—RNA duplexes
will withstand high stringency conditions as compared to nonspédujfirids.
Increased stringency can be obtained, for example, by increased hybridizatit
temperature, increased formamide concentration, and decreased salt concen
tion. Most probes hybridize speciilly to their target mMRNAs at g, (melting
temperature) of — 25°C. Increasing the hybridization temperature can increa
tissue damage; thus it is recommended to mount tissue on Superfrost or poly
lysine glass slides. Inclusion of formamide (destabilizes nucleic acid duplexe:
thus lowering the effectivé,,) allows the hybridization to be carried out at lower
temperatures. Only fresh formamide should be used for the hybridization soll
tion. Moreover, uneven hybridization signal can be present if the SSC—formamic
solution in the hybridization tray is not fresh.

Denhardt’s solution and dextran sulfate are important components of th
hybridization buffer. Denhardt’s solution, which consists of Ficoll, bovine serum
albumin, and polyvinylpyrrolidone, helps to decrease nonspdaifiding to
proteins and nucleic acids. The anionic polymer dextran sulfate greatly enhanc
the apparent rate of hybridization, thus leading to higher hybridization signal
Only DEPC-treated distilled water should be used in the hybridization buffer.
Theaddition of DTT is important fof°S-labeled riboprobes, as it helps to
prevent formation of the disuifé bond of thé°S to uracil. Althougi3P does not
have a sulfie bond, we have found that the inclusion of DTT is still beragfior
decreasing background signal. DTT should be weighed under a fume hood a
as such it is best to make aliquots of the DTT and store in a refrigerator, addi
DEPC-treated distilled water only when needed for each experiment.

If there are many hybridization trays because of high processing of slide
then immediately put each tray into the incubator after itllisdfiwith the
coverslipped slides before completing the next set of trays. This will avoic
hybridization at low stringency (room temperature) for the sections in trays the
were completed fét.

Post-Hybridization

It is important to have the post-hybridization solutions at the proper temperatu
before beginning the post-hybridization washes.

TheRNase A treatment is important because it will digest single-strandet
RNA, essentially removing non- or poorly hybridized labeled probe, leaving the
double-stranded hybridized pairs intact. Sometimes RNase T1 (1 U/mL) ca
also be added to the RNase A post-hybridization incubation when the signal-t
noise ratio for low expressing transcripts is still not optimal. The RNase T
digests portions of the single-stranded RNA that are not digested by RNase
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All containers exposed to the RNase enzymes should be kept separate from th
used during all other hybridization procedures or treated witiMONaOH to
inactivate the RNase enzymes. Treat the glassware by letting it stand for a fe
minutes with 0.IM NaOH and rinse thoroughly.

19. Theinclusion of ammonium acetate in the ethanol washes protects again
denaturation of thén situ hybrids, which is particularly important for brain
sections in which high magrifition analysis will be performed.

4.6. Autoradiography

20. Aliguots of the nuclear emulsion—ammonium acetate solution should be made
awid repeated freeze—thawing of the solution. It is critical that the emulsion i
devoid of air bubbles prior to dipping the experimental slides. Once dipped, th
slides should be allowed to dry very slowly (only at room temperature), as rapi
drying can distort the emulsion layer.
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Combining In Situ Hybridization with Retrograde
Tracing and Immunohistochemistry for Phenotypic
Characterization of Individual Neurons

Catherine Le Moine

1. Introduction

In situ hybridization, using radioactive and nonradioactive probes, is at
present, a widespread technique that has been developed and improved over
the past 15 yr, and has become an extremely powerful tool for the study of
cellular interactions through gene expression and gene regulation. Progress
in sensitivity, the wide range of available markers, and the development of
image analysis systems for quantification, especially at the cellular level, have
made this approach particularly useful for the investigation of the cellular
interactions and regulations of many heterocellular systems, especialy the
central nervous system (1-4).

If the distribution of an MRNA is afirst and necessary step for the anatomi-
cal and cellular analysis of its expression, the possibility of a phenotypical
characterization of neurons expressing a given gene by using double labelings
isone of the main reasonsfor interest in in situ hybridization. Various strategies
have been developed, not only for double in situ hybridization, but also
for coupling in situ hybridization techniques with retrograde tracing and
immunohistochemistry (5-8). These strategies have been very useful from
various aspects, particularly the identification of neuronal populations express-
ing many neuroreceptors or expressing neuronal markers following specific
stimulations (9—13). This chapter describes different possibilities for the
coupling of in situ hybridization with retrograde tracing and immunohisto-
chemistry, as well as the troubleshootings inherent in these couplings. Some

From: Methods in Molecular Medicine, vol. 79: Drugs of Abuse: Neurological Reviews and Protocols
Edited by: J. Q. Wang © Humana Press Inc., Totowa, NJ
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protocols are illustrated with examples for the detection of dopamine receptor
subtypes or Fos expression in identified neurons of the striatum and the
cortex.

2. Materials

1. Cryostat sections of 1-4% paraformaldehyde (PFA)-perfused rat brain for
coupling retrograde tracing with in situ hybridization (10-15 um thick). PFA is
prepared in 0.1 M phosphate buffer, pH 7.2.

Vibratome sections (30-50 um) or free-floating cryostat sections (12-15 pm)

from 1-4% PFA-perfused rat brain.

FluoroGold (Interchim) for retrograde tracing.

353 | abeled nucleotides (PerkinElmer Life Sciences).

Probes: Synthetic oligonucleotides, cDNA clones, or cRNA.

Materials needed for standard in situ hybridization protocols using radioactive

probes including kits for probe labeling (tailing for oligonucleotides, nick

tranglation for cDNA, in vitro transcription for cRNA), RNase-free glassware,
diethyl pyrocarbonate water (DEPC)-treated buffers, humidified incubator and

water bath, 8X saline sodium citrate (SSC—21.2 M sodium chloride, 0.12 M

trisodium citrate), absolute ethanol.

7. Hybridization buffer for oligonucleotide and cDNA probes: 2X SSC, 50%
formamide, 500 pg/mL of salmon sperm DNA, 1% Denhardt’s solution, 5%
sarcosyl, 250 pg/mL of yeast tRNA, 200 mM dithiothreitol (DTT), and 20 mM
NaH,PO,.

8. Hybridization buffer for cRNA probes: 20 mM Tris-HCI, pH 7.0, 1 mM EDTA;
300 mM NaCl, 50% formamide, 10% dextran sulfate, 1% Denhardt’s solution,
250 pg/mL of yeast tRNA, 100 pg/mL of salmon sperm DNA, 100 mM DTT,
0.1% sodium dodecy! sulfate (SDS), and 0.1% sodium thiosulfate.

9. RNaseA (10 mg/mL aliquots) for the post-hybridization with cRNA probes.

10. X-ray films (Kodak BIOMAX MR) and photographic emulsion (lIford K5).

11. Developer and fixative for autoradiography, and material for staining (toluidine
blue or Mayer’s hemalun eosin).

12. Materials needed for immunohistochemistry: Rabbit polyclonal anti-Fos anti-
body (Santa Cruz Biotechnology), biotinylated sheep anti-rabbit secondary
antibody (Amersham), avidin—biotin complex (Vector ABC Elite), standard
phosphate-buffered saline (PBS) or Tris-buffered saline (TBS), Triton X-100,
diaminobenzidine (DAB), and normal goat serum (NGS).

13. Microscope fitted out with epipolarization under fluorescence.

N

o0k w

3. Methods

This section first outlines the various protocols that can be used for
in situ hybridization, and then describes different proceduresfor coupling in situ
hybridization with retrograde tracing and immunohistochemistry.
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3.1.Tissue Preparation

For the coupling of in situ hybridization with retrograde tracing or immu-
nohistochemistry, the protocols described here need to be performed on fixed
tissue.

1. Perfuserat brains intracardiacally with 30 mL of 0.9% NaCl, then with 250 mL
of 1-4% PFA in 0.1 M phosphate buffer.

2. Proceed for cryostat or vibratome sections as described in the following cor-
responding methodological sections.

3.2. Labeling of the Probes

All the probes are labeled using standard protocols as originally described
(10,14). Oligonucleotide probes are labeled with [3°S]dATP by “tailing,” that
is, addition of nucleotides at the 3' end. Nick translation is used to label cDNA
probes by incorporation of the same radiolabeled deoxynucleotides. cCRNA
probes are synthesized by in vitro transcription from cDNA clones using
[3*SJUTP from 50 ng of linearized plasmid and with the appropriate RNA
polymerase (SP6, T7, or T3). For the choice of the probes and radiolabeled
nucleotides, see Note 1.

3.3. In Situ Hybridization

Whatever the various protocols used, in situ hybridization is performed
with the three usual steps of pretreatment, hybridization of the probe, and
post-hybridization washes, with some specific steps depending on the type
of probe used.

3.3.1. Pretreatment

1. Thaw the slides for 10 min at room temperature.

2. Wash twice for 30 min in 4X SSC-0.1% Denhardt’s solution (only for oligo-
nucleotides and cDNAS).

3. Wash the slides twice for 10 min in 4X SSC, then incubate for 10 min in 4X
SSC-1.33% triethanol amine—0.25% acetic anhydride, pH 8.0. This step is useful
to decrease the background by acetylation of free radicals.

4. Rinsetwice5minin4X SSC.

5. Dehydrate in graded ethanol (70%, 80%, 90%, 100%) and air-dry.

3.3.2. Hybridization

1. Microcentrifuge the labeled probe (usualy stored in ethanol—acetate) for 1 h
at maximum speed.
2. Remove and check the supernatant, and dry the pellet under vaccum.
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Resuspend the pellet in 50 pL of 1X TE for oligonuclectides and cDNAs and 24
pL of 1X TE-50 mM DTT for cRNA probes.

For oligonucleotide and cDNA probes, dilute the probes into 35-50 uL of the
appropriate hybridization buffer to a concentration of 30 pg/uL (for cDNA
probes, approx 150,000 cpm/slide) or 3 pg/uL (for oligonucleotide probes,
approx 100,000-300,000 cpm/slide), and hybridize overnight at 40°C in a
humidified chamber.

For cRNA probes, dilute the probe into 50 pL of the appropriate hybridization
buffer to a concentration of 1-5 ng/slide (0.5 x 106 — 2 x 10° cpm/dlide), and
hybridize overnight at 55°C in a humidified chamber.

3.3.3. Post-Hybridization Washes for cDNA and Oligonucleotide Probes

1
2.
3.
4,

5.

Wash the slides briefly in cold 4X SSC.

Wash twice for 30 min in 1X SSC at room temperature under agitation.

Wash twice for 30 min in 1X SSC at 40°C under agitation.

For oligonucleotide probes, add an additional wash step of 30 min (twice) in
0.1X SSC at 40°C under agitation.

Dehydrate twice in 100% ethanol and air-dry.

3.3.4. Post-Hybridization Washes for cRNA Probes

1
2.

3.

4.
5.

Wash the dlides twice 5 min in 4X SSC under agitation.

Wash for 15min at 37°Cin RNaseA (20 pg/mL in 0.5 M NaCl-10 mM Tris-HCl,
pH 7.0/0.25 mM EDTA).

Wash the slides again in 2X SSC (5 min, twice), 1X SSC (5 min), 0.5X SSC
(5 min) at room temperature, and in 0.1X SSC at 65°C (30 min, twice) under
agitation.

Place the slides at room temperature in 0.1x SSC to cool.

Dehydrate in graded ethanol (70%, 80%, 90%, 100%) and air-dry.

3.4. Coupling In Situ Hybridization with Retrograde Tracing

Coupling in situ hybridization with retrograde tracing is usually straightfor-
ward when using fluorescent tracers (e.g., FluoroGold) that can be visualized
under the microscope without any additional step. In such a case, thereis no
interference in the modalities of detection of the different markers. Thus, as
described in the following protocol, it appearsto be the easiest way to perform
coupling of the two techniques (e.g., 5,9,15).

1

Retrograde tracer (FluoroGold, 4% in saline) is either pressure injected or
iontophoretically injected (e.g., 8 MA, 10 son/10 s off, over 20 min according to
ref. 15) at the site of interest (see Notes 2 and 3).

2. Allow the animals to survive 5-7 d (time may vary according to specific

conditions) before perfusion with 1-4% PFA in 0.1 M phosphate buffer (see
Note 4).
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3. Post-fix the brains in the same fixative for 1 h, then cryoprotect in 0.1 M
phosphate buffer containing 15-30% sucrose, and freeze in isopentane at approx
—40°C or into vapors of liquid nitrogen.

4. Cut and collect cryostat sections (10-15 um) on gelatin-coated slides, and store
at —80°C until used.

5. Performin situ hybridization with radioactive probes (see Subheading 3.3.) with
the appropriate probes (cDNAS, oligonucleotides, cRNA probes) (see Note 4).

6. Dry the sections, then dip into IIford K5 emulsion (diluted 1:3in 1X SSC).

7. Keep in the dark for up to 3 mo (according to the level of the mMRNA to be
detected), develop, and mount without counterstaining.

8. Neurons retrogradely labeled with FluoroGold are identified on a fluorescence
microscope with an excitation filter (L420-Y 455). Double labeling with in
situ hybridization (silver grains) are analyzed by combining dark-field with
epifluorescence and by varying the intensity of the transmitted light in dark-field
(see Fig. 1).

3.5. Coupling In Situ Hybridization with Immunohistochemistry

The most commonly used method to couple in situ hybridization with
immunohistochemistry is to perform in situ hybridization with radioactive
probes on free-floating cryostat sections followed by the immunodetection and
then the development of the autoradiographic signal (e.g., 8,16-18). Various
alternative experimental conditions may be used depending on the type and
abundance of the markers to be detected, and some are also described here
(see Note 5).

Two types of protocols are described here. Oneis based on the classical use of
radioactive probesfollowed by immunohistochemistry on cryostat free-floating
sections. This protocol has been used to detect dopamine receptor mMRNASs in
subpopulations of cortical interneurons together with the cytoplasmic proteins,
calbindin and parvalbumin (17). The other starts with the immunohistochemical
detection of Fos proteinsfollowed by in situ hybridization with oligonuclectide
probes on vibratome sections, and is illustrated for the detection of Fos
and neuropeptide MRNAS in the striatum to identify activated neurons after
amphetamine (13).

3.5.1. Combining In Situ Hybridization with Radioactive Probes
and Immunohistochemistry on Cryostat Free-Floating Sections

1. Perfuse adult male rats through the heart with 250 mL of 4% PFA for 15 min
(see Note 6).

2. Dissect out the brains and post-fix 1 h in the same fixative, cryoprotect in 15%
sucrose-0.1 M phosphate buffer, and freeze over vapors of liquid nitrogen.

3. Cut 15-20-um sections on a cryostat and collect them as free-floating in
4X SSC.
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Cx to ST D1 mRNA

Cx to ST

Fig. 1. Coupling in situ hybridization with retrograde tracing. Double labeling with
FluoroGold and D1 or D2 dopamine receptor cRNA probes in the prefrontal cortex
following FluoroGold (4% in saline) injection in the striatum. (A, C) FluoroGold-
labeled neurons in the layer V of the prefrontal cortex. (B, C) show double-labeled
neurons visualized by combining dark-field (silver grains) with epifluorescence asin
A and C for FluoroGold. White arrows point to neurons containing both FluoroGold
and D1 or D2 mRNAs in B and D, respectively. The open arrows point to neurons
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10.

11

12.
13.
14.
15.
16.

17.

Perform in situ hybridization immediately in a small Petri dish with 3°S-labeled
probes (see Note 7).

Pretreat the sections as free-floating as described in Subheading 3.3.1. depending
on the probes used but without dehydration.

After acetylation, rinse three timesin 4X SSC.

Hybridize overnight at 55°C for cRNA probes and at 40°C for cDNA and
oligonucleotide probes. Amounts of probes and volumes of hybridization
buffer (500 uL—1 mL depending on the size of the Petri dish) need to be
adapted according to the appropriate probe concentrations as described in
Subheading 3.3.2.

For post-hybridization, wash the sections according to Subheadings 3.3.3. and
3.3.4. depending on the type of probes.

Transfer the sectionsin 0.1X SSC at room temperature to cool, rinse three times
in PBS, and proceed directly to immunohistochemistry.

Incubate the sections 24-72 h at 4°C with the primary antibody diluted in
PBS-0.3% Triton. This step may be slightly modified according to specific
conditions for the use of specific antibodies.

Reveal immunoreactivity with the streptavidin—biotin method: Biotinylated sec-
ondary antibody (1:200in PBSfor 1-2 h at room temperature) and avidin-biotin
complex (1:200 in PBS for 1-2 h at room temperature).

Develop the signal in 0.05% DAB-0.01% hydrogen peroxide in TBS, pH 7.6,
for 5 min (see Note 8).

Wash in TBS, then in distilled water.

Mount the sections on slides and allow to dry.

Autoradiographic in situ hybridization signal is then revealed by dipping the
dlidesinto lIford K5 emulsion (diluted 1:3in 1X SSC).

Expose for 2 up to 14 wk (according to mRNA levels), develop, and mount in
Eukitt without counterstaining, or with slight counterstaining.

Data obtained by using such a protocol areillustrated in Fig. 2.

3.5.2. Combining Immunohistochemistry and In Situ Hybridization
on Vibratome Sections

Thisprotocol isbased on theimmunohistochemical detection of Fos proteins
followed by in situ hybridization with oligonucleotide probes as originally

Fig. 1. (continued) labeled only with FluoroGold and the arrowheads to neurons
containing D1 or D2 mRNAs without being retrogradely labeled. Please note that there
is no interference or nonspecific labeling with this technique. Cx, cortex; ST, striatum.
(Reprinted from Gaspar et al. D1 and D2 receptor gene expression in the rat frontal
cortex: cellular localization in different classes of efferent neurons. Eur. J. Neurosci.
(1995) 7, 1050-1063, with kind permission from Blackwell Science.)
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Fig. 2. Coupling in situ hybridization with immunohistochemistry. Free-floating
cryostat sectionstreated by in situ hybridization to detect D1 and D2 dopamine receptor
MRNAs with cRNA probes, followed by the immunodetection of calbindin (CABP)
and parvalbumin (PV) in the cortex. The primary antibodies were incubated overnight
at room temperature: monoclonal antisera to PV (1:5000 in PBS-0.3% Triton) and
CABP (1:30,000 in PBS-0.3% Triton) (from Swant., Switzerland). CABP- and PV-
positive neurons appear as dark staining and mRNAs as silver grains. Colocalization of
parvalbumin is frequently observed both with D1 receptor mRNA (A) and D2 receptor
MRNA (C). A few CABP-immunoreactive neurons are observed, also containing D1
MRNA (B), and ailmost none with D2 mRNA (D). Arrowheads point to double-labeled
neurons, and small arrows to neurons containing only PV or CABP immunoreactiv-
ity. (Reprinted from Le Moine and Gaspar. Subpopulations of cortical GABAergic
interneurons differ by their expression of D1 and D2 dopamine receptor subtypes. Mol.
Brain Res. (1998) 58, 231236, with kind permission of Elsevier Science.)

described (12) to detect striatal neuropeptide mRNAS to identify activated
neurons after acute or chronic amphetamine (13).

1. Perfuse adult male rats with 250 mL of 2—4% PFA for 15 min (see Note 9).
2. Dissect out the brains and post-fix overnight in the same fixative.
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10.
11.

12.
13.

Cut 30-um sections on a vibratome and collect them as free-floating in PBS
(see Note 7).

Perform the immunodetection of Fos by first incubating overnight at 4°C with a
polyclonal anti-Fos antibody raised in rabbit (1:4,000 in PBS-0.3% Triton).
Reveal immunoreactivity with the streptavidin—biotin method: Biotinylated sheep
anti-rabbit secondary antibody (1:200 in PBSfor 1.5 h at room temperature) and
avidin—biotin complex (1:200 in PBS for 1.5 h at room temperature).

Develop the signal in 0.05% DAB-0.01% hydrogen peroxide in TBS, pH 7.6,
for 5 min (see Note 8).

Wash in TBS, and mount the sections on gelatin-coated slides and allow to dry.
Pretreat the slides and hybridize overnight at 40°C in a humidified chamber as
described in Subheading 3.3. for oligonucleotide probes.

Wash the slides briefly in cold 4X SSC, then twice for 30 minin 1X SSC at room
temperature, twice for 30 minin 1X SSC at 40°C, and finally 30 min (twice) in
0.1X SSC at 40°C under agitation.

Dehydrate twice in 100% ethanol and air-dry.

Autoradiographic in situ hybridization signal is then revealed by dipping the
dlidesinto lIford K5 emulsion (diluted 1:3in 1X SSC).

Expose for 3 wk, develop, and mount in Eukitt with or without counterstaining.
Double-labeled neurons are visualized asiillustrated in Fig. 3.

3.5.3. Alternative Protocols

Other protocols may be used depending on the type of coupling expected,
with only minor experimental modifications.

1

In situ hybridization with radioactive probes on cryostat sections on slides
followed by immunohistochemistry. In such a case, the immunohistochemical
signal can be revealed either before or after dipping in emulsion (19-21) (see
Note 10).

In situ hybridization with nonradioactive probes (digoxigenin- or biotin-label ed)
on cryostat sections on slides or free-floating sections followed by immunohis-
tochemistry (11,22) (see Note 11).

Coupling in situ hybridization and immunohistochemistry on adjacent sectionsto
avoid technical incompatibilities between the two detection procedures (27-29)
(see Note 12).

4. Notes

1

For in situ hybridization, the choice of the probe depends on the mRNA levels
to be detected, but also on the availability of these probes. Note that the best
sensitivity is obtained with cRNAs and oligonucleotides. Different nucleotides
may be used to label these probes, mainly S and 3P which have both good
resolution and sensitivity. 3H-labeled probes might be used for highly expressed
MRNAS; nevertheless the sensitivity is not appropriate.
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Fos IHC + Enk mRNA

Fig. 3. Coupling in situ hybridization with immunohistochemistry. Free-floating
vibratome sections treated for the immunohistochemical detection of Fos proteins,
followed by in situ hybridization on slides to detect enkephalin (A) and substance P
(B) mRNAs with oligonucleotide probes in the striatum. Fos-positive nuclei appear
with dark staining and mRNASs as silver grains. The double labelings show that most
of the Fos-positive neurons (arrows) are enkephalin negative (A) but substance P
positive (B, double arrows) after acute amphetamine treatment. (Reprinted from Jaber
et al. Acute and chronic amphetamine treatments differently regulate neuropeptide
messenger RNA levels and Fos immunoreactivity in rat striatal neurons. Neuroscience
(1995) 65, 1041-1050 with kind permission from Dr. Mohamed Jaber and Elsevier
Science.)

2. Coupling in situ hybridization with retrograde tracing is quite straightforward
when using fluorescent tracers because there is no technical interference in the
detection of the different markers. Indeed these fluorescent tracers may be visual-
ized directly after fixation of the tissue without any further immunohistochemical
steps. The protocol described in this chapter is based on the use of FluoroGold
(15) asaso described by others (5,9). Some authors have reported the use of other
fluorescent tracers such as Rhodamine-atex microspheres (23) or DiL (24).

3. When using retrograde tracers that need to be visualized after an additional step
using antibodies or silver enhancement, for example (6,16,25,26), the technical
problems encountered—if there are some—will be similar to those described in
Note 5 for the coupling with immunohistochemistry.

4. Whatever the tracer, the protocol described here may be performed with cRNA,
cDNAs, or oligonucleotide probes, with afixation allowing good sensitivity and
appropriate preservation of the tracer. Note that a fixation with a concentration
of 2% PFA may be a good compromise.
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5.

10.

11

For coupling in situ hybridization with the immunohistochemical detection
of an antigen, several strategies theoretically can be considered. Nevertheless
these strategies have to take into account the compatibility of the experimental
conditions, and there is no standard protocol. From a general point of view,
including for combined in situ hybridization, double labeling approaches classi-
cally decrease the sensitivity of detection for both techniques. Thus the use of
cRNA probesfor in situ hybridization isrecommended for low mRNA expression
from an in situ hybridization aspect. However the stringency conditions that are
necessary for the use of these probes (high temperatures, presence of detergents,
RNase A treatment, etc.) may alter the histological preservation of the tissue
and consequently the quality and intensity of the immunohistochemistry. The
two methods have also to be compatible in terms of tissue fixation. Whatever
the type of probes used, no or low fixation gives the best sensitivity for in
situ hybridization. On the other hand, the best conditions for immunchistochemi-
cal detection depend to a large extent on the type of antigen to be detected
(neuropeptides, receptors, enzymes, etc.) but strong fixation is sometimes
required for an optima immunohistochemical signal. Thus each experimental
procedure of coupling will have to be designed depending on the type of markers
to be visualized, and the choice for a given protocol most of the timewill rely on
a “compromising” procedure alowing a satisfying visualization of the mRNA
together with the antigen.

When using cryostat free-floating sections, 4% PFA fixation is more appropriate
to limit damaging of the 15-20-um sections during the processing of the various
hybridization steps

Cryostat free-floating or vibratome sections may be also stored in cryoprotectant
(30% sucrose—10% glycerol in PBS) at —80°C before use.

When using the peroxidase method for immunohistochemical detection, it is
recommended not to use nickel to amplify the signal obtained with DAB to avoid
further nonspecific radioactive hybridization signal.

For vibratome sections, the thickness has to be around 30 um for a good cellular
resolution; thus brains need to be fixed at least with 2% PFA to allow an
homogeneous sectioning with this thickness.

When using cryostat sections on slides, which can be appropriate to visualize
highly expressed mRNA or antigens (e.g., for neuropeptides), the immunohisto-
chemical signal can be reveaed before or after emulsion. In the first case, one
needs to check for the nonspecific accumulation of silver grains. In the latter
case, the development of the signal throught the emulsion will decrease the
intensity of the immunohistochemical signal (20,21).

Nonradioactive in situ hybridization using biotin- or digoxigenin-labeled
nucleotides is classically revealed by an alkaline phosphatase-conjugated
complex and gives a purple staining after incubation in nitroblue tetrazolium/5-
bromo-4-chloro-3-indolyl phosphate (NBT/BCIP) substrates. Combined immu-
nohistochemistry with the peroxidase—anti-peroxidase method will give abrown
staining after incubation with DAB, which can be differentiated easily from the
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purple oneif (1) the global intensity of the signal is not too strong and/or (2) the
DAB signal is not amplified by nickel.

12. An alternate possibility isto couple in situ hybridization and immunohistochem-
istry on very thin sections, allowing one to analyze the same neurons on adjacent
sections (27-29). This has the advantage of minimizing technical incompat-
ibilities between the various detection procedures. Nevertheless this approach
also has several disadvantages: (1) the necessity of working on slides with very
thin sections (3—4 um cryostat or 1-2 um semithin sections) with a lowest
sensitivity for the detection of medium to low expressed antigens or mRNAS; (2)
the difficulty of detecting the same neurons on two adjacent sections especially
for small and medium sized neurons (except on semithin sections); (3) the
longer period of time needed to analyze the data with the necessity of using two
microscopes; and (4) for semithin sections, the problems of using inclusion into
resines (araldite or epon).

5. Conclusions

It isworth noting that the main troubleshooting of coupling in situ hybridiza-
tion with other anatomical techniques is related to the compatibility of in situ
hybridization with the immunohistochemical detection of additional markers.
Several protocols have been proposed in the present chapter to couple in situ
hybridization with retrograde tracing and immunohistochemistry. Despite the
fact that some coupling procedures have been relatively generalized (e.g.,
in Subheadings 3.4. and 3.5.1.), it is important to consider that there is no
standard protocol, especially for the coupling with immunohistochemistry.
Thus each particular coupling will have to take into account the specific
experimental conditionsto optimize the two types of detectionswithin asingle
protocol. Interestingly, the development of fluorescent in situ hybridization
will probably help to minimize the technical incompatibilities with immuno-
histochemistry. Today, the sensitivity of fluorescent in situ hybridization for
MRNA detection in the mammalian central nervous system is still limited to
highly expressed mRNAsS. Nevertheless, it can be used for neuropeptide mRNA
detection and coupling (e.g., ref. 23) and will have promising applications in
the future. The progressin sensitivity and the multiplicity of detection systems
will probably also help in the wide development of triple labeling procedures,
as described by some authors (8,16,26).
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Analysis of mMRNA Expression Using Double
In Situ Hybridization Labeling with Isotopic
and Nonisotopic Probes

John Q. Wang

1. Introduction

A large number of in vivo studies in the last decade have confirmed that
abused drugs are able to up-regulate gene expression in striatal neurons.
For example, acute or chronic exposures to psychostimulants, cocaine and
amphetamine, increased basal levels of MRNA and protein products of immedi-
ate early genes (c-fos, zif/268, AFosB, etc.) in the rodent striatum (1-3). Simi-
larly, acute administration of cocaine and amphetaminesinduced robust mMRNA
expression of preprodynorphin (PPD) and substance P (SP) in striatonigral
projection neurons and preproenkaphalin (PPE) in striatopallidal projection
neurons (4-6). The increased immediate early gene and neuropeptide expres-
sion is mediated via selective activation of dopamine receptors (primary D,
subtype) (7,8). Glutamatergic transmission also significantly contributes to
the genomic effect of stimulants (9,10). The altered gene expression has
been considered to be an essential molecular step for the development of
psychoplasticity in the striatum related to addictive properties of drugs of
abuse (11,12).

Quantitative in situ hybridization with isotopic cDNA or cRNA probes
has been utilized on mounting striatal sections on glass slides in most of the
previous studies. The technology allows a gquantifiable detection of a single
MRNA of interest in particular cells. However, detection of coexpression
of two different mRNAs in a cell is often required in order to validate their
interactions at a single cell level. For instance, to clarify the role of D,
receptors in mediating the drug-stimulated c-fos mMRNA expression in striatal

From: Methods in Molecular Medicine, vol. 79: Drugs of Abuse: Neurological Reviews and Protocols
Edited by: J. Q. Wang © Humana Press Inc., Totowa, NJ

153



154 Wang

neurons, colocalization of D, receptors and c-fos in individual cells needs
to be established. To assess the interaction between rapid, transient c-fos
and delayed, prolonged neuropeptide gene expression in response to drug
exposures, coexpression of the two mRNAS is a histological prerequisite.
Double in situ hybridization labeling with isotopic and nonisotopic probes
on the same brain section achieves this goal, as it has been successfully used
to detect coexpression of glutamate receptor subtypes and neuropeptides in
striatal neurons (13,14). This chapter describes a detailed protocol of double
in situ hybridization labeling. In this protocol, rodent brains are removed from
anesthetized rats and cut into 12 um thick sectionsin acryostat. Brain sections
are mounted on coated glass slides and fixed with 4% paraformal dehyde.
In situ hybridization with an isotopic probe is then performed on the slides
according to procedures outlined in Chapter 9 to detect the first mMRNA of
interest. Following the radioactive in situ hybridization, in situ hybridization
with a nonisotopic probe is performed on the same slides to visualize a second
MRNA of interest in the same cell.

2. Materials

1. Rat brain striatal sections on glass slides on which in situ hybridization with
35S-labeled oligonucleotide probes has been performed (see Chapter 9 for
detailed procedures).

2. 1X Phosphate-buffered saline (PBS): Diluted from 10X PBS (GIBCO) with
dH,0.

3. Oligodeoxynucleotide probes complementary to a given mRNA of interest,
generally ~48 bases long.

4. 10 mM Tris-HCI-1 mM EDTA buffer (TE buffer): 1 mL of 1 M Tris-HCI, pH 7.5,
and 200 pL of 0.5 M EDTA, pH 8.0, in 99 mL of dH,0.

5. 4X Sodium chloride and sodium citrate (SSC): Diluted from 20X SSC (Sigma)
with dH,0.

6. Detergent solution: 1% Sarcosyl (Fisher), 1X Denhardt’s solution (Sigma), and
4X SSC.

7. Detention buffer: 100 mM Tris-HCI, pH 7.5, 150 mM NaCl, and 0.6% (v/v)
Triton X-100.

8. Hybridization buffer: 23.8 mL of formamide; 0.95 mL of 1 M Tris-HCI, pH 7.4,
0.19 mL of 250 mM EDTA, pH 8.0, 3.75 mL of 4 M NaCl, 9.52 mL of 50%
(w/v) dextran sulfate, 0.95 mL of 50X Denhardt’s solution. Add dH,O to 40 mL
and store indefinitely at —20°C.

9. Alkaline phosphatase buffer: 200 mM Tris-HCI, pH 9.5, 100 mM NaCl, 50 mM
MgCl,, and 0.1% Tween 20.

10. Nitroblue tetrazolium chloride (NBT) stock solution: 100 mg/mL of NBT
(Roche) in 70% dimethylformamide.

11. 5-Bromo-4-chloro-3-indolyl phosphate (BCIP) stock solution: 50 mg/mL
(Roche) in 100% dimethylformamide.
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12. NBT/BCIP working solution: Dilute to 1:300 in alkaline phosphatase buffer.
Prepare fresh just prior to use. Levamisole (Vector Laboratories) may be added
to a concentration of 1 mM to block peripheral-type endogenous alkaline
phosphatase.

13. Genius 6 digoxygenin oligo tailing kit (Roche).

14. Yeast tRNA.

15. Normal goat serum.

16. Alkaline phosphatase-conjugated sheep polyclonal antidigoxygenin antibodies
(Roche).

17. Proteinase K solution: 10 pg/mL of Proteinase K (Sigma) in 1X PBS.

18. 70%, 80%, 95%, and 100% ethanol and xylenes.

19. DPX mounting medium (Electron Microscopy Sciences).

20. Kodak hypoclearing agent.

3. Methods

In situ hybridization detection of a first mMRNA of interest with isotopic
probesis performed according to procedures described in Chapter 9. After this,
the same dlides are used for the following in situ hybridization detection of a
second mRNA of interest with nonisotopic probes, that is, digoxigenin-labeled
probes. Digoxigenin-labeled probes are detected by using antibodies against
the digoxigenin moiety. These antibodies are usually conjugated to alkaline
phosphatase or horseradish peroxidase, either of which deposits a colored
reaction product in the presence of the appropriate substrate at the site of
the hybridization probe. The protocols here are for alkaline phosphatase-
conjugated antibodies. All steps are preformed at room temperature unless
otherwise indicated.

3.1. Pretreatment of Slides

1. Rinseslidesin Kodak hypoclearing agent for 5 min (see Note 1). Rinsetwo times
in sterile dH,O (15 min each) and two timesin 1X PBS (15 min each).

2. Prehybridization in the detergent solution (30 min). The prehybridization
increases signal-to-noise ratio and access of probesto target mMRNAS.

3. Rinsethreetimesin 1X PBS (5 min each).

4. Incubatein the Proteinase K solution (10 min) to increase penetration of probes.
Rinse three timesin 1X PBS (5 min each).

5. Dehydrate slides through graded ethanol (2 min each) and air-dry for hybridiza-
tion or store at —20°C until use.

3.2. Probe Labeling

Synthesized oligonucleotide probes for mMRNAS that are frequently tested
with in situ hybridization may be commercially available. If the probe for
a particular mRNA is not available, quality oligonucleotide probes can be
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synthesized by a number of biochemical companies according to the sequence
designed and provided by customers at a reasonable cost. We use a Genius 6
digoxygenin oligo tailing kit to label probes with digoxygenin.

1

N

Prepare the following reaction mix in a microcentrifuge tube (1.5 mL) on ice
(final volume =50 pL):

5X tailing buffer (vial 1) 10 puL
CoCl, (vid 2) 4uL
Oligonuclectide probe (5 uM) luL
Digoxygenin-11-dUTP (250 uM, vial 3) lpuL
dATP (1 mM, via 4) 1L (see Note 2)
Terminal deoxynucleotidyle transferase (TdT; vial 5) 2uL
Sterile dH,0 31puL

Incubate for 2 hin acirculating water bath at 37°C.

Add 2 L of diluted glycogen (1 uL of glycogeninvial 9 + 200 uL of TE buffer)
into the tube to stop the reaction.

To precipitate the tailed probes, add 375 uL of TE buffer, 25 uL of 4 M NaCl,
50 ug of yeast tRNA, and 1 mL of prechilled (=20°C) 100% ethanol into the tube.
Mix thoroughly, leave for 1-2 h at —20°C, and then microcentrifuge for 30 min at
17,000 rpm (you may see the precipitated oligos after centrifuge).

Remove and discard the supernatant. Rinse the pellet with 100 uL of cold 70%
ethanol. Remove the ethanol and add 50 pL of TE buffer. Store indefinitely
at 4°C.

. Hybridization

1. Add 3-10 pL of digoxygenin-labeled probe to 100 uL of hybridization buffer

(see Note 3). Pipet 25 uL of hybridization buffer containing digoxygenin-tailed
probes onto one brain section. Cover it with a glass coverslip.

. Incubate overnight at room temperature. The incubation conditions (time and

temperature) can be adjusted empirically to optimize the signal-to-noise ratio.

. Post-Hybridization Wash and Digoxygenin Detection
. Rinse two times in 2X SSC (15 min each) and two times in 1X SCC (15 min

each).

. Rinse 5 min in detection buffer.
. Incubate 30 min in 3% normal goat serum/detection buffer.
. Incubate in akaline phosphatase-conjugated antidigoxygenin antibody

(1:500-1000 in 3% normal goat serum/detection buffer) for 5 h with gentle
rocking (or overnight at 4°C) without shaking.

. Rinse two times in detection buffer (15 min each).
. Rinse 5 min in akaline phosphatase buffer and 5 min in alkaline phosphatase

with 5 mM levamisole (see Note 4).

. Incubate in NBT/BCIP working solution in the dark overnight. Slides may be

checked after 1-2 h to see if signals have appeared (blue reaction product)
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Fig. 1. Coexpression of preproenkephalin (silver grains detected by 3°S-labeled
oligonucleotide probes) and metabotropic glutamate receptor 5 (alkaline phosphatase
reaction products detected by digoxygenin-labeled oligonucleotide probes) mRNAsin
striatal neurons. Some neurons contain both mRNASs (solid arrows), whereas others
contain only preproenkephalin (open arrow) or metabotropic glutamate receptor 5
(arrowheads) mMRNA.

and silver grains still exist under a microscope with bright- and dark-field,
respectively.

Rinsetwotimesin 1X PBS (10 min each). Dip slidesin dH,0, air-dry, and mount.
Loss of akaline phosphatase may occur with exposure to ethanol. Visualize
microscopic colocalization of hybridization signals (silver grains with isotopic
probes and color products with digoxygenin-labeled probes) in the same cells
(Fig. 1) (see Note 5).

4. Notes

1

The hypoclearing agent rinse removes any remaining fixative chemicals left on
slides during development of emulsion-dipped slides. The rinse accordingly
prevents severe alkaline phosphatase staining artifacts.

Molar ratio of digoxygenin-11-dUTP/unlabeled dATP can be modified empiri-
caly from1:4to01:10.

The exact amount of probes must be determined empirically. Do not use the
reducing agent dithiothreitol, which increases background and imparts a strong
purplish color.

Color development artifacts may occur with alkaline phosphatase if endogenous
peripheral-type alkaline phosphatase is present to an extent adequate to produce
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detectable color product. The inhibitor selective for peripheral-type alkaline
phosphatase, levamisole, can be used here to attenuate alkaline phosphatase
activity.

5. Specificity of probes is an essential issue of in situ hybridization experiments.

Unfortunately, there is no single, direct control for hybridization signals.
Researchers will have to rely on as many different indirect controls as possible.
These indirect controls (checks) have been outlined in an excellent protocol
chapter (15). They include mainly (1) comparing the intensity and distribution
pattern of hybridization signals with antisense and sense probes; (2) comparing
the intensity and distribution pattern of hybridization signals with probes
against different portions of the same transcript; (3) comparing the intensity
and distribution pattern of hybridization signals with probes against target and
unrelated transcripts; (4) examining blockade of signals by prior hybridization
with unlabeled probe; (5) correlating with immunocytochemical results, but
knowing that an mRNA and its protein products are not always parallel; and
(6) observing Northern analysis using the probe under the same degrees of
stringency that shows band(s) of expected size(s).

Acknowledgments

Thiswork was supported by the NIH Grants DA 10355 and MH61469.

References

1.

Graybiel, A. M., Moratalla, R., and Robertson, H. (1990) Amphetamine and

cocaine induce drug-specific activation of the c-fos gene in striosome-matrix

compartments and limbic subdivisions of the striatum. Proc. Natl. Acad. Sci.

USA 87, 6912—6916.

. Kelz, M. B., Chen, J., Carlezon, W. A., Jr., (1999) Expression of the transcription
factor AFosB in the brain controls sensitivity to cocaine. Nature 401, 272-276.

. Nguyen, T. V., Kosofsky, B. E., Birnbaum, R., Cohen, B. M., and Hyman, S. E.
(1992) Differential expression of c-fosand zif/268 in rat striatum after haloperidol,
clozapine, and amphetamine. Proc. Natl. Acad. ci. USA 89, 4270-4274.

. Hurd, Y. L. and Herkenham, M. (1992) Influence of a single injection of cocaine,
amphetamine, or GBR 12909 on mRNA expression of striatal neuropeptides. Mal.
Brain Res. 16, 97-104.

. Wang, J. Q., Smith, A. J. W., and McGinty, J. F. (1995) A single injection of
amphetamine or methamphetamine induces dynamic alterations in c-fos, zif/268
and preprodynorphin messenger RNA expression in rat forebrain. Neuroscience
68, 83-95.

. Wang, J. Q. and McGinty, J. F. (1995) Dose-dependent alteration in zif/268 and
preprodynorphin mRNA expression induced by amphetamine or methamphetamine
inrat forebrain. J. Pharmacol. Exp. Ther. 273, 909-917.

. Cole, A. J, Bhat, R. V., Patt, C., Worley, P. F, and Baraban, J. M. (1992) D,

dopamine receptor activation of multiple transcription factor genesin rat striatum.

J. Neurochem. 58, 1420-1426.



Double In Situ Hybridization Labeling 159

8.

10.

11.
12.

13.

14.

15.

Wang, J. Q. and McGinty, J. F. (1996) D, and D, receptor regulation of preproen-
kephaline and preprodynorphin mRNA in rat striatum following acute injection of
amphetamine or methamphetamine. Synapse 22, 114-122.

. Wang, J. Q., Daunais, J. B., and McGinty, J. F. (1994) NMDA receptors mediate

amphetamine-induced upregulation of zif/268 and preprodynorphin mRNA
expression in rat striatum. Synapse 18, 343-353.

Wang, J. Q. and McGinty, J. F. (1996) Intrastriatal injection of the metabotropic
glutamate receptor antagonist MCPG attenuates acute amphetamine-stimulated
neuropeptide MRNA expression in rat striatum. Neurosci. Lett. 218, 13-16.
Nestler, E. J. (2000) Genes and addiction. Nat. Genet. 26, 277-281.

Wang, J. Q., Mao, L., and Lay, Y. S. (2002) Glutamate cascade from metabotropic
glutamate receptor to gene expression in striatal neurons: implications for psycho-
stimulant dependence and medication, in Glutamate and Addiction (Herman, B. H.,
Frankenheim, J,, Litten, R., Sheridan, P. H., and Weight, F. F.,, eds.), Humana
Press, Totowa, NJ, pp. 157-170.

Kerner, J. A, Standaert, D. G., Penney, J. B., Young, A. B., Jr., and Landwehrmeyer,
G. B. (1997) Expression of group | metabotropic glutamate receptor subunit
mMRNASs in neurochemically identified neurons in the rat neostriatum, neocortex,
and hippocampus. Mol. Brain Res. 48, 259-269.

Testa, C. M., Standaert, D. G., Landwehrmeyer, G. B., Penney, J. B., and Young,
A. B. (1995) Differential expression of mGIuR5 metabotropic glutamate receptor
MRNA by rat striatal neurons. J. Comp. Neurol. 354, 241-251.

Young, W. S, Ill and Mezey, E. (1997) Hybridization histochemistry of neural
transcripts, in Current Protocols in Neuroscience (Crawley, J. N., Gerfen, C. R.,
McKay, R., Rogawski, M. A., Sibley, D. R., and Skolnick, P, eds.), John Wiley &
Sons, New York, pp. 1.3.1-1.3.17.






11

Quantification of mMRNA in Neuronal Tissue
by Northern Analysis

Christine L. Konradi

1. Introduction

RNA is transcribed in the cell nucleus from a DNA template with ribo-
nucleotides as the building blocks. As RNA is transported out of the nucleu
it is spliced; that is, predetermined sequences (introns) are cut out of t
transcript. If certain introns serve as either exons or introns, “alternativ
splicing” can occur and one gene can give rise to several different size RN
transcripts. The spliced RNA, the mRNA, is released into the cytosol an
translated into protein.

Levels of particular mRNA transcripts are assayed in Northern blots. Fc
Northern blots, tissue is homogenized and RNA transcripts are separat
from DNA, proteins, and other contaminants. The paifRNA is then size
separated on a denaturing agarose gel by electrophoresis. RNA is transfer
to a nylon membrane, which is reacted with a known, labeled, antisen:
RNA or DNA molecule (“probe”). This molecule willfd its counterpart on
the membrane and bind to it. The labeled probe is then visualized. Because
probe is presented in excess, the amount of labeling is a representation
the amount of RNA in the original samplde most common way of labeling the
probe is by incorporating radioactive nucleotides. Luminescence can be us
as well, but it is less sensitive. Either way, X-rdynfis used to visualize
the probe location and probe quantity on the membrane. Alternatively, imag
analysis systems are used instead of X-faysfi

RNA is degraded by RNases. RNases are found within the same tisstL
as RNA. It is therefore important to separate RNases from RNA quickly an

From: Methods in Molecular Medicine, vol. 79: Drugs of Abuse: Neurological Reviews and Protocols
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effectively. The methods used for RNA extraction should be chosen accordit
to the RNase content of the tissue. A preparation that may work for one type
tissue may not work for another. Pancreatic tissue is particularly well know
for high content of RNases (e.g., RNase A), while brain tissue seems to be I¢
vulnerable to RNA degradation. Because the preparations that are the m
conservative can also be the most time consuming and expensive, it is advit
to try out different preparations.

RNases are not only in tissue, but also on the skin and in saliva. A comm
source of RNA degradation is contamination with RNases from the skin of th
investigator. It is therefore imperative that gloves are worn when handling RN
or any type of chemicals and containers that will be used for RNA extraction
Because therft steps of RNA extraction are usually performed under RNase
denaturing conditions, reintroduction of RNases from outside sources is mc
detrimental in the latter stages of RNA preparation, when RNA is at its pure
and least protected.

2. Materials
For common molecular biology solutiopese also ref. 1.

2.1. RNA Extraction
2.1.1. RNA Extraction from Primary Neuronal Culture

Important: All buffers and stock solutions are treated with diethyl pyrocarbonat
(DEPC) and autoclaved, or brought toali volume in DEPC-treated distilled
water. Tris buffer is prepared with DEPC-treated distilled water.

1. Phosphate-buffered saline (PBS) (for optional washing of cells): 11.5 g o
Na,HPQO,, 3.0 g of NaHPQ,*2H,0, and 5.84 g of NaCl. Bring up to 1 L with
distilled water, adjust pH to 7.4-7.6, and add 1 mL of DEPC. Stir for at leas
1 h, and autoclave.

2. Tris-HCI buffer stock solution: M Tris-HCI, pH 7.6. Bring Tris up to three
fourths of fhal volume with DEPC-treated distilled water; adjust pH to 7.6 with
1 N HCI, and bring up to fial volume with DEPC-treated distilled watBlote:
Rinse pH meter with DEPC-treated distilled water before use.

3. Nonidet P-40 (NP-40) lysis buffer: 5ris-HCI, pH 7.6, 100 Ml NaCl, 5 nM
MgCl,; and 0.5% (v/v) NP-40. Prepare with DEPC-treated distilled water.

4. 10% Sodium dodecyl sulfate (SDS): 1 g of SDS; bring to 10 mL with DEPC.
treated distilled water.

5. 3M Sodium acetate, pH 4.5: pH sodium acetate with acetic acid to pH 4.t
Prepare with DEPC-treated distilled water.

6. Phenol-chloroform—isoamyl alcohol (PCI): 25 mL of phenol, 24 mL of chloro-
form, and 1 mL of isoamyl alcohoNote: Phenol needs to be saturated with
distilled water before it is added to the mixtusee(item 7). Store at 4°C.
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7.

10.

Water-saturated phenol: Place crystalline phenol at 60°C until molten. Allow t
cool down to room temperature and overlay with DEPC-treated distilled wate
Mix carefully, and let phases separat@aytion: If mixing in a closed bottle,
pressure may be building up; frequently open the bottle cup to relieve pressur:
Replace the upper phase (aqueous phase) at least once with DEPC-trea
distilled water. Store at 4°C. Use the lower phase (phenol) for the phenol
chloroform—isoamyl alcohol mixturé&ote: Because phenol needs to be acidic,
do not saturate with buffer.

75% and 100% ethanol: Prepare 75% ethanol with DEPC-treated distilled wate
10X Morpholinopropanesulfonic acid (MOPS) buffer, pH 7.0: 200 MOPS,

50 mM sodium acetate, 10vhEDTA, adjust pH to 7.0, and add 0.1% DEPC.
Stir for several hours, autoclave for 1 h, and store in light-tight bottles at roor
temperature.

RNA gel running buffer: 25% formamide, 1X MOPS buffek formaldehyde
(37% commercially available), 5% glyceraind 0.4 mg/mL of bromophenol
blue. Store at —20°C.

2.1.2. RNA Extraction from Brain Tissue

1.

2.

Sodium citrate stock solution, pH 7.0:M sodium citrate; adjust pH to 7.0
with HCI.

Guanidine thiocyanate solution:M guanidine thiocyanate, 0.5% sodium
lauroyl sarcosinate, and 25Mnsodium citrate; adjust pH to 7.0. Store at 4°C.
Immediately before use add 10h3-mercaptoethanol and 0.1% antifoam A
(30% solution from Sigma Chemical).

Sodium citrate stock solution, pH 5.5Mlsodium citrate; adjust pH to 5.5 with
HCI. Add 0.1% DEPC, stir for several hours, and autoclave for 1 h.

Cesium chloride solution, 5M: 5.7 M cesium chloride, 25 M sodium citrate;
adjust pH to 5.5. Prepare with DEPC-treated distilled water.

. Tris-HCI buffer stock solution: W Tris base; adjust pH to 8.0 with HCI. Prepare

with DEPC-treated distilled wateNote: Rinse pH meter with DEPC-treated
distilled water before use.

EDTA stock solution: 0.81 EDTA; adjust pH to 8.0 with sodium hydroxide.
Add 0.1% DEPC, stir for several hours, and autoclave folNbte: EDTA does
not go into solution below pH 8.0.

. Tris-EDTA (TE) buffer, pH 8.0: 10 M Tris-HCI, pH 8.0, and 1 M EDTA, pH

8.0. Prepare from stocks with DEPC-treated distilled water.

2.2. Gel Electrophoresis of RNA and Transfer
to a Nylon Membrane

1.

Denaturing agarose gel: 1.2 g of agarose; 10 mL of 10X MOPS buffer, pH 7.
and 82.5 mL of DEPC-treated distilled water. Microwave for 1-2 min, and
swirl gently to make sure the agarose is completely dissovadtion: Use
heat-protective gloves; solution tends to bmikr when swirling. Microwave
for another 30 s, and swirl carefully. Bring to chemical hood, let cool down fol
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5 min, and add 8.5 mL of 37% formaldehyde solution. Shake again and pour in
horizontal gel tray in chemical hood. Let cool.

Agarose: Low electroendosmosis (EEO).

Formaldehyde solution (37%).

Nylon membrane for nucleic acid blotting: Zeta Probe membrane (Bio-Rad) ¢
Genescreen membrane (Perkin-Elmer).

50X TAE buffer: 242 g of Tris base, 57.1 mL of glacial acetic acid, and 18.6
of EDTA sodium salt in 1 L of distilled water.

2.3. Labeling of Probes

Many companies sell optimized kits that contain all necessary reagents 1
labeling. When purchasing these kits, fallthe instructions of the manufacturer.
In the following subheadings | provide generic protocols that can be used wh
components are purchased individually. RNA polymerases are provided by t
manufacturer with optimized buffers that are used in the reactions.

2.3.1. Labeling of Riboprobes

1.

2.

100 nM Dithiothreitol (DTT): Prepared in DEPC-treated distilled water. Stored
at —20°C.

Stock of rATP, rGTP, and rUTP: Purchase 1 stocks of all nucleotides in
DEPC-treated water or buffer, and mix one volume each of rATP, rGTP, and rUT
and DEPC-treated distilled watern@l volume of each nucleotide: 2.9vij
Store at —20°C.

RNasin or any other type of commercially available RNase inhibitor (e.g., fron
Promega, Ambion, Invitrogen, Stratagene, etc.). Stored at —20°C.

RQ1 RNase-Free DNase (Promega). Stored at —20°C.

NucTrap push columns (Stratagene) orathgr type of prepacked size-exclusion
chromatography column that retains nucleotides and short oligonucleotides
separate them from larger pieces of DNA or RNA.

1X STE buffer: 100 i Sodium chloride; 20 M Tris-HCI, pH 7.6; and 10 M
EDTA.

2.3.2. Labeling of cDNA Probes

1.

2.

Stock of dATP, dGTP, and dTTP: Commercially available at 2lconcentra-
tions of each nucleotide. Dilute one volume of dATP, one volume of dGTP, an
one volume of dTTP with one volume of distilled water to make a [@5stock
solution. Dilute 150 (500puM). Store at —20°C.

Random oligonucleotide primers. Commercially available. Store at —20°C.

2.4, Hybridization of Probes to Nylon Membranes

1.

50X Denhardt’s reagent: 1 g of Ficoll (type 400), 1 g of polyvinylpyrrolidone,
and 1 g of bovine serum albumin (BSA) (fraction V). Bring to 100 mL with
DEPC-treated distilled water. Store at —20°C.
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2. 5X Buffer P: 5M Sodium chloride, 250 M Tris-HCI buffer, pH 7.4-7.6; and
0.5% sodium pyrophosphate. Prepare with DEPC-treated distilled water.

3. 50% Dextran sulfate: Bring 50 g of dextran sulfate to 100 mL with DEPC-treate
distilled water, shake vigorously overnight at 4°C in a shaker, and make sure
is completely dissolved. Store at —20°C.

4, 20% SDS: 20 g of SDS, bring to 100 mL with DEPC-treated distilled water
Caution: Wear a mask.

5. Salmon sperm DNA: 10 mg of salmon sperm DNA/mL of DEPC-treated distillec
water. Autoclave for 30 min, shear by pushing rapidly through a 20-gauge syring
20 times, and store at —20°C.

6. Hybridization solution: 5 mL of 100% formamide, 2 mL of 50X Denhardt's
reagent, 2 mL of 5X buffer P, 2 mL of 50% dextran sulfate, and 0.5 mL of 20%
SDS. Add 10QuL of boiling salmon sperm DNA to hybridization bottlengl
concentration: 10Qg/mL).

7. 20X Saline sodium citrate (SSC), pH 7.0: 175.3 g of sodium chloride and 88.2
of sodium citrate. Bring up to 900 mL with distilled water, and measure the pH (i
should be around 7.0). Bring up to 1 L; this solution does not need to be RNa
free, as RNA bound spedéilly to complementary RNA (double-stranded RNA)
is not subjected to degradation by RNases.

3. Methods
3.1. Setting Up the RNA Workplace

RNA is very susceptible to hydrolysis by RNases. RNases are present r
only in tissues, but on the skin of investigators, and can thus be reintroduc
into the preparation at any time. RNases are verycdiffto inactivate. They
are resistant to metal chelating agents, are active over a wide pH range, :
can survive prolonged boiling or autoclaving. Indeed, if autoclaved reagen
contain microorganisms, their RNases can be set free during autoclavin
Fortunately, RNases rely on histidine residues for catalytic activity and the
can be inactivated by the alkylating agent DEPC, by 3% hydrogen peroxic
solutions, 1% SDS solutions, oNisodium hydroxide solutions. Glassware can
also be baked at 180°C for several hours. The following steps should |
taken before starting to work with RNA:

1. Always use gloves when working with RNA. If you need to communicate during
the assay, use a face mask to avoid saliva contamination of your preparation.

2. Try to maintain a separate work area for RNA work, with its own set of RNase
free labware and pipets. Always use gloves in this area.

3. Use sterile, disposable plasticware and bake your glassware in an oven
180°C for 3 h or longer. Many companies guarantee that their plasticware
RNase/DNase free. RNases can also beralesd by soaking labware in 3%
hydrogen peroxide solution, 1% SDS, oNIsodium hydroxide solution, and
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rinsing with DEPC-treated distilled water. Oonéthe latter three procedures
should also be used to decontaminate electrophoresis tanks. Do not use DEP(
polycarbonate or polystyrene containers.

4. Label chemicals used for RNA work and keep separate from common chemic
stocks. Always use gloves when handling these chemicals.

5. Decontaminate solutions by adding.@00 volume of DEPC, stir for a couple of
hours, and autoclave for 1 h to hydrolyze/inactivate DEPC. Solutions containin
Tris react with DEPC and cannot be decontaminated with DEPC. For thes
solutions, DEPC-treated distilled water (autoclaved after treatment) should &
used. Solutions with thermolabile substances should be prepared with DEP!
treated distilled water andt@red through a 0.pm filter (e.g., syringe fier).
DEPC destroys and should not be brought into contact with polycarbonate
polystyrene.

3.2. RNA Extraction

| present two different methods that we have used successfully and cons
tently in our laboratory, one for primary neuronal cultsee Fig. 5A), and one
for brain tissuedee Fig. 5B). The difference in the preparations are (1) in the
number of samples that can be worked up simultaneously, (2) in the speed
separation between RNA and RNases, (3) in the strength of RNase-denatur
conditions ¢ee Note 1), and (4) the maximum amount of tissue that can be
used in the preparation.

3.2.1. RNA Extraction from Primary Neuronal Culture

This RNA extraction is limited to small numbers of neurons or cells tha
do not have high levels of RNases. The RNase-denaturing conditions in tt
protocol are very gentle, and a quick separation of RNA from RNases
essentialgee Note 1). All procedures need to be performed on ice at 4°C. Only
cells in a dissociated state, such as they are in culture, should be used, as
protocol does not involve dissociation of tissue. We have used this protoc
with good results for primary striatal cultufgg. 5A), primary cortical culture,
primary hippocampal culture, and cerebellar granule neu@nsn the frst
step of the protocol, nuclei with DNA must be separated from cytoplasm t
keep contamination of the RNA preparation with DNA at a minimum. Acid
extraction with phenol—chloroform—isoamyl alcohol (PCI) is used to extrac
RNA into the agueous phase, while DNA and proteins partition into the organ
phase or interphad®) (see Note 2). RNA is then precipitated and cleaned
from salt contaminants.

1. Primary neurons are grown on six-well plates for at least 1 wk, and each we
has between 2 and 3 million neurons.
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2. After exposure of neurons to the drugs of interest, plates are removed from t
cell culture incubator, medium is quickly and completely aspirated, and plate
are immediately put on wet ice.

3. Optional: One or two washes with 1X PBS (1 mL each wash). We generall
do not wash.

4. For cell lysis, add 50QL of NP-40 lysis buffer to each well. Leave the cells
with lysis buffer on wet ice for 5 min for complete lysis, and then swirl plates
to lift the cells off. Resuspend cells by repeated pipetting up and down. Transf
the cell solutions into Eppendorf tubes.

5. To separate cell nuclei, centrifuge the tuaegd°C for 5 min at 80Qf) then
transfer supernatants to fresh Eppendorf tubes, and discard pellets (cell nuc
and membranes).

6. Add SDS to supernatants to aali volume of 0.2% SDS (add 1A of 10%
SDS). Optional: Samples can be frozen at this point.

7. For acidic phenol-chloroform—isoamyl alcohol extraction, bring up supernatants t
0.3M sodium acetate (add pQ of 3 M sodium acetate), add 560 of PCI (equal
volume), and invert tubes a couple of times and vortex-mix for 30 s. Centrifuge tr
tubes for 10 min at 16,0904°C. Transfer upper phase (aqueous) to a fresh tube
Do not touch the interphase; if you touch the interphase, repeat centrifugation.

8. For RNA precipitation, add two volumes of 100% ethanol to the aqueous pha:
and leave the samples at —20°C for 30 min (minimum time: 5 min). Optional
Samples in ethanol can be stored safely at —80°C for a prolonged time.
Centrifuge tubes for 10 min at 16,@Pax 4°C and carefully aspirate supernatants
and discard.

9. To desalt RNA, add 50QiL of 75% ethanol to the pellets, vortex-mix the
pellets briefy, and leave on ice for 10 min to dissolve residual sodium acetate
Centrifuge tubes for 5 min at 16,apat 4°C and carefully remove supernatants
and discard.

10. Air-dry the pellets and take up in (iR of RNA gel running buffer.
11. Heat samples at 70°C for 10 min.
12. Place on wet ice.

We do not measure RNA content in these samples, and we use the en
sample to run Northern blots; because all wells have approximately the sat
number of cells, we have found very little loading differences in these gel
The amount of RNA is at leastig/1 million neurons, 2—-3ig per well of
a six-well plate.

3.2.2. RNA Extraction from Brain Tissue

This RNA preparation is modid fromref. 4, and can be used for up to
300 mg of tissueHig. 5B) (see Note 3). We use this protocol for preparing
RNA from tissug(5,6).
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Homogenize tissue in 3 mL of guanidine thiocyanate solution for 1 min with
Polytron homogenizer at medium setting.

Layer homogenized tissue on top of 2 mL of cesium chloride solution ir
ultracentrifuge tube.

. Pellet RNA in an SW55 rotor (Beckman Ultracentrifuges) for 12-16 h at

40,00Q.

Carefully aspirate upper layer (upper 3 mL), and pour off the lower layer (lowe
2 mL). Make sure that the solution does not run down to the pellet again. RNas
flushed off the tube wall can contaminate the pelleted RNA.

Make sure the tubes are labeled at the bottom; cut 1 inch off the bottom of tl
tube to avoid contamination of pellet with RNases clinging to the walls at the
top of the tubes. Discard tube tops and transfer bottoms of tubes to wet ice. RN
should form a translucent pellet at the bottom of the tube. If you can’t see it d
not be discouraged at this point but proceed.

To wash pellet, carefully add 500 of 95% ethanol, and make sure you do not
dislodge the pellet. Let sit on ice for 5 min and drain carefully. RNA should still
be at the bottom of the tube.

To collect RNA, add 20QL of RNase-free TE buffer to the bottoms of tubes
and resuspend RNA pellets by pipetting up and down. Transfer to labele
microcentrifuge tubes, and add another pQOof TE buffer to the bottom of
tubes. Resuspend and add to the [20@h microcentrifuge tubes.

To precipitate and collect RNA, add one-tenth volumeMfs®ddium acetate, pH
4.5, and two volumes 100% ethanol to the microcentrifuge tubes, and mix wel
Let RNA precipitate at —20°C for 30 min (minimum: 5 min). Centrifuge samples
for 10 min at 16,009 at 4°C. Carefully aspirate and discard supernatants.

. To desalt pellets, add 5¢. of 75% ethanol to the pellets, vortex-mix bryefl

and leave on ice for 10 min to dissolve residual sodium acetate. Centrifuge f
5 min at 16,009 at 4°C. Carefully aspirate supernatant and discard. Air-dry
pellets and take up in 8L of TE, making sure to resuspend RNA completely.
Determine RNA content by the standard spectrophotometric assay at 260 n
An OD of 1.0 corresponds to approx gg/mL of single-stranded RNA. The
purity of the RNA sample is reftted in the Agy/A,g ratio, which should be
between 1.8 and 2.@e¢ Note 4).

To prepare the sample for gel electrophoresis, aliquot equal amounts of RN
(between 5 and 1Qg; same amounts within an experiment), and then dry
in SpeedVac concentrator. Take each sample up in J@=-©5RNA gel running
buffer and heat at 70°C for 10 min. Put samples on wet ice and load ont
the gel.

3.3. Gel Electrophoresis of RNA and Transfer
to a Nylon Membrane

1.

Prepare a denaturing agarose geb{12 cm) in a horizontal gel electrophoresis
apparatus and prepare the appropriate volume of 1X MOPS running buffer. U:
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red black
(positive) (negative)
power cord power cord

Fig. 1. Assembly of the electroblotter. Put tHzefi pad provided with the transfer
unit into a tray with gel transfer buffer (1X TAE), and remove all air bubbles by gently
pressing on thebier pad with a gloved hand. Add a piece of strotigrfpaper and
let wet thoroughly. Add the precut nylon membrane and let wet. Put the gel on fc
followed by a secondber pad. Make sure there are no air bubbles between an
layers of the sandwich. Close the cassette and slide into the electroblotter. The
powercord (leading to the anode) needs to be on the side of the membrane, and
black powercord (leading to the cathode) on the side of the gel.

a gel box with a buffer circulation system or stir the gel on a magnetic stirre
during the run.

2. In each lane, load between 5 andufOof total RNA, or the entire sample in
the case of RNA from neuronal cultures. Load equal amounts of RNA withir
an experiment.

3. Run samples at 100-150 V for 90 min to 3 h (depending on the size of th
RNA of interest and separation needed). If you do not have a buffer circulatio
system or cannot stir the gel during the run, reduce to 80-90 V and increa
running time.

4. Turn off the power supply, disconnect the cables, remove the lid, and take o
the gel.

5. Prepare the electroblotting tank (vertical buffer tank) with 1X TAE buffer, and
cut the nylon membrane anttdr paper to size of getde Fig. 1).

6. Assemble the electroblotting sandwich in a tray with transfer buffer as show
in Fig. 1.

7. Electroblot RNA onto nylon membraniig. 1) at constant current of 1.2 amp
for 2 h. RNA moves toward the anode (positive electrode).
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185 rRNA — &

Fig. 2. UV shadowing. Examine the RNA on the nylon membrane under UV ligh
(254 nm). After transfer, a handheld UV lamp is used tecefUV light onto the
membrane. The RNA can be seen as a darker band that stretches along the lanes.
ribosomal bands are visible on top of the mRNA. Human cerebellar RNA is shown.

8. Hold a UV lamp (254 nm) over the membrane. You should see dark banc
running down the lanes. 28S and 18S RNA bands should be visible above t
background Fig. 2). Mark 28S and 18S RNA bands with a soft pencil on the
nylon membraneCaution: Wear proper gloves and face shield to avoid skin
exposure to UV light, and never look into the UV lansge(Notes 5-8).

9. UV crosslink membrane at 254 nm, 120,p0¢cn?.

10. Store the membrane in dry place between sheettopfper.

3.4. Labeling of Probes

We use3?P- or33P- radiolabeled DNA or RNA probes for our Northern
blots. In general, we preféfP-labeled riboprobes over random-labeled DNA
probes. The advantage of riboprobes is a higher sensitivity, higher speci
activity (only the antisense strand is labeled, whereas both strands are labele
cDNA probes), lower background, and higher stringency. However, riboprobe
cannot be stripped off the blots. If blots need to be exposed to more than c
probe of similar size, the blots can be reused only once the radioactivity
decayed33P has a longer half-life thai3P, yields crisper bands, but needs a
longer exposure time to thénfi than32P.Kits for riboprobes are commercially
available (e.g., Amersham-Pharmacia, Promega, et=)Note 9).

3.4.1. Labeling of Riboprobes

Transcription of RNA is performed with the appropriate RNA polymerase
(T3, T7, or SP6), depending on the RNA polymerase promoter sites present
the vector used. The plasmid is linearized at an appropriate restriction site
the opposite end of the antisense polymerase site, and “run-off” transcrif
are obtained, which should not contain vector sequerkigs3). Antisense
RNAs are needed for the positive reactiowhile sense RNAs are used as
negative controls.
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Fig. 3. Preparation of riboprobe@) The plasmid contains the vector backbone
and the insert (“template”) with the DNA of interest. Most plasmids have two RNA
polymerase sites, one on each side of the vector. In the example provided, the plas
has a T3 RNA polymerase site that yields sense RNA, and an SP6 RNA polymer:
site that yields antisense RNA. Unique restriction sites should be available on bc
sides of the insert. For antisense RNA transcripts, a unique restriction site is neec
on, or close to, the' ®nd of the insert. This site should be unique in the insert, but cal
cut in the vector backbone between the T3 and SP6 sites without conseq(Bnces.
After the unique restriction site is cut with the appropriate endonucleases, a lineariz
plasmid is obtained. Ampliation with SP6 RNA polymerase should yield labeled
template sequence (“probe(¢), whereas T3 RNA polymerase should not yield any
probe. Thus, this particular plasmid needs to be cut with the unique restriction enzyn
and labeled with SP6 RNA polymerase.
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1. Add the following components at room temperature in the order listed:
5X Buffer specifi for RNA polymerase provided

with the polymerase by the manufacturer uL4
100 M DTT 2puL
Ribonuclease inhibitor (e.g., RNasin) 20440
Stock of rATP, rGTP, and rUTP (2.8Mreach) 4L

DEPC-treated dj® to a fnal volume of 2QuL
(taking the entire reaction volume into account)  puLX

Linearized template DNA 0.2-11@
[0-32P]rCTP (50uCi at 10uCi/uL, 800 Ci/mmol) 5uL

SP6, T3, or T7 RNA polymerase 15489
Final volume 2L

At low temperature, DNA can precipitate in the presence of the 5X buffer. It is
therefore important to keep the order of addition as listed in the protocol, ar
to keep the mixture at room temperature during the addition. Speciivity of
[0-32P]rCTP can be increased to 3000Ci/mmol.

Incubate for 1 h at 37°C.

3. To digest the DNA template with DNase | after the transcription reaction, ad
RQ1 RNase-free DNase to a concentration qigiug of template DNA and
incubate for 15 min at 37°C.

4. Separate unincorporated oligonucleotides by size-exclusion chromatograpl
(e.g., Nuctrap Push Columns, Stratagene). Equilibrate the column with B0
TE buffer. Bring the sample volume to 8@ with STE buffer; load onto the
resin and elute sample with 8@ of STE buffer. Measure radioactivity of(l
of eluate in a scintillation counteseg Note 10).

3.4.2. Labeling of cDNA Probes

The cDNA labeling is based on the method developed by Feinberg ar
Vogelstein(7), in which a mixture of random hexadeoxyribonucleotides is usec
for DNA synthesis from a linear double-stranded DNA template. Kits with
all the necessary components are commercially available from a variety
companies (e.g., Stratagene, Promega, Invitrogen, Amersham-Pharmacia)
generic protocol is presented hesse(Note 11). The insert has to be cut from the
vector to ensure exclusive labeling of the DNA of interest (“templakeg) 4).

The DNA template needs to be separated from the vector (e.g., by separating i
a low melting point agarose gel) and should have a concentration between 2 ¢

N

Fig. 4. (opposite page) Preparation of cDNA probegA) The plasmid contains
the vector backbone and the insert (“template”) with the DNA of interest. Unique
restriction sites on both sides of the insert are needed to cut out the insert. T
restriction sites can be identical, can cuthe vector backbone, but cannot cut in
the insert.(B) After the insert is cut with the appropriate restriction enzyme(s), it is
separated from the backbone (e.g., by electrophoréS)shhe double-stranded cDNA
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25ug/uL. The two strands of the template DNA have to be separated by heatil
to 100°C for 5 min in the presence of random oligonucleotide primers.

1. Add the following components at room temperature in the order listed:
DEPC-dHO to a fhal volume of 5QuL

(taking the entire reaction volume into account) pLX
Random oligonucleotide primers (hexamers) 0.3 Aggg Units
Template DNA 25ng

2. Heat at 100°C for 5 min.
3. Centrifuge for 10 s to recollect sample at bottom of tube.
4. Add at room temperatureeg Note 12):

5X Buffer specifi for DNA polymerase I,

provided with the polymerase by the manufacturer pLLo
10 mg/mL Nuclease-free BSA 2uL
Stock of dATP, dGTP, and dTTP (5@®1 each) 2L
[0-32P]dCTP (50uCi at 3000Ci/mmol) 5uL
DNA polymerase |, Klenow fragment 5ug
Final volume 5@L

5. Mix and incubate the reaction tube at the temperature indicated by manufactu
of the DNA polymerase (room temperature) for 60 min.

6. To terminate the reaction, heat to 100°C for 2 min and chill on wet ice. Ad
EDTA to 20 nM.

7. Separate unincorporated oligonucleotides by size-exclusion chromatograpl
(e.g., Nuctrap Push Columns, Stratagene).

3.5. Hybridization of Probes to Nylon Membranes

1. Wet the dry membrane in TE.

2. Prehybridize for 1-4 h at 42°C in 10 mL of hybridization solution in roller
bottles or containers with tighthyttiing lids. Alternatively, blots and hybridization
solutions can be sealed in plastic bags and put in shaking water bath. Gen
agitate during prehybridization.

3. Heat radioactive probe for 5 min at 100°C and cool on weCaetion: Use
screw-capped lids to avoid the lid opening under the pressure.

4. Add radioactive probe to hybridization solution a¢ 50° cpm per blot.

5. Hybridize over night at 65°C for riboprobes or at 42°C for cDNA probes with
gentle agitation.

6. Wash twice (30 min each) with 2X SSC, 0.1% SDS at 65°C for riboprobes or
42°C for cDNA probes with gentle agitation.

7. Wash twice (30 min each) with 0.2X SSC, 0.1% SDS at 65°C for riboprobes
at 42°C for cDNA probes with gentle agitation.

8. Scan with Geiger counter corners of blot. There should be little to no radioactivit
detectable away from the specifiands, if blots are still radioactive. Wash twice
(30 min each) with 0.2X SSC, 0.1% S§ 65°C for riboprobes or at 42°C
for cDNA probes.
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A Primary striatal culture RNA

control glutamate
a8 c-fos
AR MR cyciophilin

B Rat striatal RNA

control amphetamine

oo W cfos
S8 8% 888 W8 cyclophilin

Fig. 5. Northern blots with the two RNA extraction methods descri@gdRNA
from a primary striatal culture treated with glutamate. NA was prepared with th
extraction protocol for primary neuronal culture. The membrane was developed wit
a cfosriboprobe, stored dry to let the radioactivity decay, and subsequently probed wi
a cyclophilin random hexamer labeled cDNA probe. Cyclophilin is used to demonstra
equal loading11). (B) RNA from rat striatum prepared with the CsCl ultracentrifuga-
tion protocol. Rats were treated with either saline control or amphetamine. Tt
membrane was developed with dos-riboprobe, stored dry to let the radioactivity
decay, and subsequently probed with a cyclophilin random hexamer labeled cDN
probe.

9. Wrap wet membrane in saran wrap and expose to Ximawith intensifying
screens at —80°Gsde Notes 13 and 14). Alternatively, if you have access to a
phosphorimager system, use this system

10. Representative Northern blots for primary striatal culture and rat striatum al
shown inFig. 5.

4. Notes

Following is a list of problems that may be encountered, with suggestior
on how to uncover and correct these problems and how to avoid them
subsequent preparations.

1. RNA is degraded by RNases from brain tissue and external sources. Tissue ne
to be frozen immediately after harvest at -80°C and should not be subjected
freeze—thaw cycles. Primary neurons from culture cannot be frozen before nuc
have been separated. These cells need to be harvested rapidly in lysis buffer
wet ice, centrifuged in the cold room, and supernatants can then be frozen
worked up further. RNases need to be inactivated rapidly by denaturing solutiol
(e.g., guanidine thiocyanate) and separated from RNA at low temperature (4°C
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Be aware that guanidine thiocyanate does not irreversibly denature RNase
RNases may renature when denaturing agents are removed and degrade
sample.

Brinkmann/Eppendorf sells a product called “phase lock gel,” which forms «
stable, gelatinous barrier between the organic and aqueous phases. This allc
an easy aspiration and transfer of the aqueous phase.

The protocol provided is for up to 300 mg of tissue. For higher amounts of tissu
the protocol can be upgraded to larger ultracentrifuge tubes and Betoret. 4

for increased amounts of tissue. Many companies provide RNA qaiirifn
systems. These systems are most often based on guanidine thiocyanate mett
(9,10) that do not require ultracentrifugation steps. In many instances and fc
many applications, these systems work well for purifying RNA from brain tissue
However, for larger amounts of tissue or for purest types of RNA, we prefer t
use the cesium chloride gradient method.

A low Asgo/Asgg ratio may be caused by protein contamination. Perform an
additional phenol-chloroform—isoamyl alcohol (24:1) extraction on the
purified RNA, followed by ethanol precipitation and ethanol wash. Loss of RNA
should be expected. A low,4yA,g, ratio may also caused by contamination
of the aqueous phase with the phenol phase. Thus, during the extraction
not completely remove the aqueous layer. Reextract with chloroform—isoamy
alcohol (491) to remove phenol, followed by ethanol precipitation and ethanol
wash. Loss of RNA should be expected. Finally, acidic water used for thi
spectrophotometric measurement (we use DEPC-treated distilled water for tl
spectrophotometric measurement, and haghdity has turned out to be most
often responsible for low fy/A,ggratios) may cause lowfy/A,goratio. In this
case, use Tris-HCI or phosphate buffer, pH 7.6-8.6, instead of distilled wate
for spectrophotometric measuremesse ref. 8 for further information on low

pH and Agy/A,g, ratios.

. The integrity of the puriéid RNA can be determined by denaturing agarose gel

electrophoresis. Prepare a miniformaldehyde gel, load ©f RNA per lane,

run at 70 V for 1 h, stain in ethidium bromide {A&/mL)-TE bath for 15 min,
destain in TE for 5 min, and visualize under UV light (254 n@aution:
Ethidium bromide is a carcinogen). You should see two bands, the larger 2¢
ribosomal RNA band and the smaller 18S ribosomal RNA l{&igl 6). The
ratio of 28S to 18S ribosomal RNAs should be approk. 2f RNA samples
have been partially degraded, the bands will be less sharp and the intensity
the 28S RNA will be diminished. A total degradation of RNA will result in the
loss of the 28S and 18S RNA bands, and the occurrence of a “smear” of small
degraded size RNA in the lanes.

Salt contamination can retard the movement of RNA in the gel. To solve thi
problem, use ethanol washes to remove any residual salt from the pellet. A
70-75% ethanol to the RNA pellet, vortex-mix vigorously, and centrifuge for
10 min to recollect the pellet. Carefully aspirate off the ethanol.
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— loading —j
well

— 28S rRNA—
— 18S rRNA —

— 5S rRNA

Fig. 6. Staining of an RNA gel shows 28S and 18S ribosomal RNA bands. Hume
hippocampus RNA was loaded onto a denaturing geliad @f RNA per lane. Gel
was stained with ethidium bromide and visualized under UV light (254 nm). 28S ar
18S ribosomal RNAs (rRNA) can be seen in both blots, with a size of 4.7 and 1.9 k
respectively. The molar ratio of 28S to 18S rRNA ikt blot: In some preparations,

a smaller, 5S rRNA band can be seen, with a size of 120 nucleotides. 5S rRNA dc
not come from the same precursor as 28S and 18S rRNAs, and is therefore indepen
from them in its molar concentration.

7. Genomic contamination of RNA causes an overestimation of RNA loaded pe
well and may contribute to uneven loading. We have never observed this proble
with the cesium chloride protocol, but have with the cell culture protocol. Nucle
need to be separated from the cytosol before the samples can be frozen. If nu
are not intact and DNA leaks out it may contaminate the preparation. A solutio
is to perform an additional acidic phenol-chloroform—isoamyl alcohoP23)
extraction on the puriid RNA to separate DNA into the interphase, followed by
ethanol precipitation and ethanol wash. Loss of RNA should be expected.

8. No RNA visible by UV shadowing of the membrane is caused by either too little
RNA loaded per well, or the electrophoretic transfer performed in the wrong
direction. In the fist case, radiolabeled riboprobes may still yield a visible band.
In the second case, the RNA is lost. Make sure to have the membrane at 1
anode side, the gel at the cathode ¢kdg. 1).

9. Many companies sell systems that include enzymes, buffers, nucleotides, a
control reactions for the labeling of RNA riboprobes (e.g., Promega, Amershan
Pharmacia, etc.) or random-primed DNA probes (e.g., Amersham-Pharmaci
Invitrogen, Promega, Stratagene, etc.). We prefer to use these systems to la
probes. Systems that use alternatives to radioactive nucleotides are available
well. However, they are generally less sensitive.

10. There could be various reasons for low yield of radioactive labeled riboprobe
(1) degradation of newly synthesized RNA due to contamination with RNase:
(2) high salt concentration of template could inhibit RNA polymerase, (3)
template may be precipitated by the polymerase buffer, (4) the template may
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11.

12.

13.

14.

too short or the wrong polymerase was used. To solve the problem, use RNa
free working area and tools, and precipitate template with 75% ethanol at —20°
for 20 min, centrifuge for 10 min at 16,ap@at 4°C, aspirate supernatant, wash
pellet with 1 mL of 75% ethanol, centrifuge for 5 min at 16@&04°C, aspirate
the supernatant, and let the pellet air-dry. This procedure should remove resid
salts from the template. You may have to redetermine the amount of DNA. Us
all solutions at room temperature, do not use ice, and make sure the restricti
enzyme used for cutting the vector leaves at least a 300-basepair sequence fi
the polymerase site.

For the purpose of reprobing the membrane, cDNA probes can be stripped
by adding boiling 0.1% SDS in distilled DEPC water, then letting it come down
to room temperature while shaking for 30 min. Riboprobes cannot be strippe
These blots can be reused only after the radioactivity is decayed.

If the DNA template is in low melting point agarose, the agarose may inhibi
the labeling reaction. It is also important to stay at room temperature or highe
during the labeling to avoid gelling of agarose. Extract DNA template from the
agarose to minimize this problem.

The sticky probe may make X-rainficome out too dark. Rewashing the blot
may solve this problem.

\isible ribosomal band is a problem if the specifand is too close to the
ribosomal bands. Decreasing the amount of radiolabeled probe added to t
hybridization solution may solve the problem.
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Analysis of Gene Expression in Striatal Tissue
by Multiprobe RNase Protection Assay

Neil M. Richtand

1. Introduction

Studies of RNA expression within the central nervous system (CNS) have
contributed significantly to increased understanding of both the acute and
long-term neurological effects of drugs of abuse. Before beginning such an
investigation, however, one must first determine the method of RNA analysis
most applicable to the problem at hand. The four most commonly used
techniques include in situ hybridization, Northern blot, reverse transcriptase-
polymerase chain reaction (RT-PCR), and ribonuclease (RNase) protection
assay. Each method has its own strengths and limitations, and these factors
must be evaluated carefully to determine the method most appropriate for
the given problem.

A major but frequently overlooked limitation of all four methods is the fact
that these methodol ogies measure mRNA expression. In contrast, the scientific
guestion of greatest interest in determination of the neurological effect of a
given drug is often determination of the effect on protein, rather than mRNA
expression. There are several known examples of single proteins in the mam-
malian CNS in which changesin mRNA level reliably predict later change in
protein expression (1). Evaluation of large numbers of yeast genes for which
both mRNA and protein expression data are available, however, demonstrates
little correlation between mRNA and protein expression levels, with protein
expression changing 20-fold, in some cases, in the absence of any appreciable
change in MRNA level (2). Whether the same is true in mammalian systems
has not been clearly determined. The importance of information regarding both

From: Methods in Molecular Medicine, vol. 79: Drugs of Abuse: Neurological Reviews and Protocols
Edited by: J. Q. Wang © Humana Press Inc., Totowa, NJ
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MRNA and protein levels in evaluating regulation of protein function therefore
cannot be overestimated.

The major advantage of Northern blot analysis lies in the ease of the
technique, which is generally less problematic than any of the other methods.
The major disadvantages of Northern blot lie in the lack of sensitivity and
the lack of anatomic specificity. The major advantage of in situ hybridization
lies in the anatomic specificity provided. This is of particular importance for
studies in the CNS, in which discrete populations of cells within a given brain
region may play an important regulatory role. The disadvantage of in situ
hybridization liesin the lower sensitivity compared to RT-PCR, and the lack of
absol ute specificity when studying closely homologous mRNAS. In contrast,
the advantage of RT-PCR lies in the exquisite sensitivity resulting from the
multiple amplification steps of this method.

One of the major advantages of the RNase protection assay is the absolute
specificity of thistechniguein determining expression of the mRNA of interest.
This advantage is particularly powerful in studies examining expression of
closely homologous transcripts, or of alternatively spliced transcripts arising
from a single gene. Second, RNase protection assay is highly sensitive. In
practice, it is possible to detect reliably approx 1-5 pg of target RNA with
the RNase protection assay employing high specific activity probes. The third
major advantage of this techniqueis the ease with which multiple samples may
be assayed, once a given assay is established. This makesit feasible to measure
MRNA expression in individual animals from several reasonably sized groups,
an approach freguently employed in studies simultaneously measuring the
behavioral and cellular effects of drugs of abuse (3,4).

2. Materials
2.1. cDNA Insert Plasmid Construction

Plasmids used for synthesis of both synthetic RNA standards used for
standard curves and cRNA probes may be obtained by synthesizing your own
(see Subheading 3.3.), or “clone-by-phone.” It’s generally worth the effort
it takes to send an e-mail to try and obtain an existing clone from another
researcher or commercial source prior to embarking on your own synthesis. If
synthesized in-house, the following materials are needed.

M-MLV reverse transcriptase (Invitrogen).

Restriction enzymes (Invitrogen).

Yeast tRNA (RNase-free, Invitrogen cat. no. 15401-011).
Random hexamers (Invitrogen).

Oligo(dT)-cellulose spin columns (Clontech).

pGEM-4 Vector and RNasin (Promega).

o0 wdpE
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7.
8.
9.

10.

2.2.
1

2.
2.3.

5X Plasmid buffer: 250 mM Tris-HCI, pH 8.3, 375 mM KCI, and 15 mM MgCl..
Dithicthreitol (DTT).

10X Proteinase K buffer: 10 mM Tris-HCI, pH 7.8, 5 mM EDTA, 0.5 % sodium
dodecyl sulfate (SDS).

Proteinase K (Invitrogen) dissolved into 10 mg/mL solution, divided into 10-uL
aliquots, and stored frozen at —20°C. It should not be freeze-thawed more than
five times.

MRNA Standard Production

Deoxyribonucleoside triphosphates (ANTPs): store at —70°C (they may be pur-
chased individually, or premixed as ribonucleoside triphosphate sets from Roche).
Diethyl pyrocarbonate (DEPC)-treated water (5).

Radiolabeled cRNA Probe Preparation

Probes may be synthesized as described in Subheading 3.3. using the
following individual reagents.

1
2
3.
4
5

2.4.

. DNA-dependent RNA polymerases (SP6, T7; Promega).
. RNasin (Promega).

RQ1 DNase (Promega).

. Nuctrap columns (Stratagene)
. [0-32PJUTP (800 Ci/mmol; New England Nuclear).

Alternatively, commercial kits are available containing nonradioactive reagents
required for probe preparation, such as MAXI script kit (Ambion, Austin, TX).

MRNA Sample Preparation

Commercial Kkits containing needed reagents, and directions for their use,
are available (TRl REAGENT, Molecular Research Center, Cincinnati, OH).
Alternatively, the following recipe may be prepared.

1

2.

2.5.

Stock denaturing solution (100 mL): 50 g of guanidine isothiocyanate (GIBCO,
cat. no. 5535UA), 59.48 mL of H,0, 2.64 mL of 1 M sodium citrate, pH 7, and
5.28 mL of 10% sarcosyl, heat at 62.5°C to dissolve. Store at room temperature
up to 3 mo.

Working denaturing solution: Add 350 pL of -mercaptoethanol and one drop
of antifoam A (Sigma) to 50 mL of stock denaturing solution. Store refrigerated
up to 1 mo.

Coronal brain matrix for brain tissue dissection (Research Instruments and
Manufacturing, Corvalis, OR).

Ribonuclease Protection Assay

The assay can be performed using individual reagentsincluding RNase ONE
(Promega). Alternatively, commercial RNase protection assay kitssuchasRPA 11
Kit (Ambion) include all reagents required for assay.
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1. Nucleotide triphosphates (NTPs) may be purchased individually, or premixed as
ribonucleotide triphosphate sets from Roche. They arelabile at room temperature
and should be stored in small aliquots at —70°C.
2. Vacuum sampling manifold Model 1225 (Millipore).
3. Hybridization buffer: 200 mM piperazine-1,4-bis(2-ethanesulfonic acid) (PIPES),
pH 6.4, 2 M sodium acetate, and 5 mM EDTA.
4, Digestion buffer: 100 mM Tris-HCI, pH 7.5, 50 mM EDTA, and 2 M sodium
acetate.
3. Methods

3.1. Plasmid Construction

If cDNA plasmidsfor synthesis of CRNA riboprobes are not already in hand,
these can readily be constructed by RT-PCR amplification. Construction of
dopamine receptor and cyclophilin plasmidsis described in step 9. Total RNA
is extracted from rat brain as described in Subheading 3.4. mRNA is next
poly(A) selected using oligo(dT)-cellulose. This is best performed following
the specific manufacturer’s protocol (Clontech). cDNA is synthesized from
15 pg of poly(A)-selected mRNA in a 750-uL reaction mixture as follows,
as adapted from ref. 5:

1

N

Mix 150 pL of 5X plasmid buffer, 75 pL of 0.1 M DTT, 75 pL of 10 mM dNTP

mix, 37.5 L of random hexamer, 75 pL of RNasin, 15 pL of RNA (1 pg/pL

in DEPC-treated water), and 285 puL of DEPC-treated water to a final total

volume of 750 pL.

Add 37.5 uL of M-MLV reverse transcriptase.

Incubate for 2 h at 37°C. Then precipitate by addition of 0.1 volume of 3 M

NaOAc, pH 5.2. Add two volumes of ice-cold 100% ethanol.

Store on ice 30 min, and then centrifuge for 15 min in the cold. Rinse pellet

by addition of 70% ethanal.

Digest pellet with Proteinase K as follows:

a. Suspend DNA pellet in 90 pL of TE, and then add 10 uL of 10X Proteinase
K buffer.

b. Heat at 68°C for 3 min, and then add 1 pL of Proteinase K (10 mg/mL).

c. Incubate at 65°C for 1 h, and then add 100 pL of TE, pH 8.0.

d. Extract once with phenol-CHCI;—isoamyl alcohol (25:24:1) and once with
CHCl; ispamy! alcohol (24:1).

Add 10 pL (0.04 volumes) of 5 M NaCl, vortex-mix, and centrifuge. Add two

volumes of ice-cold 100% ethanol. Store on ice for 30 min, centrifugein the cold

at 12,0009 for 15 min, and rinse pellet with cold 70% ethanol.

The pellet is redissolved in a small volume of 10 mM Tris-HCI, pH 8.0. The

purified rat brain cODNA may then be used as a template for amplification of a

sequence of interest.
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Table 1
PCR Primer Sequences
Annealing

Gene Primer sequence temperature

Cyc 5'-GGGAATTCCAGGATTCATGTGCCAG-3 61°C
5'-CCGGATCCTGAGCTACAGAAGGAATGG-3

D1 5'-GGGAATTCAGCTAAGCTGGCACAAGGCAA-3 61°C
5'-GGCTGCAGAATGGCTGGGTCTCC-3

D2 5'-GGGAATTCGCAGCAGTCGAGCTTTCAGA-3a 61°C
5'-GGCTGCAGCTCATCGTCTTAAGGGAGGT-3

D3 5'-GGGAATTCTCACTCGACAGAACAGCCA-3 63°C

5'-GGGGATCCGGACGTGGATAACCTGCCGT-3

“GC clamp” and added restriction endonuclease sites are noted in bol dface.

8.

PCR primer sequences may be designed with “GC clamps’ at the 5’ end to
facilitate annealing. It is convenient to include also restriction endonuclease
sites. Table 1 provides sets of PCR primers for amplification of D1, D2, and
D3 dopamine receptors and cyclophilin. Each sequence is amplified in a 20-uL
PCR reaction solution containing 20 mM Tris-HCI, pH 8.3, 25 mM KCl, 1.5 mM
MgCl,, 0.2 uM each primer, 0.1 mM each dNTP, and 2 U of Taq polymerase.
PCR reactions for D1 and D2 receptors and cyclophilin employed an initial
denaturation at 94°C for 1.5 min, followed by 30 cycles at 94°C for 305, 30 s
at 61°C, and 72°C for 30 s. The D3 receptor PCR reaction employed an anneal-
ing temperature of 63°C. Each reaction was terminated following a 3-min
elongation at 72°C. Amplified PCR products were then separated by agarose gel
electrophoresis, and bands corresponding to the products of interest may be
purified onto DEAE-cellulose membranes (5). PCR amplification across alterna-
tive splice sitejunctions provides products of different size, corresponding to each
splice isoform. To provide sufficient product for subsequent steps, it is generally
necessary to reamplify the gel-purified products by PCR under identical condi-
tions. Thefina product may then be extracted once with phenol-CHCIl ;i soamyl
alcohol (25:24:1) and once with CHCIl;—isoamyl alcohol (24:1), precipitated
with sodium acetate, and then washed with 70% ethanol.

Plasmids are constructed by resuspending the purified PCR product in restriction
digest buffer. D1 and D2 receptor inserts were digested with EcoR | and Pst |,
and D3 and cyclophilin inserts digested with EcoR | and BamH 1. Following
purification by agarose gel electrophoresis, restriction digest products are ligated
into the corresponding restriction sites of PGEM-4 with T4 DNA ligase according
to standard protocols ([5], Ligation Reactions, Ligation of Cohesive Termini
1.68). Plasmids are grown in bacterial culture, purified, and plasmid DNA
sequenced to confirm the identity of the insert in each plasmid construct.
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3.2. Standard Production

Use of a standard curve for each ribonuclease protection assay provides
confirmation that the assay is measuring accurately the unknown input mRNA.
Synthetic RNAs for use as standards are easily synthesized using a “cold
runoff” of the opposite strand to that used to synthesize radioactive riboprobes.
In practice, it is easiest to “spike” the cold runoff with a trace amount of
radioactive dNTP, so as to calculate the yield of mRNA.

Synthetic RNA for use as standardsin ribonucl ease protection assaysis made
by DNA-dependent RNA polymerase reaction using plasmids constructed
as described in Subheading 3.1. as template. Plasmids are cut so that the
antisense strand is used as template for the synthesis reaction for standard
(while the sense strand is used as template for synthesis of riboprobes; see
Subheading 3.3.).

1. Digest plasmid DNAs with BamHI for D3 receptor and cyclophilin, and with
Hindlll for D1 and D2 receptor.

2. Treat plasmids with Proteinase K (see Subheading 3.1.), extract with phenol—
CHClisoamyl acohol (25:24:1) and CHCl—isoamyl acohol (24: 1), precipi-
tate with sodium chloride, and wash with 70% ethanol.

3. Purify plasmid DNAs by agarose gel electrophoresis and electrophoresis onto
DEAE-cellulose membranes (5).

4. RNA for standard curves in nuclease protection assays (Subheading 3.5.) is
synthesized with SP6 DNA-dependent RNA polymerase from the appropriate
plasmid construct digests. Reactions contain transcription buffer supplied by the
manufacturer, 5mM DTT; 20 U of RNasin, 7.5 U of SP6 DNA-dependent RNA
polymerase, 2.5 mM ribonucl eoside-triphosphates, and 0.4 uCi of [a-32PJUTP
added as tracer (final volume =10 pL).

5. Incubatefor 1 hat 37°C. Add 10 puL of tRNA (10 mg/mL) and 5 U of DNase.

6. Incubate for 30 min at 37°C. The RNA product is then purified by phenol—
chloroform—isoamyl alcohol (25:24:1) extraction and el ution through a Nuctrap
column.

7. Theyield of RNA is calculated from the amount of radioactivity in an aliquot
of the product using the known specific activity of [a-32PJUTP. An aliquot of
RNA standards should also be el ectrophoresed by denaturing polyacrylamide gel
electrophoresis to verify that the product is a single band of the expected size.

3.3. Probe Preparation

If acommercia kit (such as MAXI script kit) is used for probe production,
it is recommended that the manufacturer’s instructions be followed. Detailed
instructions are given in the following subheadings for probe synthesis using
individually purchased reagents (see Note 1).
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3.3.1. Plasmid Linearization

1. For riboprobe synthesis, we linearize approx 20 jug each of the plasmid constructs
listed in Table 1. by EcoRI digestion. After digestion, plasmids are treated with
Proteinase K (see Subheading 3.1.), extracted with phenol-CHCI;—isoamyl
alcohol (25:24: 1) and CHCIy—isoamy! alcohol (24: 1), precipitated with sodium
chloride, and washed with 70% ethanol.

2. Electrophorese linearized plasmid DNA through agarose gel and purify by
electrophoresis onto a DEAE-cellulose membrane (5).

3. Resuspend the final plasmid pellet at a concentration of 1 mg/mL in TE buffer,
pH 8.0, and store frozen at —20°C. The sample may be thawed and aliquots
removed as needed.

3.3.2. Probe Synthesis

1. Add the following components at room temperature: 2 pL of 5X transcription
buffer (as supplied with DNA-dependent RNA polymerase); 0.4 pL of linearized
plasmid (containing ~0.4 pg of DNA); 0.5 pL of 0.1 M DTT; 0.5 pL of 10 mM
ATP, CTRP, and GTP; 0.5 puL of RNasin (20 U); 5.6 pL of [0-32PJUTP
(800 Ci/mmol, 50 uM; final reaction concentration 28 pM); and 0.5 pL of T7
DNA-dependent RNA polymerase (7.5 U).

2. Incubate for 1 h at either 30°C or 37°C. Incubation temperature should be
individualized for each sequence. Probe synthesis at 30°C gives lower yield, but
tendsto produce more full-length product, and in our hands was often preferable.
Probe synthesis at 37°C gives higher yield, but depending on specific sequence
may have alarger percentage of incomplete length product.

3. Add 10 pL of tRNA (10 mg/mL), and then incubate 30 s at 68°C.

4. Add5 pL of RQ1 DNase, and then incubate 30 min at 37°C.

5. Add55pL of DEPC-treated water. Extract with 80 uL of phenol-CHCIl ;—isoamyl
EtOH.

6. Unincorporated NTP nucleotides are separated from the RNA riboprobe using
NucTrap columns or a comparable method (5). For a NucTrap column, 70 pL
of extracted reaction product is applied to a NucTrap column previously equili-
brated with 70 pL of 13 STE buffer (0.1 M NaCl; 10 mM Tris-Cl, pH 8.0;
and 1 mM EDTA). The column is rinsed with 70 pL of 1X STE buffer and the
eluate collected.

7. If the probeismainly full-length transcript (determined by running an aliquot on
gel electrophoresis), it may be used for RNase protection assay without further
purification. Gel purification is heeded in cases in which full-length probe is not
the major reaction product.

3.4. mRNA Sample Preparation

One of the important factors in planning studies of MRNA expression is
determination of whether the method employed is sufficiently sensitive to
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Table 2
Tissue Weight and RNA Yield from Rat by Brain Region

Approximate Approximate yield (ug)
Tissue weight (mg) total RNA/animal
Caudate/ putamen 35 20
Nucleus accumbens 35 30
Substantia nigra/ventral tegmentum 30 20
Locus coeruleus 20 12
Prefrontal cortex 110 95
Hypothalamus 75 50
Olfactory tubercle 55 55
Hippocampus 75 63

Dissection was made by rodent coronal brain matrix (7).

detect the transcript being measured. Thiswill be determined by two variables:
transcript prevalence and mass of total RNA in the tissue studied. The weight
of tissue studied will determine the yield of total RNA extracted, which will
in turn guide details of the study being planned. We dissect brain tissue using
a corona brain matrix, as has been described previously (7). The mass of
individual brain section and total RNA yield obtained using this dissection
method are listed in Table 2. We extract RNA according to the method of
Chomczynski and Sacchi (6), modified only slightly from (8) (see Note 2).

1

Dissect tissue quickly on ice. Immediately freeze tissue in liquid nitrogen.
Homogenizeindividual tissue sample (weight 30—75 mg) in 810 pL of denaturing
solution. Transfer to a 2-mL microfuge tube containing 81 puL of 2 M sodium
acetate, pH 4.0.

Mix, add 810 pL of water-saturated phenol, and mix.

Add 162 pL of CHClz—isoamyl EtOH (49:1), mix, and alow to stand on ice
for 15 min.

Centrifuge for 20 min at 10,0009 at 4°C.

Transfer the upper phase to a 2-mL microfuge tube containing 810 pL of
isopropanol. Incubate for 30 min at —20°C. Centrifuge for 10 min at 10,0009 at
4°C, and resuspend pellet in 300 pL of denaturing solution.

Transfer to a 1.5-puL microfuge tube containing 300 pL of isopropanol. Incubate
for 30 min at —20°C. Centrifuge for 10 min at 10,0009 at 4°C.

Wash pellet two times with 700 pL of 75% EtOH. Vortex-mix, alow to stand
for 15 min at room temperature, and then precipitate by centrifugation for
5 min at 10,000g.

Air-dry the pellet, being careful not to overdry. Resuspend pellet in 100 pL
of TE.
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3.5. Ribonuclease Protection Assay

Ribonuclease protection assays may be performed by a variety of methods.
Several commercial Kits are available that include reagents and protocol for
the assay. In al cases radiolabeled riboprobe, in at least a 10-fold excess, is
allowed to equilibrate with the mRNA of interest in a solution hybridization
reaction. Single-stranded, unhybridized riboprobe is digested by ribonuclease,
while riboprobe hybridized with the target mMRNA is protected from degrada-
tion. Undigested riboprobe, proportiona to the mass of target mRNA in the
assay sample, may be ascertained by polyacrylamide gel electrophoresis,
followed by determination of radioactivity in the band of interest (by Phosphor-
Imager, or by cutting out the band and scintillation counting). Alternatively,
the hybridized, undigested riboprobe may be trichloroacetic acid (TCA)-
precipitated unto GF/C filters. The latter method, as we have modified from
previously published protocols (9,10), is quick and efficient for processing
large numbers of samples, asis often the casein studies of neurological effects
of drugs of abuse, and is described in detail in step 9 (see Note 3).

1. Set up assay tubes containing 50 pg of RNA in atotal volume of 200 pL. tRNA
(10 mg/mL) is added to samples to achieve the needed mass. A standard curve
with hybridizations containing 2—20 pg of RNA standard should also be included,
as well as samples omitting nuclease and RNA as control hybridizations.

2. Samples are precipitated with ammonium acetate by addition of 52 uL of 10 M
ammonium acetate. Vortex-mix. Add 520 pL of cold 100% EtOH. Vortex-mix.
Place at —20°C for 30 min. Precipitate by microfuging in the cold (maximal speed)
for 20 min.

3. Rinse pellet with 1 mL of 70% EtOH. Allow to stand at —20°C for 30 min.
Microfuge in the cold at maximal speed for 20 min. Remove supernatant. Allow
pellet to air-dry at room temperature, or if absolutely necessary vacuum dry for
50 s on rotovap (do not allow pellet to dry completely).

4. Hybridize with 0.5 uCi of probein the presence of 40 mM PIPES, pH 6.4; 0.4 M
sodium acetate; 1 mM EDTA; and 80% formamide as follows: Add 6 uL of 5X
hybridization buffer (200 mM PIPES, pH 6.4; 2 M sodium acetate; 5 mM EDTA)
containing 0.5 uCi of probe. Vortex-mix if needed to dissolve sample. Add 24 uL
of 100% formamide. M ake certain sampleisfully dissolved. Incubatein awater
bath at 85°C for 10 min. Hybridization time and temperatures must be determined
for individual mMRNAs. For D1, D2, D3 receptor, and cyclophilin mRNA, reduce
temperature and hybridize at 55°C overnight (at least for 14 h).

5. After hybridization, place tubes on ice. Add 300 uL per assay tube of a mix
containing 1 uL RNaseONE (10 U), 33 L of 10X digestion buffer, and 267 pL
of H,0O. Vortex-mix gently, and incubate at 37°C with shaking for exactly 1 h.

6. Place tubes on ice, and add SDS to 0.1% and 30 ug of carrier tRNA by adding
10 pL per tube of mix containing: 3.7 uL of DEPC-treated water/tube, 3.3 uL of
10% SDS/ tube, and 3 pL of tRNA (10 mg/ml per tube). Vortex-mix.
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7. Ethanol precipitate by adding 700 uL of cold 100% EtOH per tube. Vortex-mix.
Place at —20°C for 30 min. Microfuge at maximal speed in the cold for 20 min.
Wash the pellet with 700 pL of 70% EtOH.

8. Resuspend the final pellet for polyacrylamide/urea gel electrophoresis or
guantitation by liquid scintillation counting. For electrophoresis, resuspend
sample in 5 uL of DEPC-treated water and add 5 pL of load dye. Dilute hotter
assay samples without nuclease by resuspending in 300 uL of DEPC-treated
water, and adding 5 pL of the dilutionto 5 uL of load dye for electrophoresis.

9. For quantitation of MRNA samples by scintillation counting, resuspend pellet
in 300 uL of 1X RNase digestion buffer and vortex-mix. Add 700 pL of ice-
cold 10% TCA containing 20 mM sodium pyrophosphate, and place on ice for
15 min. Precipitate onto GF/C glass fiber filters on a vacuum sampling manifold,
and rinse tube two times with 10% TCA containing 20 mM sodium pyrophos-
phate. Rinse filter with 2 mL of 10% TCA containing 20 mM sodium pyro-
phosphate and 10 mL of 5% TCA containing 20 mM sodium pyrophosphate.
Count the filter paper in 10 mL of scintillation fluid.

3.6. Data Analysis

A magjor advantage of the RNase protection assay method is that it allows
calculation of the actual mass of sample mRNA assayed (see Note 4). This
value may be calculated using the specific activity of the probe employed, as
has been previously described (9). The relationship between actual mass of the
protected fragment and sample radioactivity is described by the formula:

mass protected fragment = (dpm per sample/specific activity [a-32PJUTP)
x (molecular weight protected fragment/moles of 32P per mole of probe)

4. Notes

1. Probe preparation: The preparation of clean, high-quality probe is one of the
more critical aspects of the RNase protection assay. Use of fresh reagents
of the highest quality cannot be overemphasized. In particular, NTPs are a
labile reagent. The K, for RNA polymerase enzymes is generally close to the
highest achievable concentration of radiolabeled NTP in the runoff reaction (11).
Therefore, decreases in NTP concentration due to degraded NTPs will have
an adverse effect on probe quality and quantity. For this reason, it is prudent
to check probe quality with a polyacrylamide gel to ensure production of a
full-length runoff product before each RNase protection assay. In many cases,
perhaps related to specific plasmid sequence, production of a homogeneous
full-length probe is impossible. In these cases the probe should be run on
a polyacrylamide gel, and the probe gel purified prior to use for the RNase
protection assay.

2. mRNA sample preparation: High-quality, nondegraded RNA iscritical to the suc-
cess of thismethod. The quality of total RNA may be assessed by el ectrophoresis
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on an 0.8% agarose gel. Apply approx 5 ug of total RNA to see 18S and 28S bands
clearly. For undegraded total RNA, theintensity of 28S (higher molecular weight)
RNA is approximately twice that of 18S RNA (lower molecular weight).

3. Ribonuclease protection assay: All laboratory methods involving use of RNA
are prone to RNA degradation by RNases, which are ubiquitous, highly resistant
to inactivation, and may be used in milligram quantities as part of the RNase
protection assay. For this reason all reagents in contact with RNA should be
RNase-free. It is generally good practice to set aside a section of the lab specifi-
cally devoted to RNA work. Reagents should be reserved specifically for RNA
work, and working solutions aliquoted into disposable RNase-free plasticware
and kept separate from stock containers. If RNase contamination occurs, it is
often simpler to discard al working solutions than to track down the specific
source of contamination. Procedures for making the lab “RNase-free” (5) should
be followed prior to initiating development of an RNase protection assay.
Particular care should be taken when handling powdered or concentrated RNase
solutions. Thiswork should be donein aventilation hood to avoid contamination
of other parts of the lab.

4, Dataanaysis: In practice, a standard curve is determined for each probe using
the synthesized RNA standards with each RNase protection assay. Itiscritical to
verify in each case that the measured mRNA level is linearly proportional
to the input mRNA over the entire range assayed. This confirms the require-
ment for probe concentration to be in great excess of the measured transcript
(= 10-fold) throughout the entire assay range (9). As an additional check, one
should calculate the mass of mMRNA detected in the assay samples from the
specific activity of the protected radiolabeled probe. Thisvalue should bein close
agreement to the magnitude of input mass of the mRNA standard.
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Analysis of mMRNA Expression in Striatal Tissue
by Differential Display Polymerase Chain Reaction

Joshua D. Berke

1. Introduction
1.1. What Is DDPCR?

Differential display polymerase chain reaction (DDPCR) is a techniqu
that allows comparisons between the expressed mRNA population in two
more tissues, or in the same tissueler two or more different conditions.
For example, it has been used to discover striatal genes whose expressio
altered following a drug injectiofl,2). The essential idea behind DDPCR
is to generate an RNA ffgerprint,” a pattern of bands corresponding to the
expressed mRNA population. By performing parallel sets of reactions fo
each experimental condition and displaying the resultmgefiprints side by
side, bands that differ between conditions can be noted and the correspond
MRNA identified.

1.2. Why Use DDPCR, Rather than Something Else?

DDPCR has a number of advantages and disadvantages when compare
other techniques. In contrast to a standard Northerniblsitu hybridization,
RNase protection assay, or reverse transcriptase-PCR (RT-PCR), it allo
simultaneous analysis of a large number of mMRNA species. Compared
other mass-screening techniques such as subtractive hybridization, when dt
properly DDPCR can be extremely sensitive, detecting mRNA differences «
low as twofold or even less. Also, unlike most forms of microarray analysis
DDPCR makes few assumptions about which mRNAs might be different
DDPCR can detect wholly novel mRNA species, or novel splice variants c
previously characterized genes. This is especially important now because it |
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been recognized that alternative splicing is a major mechanism for dynamica
generating mRNA diversity in the central nervous systeee (ef. 3 and
references therein). On the downside, the DDPCR procedure can be qu
laborious, especially if the intention is to assess the majority of the express
MRNA population. It has an (only partially deserved) reputation for producin
numerous false-positive results that adag up the processf confirm-

ing differential expression. Because the isolated mMRNA species may be nov
they can require a great deal of work for proper characterization, and may r
be the type of genes that were being sought out. Many of these disadvanta
can be minimized with proper experimental design. In the discussion th;
follows, it will be assumed that the reader is considering using DDPCR o
brain tissue samples, although most of the advice holds whether or not tl
is true.

1.3. How DDPCR Works

Since the original report by Liang and Par(#®ea great number of DDPCR
variants have been described in the scieniiigrature. The version described
here Fig. 1) is modified from Liang et al(5) and has been used to identify
dopamine- and cocaine-induced striatal gae3.

First, RNA is extracted from each condition of interest. Complementar
DNA (cDNA) copies of these RNA samples are created using reverse transcr
tase (RT). These reactions are initiated at thend@ of the RNA using one of
three “anchored” downstream primers, each of which has a string of thymidir
bases designed to bind to the poly{£gil of MRNA transcripts—specdally,
at the 5 end of the poly(A) tail. The resulting cDNAs are then used as the
template for low-stringency PCR, using the same downstream primers and a
one of a set of “random” primers that will bind unpredictably but consistently
to upstream sites in some fraction of the cDNA population. In both sets ¢
primers, an extra sequence is included that serves two functions: to allc
the stringency of the PCR to be increased after tisé féw cycles and in
subsequent reamplifation, and to include useful sites that aid later subcloning
RNA probe generation, and/or sequencing of the DDPCR fragments. Ea
primer combination used for PCR will generate a distinct mix of products o
various lengths, which can be separated out with a sequencing gel; because
PCR reaction contains a small amount of a radioactive DNA base, the gel c
be dried and opposed tdnii to visualize the resulting RNArgerprint.

Any band in the figerprint that consistently varies between conditions car
be excised from the gel and reamplifiwith PCR. At this stage differential
expression between conditions can be comdid in a variety of ways (of which
the best is usuallyn situ hybridization) and the DDPCR fragment sequenced
and/or subcloned into a standard plasmid vector.
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——— e —————— e — = AAARARAARAAAAR . . . .
Mixed mRNA population, ¢
different lengths, different —_————ee———. GARAAMARADAADAR. . ..
bases before polyA tail.

add 3 primer, reverse transcriptase

. &
Use primer complementary o
to polyA tail to start reverse < GTTTTTTTTTTTCGRNY
transcription. FIVEETTTTTT
(primer has one non-A base, T T T T T T ©
to anchor at 5" end of tail)

add 5 primer, Taq polymerase
4 PCR cycles (denature, anneal priner, extend)

Start PCR, with low Qs’o
annealing temperature q%q
(low stringency) A6aarrex
(in other mRNAs, 5'primer o GTTTTTTTTTTTCGARGCGGG

will anneal at different sites,
producing differently sized
products) 29 more PCR cycles

POTmm T LT
Increase annealin temperature, AR AN ARRRN AN GTTTTTTTTTTTCGAAGCGGG
complete PCR at high stringency.

— —
Perform gel electrophoresis
_— ] —
DDPCR products from different
RNA samples are run side-by-side —_— —_— differentially expressed bands
for comparison. are excised from the gel.
_— -
o)
condition1  condition 2 Ooo
o
S
e . o
PCR reamplify, incorporating YT FEFFFRTTTT m l(‘S‘C?C‘;?ATATCACTC
polymerase sites. TRGEACACTATAGRATTC
P
&7 40 PCR cycles
© HindI1l 7
Completed TTTTTTTTTTTCGAAGCCGGATATCACTCAGCATAATGCGCGT
DDPCR FELELELLE LT ELEEL LI PECVPELEEEELLE L LRV LE T
product: CATACGATTTAGGTGACACTATAGAATTC
SP6 EcoRL

Generate antisense RNA probe, using T7 polymerase, and use to confirm differential expression with in situ hybridization.

Fig. 1. Outline of DDPCR procedure.

1.4. Designing a DDPCR Experiment

Careful design of a DDPCR experiment involves multiple tradeoffs—maostly
between the amount of work involved and the probability of obtaining a useft
result.

The frst issue to consider is which, and how many, conditions to compar
Reasonably enough, most people start with a spesifientific question,
which naturally leads to a speciftomparison. But bear in mind alternative
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hypotheses, especially if they can teadily incorporated into the DDPCR
experiment. One great advantage of DDPCR is that multiple comparisons a
easy to perform, as the RNAgerprints for each condition are laid out side
by side (by contrast, in subtractive hybridization the amount of work require
grows geometrically with the number of conditions to be compared to eac
other). A major concern in starting a DDPCR experiment is that a substanti
amount of effort and resources may prove fruitless; by intelligent incorporatio
of extra conditions, the chance aiding something interesting can be greatly
increased. Another reason for increasing the number of comparison conditic
is greater ability to detect subtle differences in band patterns—for this purpos
the more lanes that use the sapmemer combination, the better. However,
more comparisons means more work. A further way to improve your yield i
to compare states that differ as muwah possible, within th&amework of
your experiment. For example, pick a larger dose of a gene-inducing drt
rather than a smaller dose. It is easier to have many differentially express
genes and examine the subtleties of their expression in subsequent scre
rather than have too few.

The next issue is how many FPICR reactions to ruper condition (for
a given primer combination). This should generally be a minimum of four
in order to avoid a high rate of false-positives. It is a good idea to perfort
separate RT reactions from distinct animals’ RNA in each condition—tha
way the chance of any particular individual differences in mMRNA expressio
leading to a “false positive” result is minimized. This is particularly important
when working with a genetically out-bred animal strain (e.g., several lines c
lab rats). Each RT reaction should be used for duplicate PCR reactions (be
pattern differences between these duplicates is a sure sign of contaminatior
some other procedural problem).

Another tradeoff involves the stringency at which the PCR is performed. Th
key parameter is the annealing temperature in teefiiw PCR cycles, which
effectively determines how many bases in the upstream primer are requir
to match the target cDNAs before extension can take ptaedNfte 1). The
lower the temperature, the more cDNAs will bind the primer and the mor
bands will be generated in each lane. As this number increases, it becon
harder to detect differences in a particular band, and also increases the che
that nondifferentially expressed cDNAs will be also be excised and reauplifi
potentially yielding “false-positives” and requiring subcloning to separate
them from the intended target. On the other hand, a small number of bands
lane indicates that few mRNAs are being sampled, and therefore presuma
increases the number of primer combinations required.

This primer combination number is one of the major determinates of the tirr
required for a DDPCR experiment. If there are lots of differentially expresse
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genes appearing in the screen, the DDPCR experiment can be stopped &
just a few primers’ worth of gels (perhaps 1-2 mo work, including the initia
setup time) and attention focused on the often morecdlifftask of trying

to understand the sigrifince of the found genes. In other experiments there
will be few or no differentially epressed genes found in the initial primer
combinations. There is a gradually diminishing rate of return with increasin
numbers of gels, as each primer combination does not sample a distinct mRI
population. DDPCR cannot be used to prove that there is no mRNA differen
between two conditions, as there is no way of ensuring 100% coverage of t
MRNA populations. In my experience, the use of about 50 upstream prime
with each of the three anchored primers yielded about half of the genes tt
were previously known to be altered, and therefore presumably sampled ab
half of the expressed mRNAs. It is worth emphasizing that DDPCR is nc
a good technique for assessing changes in certain spéaefiscripts—if
something is known about the gene some other strategy (perhaps degene
PCR) is a better choice.

DDPCR can be performed with little more equipment than a thermal cycle
and a standard sequencing gel box. However, a higher quality gel appara
such as the Genomyx-LR, although expenscan be highly cost-effective
because of improved data quality. The main advantage is that it allows DDPC
to obtain larger cDNA fragments (up to 2 kb, as compared with up to 0.6 kb c
a standard rig). This can greatly reduce the amount of work required to obte
the full-length sequence of the differentially expressed mRNA. Although thi:
has become somewhat less critical in an era of fully sequenced genomes, s
equipment is still generally worth obtaining if saféint funds are available.

Finally, a key consideration is the means that will be used torcouii-
ferential expression. Many who perform DDPCRfthat this step is more time
consuming than therfgerprinting procedures; it is therefore essential that it
should be as streamlined as possible. In principle, any standard method car
used, including Northern blots, reverse Northerns (dot-blots), RT-PCR, nuclea
protection assays, amsitu hybridization; the choice of method is guided by the
amounts of RNA available, location of brain structure, and which technique
are already routinely performed in the laboratory. In practice, Northern blot
are generally a poor choice, because they require substantial amounts of RI
are time consuming, and have poor sensitivity. They are primarily useful fc
establishing the size of the full-length mRMNA&er differential expression has
been confimed. For studies examining the striatumgsitu hybridization is
usually the preferred method for canfation screening, because it is sensitive
and because so many [z sections can be taken through a single striatum
More than one animal should be used for camdiion screening, and if at all
possible these particular animals should themselves be rroedli (e.g., by
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hybridizing a probe for a known differentially expressed gene). The condition
used for the confination screen should naturally include those used for DDPCR
but it may be useful to add conditions. For example, if the DDPCR screen ass:
changes 1 h following a drug injection, the screen might include baseline, 1-
and 2-h timepoints. DDPCR is very sensitive, and changes that are barely visil
by in situ may be clearer under slightly altered circumstances.

2. Materials

An RNase-free working environmeseg¢ Note 2).
—80°C, —20°C Freezers.
Ice buckets, ice, dry ice.
Thermal cycler with hot tofpreferably one that can tale96-well plate of
0.2-mL tubes).
96-Well PCR plates of 0.2-mL thin-wall tubes, with mat-style sealing lids.
Apparatus for running small-medium sized (e.g., 10 cm) agarose gels (Ov
Scientific).
7. Apparatus for running large polyacrylamide sequencing gels (preferably Gen
myx-LR or equivalent).
8. Gel dryer and large sheets dtieii paper (if not using Genomyx-LR).
9. (Optional) Small benchtop centrifuge for touch-spinning 0.2-mL tubes/tube strips
10. (Optional) Large benchtop centrifuge with adaptor for spinning 96-well PCF
plates.
11. Small vortex mixer.
12. Pipetters: L, 204uL, 2004uL, and 1-mL.
13. RNase-free, DNA-free, aerosol-block pipet tips for above.
14. Multichannel pipetter: 0.5-3l. x 8 channels (may be different depending on
experimental design).
15. Repeater pipetter (e.g., Eppendorf) for dispensing 2pR@0iquots with sterile
tips (Eppendorf Combitip Plus).
16. (Optional) Multichannel Hamilton syringe for loading sequencing gels.
17. DNase | (must be RNase-free; RQ1 DNase | from Promega).
18. RNasin RNase-inhibitor (Promega; RNase inhibitors from other companies al:
work well, e.g., Epicentre).
19. MMLV reverse transcriptase (Promega or others).
20. Taq DNA polymerase (any major supplier).
21. Deoxyribonucleoside triphosphates (ANTPs)2MBCR grade).
22. Expand High Fidelity DNA polymerase blend (Roche).
23. [0-33P]dATP (e.g., New England Nuclear cat. no. NEG612H, stable at 4°C).
24. Radioactive waste bucket.
25. 5X DNA loading dye (standard bromophenol blue/xylene cyanol).
26. Kodak BioMax MR fm (same size as DDPCR gel).
27. Visible light box for examining DDPCRI(fis.
28. Ethidium bromide (EtBr).

PwbdP
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29. UV light box, camera for visualizing EtBr-stained agarose gels.
30. Scalpel with disposable blades.
31. Primers:
Primer sets can be ordered commercially (Genomyx or GenHunter) or custor
ordered. A set of custom primers might include:
One-base anchored primers:
GGGCGAAGCT TTTTTTTTTTA
GGGCGAAGCT TTTTTTTTTTC
GGGCGAAGCT TTTTTTTTTT G
Upstream “random” primers of the form:
GACAC TATAG AATTCNNNNN NN, whereN is any base.
(As a starting point, try GTTGTGC, AACGAGG, TCTCTGG, and
TGGTCAG)
Reampliftation primers:
Downstream: CGCGC GTAAT ACGAC TCACT ATAGG GCGAA GCTTT
TTTTTTTT
Upstream: CATAC GATTT AGGTG ACACT ATAGA ATTC
(These reamplifiation primers complete the T7, SP6 RNA polymerase sites
on either side of the reampéfi DDPCR fragment).

3. Methods
3.1. RNA Extraction

Total RNA can be extracted using any of a variety of standard methods. It
not necessary to extract further only the poly(@RNA) component, but it is
important to obtain high-quality (i.e., undegraded) RNA. The RNA should als
be treated with RNase-free DNase | to remove any DNA contaminagen (
Notes3 and4). Run 0.5 or Jug of RNA per sample in a simple (nondenaturing)
agarose/ethidium bromide gel to confithat the RNA is undegradeHig. 2).
This gel also confins that the relative amounts of RNA in each sample are
even (accurate quantitation), and should be performed immediately before t
reverse transcription reactions.

3.2. RT Reactions
(Total of 20uL; can be scaled up or down by a factor of 2.)
1. Assemble all components on icegNotes 5 and6).

RT Mix: (per reaction) (example: 27 reactions-worth)
H,O 6.9uL 186.3puL
5X RT buffer 4.0uL 108puL
dNTP (250uM) 1.6 L 43.2pL
DTT (0.1M) 2.0pL 54 pL
RNasin 0.5uL 13.5uL

Total 15uL



200 Berke

Fig. 2. RNA quality check before starting RT reactions. These are striatal RN/
samples from eight different rats, extracted using TriReagent and treated with DNast
The 28S and 18S ribosomal bands should be clearly visible, the background mR?
smear should be of similar size to the rRNA bands, and there should be little or |
lane-to-lane variation.

2. For each RNA sample, there will be three RT reactions—one for each of the thr
anchored 3primers (“A,” “C,” “G"). In each 0.2-mL tube, add the appropriate RT
primer (2uL of 2 uM), 0.2ug of RNA, and HO to 4pL total. Then add 1pL
of RT mix, vortex-mix, touch-spin, and immediately place into a preheatec
(65°C) thermal cycler. Start following program: 65°C for 5 min, 37°C for 60
min, 95°C for 5 min,— 4°C. After 10 min of the 37°C period, carefully add 1
uL of the RT enzyme directly into each reaction, then rapidly pipet up and dow
a few times to mix gee Note 7). RT products are best used immediately, but
can also be frozen (at —20°C) and reused for several weeks. Depending on y«
experimental design, there will generally be enough cDNA for four or more
sets of PCR reactions.
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3.3. PCR Reactions
(Total of 11.1uL; this works as well as 20L but is less expensive.)

1. Assemble all components on ice.

2. It is essential that all the PCR reactions using a given primer combination |
as identical as possible in their preparation and composition (except for tf
distinct cDNA templates). For each primer combination make up a mix of the
primers and all common components; once these mixes have been distribu
to individual wells, the RT products are added to initiate the PCR reactiol
(see Note 8). For example, the following array of 96 reactions might compare
four conditions, each with three downstream primers (“A,” “C,” “G”) and two
upstream primers (“1,” “2”) gee Notes 9 and 10). Each row will receive the
products of a distinct RT reaction. The products of the 96 PCR reactions can
run on two 48-lane gels, one for each upstream primer.

Al A1 C1 Cl1 Gl Gl A2 A2 C2 C2 G2 G2
Al A1 C1 Cl1 Gl Gl A2 A2 C2 C2 G2 G2
Al A1 C1 Cl1 Gl Gl A2 A2 C2 C2 G2 G2
Al A1 C1 Cl1 Gl Gl A2 A2 C2 C2 G2 G2
Al A1 C1 Cl1 Gl Gl A2 A2 C2 C2 G2 G2
Al A1 C1 Cl1 Gl Gl A2 A2 C2 C2 G2 G2
Al A1 C1 Cl1 Gl Gl A2 A2 C2 C2 G2 G2
Al A1 C1 Cl1 Gl Gl A2 A2 C2 C2 G2 G2

In this example, make up six mixes (“Al, A2, C1, C2, G1, G2"), each as follows

(see Note 11):
PCR mix 18 reactions-worth
H,O 99.5uL
10X PCR buffer 20uL
dNTP (25QuM) 16uL
5 Primer (“1” or “27), 2uM 20uL
3 Primer (“A,” “C,” or “G”"), 2 pM 20uL
[0-33P]dATP 2.5uL
Taq polymerase 2puL
Total 180uL

3. Vortex each mix well and touch-spin. For each mix, pipet oytllihto the
appropriate wells of the PCR plate (as in the preceding chart). Once all the mix
have been aliquoted out, use the multichannel pipetter to transfdr frdm the
eight-well strips of RT reactions to the appropriate columns of the PCR plate (i.€
the RT rxns that used the “A” downstream primer are used in the “A” columns ii
the figure) 6ee Note 12). Pipet up and down a few times to mix.
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Place the PCR plate in a preheated (94°C) thermal cycler and immediate
commence the following sequence:

94°C, 2 min; 4 cycles of {94°C, 15 s, 40°C, 4 min, 72°C, 3 min}; 29 cycles
of {92°C, 15 s, 55°C, Inin, 72°C, 1.5 min + %/cycle}; 68°C, 5 min, 4°C
hold (see Note 13).

Once the PCR is complete, add gL5of 5X DNA loading dye directly to each
sample in the PCR plate. Samples can be stored at 4°C for up to a week, althol
ideally they are run in the gel immediately.

3.4. Gel Electrophoresis

1.

Set up a large denaturing polyacrylamide sequencing-style gel, following th
instructions of the manufacturer. Typically 6% polyacrylamide gels are use
(4.5% for Genomyx-LR). If using a multichannel syringe or pipet for gel loading,
use a gel comb with appropriate spacing (i.e., half of microtiter spacing, so th
PCR duplicates from adjacent columns in the PCR plate are run side by side
Once gel idully set and ready to load, denature samples by heating at 94°C fc
2 min, then load 1.5-2 5L per lane (depending on the width of each lane) and
apply the voltageste Notes 14 and15).

After the gel has run, carefully separate the glass plates. If using a conventiol
sequencing rig, transfer the gel ttdfi paper and dry using afibed vacuum gel
dryer. If using Genomyx-LR, dry the gel directly onto the glass plate and was
thoroughly and repeatedly with water, and allow to dry.

Once the gel is dried, you'll need to make spots on the gel that will be picked t
on the fim and used to accurately align the two together after ideatidin of
differentially expressed bands. “Radioactive ink” can be easily made by mixin
standard DNA loading dye with any convenient radioactive source (an olde
vial of [33P]dATP that has lost too much activity to be useful for the DDPCR
reaction itself is perfect). Mark each corner of the gel with one to three sma
spots of this inkgee Note 16).

. Allow the ink to dry, then in a dark room oppose the gel to the appropriate sic

of the fim and sandwich both tightlyeween glass plates. Typical exposure
time is overnight to 2 dsée Note 17).

Inspect the fiin carefully on a light table, band by barsdgFig. 3 andNote 18).

If a particular band is of interest, use a needle or thumbtack to punch a sm:
hole through the liin, on either side of the bantflark out just one lane for

a given band. This will provide plenty of DNA for reammliftion, and leave
backups in case of a problem.

Realign the fin with the dried gel, and use a sharp pencil to poke through the
holes and make small marks on the gel.

Remove thelfin, and with a scalpel blade carefully scrape a narrow strip of driec
gel off the glass plate and into a PCR tube (if your gel is dried dmeogdaper,
carefully slice through it, removing distle extraneous paper as possible). If
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Fig. 3. A portion of an example DDPCRnfi On left, RNA fingerprints arising
from a single primer combination, with four comparison conditions. Each conditiot
is represented by four adjacent lanes (2 anima®lsPCR duplicates). Onight,
magnifcation of two regions of thelffin indicating drug-induced genes in the striatum
(condition 3; for detailssee ref. 2). Note that pairs of lanes often seem to show
changes in band density—hence the importance of using multiple RNA sources f
each condition to avoid excessive false positives.
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desired, the accuracy of the band cut can be checked by reexposing the remair
of dried gel to fm.

3.5. Reamplification
1. Reampliftation reaction components are as folloges (Note 19):

H,O 21.2uL
10X Expand HiFi standard buffer 4.0uL
dNTP (25QuM) 6.4uL
Upstream reamp primer (@) 4.0uL
Downstream reamp primer (1) 4.0uL

Expand High Fidelity polymerase 0.4puL
(40 L total per reaction)

2. The reampliftation primers are designed to work with bands generated usin
any combination of DDPCR primers. Therefore a single mix casfifor all
reamplifcation reactions. Add 10% extra to compensate for pipetting losses. Ad
40 L of this mix directly into each PCR tube containing a dried gel fragment
and place in a preheated thermal cycler. Start the following program: 95°C
2 min; 40 cycles of {92°C, 15 s; 60°C, 5 s, 72°C, 2 min + 2 s/cycle}; 68°C,
7 min; 4°C, hold.

3. When completed, add 1L of 5X DNA loading dye to each of the PCR tubes,
and mix by pipetting up and down. Run |20 from each tube on a standard 1%
agarose-EtBr gel, including a (nonradioactive) DNA ladder in a spare lane. Tak
a picture of the resulting bands on a UV light box, and compare their sizes |
those on the DDPCR gel. Cut out the succesfully reamglifands and purify
the DNA (see Notes 20 and21).

3.6. Confirming Differential Expression

At this stage, the DNA can be directly used as a template for generatir
an antisense RNA probe (by in vitro transcription using T7 polymerase) ar
differential expression comfned byin situ hybridization, using standard
protocols. This is the preferred approach if your DDPGRsfshow signifiant
separation between bands. If the DDPCR bands are packed tightly togethel
will be hard to cut out a single baadkanly (and a single position on the gel may
well contain a mixture of cDNA specie#).this situation, subclone the reampli-
fied DNA by ligation into a standard vector with antibiotic resistasee (
Note 22), transform competent cells, grow on an agar/antibiotic plate overnigh
pick colonies (eight colonies is usually enough), grow up a few milliliters
of culture overnight, and perform minipreps. If you have access to a mas
sequencing facility, sequence all the minipreps; otherwise try usinggherfe
to confrm differential expression and proceed from theee KNote 23).
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3.7. After DDPCR

Once differential expression has been comdid, sequence the cDNA if you
have not already done so (well-isolated cDNAs can be directly cycle sequenc
using the T7, SP6 sites or custom primers; alternatively, subclone and obt:
minipreps as described earlier). Isolate the portion of the sequence that
not vector or primer and comparetd a public resource such as GenBank
(www.ncbi.nlm.nih.gov). The cDNA may match a gene that is already know
to have differential expression (from other experiments or because it alrea
showed up earlier in the DDPCR experiment). In such cases, be sure to che
carefully that the sequences match along their full length—DDPCR can tul
up novel or unexpected splice variants that may have important function
roles. For this reason it is also a good idea to perform a Northern blot, with :
RNA ladder (e.g., Ambion), to establish the full-length size of mMRNAs whose
differential expression has been comiéd Gee Note 24). If the gene is novel or
poorly characterized, the next step is to obtain the sequence of the full-lenc
MRNA sequence. This can often be obtained directly from an establishe
GenBank entry; if not, often the sequence can be inferred by assembly frc
many GenBank EST (expressed sequence tag) sequences. Barring that, if
genomic sequence is known, a number of PCR primers can be designed :
used for RT-PCR in combination with PCR primers antisense to'teadb
of the DDPCR sequence (this is a quick but hit-and-miss approach). Finall
the remainder of the mRNA sequence can be obtained “the hard way"—i
performing rapid amplifiation of cDNA ends (RACE; e.@) or by screening
cDNA libraries for clones that contain the DDPCR fragmeet Kote 25).

4. Notes

1. It is only the bases at theeéhd of the primer that participate in the annealing
to the cDNA population. Some investigators have found that it is desirable t
have C or G bases, which form more stable bonds than A or T bases, in the m
3' one or two positions.

2. Itis essential to avoid RNase contamination during the initial stages of the proc
dure, and widespread DNA contamination thereafter. If you are already routine
performing successful Northern blots, your materials-handling techniques at
probably fne. Otherwise, follow the following steps. Keep all compoundgls]
and so forth used in RNA handling separate from other lab materials and hanc
them only while wearing gloves. Any solutions, buffers, and so forth shoulc
either be prepurchased in sealed, RNase-free form, or made up with dieth
pyrocarbonate (DEPC)-treated,®. The source of water used in RT-PCR is
particularly important—unfortunately, nuclease-free water provided by differen
manufacturers can give variable results. Find a water source that works al
use it consistently. Use RNase-free pipps with an aerosol blockingltér.
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Before starting an RT or PCR procedure, clean off your benchtop and pipette
throughly (solutions such as RNase-ZAP from Ambion can be helpful). During
all procedures, use a different pipet tip each time you draw off any enzyme
RNA, to avoid cross-contamination. Because PCR is so sensitive, if practical it
best to keep the products of PCR reactions in a different refridgerator or freez
from PCR primers, buffers, and so forth.

When working with rodent brains, following decapitation | rapidly dissect out
striatum on an ice-cold surface (e.g., roughened, up-ended culture plate in an
bucket), then immediately place the tissue into a prechilled microcentrifuge tub
sitting in dry ice. When all samples were collected they are placed in a —80°
freezer. RNA extraction (which can be weeks or even months later) involves rap
homogenization in a guanidine thiocyanate based solution, such as TriReage
(Molecular Research Center, Inc.). It can be helpful to include a coprecipitar
(e.g., Microcarrier TR, Molecular Research), especially if working with a smallel
amount of RNA. Follow the manufacturer’s protocol for RNA isolation, redissolve
RNA in DEPC-treated D (e.g., 5QuL for one rat striatum’s worth of RNA). Do
not allow the RNA pellet to dry completely before adding DEPC-treated watel
or it will be very difficult to dissolve; incubation in a warm (58°C) shaking
incubator (thermomixer) can help. Place in a 37°C bath or incubator and remo
any DNA by adding to each 5@- sample the following: 0.pL of RNasin,
5.7uL of 10X DNAse buffer, and iL of DNase I. Incubate for 1 h, then remove
the enzyme followed by phenol-chloroform: {3, chloroform extractions (the
Phase-Lock Gel | tubes provided by FivePrime-ThreePrime Inc. are useful fc
awiding waste and contamination during these extractions). Precipitate out RN
by adding 5uL of 3 M sodium acetate and 2% of ethanol and placing on
dry ice for 30—60 min followed by cold centrifugation at high speed (18,000
or more, 15 min). Carefully remove supernatant, wash with 70% ethanol, allo\
pellet to drybriefly (until all visible liquid is gone; this time, redissolve RNA
in a smaller volume (10-20L for a rat striatum), then carefully measure RNA
concentration in duplicate with a spectrophotometer. Thg/A,g, ratio of

the RNA should be approx 1.8 or higher. Avoid repeated freeze—thawing of yot
RNA samples, so if the same samples will be used many times, adjust ea
of the samples to the same concentration (preferalpig/dL or higher) with
DEPC-treated water and split into aliquots before freezing at —80°C.

In some experimental designs a test can be performed at this stage to ensure
the animal(s) exhibited the desired genetic response. For example, if it is alrea
known that gene X is induced by a drug at a particular timepoint, and the obje
of the DDPCR experiment is tafl other genes that respond in a similar fashion,
the extracted RNA could be used for a Northern blot to ensure that gene X is
fact being induced in these particular samples. Although this creates extra wol
RNA from a given rat striatum can be used for months of DDPCR gels, so it i
often worth confiming that you are not wasting your time.
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5.

10.

11.

12.

13.

14.

It is usually most convenient to use a full ice bucket as a work surface. Mar
kinds of pipet tips come prearrayed in microtiter racks; the tops of these racl
can be detached and used to keep strips of 0.2-mL tubes or 96-well PCR pla
chilled on the ice surface. If you have a thermal cycler that accepts 0.2-mL tube
it can be convenient to assemble the RT reactions in strips 0f28mL attached
tubes with individual lids.

Remember to make enough mix to compensate for pipetting losses; for exampg
if using three RT primers and eight comparison animals (24 combinations), mal
up a 27-reaction mix.

It is also possible to try slightly higher temperatures than 37°C toward the er
of the RT reaction. At higher temperatures (e.g., 42 or 45°C) the enzyme wi
be degraded faster but there will be less secondary structure in the mRNA,; su
secondary structure may impede the enzyme and cause some cDNA transcri
to be truncated. At the end of the RT reaction some protocols call for a brie
incubation with RNase H, to remove the RNA from the newly formed cDNA.
However, omitting this step does not seem to make a substantial difference.

It is usually convenient to make up one “supermix,” which lacks primers, an
split it into submix tubes to which specifoirimers have been added.

If you're only comparing two conditions with two animals/condition, you could
use four upstream primers/96-well plate (each upstream primer would be us
in a 4x 6 well quadrant).

Remember to mark, snip, or otherwise indicate which is the top left corner of tt
PCR plate; otherwise you may turn it through 180° by mistake.

33p is vastly superior t&°S for DDPCR 3°S requires longer gel exposure times,
but more importantly forms volatile products during DDPCR that contaminate
the thermal cycler and potentially the rest of the laboratory.

With a large number of components to be added to speeifibinations of PCR
tubes, it is easy to make a time-consuming and expensive mistake—for examp
adding RT reactions to the eighth column when the seventh was intended.
help avoid this, it helps to use a marker pen to divide the PCR plate visuall
into halves or thirds. Starting with a fresh array of 96 pipet tips and using th
missing tips as a visual guide to which corresponding tubes have been alrea
worked on is also useful.

This protocol is designed to generate DDPCR products of up to 2 kb, whic
can be resolved on a Genomyx sequencer; if using a conventional metal-back
sequencing gel apparatus, the polymerase extension times (the 72°C perio
can be substantially shortened.

It is a very good idea to label radioactively a DNA ladder (e.g., 100-basepa
(bp) ladder from Gibco) by standard methods (e.g., T4 polynucleotide kinas
with [y-33P]ATP) and run it alongside the DDPCR products. This will allow a
reasonable estimate of band size, so that problems with reaatpifi can be
more readily noticed.
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15.

16.

17.

18.

19.

20.

21.

22.

23.

24.
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For Genomyx-LR, the following program works well: 16 h at 1000 V, 50°C (with
a 4.5% HR-1000 gel, 340m thick). This allows visualization of cDNAs ranging

in size from approx 400 bp to 2 kb. If desired, the same DDPCR products cc
also be run on a shorter duration gel, to allow the shorter cDNAs to also be se
(see manufacturer’s instructions).

It is useful to make ddrent shapes anumbers of spots omach corner, to
prevent confusion over orientation. | also use the radioactive ink to indicate th
name and date of each gel, further reducing the chance of errors.

Rassing a Geiger cmter over thesurface of the driegel can (witha little
experience) serve as a good guide to an appropriate exposure time.

Various problems may contribute to a DDPCR band pattern that is unreadable
the pattern is highly variable from one lane to the next, that may indicate th:
uneven pipetting caused variable reaction conditions. When using the multicha
nel pipet to add RT products to the PCR plate, visually inspectutidelévels
each time; loosetfing pipet tips can cause variability. Contamination can also
cause problems. Keep your work area and equipment very clean, and unwr
new boxes of presterilized RNase- and DNA-free pipet tips each time. You ma
also fnd it useful to expose your pipetters to UV light (e.g., in a Stratalinker
or specialized PCR work area) for 10—-15 min immediately before commencin
the RT or PCR procedure.

Taq polymerase is not a very accurate enzyme. Therefore, when reamplifyin
bands it is better to limit the number of sequence errors introduced by using
more accurate polymerase blend such as Expand High-Fidelity (Roche), whic
is also more reliable tharag at reamplifying bands larger than 1 kb. Such more
accurate enzymes can also be used for the main DDPCR reactions, but the e
expense may not be worthwhile.

Keep the exposure of the DNA to the UV light as short as possible. A hand-hel
low-power UV bulb is best when actually cutting bands.

Any standard method can be used to purify the DNA. | prefer the rapid Supel
columns (Supelco EtBr-, available from Sigma) which remove the EtBr and leav
the DNA ready for subcloning or in vitro transcription of RNA probes.
Forsubcloning | have used either pCRII-TOPO (Invitrogen), which readily
accepts PCR products in random orientation, or pGEM-7z for directional clonin
(after restriction digest of PCR products witoRI andHindllIl).

Anunusual phenomenon that occasionally arises is that followirsjtu
hybridization the sections are intensely and uniformly stained black. One wa
this can occur is if there is a repetitive element in the cDNA sequence, that bin
to a large number of genes. If sequencing of the clone indicates such an eleme
design oligonucleotide probes that match a nonrepetitive part of the sequen
and use that to comfin differential expression.

Although the DDPCR technique is intled to produce bands corresponding
to 3 ends of expressed mRNAs, the anchored primers used for the rever
transcription reaction can also readily bind to any sigguifi string of adenosine
bases—sometimes even if there is a mismatch or two. For that reason, it cani
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be assumed that a gene fragment found using DDPCR is at émal ®f the
expressed mRNA, or that two distinct DDPCR fragments with nonoverlapping
sequence come from distinct genes.

25. If screening a cDNA library, it is a good idea to pick or make one from a tissu
that is likely to have reasonable representation of your mRNA (especially if i
has low baseline expression in the tissue of interest). It may be helpful to perfor
a multiple-tissue Northern blotrét; for examplejnteresting brain genes are
often highly expressed in testis.
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Semiquantitative Real-Time PCR for Analysis
of MRNA Levels

Stephen J. Walker, Travis J. Worst, and Kent E. Vrana

1. Introduction

The reverse transcription-polymerase chain reaction (RT-PCR) has become
a standard tool in gene expression analysis studies (1,2). Starting with a
very small amount of material (usually total RNA), the investigator is able
to copy the RNA by reverse transcription (RT) to produce single-stranded,
complementary DNA (also known as first-strand cDNA). The cDNA, whichis
much less prone to degradation than RNA, can then be amplified by PCR and
guantified to determine the relative abundance of expressed genes within and
between sample groups. Two of the most common uses of this technology
in the field of drug abuse are: (1) to compare relative or absolute levels of
expression of genes between control and treatment groups or, more recently, (2)
for confirmation of gene expression (MRNA) changes identified in a primary
screen (e.g., hybridization array analysis). The great utility of the technique
is that if one has access to a real-time PCR thermocycler and is interested
in comparing relative mRNA levels, the experiments are neither difficult nor
expensive to perform. Indeed, attempts to be absolutely quantitative provide
a very significant set of technical concerns (1) that are not the subject of the
present discussion.

Quantitative PCR is one way to document changesin RNA or protein levels.
In astudy that compared several techniques—semiquantitative noncompetitive
RT-PCR, Northern blot analysis, and enzyme-linked immunosorbent assay
(ELI1SA)—results showed that all the methods detected, qualitatively, the same
differencesin gene expression and in exactly the same order (3). Moreover, the
authors of that study concluded that real-time kinetic RT-PCR offers severa

From: Methods in Molecular Medicine, vol. 79: Drugs of Abuse: Neurological Reviews and Protocols
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distinct advantages, namely: (1) increased sensitivity to measure baseline
MRNA levels in unstimulated samples; (2) the lowest interassay variability
of al the techniques investigated; and (3) this method eliminates the need to
perform post-PCR manipulations because PCR product identification (i.e.,
a single product with a single T,,) can be accomplished at the same time by
melting curve analysis.

Semiquantitative real-time RT-PCR involves multiple individual steps.
These include: (1) preparation of RNA; (2) first strand DNA synthesis (CDNA
production); (3) optimization of reaction conditions (primer concentration,
TS, €tc.); (4) the kinetic real-time PCR; and (5) data analysis. By using
examples from an experimental series performed to validate results from an
array experiment, each of these steps is discussed in the context of real-time
PCR using an ABI 7000 instrument and SYBR Green dye for detection.

2. Materials
2.1. Reagents (see Note 1)

1. Source of RNA (tissue, cell culture, etc.).
2. RNA extraction reagent: TRI Reagent (Molecular Research Center, Inc., Cincin-
nati, Ohio).

3. Nuclease-free water (Promega Corp., Madison, WI).

4. Agarose.

5. 50X Tris—acetate buffer (TAE): 242 g of Tris base, 57.1 mL of glacial acetic acid,

and 100 mL of 0.5 M EDTA, pH 8.0. Bring to afinal volume of 1 L with dH,O.

6. 5X Tris-borate buffer (TBE): 54 g of Tris base, 27.5 g boric acid, and 20 mL of

0.5M EDTA, pH 8.0. Bring to afinal volume of 1 L with dH,O (4). A precipitate

forms when concentrated solutions of TBE are stored for long periods of time.

Discard any stock solution that contains precipitate.

Ethidium bromide.

Formamide.

Formaldehyde.

10. Bromophenol blue.

11. 10X 3-(N-morpholino)Propanesulfonic acid (MOPS) buffer: purchased from
Invitrogene (Life Technologies, Carlsbad, CA) asa 10X stock solution (4).

12. Reverse transcriptase: Omniscript RT kit (Qiagen, Valencia, CA).

13. DNasel (optional; GeneHunter Corp., Nashville, TN).

14. Oligonucleotide primers (Integrated DNA Technologies, Carlsbad, CA).

15. Optically clear PCR tubes and/or 96-well plates (Applied Biosystems, Foster
City, CA).

16. QuantiTect SYBR Green PCR kit (Qiagen, Valencia, CA) containing: Taq
polymerase, SY BR Green PCR buffer, deoxyribonucleoside triphosphate (ANTP)
miX, SYBR Green, ROX (passive reference dye), and 5 mM MgCl,.

© o N
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2.2. Equipment and Supplies

. Agarose gel apparatus and power supply.

. Light box (with UV lamp).

. Gel-documentation workstation (Alpha Innotech, San Leandro. CA).

. Spectrophotometer (with UV lamp).

. Thermocycler (for reverse transcription reactions).

. Water bath(s).

. Real-time PCR thermocycler. Some examples: ABI Prism® 7000 Sequence
Detection System (Applied Biosystems, Foster City, CA), iCycler (Bio-Rad,
Hercules, CA), Smart Cycler System (Cephid, Sunnyvale, CA), or LightCycler
System (Roche Molecular Biochemicals Indianapolis, IN).

No g~ wNPRE

2.3. Software

1. Adobe Photoshop Image capture (San Jose CA).

2. RNA guantitation (TINA, Raytest, Wilmington, NC; helpful but not absolutely
necessary).

3. Primer design: ABI Prism® Primer Express™ from Applied Biosystems; or
Primer3 from the Whitehead Institute at MIT (http://www.genome.wi.mit.edu/
genome_software/other/primer3.html).

4. Kinetic real-time PCR sequence detection and analysis (ABI Prism® 7000
supplied by Applied Biosystems).

3. Methods

The methods outlined in this subheading describe a typical experimental
series using RNA isolated from brain regions of experimental animals, and
then assayed using the ABI 7000 thermocycler (other real-time instruments,
e.g., ABI's 7700, the Bio-Rad iCycler, or Roche LightCycler can also be used
for kinetic real-time PCR). This particular platform is chosen for discussion
because the authors have this instrument on-site, and have experience of using
it (see Note 2).

3.1. RNA Preparation

The single most important factor in the ability to generate quality results
from a quantitative real-time PCR experiment, assuming a valid experimental
design for the generation of “control” and “treated” samples, isthe preparation
and use of high-quality RNA. Total RNA (or mRNA) can be reliably and
repeatedly generated from any number of biological samples including whole
blood, tissues (e.g., brain, liver, etc.), and cells in culture. In this subheading,
we discuss the isolation and assay of total RNA from brain tissue.
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3.1.1. Tissue Dissection

The most reliable preparations of RNA come from tissue samples that have
been rapidly dissected and “flash-frozen” in liquid nitrogen. Because brain
regions are not absolutely discrete, it isbest to have the sameindividual perform
the dissections on all samplesfor agiven experiment (and any subsequent repeat
experiments) to ensure uniformity in sample collection. Once the whole brain
has been removed from an animal’s skull, and working as rapidly as possible,
individual brain regions are dissected and immediately put into prelabeled/tared
tubes. The samples in the pretared tubes are then reweighed, without thawing,
and dropped into liquid nitrogen. Tissue collected and frozen in thisfashion can
then be stored for extended periods of time at —-80°C until use.

3.1.2. Creating a Tissue Powder

Tissue that has been previously dissected and stored frozen at —80°C can
be readied for use by the creation of a tissue powder under liquid nitrogen.
Such a powder represents a homogeneous mixture consisting of all of the cell
types originally present in that tissue sample. At the same time, aliquots of
this preparation can be removed and diverted to quite distinct assay protocols
(DNA arrays, RT-PCR, Western blots, etc.) without concern for differentially
analyzing distinct subregions.

1. A stainless steel mortar and pestleis chilled on dry ice.

2. The frozen tissue “block” is placed in the mortar and covered with liquid
nitrogen. The sample is then ground to a fine powder (keeping it covered with
liquid nitrogen at all times). The frozen powder at the bottom of the bowl! can
be retrieved with a (prechilled) stainless steel spatula and quickly deposited into
prechilled, preweighed cryovials.

3. In our experiments, half of the tissue is routinely placed into each of two tubes:
one to be used for RNA extraction and the other for protein preparation.

4. The tubes containing tissue are quickly reweighed (without thawing) and
immediately stored at —80°C.

3.1.3. Extracting RNA

RNA is extracted from frozen tissue powder using a modification of the
single-step method originally developed by Chomczynski and Sacchi (5,6).
Of the variety of commercially available reagents, this laboratory routinely
uses TRI Reagent (see Note 3). This reagent combines phenol and guanidine
isothiocyanate in a monophase solution for the effective inhibition of RNase
activity during cell lysis. Following addition of TRI Reagent to the tissue
powder and the resulting cell lysis (via sonication), the homogenateis separated
into agueous and organic phases by the addition of the nontoxic organic



Real-Time PCR in Drug Abuse Research 215
A B

Fig. 1. RNA qudlification. (A) Poor quality RNA on the left, showing little differ-
ence in 28S (top) and 18S (bottom) band intensities, and broad bands, and smearing
between bands. Compare this with the lane on the right; note that the 28S intensity is
approximately twice that of the 18S. It should be noted that many laboratories might
consider the RNA on the left to be acceptable, whereas this laboratory has had the
greatest success using RNA of the quality on the right. (B) Good quality total RNA
showing the 18S band at half theintensity of the 28S band and sharp bands. In addition,
these two samples were loaded at approximately equal concentrations which has been
confirmed by the gel electrophoresis.

compound bromochloropropane (alternatively, chloroform may be used). RNA
is precipitated from the aqueous (upper) phase with isopropanol. Following
a washing step in 75% ethanol, the final RNA pellet is dried (by inverting
the tube for 5-15 min at room temperature) and resuspended in nuclease-free
water. The step-by-step protocol is provided with the commercial product and
can be followed essentially as written.

3.1.4. RNA Quality and Quantity Determination

Quantity and relative quality of RNA can be determined spectrophoto-
metrically by diluting an aliquot in TE buffer and measuring the absorbance at
260 and 280 nm. High-quality RNA should have an A,g/A 55, ratio of 1.9-2.0
and one can expect to obtain a yield of 1-1.5 pg RNA/mg of brain tissue.
Although the A ,60/A g, ratio is agood relative measure of purity, it is essential
to resolve an aliquot (0.5-1.0 pg) of the RNA on a denaturing 1% agarose
gel to verify the presence of two distinct bands (representing the predominant
28S and 18S RNA species; they should be present in a quantitative ratio of
approx 2:1) and the lack of degraded (occurs as a smear) RNA. Figure 1
depictsahigh-quality RNA sample and asamplethat contains a modest amount
of degradation. The next generation analysis platform for validating RNA



216 Walker et al.

quality istypified by the Agilent 2100 Bioanalyzer Automated Analysis System
(Agilent Technologies). This instrument provides for automated analysis of
RNA with high sensitivity and small sample volume (aslittle as 5 ng/pL).

3.1.5. Protocol for Formaldehyde Denaturing Agarose Gel Electrophoresis

1. Prepare a denaturing mix: 200 pL of formamide, 30 uL of 10X MOPS buffer,
80 pL of formaldehyde, and 15 pL of a 1 mg/mL solution of ethidium bromide
(exercise caution and wear gloves when handling ethidium bromide, a potent
mutagen).

2. Combine RNA (0.5-1.0 pg) and nuclease-free water to a final volume of 7 pL.
Add 7 pL denaturing mix, vortex-mix the sample, and place in a 65°C water
bath for 5 min.

3. Remove the sample from the water bath. Add 2 pL of 0.2% bromophenol blue
dye solution.

4. Combine 36.5 mL of nuclease-free water, 0.5 g of agarose, and 5.0 mL of a 10X
MOPS buffer solution. Heat in a microwave or on a hot plate until the agarose
is completely in solution.

5. In afume hood, add 8.5 mL of formaldehyde, pour molten solution into a gel

manifold, insert comb, and alow gel to solidify (approx 30 min). Assemble

in asubmarine.

Format with the electrophoresis apparatus.

7. Load the entire sample (16 pL) onto 1% denaturing agarose gel and resolvein a
1X MOPS buffer solution at 50V for 30-60 min.

8. Visualize bandsunder UV light inaUV light box. Prepare a photographic image
(Polaroid or gel-documentation workstation.

o

3.2. cDNA Production

To eliminate potential DNA contamination in the RNA preparation, total
RNA can be treated with DNase | (0.4 U/ug of RNA) according to the reagent
supplier’sinstructions. Alternatively, in lieu of DNase | treatment, and/or as an
additional control, it is advisable to add a “no reverse transcriptase” reaction
to the experiment. To accomplish this, simply prepare one reaction tube or
well exactly as the others, but leave out the RT enzyme. Subsequently, use the
resulting “reaction product” for PCR (no PCR product = no genomic DNA
contamination). When performing quantitative or semiquantitative PCR, it
is important to rule out contamination of the RNA preparations with geno-
mic DNA.

3.2.1. Priming for First-Strand Synthesis

There are three types of oligonucleotide priming protocols used with the
RT reaction. The method of choice, in our experience, is gene-specific primers
(see Note 4). If the primer set iswell designed and working optimally, the PCR
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product resulting from the use of this primer pair will be asingle product of the
predicted sequence. A major drawback, however, with the use of gene specific
primer(s) for first-strand synthesis is that the cDNA can then be used only for
amplification of those specific sequences. This could be a severe limitation if
the RNA isin limiting quantity. The second priming method most often used
for RT iswith oligo-dT. This primer choice relies on a unigue feature of most
eukaryotic mMRNA molecules, namely the presence of a poly-adenylated “tail”
at the 3' end—the oligo-dT is complementary to (and therefore binds to)
the “tail.” A drawback with this priming method is that target sequences far
removed from the 3' end of a gene may be under-represented in the resulting
cDNA owing to failure of the enzyme to transcribe the entire gene sequence. A
third and common method for first-strand priming involves the use of amixture
of random hexamers. In this case, full coverage of the RNAs is assured (many
primersfor each RNA); however, instanceswhere thereisonly partial coverage
of the target sequence of interest will present a problem for quantitation. In
other words, depending on where on a specific MRNA ahexamer lands and the
RT reaction begins, it may or may not include copying through both primer
sequences necessary to “see” the target in the subsequent PCR reaction. This
would result in an under-representation of that gene.

No matter what priming method is used, it is highly recommended that
before any extensive real-time experiments are set up, a test PCR reaction is
run with the cDNA. The resulting product should be sequenced to verify the
correct cDNASs have been made.

3.2.2. Gene-Specific Primer Design and Concentration Considerations

Primer designisavery important consideration for performing successful and
reproducible quantitative RT-PCR. Points to consider when designing primers
to be used in these real-time assays with SYBR Green dye detection are that
the primer pair (1) are gene-specific, (2) have similar melting temperatures, and
(3) produce aproduct that isin the range of 100-150, but <500, nucleotides. The
real-time PCR systemsare supplied with primer design softwarefor this purpose;
however, numerous other primer design programs are also available both
commercialy (e.g., GENSET OLIGOS, OligoVersion 4; GENSET Corp., La
Jolla CA or PRIMERSELECT of LASERGENE Software; DNASTAR Inc.,
Madison, WI) and inthe public domain (e.g. Primer3 from theWhitehead I nstitute
a MIT (http://www.genome.wi.mit.edu/genome_software/other/primer3.html).
Some general rules for designing gene-specific primers are as follows:

1. Primers should be kept to between 18 and 30 nuclectides in length.
2. Keep the GC content between 40% and 60%.
3. Keep melting temperatures (T,,) of the primers matched.
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4. Avoid complementarity of two or more bases at the 3' ends of the primer pairs
(to decrease primer—dimer formation).

Avoid runs of more than three Gs or Cs at the 3' end.

If feasible, and particularly if you plan to assay the same target over and over,
create several primer pairs and test all the combinations to find the best pair.

IS2eL

In special cases, where you are performing quantitative RT-PCR for the
validation of results from nylon-based macroarray experiments from Clontech,
it is very convenient to use the primer sets provided by Clontech (they have
already done your “bioinformatic homework” for you). PCR using these
primers yields amplicons that are 200—400 basepairs in length and correspond
exactly to the gene fragments spotted on their nylon arrays (see Note 5).
Although the resulting amplicons are somewhat longer than is optimal, they
have been shown to work well for doing kinetic real-time PCR validation of
array results (7,8).

Finally, a word about primer concentration is in order. Primer concentra-
tion can influence product formation (as measured by C,), but also reaction
specificity. Higher primer concentrations can result in lower C; values, but
can also increase nonspecific product formation (e.g., primer—dimers). This
can be especially important when using SY BR Green for signal determination
because the dye bindsto all double-stranded DNA, including primer—dimers. It
is advisable, therefore, to use the recommended primer concentrations initially
and to perform a dissociation curve analysis (Subheading 3.5.4. and Fig. 4).
If a primer—dimer peak is present, it will be necessary to titrate primer
concentration.

3.2.3. Reverse Transcription Reaction

One microgram of total RNA is used for cDNA synthesis with the OmniS-
cript Reverse Transcriptase kit.

1. For each reaction, the following are combined in a 200-uL thin-walled PCR tube
(or into one well of a 96-well plate): 1 ug of total RNA (volume dependent on
RNA concentration), 1 uL of dNTPs (5 mM each one, supplied in the kit), 2 uL
of 10x RT buffer (supplied in the kit), 1 uL of (reverse) primer (0.1 pug/uL,
you supply; see Subheading 3.3.1.), nuclease-free water (to bring the reaction
mixture volume to 19.5 pL), and 0.5 pL of RT enzyme (4 U/uL). If multiple
samples are being analyzed simultaneously, then to reduce the potential for
error due to pipetting, it is advisable to prepare a “master mix” of all common
reagents (e.g., everything except RNA and primer). The master mix can then
be aliquoted to each tube or well in a single delivery, followed by the addition
of template and/or primer.
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2. The reaction tubes are placed into a standard thermocycler and the RT reaction
is set to proceed at between 42 and 50°C for 45 min (2).

3. Following the RT reaction, it is absolutely essential to terminate the RT activity
(to prevent RT inhibition of the real-time PCR reaction) by placing the reactions
at 95°C for 10 min.

3.3. Real-Time PCR

Real-time kinetic PCR (two-step; see Note 6) is typically performed in 25-
or 50-uL reaction volumes prepared by first combining the following three
components. (1) cDNA template (5 uL of some dilution, typically 1:5, of
the cDNA prepared above), (2) gene-specific primers (50-200 nM), and (3)
nuclease-free water (to bring the total volume to one half the reaction volume).
Next, add 2X SYBR Green Master Mix (one half the total reaction volume;
S0, e.g., in a 25-puL reaction, add 12.5 pL of 2X Master Mix) (see Note 7).
Reactions can be carried out in individual 200-uL PCR tubes, strips of tubes,
or in a 96-well plate manufactured with optically clear plastic. The standard
PCR reaction conditions (default ABI settings to match their kit components)
are: one cycle of 50°C for 2 min followed by one cycle of 95°C for 10 min
and then 40-45 cycles of: 95°C, 15 s; 60°C, 1 min. These parameters can be
changed (edited on-screen) prior to the start of the experiment to conform to
the particular target(s) being amplified or to the reagents being used. A typical
experiment takes 2.0-2.5 h to complete.

In semiquantitative PCR, a comparison is being made between samples,
based on where the threshold cycle (C;) occurs. The concept of threshold cycle
is at the heart of accurate and reproducible quantitation in a rea-time assay
using fluorescence-based RT-PCR (2). Fluorescence values are recorded at
every step of the amplification and represent product formation; therefore, the
more target present in the starting material, the fewer cycles it takes to reach
the cycle where fluorescence is statistically above background. The cycle at
which a given template reaches this point is the threshold cycle, C, and this
always occurs during the exponential phase of the PCR.

3.4. Assay Optimization

The amount of assay optimization you perform and the degree to which it
is necessary is dependent upon the specific application. If you are interested
in comparing only a few genes across numerous experimental samples, it
would be useful to optimize primer concentration, cDNA dilution, and PCR
conditions for each gene. If, however, your primary use will beto validate array
results, it may quickly become overly cumbersometo do extensive optimization
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and therefore using the “default” parameters initially may be sufficient. Some
hints on assay validation include:

1. Test multiple primer pairsin all combinations with a known template.

2. Use standard assay conditions: 300—400 nM primers; 100 nM probe, and 3
mM MgCl.,.

3. Choose the primer pair that gives the lowest C,.

4. Makeadilution of atemplate (e.g., from a*“control” sample) for a standard curve.

5. Anideal standard curvein this assay will have a slope of —3.3 (see Fig. 3). If the
slope of the standard curve of the best primer is around —3.5, increase MgCl, to
5 mM; if the slope is >-3.6, find another primer pair.

6. Demonstrate consistent amplification efficiencies for different reactions with
the same primer pairs.

3.5. Data Analysis

Generally, two types of quantification in real-time RT-PCR are possible:
(1) relative quantification based on the relative expression of a target gene
compared to a reference gene (or control = calibrator), and (2) an absolute
guantification based on an internally or externally derived standard curve
(9,10). Given that one of the most common uses for real-time RT-PCR experi-
ments is for validation of array results, a task that does not require absolute
measures of initial MRNA concentration, we will limit our discussion to
relative quantification methods (see Note 8).

3.5.1. Relative Quantification

Using this method for quantification, the ratio between the amount of target
molecule and reference molecule within the same sample is determined.
The most common type of reference molecule used is a housekeeping gene,
such as glyceraldehyde-3-phosphate dehydrogenase (GAPDH). The use of a
housekeeping gene as a reference standard assumes that the RNA level for
that gene remain relatively invariant across experimental samples; however,
thisis not always the case (11). Another possibility, in the situation in which
the comparison is between gene expression in a “control” set of samples vs
a “treated” set, is to use the control sample as the reference quantity, and
determine the change in “treated” based on the ratio between the two. The
success of this method depends on the efficiency with which the targetsin the
two samples are amplified. If they are amplified with comparable efficiencies,
then the control sample can serve as the standard or calibrator.

3.5.2. Determination of Amplification Efficiency

To assess the amplification efficiency of two target (cDNA) sequences,
“control” and “treated,” it is first necessary to prepare a dilution series for
each sample. A typical dilution series may consist of the following amounts
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of cDNA: 1, 1:2, 1:4, 1:8 in triplicate wells. Each dilution series is then
amplified in a real-time PCR instrument (Fig. 2). The next step is to subtract
the average C, values for the controls from the average C, values for the treated
at each dilution and plot the differencesin C, (AC,) values against the logarithm
of the (relative) template amount. The plot would then be the difference in C,
values against the log of 1, 0.5, 0.25, and 0.125. If the slope of the resulting
line is <0.1, the amplification efficiencies are comparable. If amplification
efficiencies between the samples are comparable, one can either create a
single standard curve (with either sasmple; Fig. 3) or alternatively, one can use
the comparative method (AAC; method; 12) which relies on comparing the
differences in C, values to estimate -fold differences between “control” and
“treated.” In this case, standard curves are not necessary.
Converting AC; into aratio:

Target A/ Target B = 22

For example, if the AC, between RNA species A and B (at a given dilution =
five cycles, (i.e., it took five more cycles to see amplification of A), then there
is2°=1/2°=1/32 as much A as B. This assumes the amplification efficiency
is equal to 2. Insert the actual amplification efficiency value, determined
experimentally, to obtain amore valid ratio.

3.5.3. Relative Standard Curve

It isnot feasible to prepare a standard curve for each individual target on an
array, soonesolutionisto usea“calibrator” to comparetherelative quantitation
of the other samples. In this case the calibrator becomes 1X sample, and all of
the quantities are expressed as an n-fold difference relative to the calibrator.
When an experiment involves comparing control and treated condition, for
example, looking at gene expression as a function of a drug treatment, the
untreated control sample would be an appropriate calibrator. The target C, is
compared directly with the calibrator C; and is recorded as containing either
more or less MRNA (10).

To accomplish this, arelative standard curve can be constructed by preparing
twofold dilutions of the cDNA such that the units could be the dilution values
1, 0.5, 0.25, 0.125, etc. A sample standard curve derived in this way, using
triplicate reactions, is depicted in Fig. 3. It is possible now to use this DNA
standard for relative quantification of RNA if we determine that reverse
transcription efficiency is the same for all samples.

3.5.4. Dissociation Curve

Following areal-time experiment, the machine will perform amelting curve
analysisif thisoption is chosen at the start of the run. The data represented are
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the change in fluorescence as a function of temperature from a dye or probe
interacting with the double-stranded DNA. This is especially relevant if
SYBR Green is the dye being used for product detection, as the real-time
profiles do not distinguish between specific amplicon and nonspecific products
(e.g., primer—dimers). The dissociation profile can also be useful in primer
concentration optimization.

4. Notes

1. Reagents listed in Subheading 2 are by no means the only reagents that can be
used. There are multiple vendors for RNA purification reagents, RT and PCR
enzymes and reagents, and SY BRGreen master mix solutions. The authors of this
chapter make no specific endorsement of any one reagent. We present these only
as apoint of reference for how the experiments herein were performed.

2. There are multiple protocols available to do quantitative PCR (13,14; a simple
Medline search for real-time PCR and quantitation gave >800 citations), and
which one you chose will depend on your specific application.

3. RNA isnotoriously unstable and prone to degradation, so the utmost care must be
taken when working with it. Any RNA isolation reagent will likely be provided
with detailed instructions for working with RNA.

4. Theefficiency of the reverse transcription reaction is by no means uniform across
al samples and using all methods. In addition, depending on the report, people
use oligo-dT, random hexamers, or gene-specific primers to produce the cDNA.
Each choice comes with advantages and disadvantages. We find that if RNA
is not limiting (increasing signal-to-noise ratios and decreasing nonspecific
signals), then gene-specific reverse priming is the most desirable.

5. ABI recommends primers that produce amplicons of ~100 basepairs (bp)
for maximum efficiency of the PCR reaction; however, we routinely use prim-
ers designed by Clontech (amplicons are 200—400 bp) without any apparent
problems.

6. RT-PCR can be performed as a one-step or two-step reaction. We prefer two-step
RT-PCR, largely because it makes maximal use of precious RNA samples (a
single cDNA can be used in multiple subsequent PCR reactions). In addition,
a relative standard curve can be easily derived from a cDNA preparation by
performing a dilution series. Finaly, two-step reactions are superior in detecting
low abundance transcripts and therefore best to use when doing new assays with
unknown abundance transcripts.

Fig. 2. (previous page) Real-time PCR analysis of rat brain RNA levels (of the
nerve growth factor [NGF] gene). Plot of adilution series (1, 1:2, 1:4, 1:8) of cDNA
derived in the first-strand synthesis reaction. Each dilution was assayed in triplicate.
The line a & Rn = 1 (center) represents the C, for each reaction. Average C, values:
1:1C; =241+0169; 1:2C, =251+ 0.024; 1:4 C, = 26.2 + 0.109; and 1:8 C;
=27.3+0.143.
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Fig. 3. Relative standard curve. Aliquots of a control cDNA sample (1:1, 1:2, 1:4, and 1:8) were assayed in
triplicate and plotted as logarithm of the dilution versus C..
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Fig. 4. Heat dissociation protocol. Following the final PCR protocol (40 cycles), the samples from a primer titration
experiment were subjected to a heat dissociation protocol over the indicated temperature range. Note the single major peak,
representing the melting temperature (83°C) of the amplicon.
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Real-time PCR can be accomplished using SYBRGreen (described here) or
molecular beacons that contain two dyes (one is a quencher) on the primer pair.
The advantage of these beacon primersis that one does not have to be concerned
with fluorescent signal due to nonspecific amplification, or with primer dimers.
The magjor disadvantage, however, isthe cost (much more expensive, per reaction,
than SYBR Green). If an investigator has only ahandful of genesto be quantified
on aroutine basis, the molecular beacon approach will prove superior.

Methods for quantification of RT-PCR results range from the relatively simple to
the very complex (13,14). Presented here is an example of how to do measure-
ments of relative quantitation in a straightforward fashion.
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Application of TagMan RT-PCR for Real-Time
Semiquantitative Analysis of Gene Expression
in the Striatum

Andrew D. Medhurst and Menelas N. Pangalos

1. Introduction

TagMan reverse transcription-polymerase chain reaction (TagMan RT-PCR)
is arecently developed technique (1) that has been used to study gene expres-
sion in tissues of the central nervous system (CNS) including the striatum.
For example, TagMan has been used to profile mRNA distribution patterns
across the brain for y-aminobutyric acid-g (GABAGg) receptor subunits (2),
5-hydroxytryptamine, (5-HT,) receptor splice variants (3), novel G-protein-
coupled receptors (4), and ion channels including vanilloid receptors (5) and
two pore potassium channels (6). More specifically, TagMan RT-PCR studies
have demonstrated a huge enrichment of dopamine D, (7) and D (8) receptors
in human striatal tissues compared to other brain regions. In addition, the
technique has been utilized for the analysis of gene expression changes in
animal models of CNS diseases including Parkinsons's disease (9), stroke
(20), and migraine (7).

The TagMan RT-PCR technique enabl es the measurement of an accumul ating
PCR product in real time by utilizing a dual-labeled TagM an fluorogenic probe
(1,11,12; Fig. 1A). It allows amore accurate comparison of MRNA expression
levels between large numbers of samples, compared to other techniques such
as Northern blotting, standard RT-PCR, and in situ hybridization. It is also
useful for validating samples prior to microarray analysis.

The chemistry of TagMan RT-PCR is based around the endogenous 5'-3'
exonuclease activity of Thermus aquaticus (Tag) polymerase (1,11,12). During
polymerization, the gene-specific TagMan probe anneals to the specific DNA
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Fig. 1. Schematic representation of TagMan PCR assay. (A) TagMan probe with
fluorescent reporter dye FAM (6-carboxyfluorescein) attached to the 5' end and a
guencher dye TAMRA (6-carboxytetramethylrhodamine) attached to the 3' end. (B)
During polymerization the TagMan probe containing areporter dye (R) and aquencher
dye (Q) specifically anneals to one strand of the DNA template between forward and
reverse PCR primers. During amplification, the fluorogenic probe is displaced by
Taq polymerase and then cleaved (C), releasing the reporter dye. After cleavage, the
shortened probe dissociates from the template, allowing polymerization of the strand to
complete. Fluorescence is proportional to the amount of product accumulated.

template between forward and reverse PCR primers (Fig. 1B). When the
probe is intact the reporter fluorophore emission is suppressed by a quencher
fluorophore. The 5'-3'-nuclease activity of Taq polymerase rel eases the reporter
dye from the vicinity of the quencher dye, resulting in the generation of
reporter fluorescence (Fig. 1C). The remaining probe fragment dissociates
from the target sequence, allowing polymerization to continue. Theintensity of
fluorescence is proportional to the amount of DNA amplified, and this reaction
occurs during every cycle of PCR. The fluorescent signal is captured using an
ABI Prism 7700 sequence detection system (PE Applied Biosystems) which
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allowstherapid analysis of 96 PCR samples simultaneously, without any time-
consuming downstream gel electrophoresis steps. Data are easily captured
using Sequence Detector Software (Applied Biosystems) linked to the ABI
Prism 7700, and can then be exported to Microsoft Excel worksheets for
further analysis.

The standard techniques used to generate mRNA expression data in human
and rat CNS tissues using TagMan RT-PCR are described, including protocols
we have used for RNA extraction, cDNA synthesis, primer and probe design
and quality control, TagMan PCR assays, and data analysis (7).

2. Materials

Trizol reagent (Life Technologies).

Chloroform, isopropanol, and 75% ethanol.

RNase-free/DNase-free sterile water.

Poly(A)* mRNA samples (Clontech).

Superscript |1 RNase H™ reverse transcriptase (200 U/pL) supplied with 5X

first-strand buffer and 100 mM dithiothreitol (DTT) (Life Technologies).

Oligo(dT)4,_1g primer (0.5 pg/pL; Life Technologies).

10 mM dATPR, dTTR, dCTP, and dGTP (Life Technologies).

RNASOUT (40 U/pL; Life Technologies).

2X TagMan Universal Mastermix (Applied Biosystems).

10. Custom synthesized gene specific oligonucleotides (10 pM) and fluorogenic
TagMan probes (5 puM).

11. Genomic or plasmid DNA for standard curve generation.

12. ABI Prism 7700 or similar thermocycler with fluorescence detection system.
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3. Methods

The methods described below outline (1) RNA extraction, (2) cDNA
synthesis, (3) primer and fluorogenic probe design and quality control, (4)
TagMan PCR assay, and (5) data analysis (7).

3.1. RNA Extraction

There are several methods for extracting total RNA from tissues but we have
successfully used the Trizol method for numerous TagMan RT-PCR studies.

1. Quickly dissect striatal tissues from rats after they are killed, wrap samples in
labeled aluminum foil, snap freeze in liquid nitrogen, and store at —-80°C until
required for further processing.

2. Directly homogenize frozen rat striatal tissuesin 1 mL of Trizol reagent (Life
Technologies) per 50-100 mg of tissue. Do not leave Trizol in tubes on ice, as
this greatly reduces RNA quality, and ensure the Trizol reagent has reached room
temperature after removing it from 4°C storage. Trizol aliquots can be stored
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for several months at —80°C, but again allow frozen aliquots to thaw to room
temperature before proceeding with the RNA extraction protocol.

Extract total RNA following the manufacturer’s suggested protocol but with
some additional minor modifications to obtain purer RNA.

Add 0.2 mL of chloroform per 1 mL of Trizol, shake, and leave for 2-3 min at
room temperature, and then centrifuge for 15-20 min (4°C, 12,000g). Transfer
the upper aqueous layer containing RNA fraction to a fresh Eppendorf tube and
perform an additional chloroform extraction step by adding another 0.5 mL of
Trizol, then another 0.2 mL of chloroform, mix, centrifuge as before, and again
transfer the aqueous layer to a fresh tube.

Precipitate RNA by adding 0.5 mL of isopropanol (per 1 mL of Trizol) and wash
the pellet twicein 1 mL of 70% ethanal.

Remove the ethanol and after air-drying, resuspend RNA in PCR-grade water
(Sigma) and calculate the concentration of each sample from A,g, measure-
ments.

Confirm RNA integrity using standard agarose gel (1%) electrophoresis tech-
nigques. Keep RNA sampleson ice prior to cDNA synthesis, or aliquot for storage
at —80°C.

For human distribution studies, poly(A)* mRNA samples extracted from striatal
and other CNS tissues can be obtained commercially from Clontech. Take care
to aliquot the stock solutions of these samples to avoid mRNA degradation due
to freeze thawing.

If preparing RNA directly from human brain samples, total RNA tends to be
more highly contaminated with genomic DNA than fresh animal tissue, and
will require DNase treatment or preparation of poly(A)* mRNA directly from
frozen tissue.

3.2. cDNA Synthesis

There are also a wide variety of reverse transcriptase systems that can be
used for first-strand cDNA synthesis. We found the Superscript 11 system to be
particularly effective for TagMan RT-PCR.

1

2.

3.

Thaw RNA samplesonice and perform cDNA synthesisin duplicate or triplicate
from each RNA sample where possible.

For each 20 L of reverse transcription reaction, mix 200 ng of human poly(A)*
MRNA or 1 pg of rat total RNA (in 9 uL of water) with 1 pL of oligo(dT)45_15
primer (0.5 pg) and incubate for 5 min at 65°C.

After cooling on ice for a couple of minutes, mix the solution with 4 pL of
5X first-strand buffer, 2 uL of 0.1 M DTT, 0.5 pL each of dATP, dTTPR, dCTPR,
and dGTP (each 10 mM), 1 pL RNAseOUT (40 U), and 1 pL of SuperScript |1
reverse transcriptase (200 U). If sample numbers are large, then preparation of
a core mastermix with all required reagents in sufficient volume for the number
of reactions being run (+10%) is recommended, to reduce sample variation and
preparation time.
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ig. 2. Comparison of TagMan data across two plates. Four identical samples (black

bars) were included on both plates to allow a correction factor to be calculated from
the means of these four tissues.

4.

5.

3.3.
3.3.

Perform reactions for 60 min at 42°C on a PCR machine and terminate by
incubating for 15 min at 70°C.

Run paralléel reactions for each RNA sample in the absence of SuperScript |1
(no amplification control) to assess the degree of any contaminating genomic
DNA, particularly if you are not treating your RNA samples with DNase (see
Note 1).

. Run a preliminary TagMan assay (as described in Subheading 3.4.) on a

housekeeping gene (e.g., cyclophilin, B-actin, GAPDH) to assess sampleintegrity
and reproducibility of replicates.

. cDNA can then be aliquoted into replicate 96-well MicroAmp optical plates

using Hydra96 (Robbins Scientific) or asimilar dispensing system.

If your experiment involves more samples than can be run on a single 96-well
plate, ensure that you have at least two identical cDNA samples on each plate, so
that expression data for a particular gene can be appropriately compared across
the plates (see Note 2 and Fig. 2).

. Apply optical caps or sheetstightly to each plate and store at —20°C until required

for TagMan PCR assays.

Primer and Fluorogenic Probe Design and Quality Control
1. Primer and Probe Design

There are various ways to design primer/probe sequences for TagMan
studies depending on sequence information available. Given that information
on genomic structure is often unknown for novel genes of interest, we do not
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routinely target primers and probes to intron/exon boundries. The approach we
routinely use for primer and probe design is described.

1. Design primer and probe sequences using Primer Express software (Applied
Biosystems) as close as possible to the 3' coding region of target gene sequences
obtained from Genbank or other sources.

2. Whenever possible, follow the specific primer and probe design criteria suggested
by the manufacturers of TagMan reagents (Applied Biosystems).

3. Pick sequences with 30-80% GC content and avoid runs of more than three
consecutive Gs in either primers or probes. Pick a T,,, of 59-61°C for primers
and 66—68°C for probes.

4. Choose probe from the strand with more Cs than Gs, but avoid any probes with
G at the 5' end, as this can exert a quenching effect on the reporter dye (13).

5. Position forward and reverse primers as close as possible to each other without
overlapping the probe, and aim to have fewer than three Cs and Gs in the five
most 3' nucleotides of these primers.

6. Primers and probes were purchased from Applied Biosystems and each probe
was synthesized with the fluorescent reporter dye FAM (6-carboxyfluorescein)
attached to the 5' end and a quencher dye TAMRA (6-carboxytetramethylrhoda-
mine) to the 3' end.

3.3.2. Primer/Probe Quality Control

1. Check gene-specific primer pairs for efficient amplification using genomic DNA

in standard TagMan PCR assays (described in Subheading 3.4.) but replacing

the probe with water. If testing primers and probes for splice variants, plasmid

or cDNA templates may be required.

Run products on 2% agarose gels to confirm correct size of product amplified.

3. Once TagMan probes are obtained, check these in standard TagMan reactions
using genomic DNA as template. We found this standard genomic DNA test
a valuable way of assessing the relative sensitivity and efficiency of each
primer/probe set from the threshold cycle (C;) values and standard curve slopes,
respectively (7; see also data analysis in Subheading 3.5.). We consistently
found that the C, values for hundreds of primer/probe sets against a standard
concentration of genomic DNA were very similar, reflecting the tight criteria
used for primer/probe design (Table 1).

3.4. TagMan PCR Assay

In recent years, a number of manufacturers have started to produce specific
all inclusive buffersfor TagMan assays. We have primarily used the 2X TagMan
Universal PCR Mastermix from Applied Biosystems for our studies which
are now described.

N

1. Whenever possible, prepare duplicate or triplicate TagMan PCR samples in
96-well optical plates.
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Table 1

Primer/Probe Sensitivity (Threshold Cycle
C,) and Efficiency (Standard Curve Slope)
Parameters Assessed from Amplification of

Genomic DNA
Gene G Slope
Rat
BDNF 22.8 -3.4
IL-1ra 26.0 -3.7
D2 receptor 216 -3.3
GAPDH 16.0 -3.46
Cyclophilin 216 -3.39
B-Actin 231 -3.31
Human
D2 receptor 21.2 -3.57
GAPDH 223 -3.43
Cyclophilin 24.2 -3.38
B-Actin 25.2 -3.2

2. For each 25 pL of TagMan reaction, mix 1 pL of cDNA (or genomic DNA stan-
dard) with 11.25 pL of PCR-grade water, 11.25 pL of 2X TagMan Universal PCR
Master Mix (PE Applied Biosystems), 0.5 pL of sense primer (10 pM), 0.5 pL
of antisense primer (10 pM), and 0.5 pL of TagMan probe (5 pM).

3. If cDNA samplesare already aliquoted into 96-well plates, a mastermix of water,
TagMan Universal mastermix, primers, and probe can be added directly to the
samples. Volumes required will depend on which automated dispensing system
isused for dispensing (see Note 3).

4. Run reactions on an ABI Prism 7700 Sequence Detection system (PE Applied
Biosystems) using the PCR parameters of 50°C for 2 min, 95°C for 10 min,
40 cycles of 95°C for 15 s, and 60°C for 1 min.

3.5. Data Analysis

Data are automatically captured by Sequence Detector software (Applied
Biosystems) following completion of the TagMan PCR cycling protocol. For
every cDNA sample, an amplification plot is generated, showing an increase
in fluorescence (ARn) with each cycle of PCR. Examples of amplification
plots showing reproducibility of triplicate samples are shown in Fig. 3. A
threshold cycle (C,) value isthen cal culated from each amplification plot which
represents the PCR cycle number at which fluorescence is detectable above a
set threshold, usually 0.1 fluorescence units, based on the variability of baseline
datain thefirst 15 cycles (see Note 4).
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Fig. 3. TagMan amplification plots showing triplicate dilutions of genomic DNA.
Threshold cycle (C,) values are determined as described in Subheading 3.

Using known dilutions of genomic DNA, standard curves are constructed
by plotting C, values against input copy number. The standard curve is then
used to calculate copy numbersfor cDNA samplesfrom C, values (see Note 5).
Where “no reversetranscription’ controls have been run for each sample, these
low copy number values are subtracted from the cDNA triplicate values to
correct for any small amounts of contaminating genomic DNA. The mean
and standard error are then calculated for each triplicate in Microsoft Excel
and plotted graphically as copies per nanogram. Care should be taken when
expressing data as copies per nanogram, as this can be misleading if primers
and probes are not properly characterized (see Note 6 and Fig. 4). In addition,
copies per nanogram values do not reflect potential differences in reverse
transcription efficiencies, and it may be more appropriate to give values as
arbitrary units.

Another difficulty with expressing data as copies per nanogram isthat it does
not take into consideration relative quantity and integrity of RNA samples. To
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Fig. 4. Optimization of primer/probe sets. (A) Probe set 4 showed much lower PCR
efficiency and sensitivity compared to the other three sets when tested against genomic
DNA as reflected by shallow slope and higher C; values obtained from comparable
copy numbers of template. The distribution pattern obtained with primer/probe set 4
(B) was very similar to that obtained with the good primer/probe set 3 (C), but the
copy per nanogram values were dramatically different.
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correct for this, each value can be divided by the corresponding copy number
obtained for an appropriate housekeeping gene determined in a replicate
plate, and data plotted graphically as a proportion of that reference gene. The
appropriate housekeeping gene for normalization is dependent on the model
system being investigated, and is best determined by running at least three
different genes across samples to find the one most consistently expressed. In
some cases, there is little difference between data when expressed as copies
per nanogram or relative to a housekeeping gene as seen with the D, receptor
enrichment in caudate and putamen (Fig. 5).

4. Notes

1. We do not routinely treat our RNA samples with DNase, as experiments per-
formed in our laboratories showed little effect of DNase treatment on TagMan
PCR signals, reflecting the minimal presence of contaminating genomic DNA
following the modified Trizol RNA extraction protocol. Instead we used the
subtraction method to correct for minimal genomic DNA contamination as
described in Subheading 3.4. It is also important to be careful which DNase
system is used. For example, DNase reactions run at 37°C for 60 min with high
concentrations of MgCl, in the buffer result in Mg?*-dependent RNA hydrolysis
asdemonstrated by increased C, values obtained using TagMan RT-PCR analysis.
When required, we have used DNase | amplification grade (Life Technologies)
successfully, which involves only 15 min of incubation at room temperature,
followed by termination of the reaction with EDTA, which did not cause any
RNA hydrolysis or affect TagMan sighals downstream.

2. When large numbers of cDNA samples were compared across different plates
plates, four samples in triplicate were included on both plates. Comparison of
the mean values from these four parallel samples allowed the calculation of a
correction factor between plates, which took into account any variation between
different TagMan runs. If two identical plates are run for the same gene in
parallel, we observed similar expression profiles across the plates, but some
difference in actual fluorescence levels between plates, hence the use of a
correction factor.

3. When aliquoting our cDNA into 96-well plates using the Hydra96 (Robbins
Scientific), we first dilute the 20 uL of cDNA by adding 60 uL of sterile water
to each well. This allows an increase in dispensing volume to 4 puL per well.
This routinely gives approx 18-19 plates from 20 uL of cDNA. We have also

Fig. 5. (opposite page) Classical enrichment of D, receptor expression in human
caudate and putamen. Data are expressed as (A) arbitrary units, (B) normalized to
GAPDH, and (C) normalized to cyclophilin. With a discrete distribution like this one,
the datais not really affected by normalization to the housekeeping genes.
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diluted cDNA further to allow 40 plates to be produced, with little change in
data quality.

4 We routinely set the threshold level at 0.1, which is fine for the majority of

6.
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Systematic Screening of Gene Expression
Using a cDNA Macroarray

Travis J. Worst, Willard M. Freeman, Stephen J. Walker,
and Kent E. Vrana

1. Introduction

In the field of drug abuse research, a critical need is to identify the events
that underlie the transition from recreational drug use to drug abuse and
addiction. Itisclear that the mechanismswill involve psychosocial, behavioral,
neuroanatomical, and molecular biological components. This last facet, the
molecular component, is the subject of the present discussion and the motiva
tion for the use of DNA arrays. Although the contributions of social and
behaviora components to the etiology of drug abuse are substantial, growing
evidence showsthat |ong-term drug administration produces persistent changes
in brain gene expression. The current thinking is that these changes in gene
expression may contribute to an allostatic state that is manifested in physi-
ological and behavioral phenomena such as physical dependence, tolerance,
withdrawal, craving, sensitization, and psychological addiction (1-4).

This concept of drug-induced allostasis can be described in the following
manner. Every cell in an organism contains the same DNA. Tissue identity and
the function of particular cells is therefore largely determined by the unique
pattern and identities of the genes expressed within the cells of a tissue. For
example, neuronal cells are created using one set of genes while liver cells use
another set. The sets of genes used for creation of these different cell types may
overlap, but will not be identical. If a pattern of gene expression is taken to
represent anormal or homeostatic pattern of expression for that cell, a disease
state may manifest (be caused by) an altered, state-specific pattern of gene
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expression. The identity of the genes may remain the same, but their levels of
expression have been changed. Determining which genes expression levels
change in response to drug administration in various animal models will
provide insights into the epigenetic imprinting by drugs of abuse. Moreover,
gene expression changes identified in these studies may provide important
molecular targets for devel opment of pharmacotherapeutic agents.

1.1. General Approach to DNA Array Technologies

With the completion of the human and other genome projects (and the
identification of more than 30,000 human genes), traditional models of
examining one gene at atime are being supplemented by large-scale screening
technologies. DNA hybridization arrays are a common form of screening
technology and allow the analysis of hundredsto thousands of genesin parallel
(5,6). In the past, Northern blotting, dot blots, in situ hybridization, and
guantitative reverse transcription-polymerase chain reaction (QRT-PCR) were
the common methods for investigating changes in gene expression. Although
these approaches remain in common use, low throughput is a pervading
problem.

Hybridization array technology, on the other hand, offers to bypass many of
the limitations of these techniques by simultaneously creating labeled copies
of multiple RNAs and then hybridizing them to many different, gene-specific,
fixed DNA molecules (Fig. 1). The nomenclature has developed whereby the
labeled sample RNA is termed the target and the individual gene sequences
placed on the array are termed probes.

Although arrays are increasingly used for gene expression analysis, one
limitation to this technology is that arrays only measure relative levels of
MRNA expression. That is, the relative levels of RNASs can be described (e.g.,
sample A has 50% more of the specific RNA than sample B), but absolute
amounts(e.g., sampleA has 1000 copiesof the RNA and sample B has 500 copies
of the transcript) cannot be reported. Aswell, most hybridization arrays are not
designed to differentiate between alternatively spliced transcripts of the same
gene and, in some cases, between highly homol ogous members of agenefamily.
Finally, a change in messenger RNA does not necessarily correlate with a
change in protein expression, and the translated protein often requires further
modificationto realizeitsfull activity. Theselatter two points are acommon and
legitimate criticism of array technology because it measures an intermediate
step (MRNA levels) and not functional product (active protein). However,
until proteomic technologies become universally accessible to the research
community, hybridization arrays are the best opportunity for studying gene
expression on a genome-wide scale.
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Fig. 1. Basic experimental design from tissue isolation to hybridization.

1.2. Platforms

The hybridization array, an ingenious inversion of the Northern blot, has
spawned a number of different formats. Current array formats can be catego-
rized into four groups: macroarrays, microarrays, high-density oligonucleotide
arrays (Gene Chips), and spotted oligonucleotide arrays. Although terms such
as microarray and gene chip are sometimes used interchangeably, we use these
terms to describe distinct DNA array formats. Although “microarray” is often
used to describe the technology in general, we use the terms hybridization
array or DNA array instead and |eave the term microarray to describe a specific
subset of hybridization arrays. These varying platforms differ according to
the material used to construct the platform (matrix), type of probe on the
array, probe number/density, array size, and type of label. An understanding
of the strengths and weakness of each platform is necessary to decide which
is appropriate for an individual investigator’s research aims. Although each
of the approaches is considered in the next section, this laboratory uses the
macroarray format and the experimental detail is presented for this type of
hybridization array.
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1.2.1. Macroarray

Macroarrays are generally defined by the deposition of probes deposited onto
membranes or plastic and by the use of radioactivity for detection. The term
macroarray, as opposed to microarray (discussed next), also refersto the lower
probe density on these arrays. Although density varies among arrays, the term
macroarray is useful because of other inherent differences of membrane-based
arrays. Currently, DNA clones, PCR amplicons, or oligonucleotides are spotted
onto membranes using spotting robots or ink-jet-like printers. Macroarrays are
unique among hybridization arrays in that they generally use radioactive target
labeling. After the target is radioactively labeled, control and experimental
samples are hybridized to individual and separate arrays. Phosphorimagers
(or less frequently X-ray film) are then used to detect the bound target. These
arrays, typicaly containing between 200 and 8000 genes, are commercially
available for awide variety of organisms and genes and can be obtained from a
number of companies. “ Custom” macroarrays can also be constructed in-house
and may contain as few as a dozen or as many as thousands of genes. The
experimental protocols described in this chapter are conducted exclusively with
membrane-based macroarrays obtained from Clontech (www.clontech.com).

1.2.2. Microarray

Microarrays can be differentiated from macroarrays in three ways. First,
microarrays generally use silicon/glass as a matrix and, second, they use
fluorescent dye-labeling detection. Microarrays also tend to have a larger
number and higher density of probes than macroarrays. As with macroarrays,
probes are made from clones, PCR amplicons, or oligonucleotides spotted
robotically onto the matrix surface. This approach has advantages in that
hybridization takes place in aflow cell or small hybridization chamber, which
uses a much smaller hybridization solution volume as compared to macroar-
rays, thereby increasing the relative target concentration and decreasing costs.
M oreover, acompetitive fluorescent scheme allows both sample groups (control
and treated) to be hybridized to the same array using distinct fluorescent
dyes (typically Cy3 and Cy5). Like macroarrays, an ever-expanding number
of microarrays are commercially available. Many research institutions are
currently investing heavily in the equipment to produce custom microarrays
in-house.

1.2.3. High-Density Oligonucleotide Arrays (Affymetrix)

High-density oligonucleotide arrays differ from other formats in that the
probe is generated in situ on the surface of the matrix. The leader in this
type of array is Affymetrix (Santa Clara, CA), a company that uses a unique
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combinatorial synthesis method. This method makes use of a process called
photolithography to construct probes on the array surface by making oligo-
nucleotides one base at a time. Because the combinatorial synthesis scheme
has a finite efficiency at each step, synthesis of oligonucleotides longer than
25 basesis problematic. As aresult of using these 25-mer oligonucleatides for
gene expression analysis, mismatches and spurious target-probe binding can
take place because of the limited specificity and binding affinity for a25-residue
oligonucleotide. To overcome this problem, a series of oligonucleotides that
differ by aone-base mismatch from the gene-specific probe are also included on
the array and can be used to determine the amount of mismatch hybridization,
which can then be subtracted from the signal. These arrays, which are available
only from Affymetrix, contain between 40,000 and 500,000 probes (including
multiple mismatch controls for each gene) and provide the highest density
of probes of any array.

This laboratory focuses most of its efforts on the use of the macroarray
platform for the identification of gene expression changes in drug abuse.
The macroarray experiment requires that the two populations of RNA be
radioactively labeled and then used to query identical, but separate, membranes.
This has an obvious disadvantage because the use of two different membranes
provides an opportunity for hybridization error and therefore experimental vari-
ability. Macroarrays do, however, offer increased sensitivity over fluorescence-
based methods, a feature that can be very advantageous—especially when
looking for rare genes. In addition, we find that this platform has an increased
ability to detect small changes in gene expression (50% increases and 33%
decreases). The experimental description that follows details how to perform a
hybridization array using the macroarray platform.

2. Materials
2.1. Reagents

1. Source of RNA (tissue, cell culture, etc.).
2. RNA extraction reagent, for example, TRI Reagent (Molecular Research Center,
Inc., Cincinnati, OH); Trizol (Gibco, Carlsbad, CA).

3. Nuclease-free water or diethyl pyrocarbonate (DEPC)-treated water.
4. Agarose (for denaturing nucleic acid gels).
5. 3-(N-morpholino) propanesulfonic acid (MOPS) buffer.
6. TE buffer: 20 mM Tris-HCI, pH 8.0, 1 mM EDTA, pH 8.0.
7. Ethidium bromide.
8. Formamide.
9. Formaldehyde.
10. cDNA labeling kit (Clontech Laboratories, Palo Alto, CA).
11. a-[*P]dATP (ICN).
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12. Prehybridization and hybridization solutions (Express Hyb, Clontech).
13. Salmon sperm DNA.
14. 20X standard saline citrate (SSC) stock solution.

2.2. Equipment and Supplies

2

1. Agarose gel apparatus and power supply.

2. Light box (with UV lamp).

3. Spectrophotometer (with UV lamp).

4. Gel documentation/image capture camera (UV P ImageStore 7500, UV P, Upland,
CA).

. Arrays (nylon-based cDNA macroarrays, Atlas Arrays, Clontech Laboratories,
Palo Alto, CA).

. Thermocycler.

. Size-exclusion columns (Chroma Spin-200 DEPC-water column, Clontech).

. Hybridization bottles.

. Hybridization oven.

10. Water bath(s).

11. Saran wrap.

12. Laminate plastic.

13. Bag sedler.

14. Phosphorimaging cassette.

15. Phosphorimager.

()]
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2.3. Software

1. RNA quantification, for example, TINA (Raytest; Wilmington, NC) for providing
analysis and quantification of RNA—the Agilent Bioanalyzer 2100 performs a
similar function with less material.

2. Array image capture (Photoshop; Adobe; San Jose, CA).

3. Array anaysis (Atlasimage 2.01).

3. Methods

The methods outlined in this section describe atypical experiment using the
macroarray format and include abrief discussion of post hoc analysisfollowing
the generation of results from the array experiment. This format is chosen for
discussion because the authors have extensive experience with these methods,
and because the equipment, supplies, and expertise needed to perform thistype
of array experiment are readily available to most laboratories that do molecular
biology work (especialy, e.g., Northern blots). With this platform, an array
consists of hundreds to thousands of unique cDNAs (200-500 basepairs in
length) spotted onto nylon, or, aternatively, thousands of oligonucleotides,
representing a nonredundant unique gene set, spotted onto plastic. Because
radioactivity is used for the labeling step, each array “experiment” consists of
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two separate, but identical, membranes for each sample or group of samples.
Thisunitary (n= 1) array experiment isthen replicated twiceto assessvariability
and then followed by an appropriate post hoc experiment such a quantitative
RT-PCR and/or quantitative Western blot analysis to confirm changes.

3.1.Tissue Selection

Sample collection is a basic element of experimental design for many
molecular biological experiments, but it is worth reiterating. In the field of
drug abuse, it is most often imperative to use dissected tissue from treated
animals. Therefore, it is often unavoidable that the samples will contain
multiple cell types. In complex samples such as brain tissue there is routinely
a heterogeneous cell population. Therefore, observed changes may represent
a change in one cell type or multiple cell types. Similarly, smaller changes
occurring in only one type of cell may be hidden if the expression of this
gene in other cell types is unchanged. Thus, researchers must be mindful
of this heterogeneous population when drawing conclusions. A promising
technological solution is laser capture microdissection, which allows very
small and identified cellular populations to be dissected. The timing of tissue
collectionwill also proveto beimportant and should be driven by the biological
question. For instance, the point at which samples are collected should be
chosen to represent some particular period in the time course of drug abuse.
Samples collected while the drug is still in the bloodstream will differ from
samples collected after a period of withdrawal.

3.2. RNA Isolation

The single most important factor in the ability to generate quality results
from an array experiment, assuming first a solid experimental design for the
generation of “control” and “treated” samples, is the preparation and use
of high-quality RNA. Total RNA (or mRNA) can be reliably and repeatedly
generated from any number of biological samplesincluding whole blood, other
tissues (e.g., brain, liver), and from cellsin culture. In this section we discuss
the isolation and assay of total RNA from brain tissue.

3.2.1. Tissue Dissection and Storage

The most reliable preparations of RNA come from brain tissue samples that
have been rapidly dissected and “flash-frozen” in liquid nitrogen. For retrieving
tissue, because brain regions are not absolutely discrete, it is best to have the
same individual perform the dissections on all samples for a given experiment
(and any subsequent repeat experiments) to ensure relative uniformity in
sample collection. Once the whole brain has been removed from an animal’s
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skull, and working as rapidly as possible, individual brain regions are dis-
sected, immediately put into prelabeled and weighed tubes, tissue weights are
determined, and the samples dropped into liquid nitrogen or buried in crushed
dry ice. Tissue collected and frozen in this fashion can then be stored at -80°C
for long periods of time.

3.2.2. Creating a Tissue Powder

Tissue that has been previously dissected and stored frozen at —80°C can
be readied for array and post hoc analysis by the creation of a frozen tissue
powder. This procedure is especially useful in that a homogeneous powder is
formed that can be aliquoted for subsequent RNA or protein purification.

1. A stainless steel mortar and pestleis chilled on dry ice.

2. Frozen tissue is transferred, without thawing, into the mortar and covered with
liquid nitrogen.

3. Thesampleisgrounded to afine powder (keeping it covered with liquid nitrogen
at al times). The frozen powder at the bottom of the bowl is then retrieved
with a (prechilled) stainless steel spatula and quickly deposited into prechilled,
preweighed, cryovias. We routinely place half of the tissue into each of two
tubes: one to be used for RNA extraction, the other for protein preparation.

4. The tubes, containing tissue, are quickly reweighed (without thawing), returned
to liquid nitrogen or dry ice, and stored at —80°C until further processing can
be performed.

3.2.3. RNA Isolation

RNA is extracted from frozen tissue powder using a modification of the
single-step method originally developed by Chomczynski and Sacchi (7,8).
Although there are anumber of commercially available reagents, thislaboratory
routinely uses TriReagent from Molecular Research Center, Inc. This reagent
combines phenol and guanidine i sothiocyanate in amonophase solution for the
effective inhibition of RNase activity during cell lysis.

1. Following addition of TriReagent to the tissue powder (10 pL of TriReagent/mg
tissue weight), the tissue is immediately homogenized at 40-80% sonicator
power (3 x 5 swith 20-srest intervals).

2. Leave at room temperature for 5 min, then centrifuge at 12,0009 for 15 min at
4°C. Remove and use the aqueous layer (top portion).

3. Add onefifth of the original TriReagent volume of chloroform and vortex-mix.

4. Repeat step 2.

5. Add one half of the original TriReagent volume of isopropanol and vortex-mix.

6. Sit overnight or for at least 4 h at —20°C.

7. Centrifuge at 12,000g for 15 min at 4°C. Remove supernatant wash pellet with

one volume (1 pL/uL of TriReagent) of 75% ethanol. Centrifuge at 12,0009
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Fig. 2. RNA qualification. (A) Poor quality RNA ontheleft, showing little difference
in 18S and 28S band intensities, broad bands, and smearing between bands. Compare
this with the lane on the right, noticing that the 28S intensity is approximately twice
that of the 18S. It should be noted that many laboratories might consider the RNA on
the left to be acceptable, whereas this laboratory has had the greatest success using
RNA of the quality on the right. (B) Good quality total RNA showing the 18S band
at half the intensity of the 28S band and sharp bands. In addition, these two samples
were loaded at approximately equal amounts, which has been confirmed by gel
electrophoresis.

for 15 min at 4°C. Remove supernatant and dry pellet for 2-3 min in SpeedVac
(can air-dry aswell).

8. Resuspend pellet in DEPC-treated water. Note, however, that if overdried, RNA
will frequently not dissolve).

9. Placein a’55-60°C water bath for 10 min. Store at —80°C.

3.2.4. RNA Quality Assessment and Quantification

Quantity and relative quality of RNA can be determined spectrophoto-
metrically by diluting an aliquot into TE-buffered water (unbuffered water can
produce spurious results) and measuring the UV absorbance at 260 nm and
280 nm (see Note 1). High-quality RNA, essentially free of DNA and proteins,
should have an A ,0/A g ratio of 1.9-2.0 and one can expect to obtain ayield
of 1-1.5 pg of total RNA/mg of brain tissue. Although the A ,g0/Aog ratio is
a good relative measure of purity, if the RNA is being prepared for use in a
hybridization array experiment, it is imperative to run an aliquot (0.5-1.0 pg)
of the RNA on a denaturing 1% agarose gel to verify the presence of two
distinct bands (representing the predominant 28S and 18S RNA species; they
should be in a concentration ratio of approx 2:1) and minimal degradation
(Fig. 2). Although this laboratory routinely employs denaturing agarose
gel electrophoresis for determining quality, new technology from Agilent
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Technologies (Palo Alto, CA) provides a workstation that will quantify RNA
and produce information on degradation and quality from as little as 5 ng
of total RNA.

3.2.5. RNA Equilibration

Once the quantity and quality have been determined, RNA pools of indi-
vidual treatment groups can be made. The intent, at this stage, is to create a
population mean of individual samples. In this manner, genes illuminated by
an array experiment will more likely represent the biological phenomenon
rather than animal-to-animal variability.

1. Anequal amount of RNA is added from each sample to create pooled RNA.

2. Thepoolswill generally be composed of different volumes and so they should be
adjusted to 1 pg of RNA/pL with DEPC-treated water. This may require vacuum
concentration of the sample pools.

3. The Clontech macroarrays require 4 ug of total RNA to be hybridized to the
membranes. Therefore, pools of 6 pg of total RNA are generally prepared. This
permits an excess of 2 pug of RNA to run on a denaturing gel (1 pg at atime, as
described in Subheading 3.2.4.) to ensure an equal quantity of RNA is being
loaded on each membrane. The 28S bands should be with within 10% of each
other as determined by a densitometry program, such as TINA (Raytest).

4. The pooled RNA isnow and ready for use in the experiment.

3.3. Reverse Transcription

1. Prepare a “master mix” with all of the reagents except the [32P]dATP and
Moloney Murine LeukemiaVirus (MMLV).

2. Create RNA pool and primer mixture using 4 g pooled RNA in 4 uL and 2 pL
of a CDS primer provided by Clontech. This mixture contains gene-specific
reverse transcription primersfor each gene represented on the array. This mixture
isplaced in athermocycler for 2 min at 70°C and then for 2 min at 55°C. During
this 4-min time period, the [32P]dATP and MMLV can be added to the master
mix. At the end of the 4 min, 14 pL of the master mix is added to each reaction.
The reaction then proceeds at 50°C for an additional 25 min.

3. Add 2 pL of atermination mixture to stop the reaction.

3.4. Probe Purification and Equilibration

The RNA has now been reverse transcribed to create radioactive cDNA
targets. The next step is to remove the unincorporated [3°P]dATP using size-
exclusion columns. Clontech includes spin columns in the hybridization array
package, but this laboratory prefers the gravity-fed Chroma Spin-200 columns
from the same company.
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1. Drain size-exclusion chromatography columns by snapping off bottom and
allowing to drain into waste tube.

2. The radioactive target mixture is applied to the column and eluted in 100-puL
fractions using sterile water.

3. The fractions are rapidly assessed directly in the scintillation counter without
scintillation fluid (“Cerenkov” counting), and provide immediate feedback on
the resolution of target and unincorporated radionucl eotide.

4. Thethree fractions comprising thefirst radioactive peak serve asthe basisfor the
hybridization experiment. Successful chromatography will completely separate
this peak from the larger peak of unincorporated radioactivity. Spot 1 uL from
each of the three fractions on Whatman filter paper in duplicate and determine the
radioactivity by liquid scintillation spectrometery (with scintillation fluid). This
will provide a much more accurate and high-efficiency estimate of radioactive
incorporation. Following scintillation counting, the amount of radioactivity per
microliter of fraction can be determined from the average of the replicates.
Optimal hybridization results are achieved using a total of 3.5-8.0 million cpm
per sample. Thiswill generally require pooling two fractions.

5. The two experimental target samples must now be equilibrated so that each
sampl e has the same number of cpms. Equivalent amounts of radioactivity should
be added to two separate tubes, which are then brought up to an equal volume
and 1 pL counted again in duplicate as before. The average sample counts should
be within 1-2% of each other for use in hybridization.

6. Once the radioactivity has been equilibrated, the samples can be stored in a
protective container at —20°C for 1-2 d until the remainder of the experiment is
prepared (i.e., prehybridization of the filters).

3.5. Prehybridization

Prior to the actual hybridization experiment, the membranes are prehybrid-
ized to block nonspecific interaction with radiolabeled target. The importance
of effective prehybridization isillustrated in Fig. 3.

1. Remove array membranes from freezer. Wet membranes in DEPC-treated water
and insert into bottles. The bottles should be well washed and theinterior surfaces
coated with a siliconization agent (Sigmacote) to prevent the membranes from
sticking to the glass surface. The membranes should be touched as little as
possible with gloves, using tweezers to hold the edges and manipulate them.
Arrange the membranes in separate bottles with the face of the membrane
containing the probe facing the inside of the tube.

2. Pour off water and briefly allow to drain.

3. Freshly make prehybridization buffer: 25 mL of the hybridization buffer provided
by Clontech and 250 pL of a 10 mg/mL denatured (boiled) salmon sperm DNA
(ssDNA) solution. The buffer must be mixed thoroughly while heating in a
68°C water bath.
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A Poor Experiment B Good Experiment

Fig. 3. Hybridization arrays showing normal and clouded backgrounds. (A) An
example of poor array experiment in which the two arrays had inconsistent and
prominent background problems. This clearly results from nonspecific binding and
poor membrane washing. Frequent “shaking” of the prehybridization and hybridization
steps minimizes this problem. Note that high background decreases the specific signal
and produces diffuse images. (B) An example of two arrays showing low background
and high intensity binding.

4. Add 12.5 mL of the prehybridization solution to each bottle. Replace the lid
to the bottles and then shake in a circular motion so that the membrane glides
freely within the tube.

5. Prehybridize at 68°C in an oven at least 4 h or overnight for best results. Also
for improving distribution of buffer and therefore background values, the bottles
should be shaken often (six to eight times on average) over the course of the
prehybridization (see Note 2).

3.6. Hybridization

After prehybridizing the arrays, the radiolabeled targets must be prepared
before hybridization.
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=

Thaw the samples.

Add one tenth of the total volume of denaturing buffer into the samples and
incubate in a 68°C water bath for 20 min.

Add each volume of neutralizing buffer and 5 uL of Cot-DNA (provided by the
manufacturer) and incubate for 10 min.

Add probes to appropriate labeled bottles and hybridize overnight in an incuba-
tion oven.

3.7.Washing and Phosphorimaging

Wash solutions 1 and 2 should be kept at 68°C in a water bath for the
duration of wash.

1

2.

Remove the tubes from the oven and empty the contents into a radioactive
container.

Add 50 mL of wash solution 1, shake quickly, and empty into the same container.
Add 50 mL again and incubate at 68°C in the oven for 30 min. Repeat two more
times with wash solution 1.

Wash two more times with the more stringent wash solution 2. A final wash in 2X
SSCisat room temperature and occursin acontainer on adesktop shaker. Thisis
a 15-min wash followed by mounting onto laminate plastic.

Remove the membranes from the shaker and allow one membrane at a time to
drip dry quickly (about 30 s). Place the membrane on the mounting surface with
the probe surface facing upward. Cover the mounting surface with plastic wrap,
making sure to remove any air bubbles and seal with athermal bag sealer.
Mount the sealed membranes into a phosphorimaging cassette and exposed to
a phosphorimaging plate for 3-5 d, depending on the amount of radioactivity
present.

Read and analyze the plate using an imaging program such as Clotech’s Atlas
Image 2.01.

3.8. Data Analysis

Data analysis is a critical component of hybridization array experiments
and poses a number of challenges owing to the large amount of data generated
even in a single experiment. The most basic goal of array data analysisis to
identify genes that are differentially regulated. Hybridization arrays are prone
to yielding false-positive results and therefore analysis strategies attempt to
decrease this error rate without increasing fal se-negatives. The analysis method
described here is asimple, empirical approach. There are now more advanced
statistical approaches to data analysis (9).
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3.8.1. Background Subtraction

Thefirst stepsin dataanalysis are background subtraction and normalization.
The principals of both are similar to the techniques used with conventional
nucleic acid or protein blotting. Background subtraction correctsfor nonspecific
background noise and permits comparison of specific signals. For illustration,
if the signal intensities for the control and experimental spots are 4 and 6,
respectively, it would appear that the experimental is 50% higher. However, if
a background of 2 is subtracted from both signal intensities, the experimental
valueis actually 100% higher than control (2 vs 4). Background is often taken
from the blank areas on the array. A complication to background subtraction is
that differencesin background acrossthe array can affect some spots more than
others. An alternative is to use either a local background for the area around
each spot or designate spots with the lowest signal intensities for background
determination. The latter may be a more accurate determination of nonspecific
background because it represents the nonspecific binding of targets to probe.
Background intensities from blank areas (no nucleic acids) do not contain
probe, and therefore are arguably a different form of background.

3.8.2. Normalization

Normalization is the process by which differences between separate arrays
are accounted for. All macroarray experiments require the use of normalization
for accurate comparisons. For example, when a pair of macroarrays represent-
ing control and treated samples show a difference in overall or total signal
intensity, such differences can arise from unequal starting amounts of RNA or
cDNAs, from labeling reactions of different efficiencies, or from differencesin
hybridization. Any of these factors can skew the results. One common method
of normalization to use a housekeeping gene(s)—a gene thought to be invariant
under experimental conditions—for comparison. If the signal for this gene
is higher on one array than the other it can be used to normalize the data.
Housekeeping genes may be problematic because they themselves vary under
some experimental conditions. To overcome the variability of these genes,
some researchers have turned to a “basket” or “sum” approach for normaliza-
tion. This strategy is based on the precept that the global radiolabeled target
synthesis should be constant. That is, even though the compared samples will
have sel ected increases and decreases, on balance the total hybridization signal
should be constant. Therefore, arrays can be normalized by equilibrating the
sum of the intensities for all control and experimental spots. In asimilar vein,
the median value of signal intensities can be used. Thisvalueisless susceptible
to distortions caused by outliers.
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3.8.3. Gene Calling and Differential Expression

The next step is to determine which genes were detected by the array
analysis. When using large-scale arrays there will be probes for genes that
are not expressed in the tissue sample or are expressed below the level of
detection. In fact, arrays are inherently much less sensitive than RT-PCR for
example. This means that there must be some method for “calling” a gene as
being detected by the array. The simplest method for use with macroarraysis
to set a threshold, expressed as a percentage above background, that a signal
must exceed for the gene to be called as present. In our experience, a 50%
above background threshold has worked well. This threshold can be increased
or decreased. Geneswith low signal intensities are more variable, so decreasing
the gene-calling threshold will increase the number of genes analyzed (as well
as increasing the attendant variability). The converse is true when increasing
the gene-calling threshold.

Once genes have been called as being detected by the array, the next stepisto
determine which genes where changed in their expression by the experimental
condition. Differential expression calls are more problematic and there are no
commonly accepted standards. We will describe the most basic method. The
normalized signal for each gene is converted into a ratio of the treated signal
intensity over the control signal intensities. Previous work by our laboratory
has shown that macroarrays can reliably detect a 50% increase and greater or a
33% decrease and greater (10-12). These amounts are equivalent on a natural
log scale (+0.4 and —0.4, respectively). Genes whose expression ratios exceed
these cutoffs are potential differentially regulated genes. Relying on only one
array experiment is likely to result in a number of false-positives. Therefore, it
is highly recommended that array experiments be repeated one or two times.
Genes that consistently exceed the differential expression ratio across multiple
experiments are less likely to be the result of random error and more likely to
represent real changesin mRNA abundance (Fig. 4).

4. Notes

1. RNA quality is the number one predictor of a successful hybridization array
experiment. Make surethat thetissueiskept on dry ice or in the presence of liquid
nitrogen while extracting the RNA to ensure minimal tissue thawing. Thawing
will compromise the RNase protection provided by the extreme temperatures
and cause RNA degradation. When removing extracted RNA from the —80°C
freezers for use in an experiment, always thaw the RNA on wet ice and not at
room temperature for the same reason. In addition, repeated freeze-thawing will
ultimately lead to degradation of the RNA, so this must be kept to a minimum.
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Fig. 4. Macroarray analysis of treated cerebellar granule neuron cultures. (A)
Scatterplot representing the ratio determined by comparing treated signal intensity
to control signal intensity from three independent hybridization experiments. (B)
Restricted scatterplot generated by removing the nonreplicating data points.
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Finally, never perform an experiment with RNA that has not been carefully and
fully characterized.

Shaking is such an important step in the process that it bears mentioning again.
During both prehybridization and hybridization, shaking ensuresthat “ clouds’ do
not appear at corners of edges of the membranes, which can complicate analysis.
Examples of this problem areillustrated in Fig. 3.
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Quantification of Protein in Brain Tissue
by Western Immunoblot Analysis

Christine L. Konradi

1. Introduction

Western blots are designed to determine protein levels and their patterns of
maodification in homogenized tissue samples. Western blots are quantifiabl e, but
unlike immunohistochemistry, the cellular integrity is lost. Both Western blots
and immunohistochemistry depend on the availability of antibodies against the
protein of interest. Antibodies may be directed not only against a protein, but
can aso be directed against a chemical modification of the protein, such as
phosphorylation of specific amino acid residues or glycosylation. For Western
blots, the proteins in the sample are denatured, size-separated on a denaturing
acrylamide gel, and transferred to a nylon membrane. An antibody is reacted
with the proteins on the membrane and binds to its specific antigen. The result-
ing antibody—antigen complex isvisualized with the hel p of achemiluminescent
assay system that darkens X-ray films.

2. Materials
2.1. Preparation of Samples

1. 2X Laemmli buffer: 5.0 mL of 0.5 M Tris-HCI buffer, pH 7.0, 5.0 mL of distilled
water, 1.2 g of sodium dodecyl sulfate (SDS), 4.0 mL of glycerol, 2.0 mL of
bromophenol blue solution, and 620 mg of dithiothreitol (DTT). Bring to 20 mL
with distilled water and freeze in aliquots at —20°C. The buffer needs to be
warmed up and vortex-mixed before use, as SDS may fall out in the freezer;
ensure there is no white precipitate before use.

2. Bromophenol blue solution: 1 mg of bromophenol blue in 1 mL of distilled
water. Store at room temperature.
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3. 4X Upper buffer: 0.5 M Tris-HCI, 0.4% SDS, pH 6.8. Bring 6.05 g of Tris base
up in 40 mL of distilled water, and adjust pH to 6.8 with 1 N HCI. Add distilled
water to 100 mL, filter, and add 0.4 g of SDS.

4. Sonication buffer: 10 mM Tris-HCI, pH 7.5, 50 mM NaF, 2 mM Na;VO,, 1 mM
EDTA (from a0.5 M sodium-EDTA solution, pH 8.0), and 1 mM EGTA.

2.2. Preparation of Gel and Gel Electrophoresis

1. 10% Ammonium persulfate (APS) in distilled water, good for approx 1 mo
at 4°C.

2. 30% Acrylamide-bis-acrylamide solution (37.5:1): 29.2 g of acrylamide and
0.8 g of his-acrylamide are dissolved into 100 mL of distilled water.

3. 4X Lower buffer (1.5 M TrissHCI and 0.4% SDS, pH 8.8): Bring 91 g of Tris
base up in 300 mL of distilled water, adjust pH to 8.8 with 1 N HCI, add distilled
water to 500 mL, filter, and add 2 g of SDS.

4, Water-saturated butanol: Carefully mix 20 mL of distilled water with 100 mL of
100% n-butanol. (Caution: If mixing in aclosed bottle, pressure may be building
up; open bottle cup frequently to relieve pressure.) Let phases separate, with
butanol making up the upper phase. Solution is stored at room temperature.

5. 5X SDS running buffer (125 mM Tris-HCI; 960 mM glycine; and 0.5% SDS,
pH 8.3): 15.1 g of Tris base, 72 g of glycine, 5 g of SDS; bring to 800 mL with
distilled water, adjust pH to 8.3, and bring to 1 L with distilled water.

2.3. Transfer of Protein to Polyvinylidene Difluoride
(PVDF) Membrane

1. Transfer buffer: 25 mM Tris, 190 mM glycine, and 20% methanol. This buffer
can also be made up as 5X stock solution without methanol, and diluted with
one volume of 5X stock, three volumes of distilled water, and one volume of
methanol.

2.4. Antibody Reaction

1. PBST: 11.5g of Na,HPO,, 3.0 g of NaH,PO,+2H,0, and 5.84 g of NaCl. Dissolve
in1L of distilled water, and add 1 ml/L of 0.1% Tween 20.
2. Blocking solution: 5% Nonfat dry milk in PBST.

3. Methods
3.1. Preparation of Samples
3.1.1. Cell Culture Samples
We do not find it necessary to determine the protein concentration in our cell
culture samples. Within an experiment, al cultures are plated from the same

cell suspension, and all wells have approximately the same number of cells.
However, we do not exchange samples from different platings. Because often
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we are interested in phosphorylation events, the rapid aspiration of medium
and addition of Laemmli buffer ensures the conservation of the state of
phosphorylation of proteins.

1. Aspirate medium.

2. Add 100 pL of 1X boiling Laemmli buffer to each well of a12-well plate (approx
1-1.2 x 10° neurons/well). Scrape cells into microcentrifuge tubes.

3. Sonicate for 10 s with an ultrasonic dismembrator at medium setting (see Note 1).

4, Heat samplesto 80°C for 5 min.

5. Proceed to loading the gel; start with 8-15 pL of sample per lane.

3.1.2. Brain Samples

1. Dissect brain area of interest.

2. Weigh and take up in sonication buffer at 10 mg of tissue/100 pL of sonication
buffer.

Sonicate for 20 s with an ultrasonic dismembrator at medium setting. Make sure
no tissue clumps are left.

Determine the protein concentration (see Note 2).

Dilute to 4 pg of protein/uL of sonication buffer.

Add equal volume of 2X Laemmli buffer.

Heat samplesto 80°C for 5 min.

Centrifuge for 10 min at 16,000g at room temperature.

Transfer supernatant to new tube, and discard pellet.

L oad samples onto the gel, and start with 2—20 pg of protein per lane.

w

SCOV®NO O A

1

3.2. Preparation of Gel and Gel Electrophoresis

The upper gel (stacking gel) is usually 4% acrylamide—bis-acrylamide. The
concentration of the lower gel (running gel) depends on the molecular mass of
the protein of interest. Asageneral rule, we use 8% for proteins above 100 kDa,
10% for proteins between 60 and 100 kDa, and 12% for proteins between
20 and 60 kDa. Proteins with lower molecular masses can be run with higher
concentrations of acrylamide—bis-acrylamide, but improved results may be
obtained with gradient gels that are commercially available.

1. Thoroughly wash glass plates, spacers, and combs. Both plates and spacers need
to be washed with water and rinsed with ethanol. The plates need to be spotless,
but soaps should be avoided because they may interact with the gel matrix during
the run and degrade the gel.

2. Assemble glass plates and spacers. We use 0.75-mm thick spacers and combs.

3. Prepare lower gel with:

a. Acrylamide-bis-acrylamide solution to the concentration desired (8%, 10%,
12%)
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b. Lower buffer to afinal concentration of 1x

c. Distilled water to the desired final volume
(e.g., for 15 mL 10% gel: 3.75 mL of lower buffer, 5 mL of acrylamide-bis-
acrylamide solution, and 6.25 mL of distilled water). To start the polym-
erization reaction, add 7 uL of APS/mL of gel solution and 1.5 uL of
N,N,N',N’-tetramethyl-1,2-diaminomethane (TEMED)/mL of gel solution
(see Note 3).

Mix and pour between glass plates to a level approx 1 inch below the lower

level of the comb.

Overlay with 0.25-0.5 inches of water-saturated n-butanol (from the upper

phase).

Let polymerize for 30 min.

Decant butanol and quickly rinse with tap water to remove excess butanol.

Decant water thoroughly.

Overlay lower gel with upper gel:

a. Acrylamide-his-acrylamide solution to 4%

b. Upper buffer to afinal concentration of 1X

c. Distilled water to desired final volume
To the start polymerization reaction, add 8 uL of APS/mL of gel solution and
1.5 uL of TEMED/mL of gel solution.

Insert comb and let gel polymerize for 1 h. Make sure no air bubbles are trapped

between the comb and the gel.

Place gel in electrophoresis unit.

Add 1X running buffer to the upper and lower chambers.

Load samples and start electrophoresis (see Note 4).

Run through the upper gel at 15 mA per gel (10 cm long gel) at constant

amperage.

Increase to 20 mamp/gel after dye reaches the interphase between upper and

lower gel.

Run until the lower dye reaches the bottom of the gel.

Turn off the power supply, disconnect the cables, remove the lid, and take out

the gel.

3.3. Transfer of Protein to PVDF Membrane in an Electroblotter

1

N

Disassembl e the gel by removing the spacers and sliding a spatula between both
plates, remove one plate, and cut the stacking gel off with a spacer (see Fig. 1)
by using the second plate as support for the gel. Do not use sharp tools as they
will scratch the plate.

Cut a piece of blotting paper and PV DF membrane to the size of the running gel.
Immerse PVDF membrane in 100% methanol for 1 min to wet. PVDF is
hydrophobic and will not wet in agueous solutions.

Place the lower part of the gel transfer cassette with the fiber pad into a pan with
transfer buffer to wet. Add the blotting paper and the methanol-soaked PVDF
membrane. Make sure no air bubbles are trapped inside the “ sandwich.” Mark the
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red black
(positive) (negative)
power cord power cord

Fig. 1. Assembling the electrablotter: In a tray with transfer buffer, wet the fiber
pad and the blotting paper. Prewet the PVDF membrane in methanol and put on top
of the blotting paper. Cut the stacking gel from the running gel with a gel spacer and
discard. Put the running gel on top of the PV DF membrane, add the second fiber pad,
assembl e the cassette, and slide into the transfer unit. When attaching the power cords,
make sure the red cord (positive cord) is on the side of the membrane, whereas the
black cord (negative cord) is on the side of the gel.

o

membrane with a soft pencil to keep track of the orientation (see Fig. 1).

Place the gel on top of the PVDF membrane.

Add asecond fiber pad, close the cassette, and transfer to the electrophoresis unit
(see Notes 5 and 6). The gel should be on the side of the cathode and membrane
on the side of anode (see Fig. 1).

Transfer for 2-3 h at 300 mA.

Disassemble transfer, discard the gel, and keep the membrane. Quickly rinse
the membrane under tap water to wash off residual gel pieces. Proceed either
to the antibody reaction, or store the membrane in blocking solution overnight
at 4°C, or let the membrane dry. If the membrane dries, it has to be rewetted
in 100% methanol.

. Antibody Reaction (Fig. 2)

Place the wet membrane into blocking solution for 1 h at room temperature with
gentle shaking (see Note 7).

Wash for 7-10 min in PBST at room temperature with gentle shaking.

Incubate in primary antibody, made up in PBST, for 2 h at room temperature
with gentle shaking.

Wash four times for 710 min in PBST at room temperature with gentle shaking.
Incubate in secondary antibody, made up in PBST, for 1 h at room temperature



268

2114
A - 4}
3 P PVDF
m membrane
1 =
k primary antibody
A secondary antibody linked to horseradish peroxidase
B
secondary H,0,
antibody A
1 y Luminol
4
H,0&/,0,
antigen .
primary
antibody

Konradi

Fig. 2. Development of the PVYDF membrane with the antibody sandwich and
luminoal. (A) Ten samples were loaded onto a gel, and proteins were transferred to a
PVDF membrane. Antigen for the primary antibody is present in all even lanes, but
not odd lanes. The primary antibody binds to the antigen, which is immobilized on
the membrane. The secondary antibody has the primary antibody as antigen (1). The
secondary antibody is linked to horseradish peroxidase. (B) Sandwich of the antigen,
primary antibody, and secondary antibody linked to horseradish peroxidase. After
addition of hydrogen peroxide and luminol (in the substrate bottles provided by the
manufacturer), horseradish peroxidase proceeds to metabolize hydrogen peroxide, a
reaction that causes the oxidation/ excitation of luminol. When luminol converts to
the ground state, light is emitted.

with gentle shaking. (Note: Dilution of secondary antibody is usualy between
1:10,000 and 1:30,000.) Secondary antibody is directed against 1gG from the
host species of the primary antibody, and conjugated to horseradish peroxidase.
For moreinformation on antibody reactions, seeref. 1. Note: If the backgroundis
too high, primary and secondary antibody can be diluted in blocking solution.

6. Wash four timesfor 7-10 minin PBST at room temperature with gentle shaking.

3.5. Development of Antibodies

Different reagents are available from various companies which are provided
with the appropriate protocols. The following protocol isfor Luminol Reagent
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from New England Nuclear, which is used with horseradish peroxidase coupled
antibodies (see Note 8). The reagent, which is based on a commonly known
chemical reaction (Fig. 2), comes with two different solutions that are mixed
immediately before use.

1

2a

2b.

Mix an equal volume of solution 1 and solution 2. The final volume required is
0.125 mL/cm? of membrane.

For an image analysis system: Distribute premixed sol ution onto the glass surface
of the image analyzer, and place the membrane face down into the solution. Be
careful to avoid air bubbles. Start the scanning procedure.

If you use X-ray film: Drain off excess reagent and wrap blot in plastic wrap or
put inside clear plastic sheet protector. Put in light tight film cassette in the dark
room, face of blot up, and put X-ray film on top of it. Start with a 30-s exposure
and adjust thereafter. Caution: The development system wears out quickly and
can be exhausted within 20-30 min. For short exposures, stay in the darkroom
and do not close the cassette. Make sure the film and membrane are in close
apposition. Try to work without safety light. Take multiple exposures.

Anexampleof theprotocol usedin primary striatal neuronsisshowninFig. 3.
For further reading seeref. 1. (see Notes 9-11).

4. Notes

1

2.

If samples have a high viscosity, the sonication was too short and samples need
to be resonicated.

Protein concentration cannot be determined in Laemmli buffer owing to the high
concentration of SDS and the bromophenal blue.

Deaerate gel solutions before adding APS and TEMED. The gel solutions can be
deaerated under vacuum for 20 min to reduce interference during the run.

We mark the bottom of the wells with marker on the glass plates before we
remove the comb to make the loading easier. Alternatively, a template of the
wells can be drawn on a transparency, which is cut out and affixed to the glass
plate with a small amount of water. After loading, the template is removed
and reused.

Transfer to the membrane can also be performed in a semidry electroblotter.
These systems use less transfer buffer than the regular el ectrobl otters.

Many protocols use several sheets of blotting paper in the electroblot transfer.
We use only one sheet (see Fig. 1) to reduce the possibility of introducing air
bubbles in the “sandwich.”

If working with phosphorylation-specific antibodies, use 3% bovine serum
albumin (radioimmunoassay grade) instead of nonfat dry milk in the blocking
solution.

Alternative detection systems. Although horseradish peroxidase is most com-
monly used in antibody detection systems, other systems can be applied, such
as alkaline phosphatase systems.
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glutamate 10 yM - + - -
NMDA 50 uM - - - -
dopamine 50 yM - - - +

Fig. 3. Western blot of primary striatal neurons, developed with a phosphorylation-
specific CAMP response element binding protein (CREB) antibody. Treatment of
the cultures for 15 min with either glutamate, N-methyl-p-aspartate, or dopamine
leads to the phosphorylation of the transcription factor CREB at 133Ser. The blot was
developed with an antibody that detects CREB only when it is phosphorylated at the
133Ser phosphorylation site.

9. Too little or too much staining: Weak staining can be caused by (a) insufficient
concentration of primary or secondary antibody; (b) the absence of antigen in
the sample, or the concentration of the antigen is below the detection level;
or (c) problems with the transfer. There are several solutions to resolve the
problem. First, various concentrations of antibody both higher and lower dilutions
can be tried. Second, the experimental protocol can be validated with either
commercially available antigen or in an experimental system that has been
reported to give good results; for example, retaining phosphorylation in in vivo
experiments can be difficult, and phosphorylation-specific antibodies may have
not antigens to react with. When using phosphorylation-specific antibodies, in
vitro phosphorylation of the antigen as a positive control can be considered.
Third, if the antigen in the sample is too low, immunoprecipitation before
running the Western blot can be performed. Make sure the antibody used for
immunoprecipitation is from a different host than the antibody used for the
Western blot. Finally, make sure (a) there are no air bubbles between the gel and
the membrane in the transfer, (b) the electrotransfer has been set up correctly
and in the correct orientation (Fig. 1), (c) to use enough current and time for the
transfer; you can use prestained protein size markers, which are available from
commercial sources, to monitor the transfer

10. High background may be caused by: (a) antibodies used are too concentrated,
(b) blots are not washed enough, (c) blocking solutions and blocking times
are insufficient, (d) protein samples are overloaded, and (e) exposure time
with substrate is too long. If high background happens, one can (a) try lower
concentrations of antibody (higher dilutions), lower temperatures during incuba-
tion (e.g., 4°C) and lower exposure times to primary antibody; (b) increase
washing time and number of washes; try washing after the primary antibody
overnight at 4°C with slightly shaking; (c) try different blocking solutions and
different detergents in the blocking solution; add blocking solution to primary
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and secondary antibodies; (d) dilute samples and load less protein per lane; and
(e) try aless sensitive chemiluminescent detection system

11. Stripping and reprobing blots: If membrane is dry, soak in methanol for 2 min.
Rinse blots with PBST. Incubate for 20 min at 50°C in a solution containing: 2%
SDS; 100 mM B-mercaptoethanol; and 50 mM Tris-HCI, pH 6.8. Wash 3 x 5 min
in PBST before reprobe by starting with the blocking step.
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Immunohistochemical and Immunocytochemical
Detection of Phosphoproteins in Striatal Neurons

Limin Mao and John Q. Wang

1. Introduction

Phosphorylation of protein kinases and transcription factors represents a
major biological mechanism to activate those imperativeintracellular effectors.
Examination of such phosphorylation in response to extracellular stimulation
can assess the functional participation of those proteins in a particular signal-
ing cascade. For example, the Ca2* signal facilitates the phosphorylation of
Ca?*/calmodulin-dependent protein kinase Il (CaMKII), a multifunctional
protein kinase regulating diverse cellular functions (1). Phosphorylated CaM K|
(pCaMKII) can in turn phosphorylate a nuclear transcription factor, CAMP
response element-binding protein (CREB), to regulate target DNA transcription
(2). The first subclass of the mitogen-activated protein kinase (MAPK), the
extracellular signal-regulated kinase (ERK), is another protein kinase that
is catalyzed by MAPK kinase (MEK) to undergo the phosphorylation (3).
Once phosphorylated, pERK further induces the phosphorylation of a nuclear
transcription factor, EIk-1 (a member of the ternary complex factor family
of Ets domain proteins that bind serum response elements), to alter DNA
transcription (4). Apparently, detection of the phosphorylation state of those
proteins can provide valuable information on their functional profilesinagiven
cellular activity of interest.

Detection of the phosphorylated enzymes and factors in striatal neurons
can be accomplished by immunohistochemical and immunocytochemical
approaches. With recently devel oped anti-active antibodies specific for the phos-
phorylated form of the proteins, the phosphorylation can be visualized in cells

From: Methods in Molecular Medicine, vol. 79: Drugs of Abuse: Neurological Reviews and Protocols
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Reaction
product DAB

biotinylated
/ horseradish peroxidase

biotin

~ avidin

biotinylated secondary antibody
(horse anti-rabbit)
"\ primary antibody

(rabbit anti-antigen)

Fig. 1. Schematic diagram illustrating typical immunoperoxidase steps of immuno-
histochemistry. After the binding of a primary antibody to its target antigen, the
biotinylated secondary antibody is added to bind to the primary antibody. Through
avidin, the biotinylated horseradish peroxidase binds to the biotinylated secondary
antibody. Finally, horseradish peroxidase catalyzes DAB to give rise to visible brown
reaction products.

of brain sections from living animals or culture slides. This chapter describes
adetailed protocol of immunohistochemistry employed on floating brain sections
and immunocytochemistry on culture slides in this laboratory in detecting
pCaMKIIl, pCREB, pERK, and pEIk-1 immunoreactivity in rat or mouse
striatal neurons (5-8). According to the protocol, brain sections (30—40 pm)
cut through the striatum on a freezing sliding microtome or a vibratome or
culture striatal neurons are fixed with afixative, usually 4% paraformaldehyde,
to preserve tissue morphology and the protein in its native site. The sections or
cultured neurons are then permeablized, and nonspecific sites are preblocked
with normal animal serum from the species in which the secondary antibody
was raised. Striatal neurons are incubated with the primary antibody to
alow the antibody to bind to the enzyme or factor, followed by incubation
with the secondary antibody conjugated to biotin. After the formation of
antigen—primary antibody—secondary antibody complex, avidin-biotinylated
horseradish peroxidase is added. The peroxidase substrate diaminobenzidine
(DAB) isfinally added as a chromagen to produce avisible reaction product, an
indirect indication of the phosphorylation of the protein tested (Fig. 1).

2. Materials
2.1. Animals and Equipment

1. Adult male or female rats (weighing 200—250 g) or mice (20-25 g) from
commercial vendors. For immunostaining on cultured cells, primary striatal
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neuronal cultures are prepared on eight-chamber glass slides according to proce-
dures outlined in Chapter 25. Neurons are usually cultured for 10-14 d before
use (5,6).

. Surgical toolsfor the transcardial perfusion and removing of brains (from Roboz

Surgical or Fine Science Tooals), including blunt 15-gauge (rat) and 22-gauge
(mouse) hypodermic needles, scalpel, scissors, clamps, forceps, hemostat, and
bone rongeur.

. Costar netwells (12-well polystyrene inserts and plates) from Cole-Parmer.

SAMCO transfer pipets (Fisher).

. Fine-tipped paint brushes.

24 x 60 mm glass coverslips and gelatin-subbed 25 x 75 mm glass slides.
Netwell mounting and reagent trays (Cole-Parmer) and slide racks.
Glass transfer pipets with the ends heat-sealed and bent to form a hook.

. Platform orbital shakers.
. A LeicaSM2000R sliding microtome with freezing stage or 1000 plus vibratome

(The Vibratome Company).

. A peristaltic perfusion pump (7520-00 Masterflex L/S pump with variable-speed

standard drives and quick load pump head from Cole-Parmer).

. Solutions and Reagents

1. 1X (~0.15 M, pH 7.2) phosphate-buffered saline (PBS).

(o2 &)

10.

. 4% (w/v) Paraformaldehyde: In a chemical fume hood, add paraformaldehyde

granules (EM grade, Electron Microscopy Sciences) into 1X PBS when PBSis
stirred and heated up to 80-85°C and filter. Store at 4°C and use within 2-3 d.

. 10% Sucrose: Store at 4°C.
. Cryoprotectant solution (25% ethylene glycol-25% sucrose in 1X PBS). Store

at 4°C.

. Triton X-100.
. Hydrogen peroxide (H,0,).
. Blocking solution: 3% (v/v) normal animal (goat) serum from aVECTASTAIN

Elite ABC kit (Vector), 1% (v/v) bovine serum albumin (Vector), and 0.4% (v/v)
Triton X-100 in 1X PBS. Stir until dissolved. Store at 4°C.

. Primary antibody dilution buffer: 1% (v/v) normal goat serum (Vector) and 0.4%

(v/v) Triton X-100in 1X PBS. Store at 4°C.

. Rabbhit polyclonal primary antibodies against antigens of interest; anti-CaMKIlI,

anti-phospho-CaMKIl (pThr286), anti-CREB, anti-phospho-CREB (pSerl33),
anti-ERK, anti-phospho-ERK (pThr2%2 and pTyr2* for both p44 [ERK 1] and p42
[ERK2] MAPKS), anti-Elk-1, and anti-phospho-Elk-1 (pSer383). These quality
antibodies, which were validated to produce satisfactory immunostaining in
experiments conducted in this laboratory and others, are available from the
following four companies: Upstate Biotechnology (Lake Placid, NY), Santa Cruz
Biotechnology (Santa Cruz, CA), Cell Signaling Technology (Beverly, MA), and
Promega (Madison, WI) (see Notes 1 and 2).

Secondary antibody dilution buffer: 0.02% Triton X-100in 1X PBS.
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Secondary antibody (biotinylated goat anti-rabbit 1gG), avidin (reagent A), and
biotinylated horseradish peroxidase (reagent B) are provided by the kit (Vector,
PK-6101).

1 M Tris-HCI stock solution: 121 g of Tris base (TRIZMA base) in 800 mL of
distilled H,O. Adjust pH to 7.4 with concentrated HCI (~70 mL of 1 N HCl is
needed to achieve pH 7.4). Adjust volume to 1 L with distilled H,O. Store up
to 6 mo at room temperature.

Staining solution: 0.25 mg/mL of 3,3'-diaminobenzidine tetrahydrochloride
(DAB, as chromagen to produce reaction products), 0.01% H,O, and 0.04%
nickel chloride (NiCl,). The heavy metal (nickel) is used to amplify the DAB
reaction product (9). Dissolve 2.5 mg of DAB; 3.33 pL of 30% H,0,, and 4 mg
of NiCl, in 10 mL of 50 mM Tris-HCI, pH 7.4. Shake well and use immediately.
Because DAB is carcinogenic, wear gloves and work in afume hood.

0.1 M Sodium nitrate.

70%, 80%, 95%, and 100% ethanol and xylenes.

DPX mounting medium (Electron Microscopy Sciences).

3. Methods
3.1. Fixation

3.1.1. Transcardial Perfusion for Fixation of Brain Tissue

1

After alethal dose of anesthesia (chloral hydrate, 500 mg/kg, i.p.), the animal is
moved to a fume hood and an incision on the upper abdomen is made to expose
the diaphragm. Carefully incise the diaphragm to expose the beating heart. To
open the thoracic cavity, two parallel cuts through the rib on either side of the
heart are made, and fold the cut rib flap headward with a hemostat. Insert a blunt
15-gauge (rat) or 22-gauge (mouse) hypodermic needle upward from the bottom
apex of the left ventricle through the ventricle and the aortic valve so that the
needleis placed approx 3-5 mm inside the ascending aorta. Clamp the needle in
place with a curved clamp (see Note 3).

Perfuse 300 (rat) or 70 (mouse) mL of 4% paraformaldehyde over a period of
5-7 min at 4°C. (Cold paraformaldehyde helps reduce possible blood coagula-
tion during the initial perfusion.) The peristaltic pump is set at 35-40 (rat) or
10 (mouse) mL/min. Immediately after perfusion, cut the right atrium to create
an escape route for the blood and perfusion fluid. Muscle twitching can be seen if
the fixative is properly perfused into the animal. After several minutes, stiffening
of the forelimbs and head occurs, a further indication that the fixative is being
properly perfused (see Note 3).

When the perfusionisfinished, stop the pump and remove the brain from the skull
using a bone rongeur. The brain is postfixed for 2 h at 4°C in avial containing
10% sucrose and 4% paraformaldehyde. The brain is then infiltrated overnight
at 4°C in the cryoprotectant solution until the floating brain sinks, indicative of
sucrose infiltration of the brain. The infiltration is to prevent freezing artifacts
in the tissue during sectioning.
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4, Sectionthebrain onal eicadiding microtome with freezing stage or avibratome
into 30- or 40-um sections. Collect sectionsin 1X PBS for immediate use or in
the cryoprotectant and store at —20°C until future use (see Note 4).

3.1.2. Fixation of Cultured Cells

The medium is aspirated. Ice-cold 4% paraformaldehyde is added to each
chamber (0.5 mL/chamber). Following 10 min of fixation with paraformalde-
hyde, cells are rinsed in 1X PBS twice (5 min each). Save cells in 1X PBS
at 4°C for immunostaining.

3.2. Blockade of Nonspecific Immunostaining

All of the following steps are performed on a platform shaker at room
temperature unless otherwise indicated. The floating sections are processed in
12-well Costar netwells. When exchanging solutions, the carriers containing
brain sections are transferred to a separate netwell plate filled with the next-
step solution. Cultured cells are processed on the chamber slides. To preserve
maximally the morphology of the tissue, the tissue should always be treated in
buffered solutions with appropriate molarity and pH.

1. Rinse twice (5 min each) in 1X PBS to remove excessive fixative. Incubate in
1% Triton X-100 for 10 min to increase the tissue permeability. Rinse twice in
1X PBS (10 min each).

2. To block endogenous peroxidase, the section is incubated in 0.6% H,0, in the
dark for 30 min. Rinse for 5 minin 0.1% Triton X-100 and 5 min in 1X PBS.

3. Incubate for 30 min in the blocking solution (3% normal goat serum, 1% bovine
serum albumin and 0.4% Triton X-100) to block nonspecific staining, and rinse
for 10 min in 1X PBS. It is crucial to select the normal (nonimmune) animal
serum from the same species in which the secondary antibody was raised (see
Note 5). Because the anti-rabbit 1gG antibody raised from goats (goat anti-
rabbit) is used here as the secondary antibody, the normal goat serum should
be selected to block nonspecific binding sites. Likewise, if the horse anti-rabbit
is used as the secondary antibody, normal horse serum should be chosen as the
blocking serum.

3.3. Incubation with Primary and Secondary Antibodies

1. Dilute primary antibodies to desired concentrations in the primary antibody
dilution buffer. The following dilutions of primary antibodies have produced the
satisfactory signal-to-noise ratios in our studies (5-8): anti-phospho-CaMKI|
(1:500); anti-CREB (1:1000); anti-phospho-CREB (1:1000); anti-phospho-
ERK (1:500); and anti-phospho-Elk-1 (1:2000) (see Notes 3 and 6).

2. Incubate overnight in the diluted primary antibody solutionin acold room (at 4°C).
The incubation conditions (time, temperature, and antibody concentration) can
be adjusted empirically for each antibody to optimize the signal-to-noise ratio.
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On the next day, continue the incubation with primary antibody at room tem-
perature for 0.5-1 h. Rinse four timesin 0.02% Triton X-100-1X PBS (10 min
each) to wash off free primary antibodies.

Dilute the secondary antibody (biotinylated goat anti-rabbit from the Vector
ABC kit) 1:200 in the secondary antibody dilution buffer (0.02% Triton
X-100-1X PBS).

Incubate in the diluted second antibody solution for 1 h. Rinse threetimesin 1X
PBS (10 min each) to wash off free secondary antibodies.

3.4. ABC Complex, Staining and Mounting

1

Mix one drop each of reagent A (avidin) and B (biotinylated horseradish
peroxidase) (from the Vector ABC kit) in 10 mL of 0.02% Triton X-100-1X PBS
for 15-30 min. This allows the formation of the avidin—biotinylated horseradish
peroxidase complex (see Note 7).

Incubate in the mixture for 1 h and rinse three timesin 1X PBS (10 min each).
Incubate in the freshly prepared staining solution (0.25 mg/mL of DAB, 0.01%
H,0,, and 0.04% NiCl,) for 5-6 min. Closely monitor the intensity of the
reaction to ensure that background immunostaining remains at a minimal level
(see Note 8).

Once the desired level of staining has been visualized, stop the reaction in
1X PBS. Rinse the section threetimesin 1X PBS (10 min each).

Remove floating sections to a Netwell mounting tray half filled with 0.1 M
sodium nitrate using a fine-tipped paint brush. Mount sections onto the gelatin-
coated glass dlide. Several drops of 10% Triton X-100 can be added to facilitate
the moving of tissue onto the slide. For culture cells, remove mounted chambers
from glass slides carefully.

Slides are air-dried at room temperature to allow the adhesion of sections to
the surface of the glass slide. The DAB reaction product is essentially insoluble
and very stable. Immerse slides in distilled H,O for 1 min to remove the salts
remaining from the buffers previously used. If necessary, a counterstaining can
be performed here (see Note 9). Dehydrate sections in graded ethanol (70%,
80%, 95%, and 100%; 1 min each). Ethanol is generally used to remove the
water in the tissue to allow the mounting media that is not miscible with water
to coverdlip slides.

Place the slide in xylene to prevent the tissue from drying out and coverslip
with the DPX mounting media. Let slides dry overnight before examination
under alight microscope.

3.5. Anticipated Results in the Striatum

Using the procedures outlined in the preceding, the following characteristics
can be anticipated (for details, see refs. 5-8). It should be mentioned that
experimental manipulations that can enhance striatal cellular activity need
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Fig. 2. CREB phosphorylation in rat primary cultures of striatal neurons following
incubation of the group | mGIuR agonist DHPG for 10 min (A vs B). The increased
pCREB immunostaining occurred in the medium-sized neuronal cells rather than the
astroglial cells with large, flat, and phase-dark nuclei (arrows). Moreover, pCREB
staining was exclusively expressed within the nuclear compartment (C).

to be applied prior to the immunostaining procedures to visualize a high
throughput of cells containing phosphorylated proteins. Such manipulations
can be achieved by application of psychostimulants (cocaine or amphetamine)
or the metabotropic glutamate receptor agonist (5-8).

1. The pCREB immunoreactivity is seen throughout the striatal region (both
the dorsal and ventral striatum) following a systemic injection of an indirect
dopamine agonist, amphetamine (8), or in most cultured striatal neurons (5). The
pCREB immunostaining seems to be confined to in neurona cells rather than
non-neuronal glial cells. Moreover, the dense pCREB staining is exclusively and
evenly displayed over the entire nuclear compartment of each perikaryon (Fig. 2).
The detectable specific labeling is hardly seen on the other parts of neurons, for
example, cytoplasm and fibers.

2. The distribution pattern and density of pElk-1 immunoreactivity in the striatal
area of brain sections and cultured striatal neurons share the same characteristics
as pCREB (5,8). At the subcellular level, the strong pERK immunoreactivity is
present in the nucleus of perikarya in this brain area. In addition to the nuclear
staining, diffuse pERK staining exists in the cytoplasm and expands to the
proximal segment of axonal or dendritic processes. Moreover, the number of
pPERK-positive cells is significantly less than the population of pCREB- or
PEIK-1-immunoreactive cells.

3. The dense pCaMKIIl immunoreactivity is evident in the cytoplasm and, to a
much lesser extent, the nucleusin striatal neurons. Moderate fiber staining isaso



280 Mao and Wang

revealed, which appears as widespread varicosities and small fibers. Like pERK,
pCaMKII-positive cells are scattered in the entire striatum.

4. Notes

1. Specificity of antibodies is critical in interpreting data. Numerous studies
performed recently with Western blotting, immunoprecipitation, immunohisto-
chemistry in brain sections from living rodents, or immunocytochemistry in cul-
tured cells have demonstrated the specificity of the antibodies that are sold
commercially from Upstate Biotechnology, Santa Cruz Biotechnology, and Cell
Signaling Technology. However, despite their demonstrated selectivity, it is
recommended that the investigator gain full knowledge of the selectivity and
cross-reaction with closely related proteins of the antibody by a careful review
of the literature and adequate pilot tests (10,11).

2. Prior to detection of a given protein, the control procedures of immunostaining
need to be conducted to ensure the selectivity of primary and secondary antibod-
ies. A purified protein can be used to preabsorb the primary antibody, resulting
in a negative staining opposed to a positive staining when the primary antibody
alone isused. In another negative control, the primary antibody is omitted in the
procedures to evaluate the specificity of the secondary antibody.

3. Numerousfactors may affect the quality and quantity of immunostaining. Readily
controlled factors include tissue fixation, the application of the primary antibody
(dilution and incubation duration), and the molarity and pH of buffers. Tissue
fixation needs to be done quickly with cold paraformaldehyde after anesthesia
and no saline solution should be performed prior to paraformaldehyde solution
because del ayed fixation and prior saline perfusion seem to cause dephosphoryla-
tion of kinases and factors, which may result in afailure to detect phosphorylated
targets because of sizable loss of the signal. In a direct and quick paraformal-
dehyde perfusion, we found no effects of the two phosphatase inhibitors,
pervanadate (10 uM; Sigma) inhibiting the tyrosine phosphatase and okadaic acid
(1 uM; Tocris) inhibiting the protein phosphatase 1 (PP-1), applied in the first
50 mL of the paraformal dehyde perfusion on immunohistochemical detection of
pCaMK I, pCREB, and pElk-1 in the rat striatum in response to stimulation of
metabotropic glutamate receptors. This indicates that a minimal dephosphoryla-
tion occurred in our perfusion procedures. We also tested immunohistochemical
detection of the phosphoproteins under anesthesia with different anesthetics.
We found comparable levels of striatal pCaMK 11 and pPCREB among different
groups of rats treated with three different anesthetics (chloral hydrate, sodium
pentobarbital, and Equithesin). Thus, the use of anesthetics seems to cause no
evident dephosphorylation that may prevent us from detecting the phosphopro-
teins. The dilution and incubation duration of the primary antibody need to be
determined in pilot studies even though valuable information can be obtained
from the literature. It is noted in some of the literature that the listed dilution
concentration of a primary antibody in the article is the reflection of the
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dilution from the original solution of commercia antibody regardless of its real
concentration. In this case, 1:1000 dilution from a 0.1 mg/mL antibody package
actually means 1: 10,000 dilution (0.1 pg/mL). Checking with the original author
could help verify thisissue.

4, Variation in immunostaining density exists among the procedures performed at
different times even though the identical procedures are followed. It is therefore
highly recommended to conduct the detection of a given protein simultaneously
on the sections or culture slides from different experimental groups. By perform-
ing the same procedures at the same time, the density variation is expected to
be minimal. Changes in the immunostaining density can therefore be compared
guantitatively among groups of animals treated with different drugs.

5. The secondary species serum (normal goat serum) incubation allows for the
binding of serum protein to charged sites on the brain section. The concentration
of the normal goat serum and the duration of incubation may be adjusted to
reduce nonspecific background staining.

6. Primary antibodies should not be thawed and refrozen frequently. They should
be stored in aliquots with or without dilution of the original package and thawed
once and used. However, most antibodies used in this study can be saved in
solution at —20°C, which avoids freeze-thaw cycles during their frequent uses.

7. Some frozen tissues, most commonly kidney and liver, show intrinsic biotin-
binding activity, which may increase the nonspecific background staining.
However, such a problem is not significant when striatal sections are proceeded
for immunohistochemistry. By using the Blocking Kit from Vector to block the
intrinsic biotin-binding activity (adding avidin from the kit to the brain section
to bind to biotin, followed by biotin to bind avidin and rinse), we observed
a high signal-to-noise ratio comparable to that obtained without the blocking
treatment.

8. We add nickel chloride to the DAB solution to increase the overall sensitivity
of the DAB reaction. The DAB reaction product after nickel chloride addition is
dark blue to black, instead of brown produced by the utilization of DAB aone.
The dark reaction product seems preferable for black and white photography
of stained slides.

9. If the counterstaining is desired, this stain is better remained weak. Strong
counterstaining can markedly mask the principal reaction product. Usually,
the counterstaining is controlled to intensity sufficient just to visualize the
structure.
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Analysis of Protein Expression
in Brain Tissue by ELISA

Steffany A. L. Bennett and David C. S. Roberts

1. Introduction

The enzyme-linked immunosorbent assay (ELISA) technique offers a sen:
tive, simple, and versatile method for quantifying as little as 100 pg of targe
protein in mixed cell or tissue lysates. A further advantage to the protoc
is the ability to process rapidly and reproducibly large numbers of sample
with minimal equipment requirements. The underlying principle depends o
formation of an antigen—antibody complex immobilized on plastic microtitre
plates.Figure 1 illustrates the basic methodology. In the antibody-sandwict
ELISA, a primary antibody directed against a protein of interest is boun
(adsorbed) to the bottowf a polystyrene wel{Fig. 1A). A mixed protein
lysate is added to the well and the target protein is “captured” onto the sol
phase by interaction with the capture antiboEig(1B). A second antibody
recognizing a different antigenic determinant on the target protein is adde
(Fig. 1C). The resulting antibody—antigen—antibody sandwich is detected wit
an enzyme-linked secondary antibdd@fyg. 1D) followed by incubation with
a suitable enzyme substrate. Substrate hydrolysis results in a detectable c«
change(Fig. 1E) and is proportional to the amount of captured protein. At
each step, the antibody sandwich is separated simply and effectively fro
unbound conjugate by repeated washes. Sensitivity can be increased furthel
secondary and tertiary immunogenic enhancement.

In this chapter, we describe standard protocols for protein detection |
lysates prepared from microdissected brain tissue using antibody-sandwi
ELISAs. To illustrate methods, cerebral changes in expression of connexin:
(Cx32) following chronic cocaine self-administration are presented. Connexir

From: Methods in Molecular Medicine, vol. 79: Drugs of Abuse: Neurological Reviews and Protocols
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Fig. 1. Basic principles of the antibody-sandwich ELISA. The antibody-sandwict
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protocol is the most sensitive of the ELISA methods.
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are a multigene family of more than 20 proteins that form the structural uni
of gap junction channels. These intercellular channels directly connect tf
cytoplasm of adjacent cells. Gap junctional intercellular communication (GJIC
allows coupled cells to synchronize their responses to extracellular cues
passive diffusion of ions, metabolites, and second messengers from one
to another(1). Administration of drugs of abuse has been shown todnfle
functional measures of GJIC between neurons in the stri@i®nalthough

the individual connexin proteins responsible for these changes have only beg
to be elucidate@4). ELISA methodology represents one means of identifying
these connexins.

2. Materials
1. Sodium pentobarbital (Somnotol, MTC Pharmaceuticals, Cambridge).
2. Dry ice.
3. Isopentane (2-methylbutane).
4. Razor blades.
5. Disposable borosilicate glass culture tubes(Z3 mm, VWR).
6. Tissue-Tearer hand-held small sample laboratory homogenizer (Fisher).
7. 10 nM Phosphate-buffered saline (PBS): 1Mmodium phosphate; 150Nh

NaCl, pH 7.4.

8. RIPA buffer: 10 vl PBS, 1% nonylphenoxy polyethoxy ethanol (Nonidet P-40
[NP-40]), 0.5% sodium deoxycholate, 0.1% sodium doedecyl sulfate (SDS]
Buffer can be stored at 4°C. Add protease inhibitors and vortex-mix vigorousl
immediately before use. Protease inhibitors: Aprotinin(BOmL from Sigma
stock, stored at 4°C), 10vhsodium orthovanadate (add t0/mL of 100 niM
stock to RIPA buffer, stored at —20°C), and phenylmethanesulfanytidie
(PMSF) (add 10QL/mL of 10 mg/mL stock dissolved in isopropanol to RIPA
buffer, stored at —20°C)Warning: PMSF is a neurotoxin. Take appropriate
safety precautions when dissolving stock powder.

9. Bio-Rad DC protein assay kit (Bio-Rad, Mississauga, ON).

10. 96-Well microtitre plates.

11. Adhesive covers (available from any company supplying microtiter plates) ¢
plastic wrap.

12. Capture primary antibody (rat monoclonal R5, kindly provided by Dr. David
Paul, Harvard Medical School), detection primary antibody (mouse monoclong
M12.13, kindly provided by Dr. David Paul, Harvard Medical School), peroxi-
dase-linked anti-mouse IgG secondary antibody (Jackson Immunolabs, Missi
sauga, ON).

13. 3,3,5,5-Tetramethylbenzidine (TMB). TMB can be purchased as a ready to us
solution (BM Blue POD Substrate, Roche).

14. Coating buffer: 0.M NaHCO~N&CO;, pH 9.5.

15. Blocking solution: 1% bovine serum albumin (BSA) (w/v) in 10APBS,
pH 7.4, and 0.02% thimerosol (w/v).
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16. Multichannel pipet.
17. Plate reader withltiers for detection at 450 nm and 650 nm.

3. Methods

Methodologies are described for extraction of protein and RNA from roder
striatum Subheading 3.1.), protein capture onto microtiter plat&ibheading
3.2.), detection of bound antibody—antigen compl8ubheading 3.3.), and
data analysisSubheading 3.4.).

3.1. Protein Extraction from Rat Brain

This protocol includes a description of the euthanasia proceSuibbdad-
ing 3.1.1.), dissection parameterSubheading 3.1.2.), and protein extraction
methodology $ubheading 3.1.3.).

3.1.1. Animal Euthanasia

Male Wistar rats (275-300 g, Charles Rivers, St Foie, PQ) were lethall
injected intraperitoneally with 80 mg/kg of sodium pentobarbital (Somnotol
and euthanized by decapitation. Brains were rapidly removed for dissectio
In the present example, rats had been previously allowed to self-administer
injections of 1.5 mg/kg of cocaine over a 14-d pe(#)dAnimals were killed
at 2, 7, or 21 d after thiast cocaine self-administratissession and Cx32
protein expression was compared to drug-naive, age-matched citrols

3.1.2. Tissue Dissection

The medulla, parietal/temporal cortex, cerebellum, thalamus, dorsal striatul
nucleus accumbens, and globus pallidus/ventral lateral striatum (not includir
the nucleus accumbens) were removed under a dissecting microscope, weigt
flash-frozen in dry-ice chilled isopentane, and stored at —85°C until processir

3.1.3. Protein Extraction

Lysates of soluble protein were prepared from pooled tissue samptes (
2 animals/protein lysate). The steps in this process involve homogenization, se
ration of unhomogenized tissue and insoluble proteins from soluble protein lysa
and determination of protein concentration. The following protocol gives the higt
est protein yield from small samples with minimal extraction steed\ote 1).

1. Place tissue on a clean glass plate chilled on ice.

2. Dice tissue into small pieces with a razor blade. Wipe plate with 100% ethan
(EtOH) between samples.

3. Immediately transfer diced tissue to disposable borosilicate glass culture tub
(12 x 75 mm) (VWR) and add RIPA buffer with protease inhibitors (3 mL/g of
tissue). As it is difitult to homogenize tissue in <5pQ of RIPA (~170 mg of
tissue), it may be necessary to pool multiple dissections from different animals:
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achieve ~170 mg of tissue. Samples should be maintained on ice for the durati
of the extraction procedure.

4. Homogenize tissue using a hand-held or stand-mounted homogenizer. T
settings and number of strokes must be empirically determined depending
the unit employed. Using a Tissue-Tearer hand-held small sample laborato
homogenizer (Fisher) with a probe length of 8.8.7 cm, 8-10 up-and-down
motions (strokes) through the tissue solution at setting 3 icignffito homog-
enize small samples of myelinated tissue (~170 mg tissuq/b0f RIPA
buffer). Large samples such as cortex or cerebellum may require addition:
homogenization. Care should be taken to ensure that the probe is not remoy
from the liquid or excess frothing will occur. Samples are subjected to three t
five strokes and solid tissue and froth bubbles are allowed to settle on ice pri
to renewed homogenization. Carefully clean pestle with 70% EtOH and double
distilled H,O (2X H,0O) between samples to eliminate cross-contamination.

5. Transfer homogenized lysates to 1.5-mL microcentrifuge tubes and centrifug
at 12,000 rpm for 20 min at 4°C. Remove supernatant and microfuge again. Tl
second supernatant is the total cell lysate used in the ELISA protocol.

6. Combine lysates from the same sample. Determine protein concentration usi
standard laboratory protocol such as the Bio-Rad DC protein assay kit (Missi
sauga, ON). If homogenization has been performed properly,nhlepfiotein
concentration should be between 0.5 anagfuL. A yield of 250 ug of total
protein/200 mg of starting tissue is commonly achieved.

7. Aliquot samples for storage. Aliquots can be frozen at —20°C for up to 3 m
without signifcant degradation of connexin proteins. Repeated freeze—thay
should be avoided.

3.2. Protein Capture onto Microtiter Plates

In the protocol described, Cx32 protein was immobilized on 96-wel
polystyrene plates coated with rat monoclonal R5 (provided by Dr. David Pat
Harvard Medical School). This assay was designed not to quantify absolu
protein levels but to establish whether relative Cx32 expression chang
ove time in various tissuelllowing cocaine self-administratio). As a
result, a standard curve was not included. If a gefit amount of puriéd
protein is available, this protocol can be matifio quantify absolute protein
concentration by inclusion of a standard curve with known amounts of targ
protein gee Subheading 3.2.2., step 1).

3.2.1. Adsorb the Capture Antibody onto the Solid Phase
of a Microtiter Plate

1. Dilute capture primary antibody to 2u6/mL in coating solutionsee Note 2).

2. Add 50yL per well using a multichannel pipet (12-channel 20—-gDGzostar
Pipettor). Agitate plate to cover the surface of the well evenly with coating
solution.
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3. Cover the plate with plastic adhesive covers or plastic wrap and allow antiboc
to bind to the plastic by incubating at 4°C overnight.

4. Remove the coating solution by turning the plate upside down over a sink at
shaking. Strike the plate against a paper towel three times to remove as muct
the remaining coating solution as possible. A sharpnitigé striking motion
is optimal.

5. Wash pltes with 10 nv PBS using a multichannel pipet. Add 100 per
well. Remove wash solution as describedtiep 4. Repeat for a total of three
washes.

6. Block the residual binding capability of the wells with 1Q@well in 1% BSA
in 10 nM PBS containing 0.02% thimerosol as a preservative. Cover the plat
with plastic adhesive covers or plastic wrap and incubate at 37°C for 1 h. Remo
the plate to room temperature if more time is required to prepare subseque
reagents. Plates can also be prepared in advance and left in blocking soluti
overnight at 4°C.

3.2.2. Immobilize Target Protein

1. Prepare 2Qug of protein lysate per well. Adjust all samples to the same volume
of RIPA buffer before addition of coating buffer. Bring each sample toa fi
volume of 50uL with coating buffer. If a standard curve is required, it should be
prepared at this stepeg Note 3).

2. Remove the blocking solution as describestép 4.

3. Add 50pL of test samples to antibody-coated wells in duplicate or triplicate to
control pipetting errors. A sample plate layout is provideddhle 1. Include
a standard curve on each plate if requirgsk Note 3). Cover the plate with
plastic adhesive covers or plastic wrap and incub&eh at room temperature
or overnight at 4°C. Include multiple wells incubated with coating buffer only
as blankgTable 1).

3.3. Detection of Bound Antigen—Antibody Complex

Detection of bound antibody—antigen complex can be direct or indirect. |
both cases, the captured antibody—protein complex is incubated with a prime
detection antibody capable of recognizing different antigenic determinants c
the target protein than the capture antibody. The epitopes must remain availa
after the target protein is immobilized on the microtiter plate and, as a resu
not all antibody pairs are compatibked Note 2).

Direct detection is accomplished using a primary detection antibody that
already conjugated to peroxidase or alkaline phosphatase. Advantages ar
faster and easier assay with fewer steps as well as the freedom to use cag
and detection antibodies raised in the same species. Disadvantages incl
reduced sensitivity relative to the indirect method and practical concerns in th
an appropriate conjugated antibody may not be available.
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Table 1

Microplate Layout for Experimental Detection of Cx32 in Medulla,
Parietal/ Temporal Cortex, Cerebellum, Thalamus, Dorsal Striatum,
Nucleus Accumbens, and Globus Pallidus/Ventral Lateral Striatum
in Drug-Naive (Control) Animals and in Chronic Cocaine
Self-Administrators After 2, 7, and 21 d of Cocaine Withdrawal

1 2 3 4 5 6 7 8 9 10 11 12

A Blank Oug M M CB CB DS DS VS VS
protein  Control Control Control Control Control Control Control Control
20pg  20pg 20pg 20pg 20pg  20pg 20pg  20ug

B  Blank Opg M M CB CB DS DS VS VS
protein 2d 2d 2d 2d 2d 2d 2d 2d

20pg 20pg 20pg 20pg 20pg  20pg 20pg  20pg

C Blank Opg M M CB CB DS DS VS VS
protein 7d 7d 7d 7d 7d 7d 7d 7d

20pg 20pg 20pg 20pg 20pg  20pg 20pg  20pg

D Blank Opg M M CB CB DS DS VS VS

protein 21d 21d 21d 21d 21d 21d 21d 21d

20pg  20pg 20pg 20pg  20pg  20pg 20pg  20pg
E Blank Opg Cx Cx T T NA NA

protein  Control Control Control Control Control Control
20pg  20pg 20pg 20pg 20pg  20pg

F  Blank Opg Cx Cx T T NA NA
protein 2d 2d 2d 2d 2d 2d

20pg 20pg 20pg 20pg 20pg  20pg

G Blank Opg Cx Cx T T NA NA
protein 7d 7d 7d 7d 7d 7d

20pg 20pg 20pg 20pg 20pg  20pg

H Blank Oug Cx Cx T T NA NA

protein 21d 21d 21d 21d 21d 21d
20pg  20pg 20ug 20pg 20pg 20ug

Layout of a 96-well plate and loading of experimental samples as descrilsedhirading
3.2.2. is illustrated. Blank: Wells were coated with R5 capture antibody and blocked with blocki
solution. In all subsequent steps, wells were incubated with the appropriate buffers in the abs
of protein lysate or antibodies. These values are set to 0 by the microplate reader during the
0 pg protein: Wells were treated exactly as described for experimental samples except protein
not included in the 4QL of RIPA and 10pL of coating buffer $ubheading 3.2.2., step 1).
This control determines the lower limit of assay sensitivity and establishes nomrspaiing
of all reagents in the absence of target protein. Experimental values that fall below this v:
cannot be interpreted. If this absorbance is high, increase the number of washes. M, Mec
Cx, parietal-temporal cortex; CB, cerebellum; T, thalamus; DS, dorsal striatum; NA, nucle
accumbens; VS, ventral striatum (not including the nucleus accumbens). Control: Samples obtz
for drug-naive animals. 2 d: Protein extraction performed 2 d after the last cocaine injection.
Protein extraction performed 7 d after the last cocaine injection. 21 d: Protein extraction perfor
21 d after the last cocaine injection. Experimental samples represent protein lysates extracted
tissue pooled from two animals.
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Indirect detection is accomplished using an unconjugated detection antibo
raised in a different species to the capture antibody followed by incubatic
with an enzyme-conjugated secondary antibody that recognizes the detect
antibody. Sensitivity can be enhanced further by tertiary reacerNpEte 4).

The advantage to this method lies in its sensitivity. Disadvantages incluc
increased assay processing time and labor as well as the requirement to ider
capture and detection antibodies raised in different species.

The protocol provided below is an example of secondary enhancemel
Cx32 protein, immobilized on 96-well polystyrene plates coated with mono
clonal R5 raised in ratsée Subheading 3.2.), was reacted with mouse
monoclonal M12.13. Antibody—antigen—antibody complexes were detecte
with a peroxidase-linked anti-mouse |gG 2000) and TMB.

1. Remove unbound lysate by turning the plate upside down over a sink and shaki
Strike the plate against a paper towel several times to remove as much of t
remaining lysate as possible.

2. Washplates with 10 v PBS using a multichannel pipet. Add 100 per
well. Remove wash solution as describedtep 4. Repeat for a total of three
washes.

3. Dilute detection primary antibody to 2.8/mL in blocking solutiongee Note 2).

4. Add 50pL per well using a multichannel pipet (12-channel 20—200Zostar

Pipettor). Agitate plate to cover the surfaafethe well evenly with solution.

Cover the plate with plastic adhesive or plastic wrap and ince2ateat room

temperature.

Remove unbound antibody and wash plates as describggpsri and2.

Detect the antibody—antigen—antibody complexes with peroxidase-linked ant

mouse IgG (12000) or appropriate secondary antibody raised against the Ig (i.e

Ig, 19G, IgM, etc.) and species (i.e., mouse, rabbit, sheep, etc.) of the detecti

primary antibody. Add 5Q.L per well. Cover with plastic adhesive or wrap and

incubate for 2 h at 37°C.
7. Remove unbound antibody and wash plates as describegpsri and?2.
8. Add 75 pL per well of TMB substrate and incubate for 10—30 min at room
temperature.
9. Stop reaction by addition of 2L of 1 M H,SO,. The solution will turn a
yellow color.

10. Read the plate on a microplate reader at 450 nm against a reference waveler

of 650 nm.

o 0

3.4. Data Analysis

In the example provided, -fold changes in Cx32 expression were assess
in medulla, parietal/temporal cortegerebellum, thalamus, dorsal striatum,
nucleus accumbens, and globus pallidus/ventral lateral striatum (not includir



Protein Analysis by ELISA 291

Table 2
Raw Data from a Representative Antibody-Sandwich ELISA Experiment

1 2 3 4 5 6 7 8 9 10 11 12
A Blank  Opg M M CB CB DS DS VS VS

protein  Control Control Control Control Control Control Control Control
0.000 0.027 0.850 0.851 0.641 0.834 0.651 0.525 0.602 0.891

B  Blank Oug M M CB CB DS DS VS VS
protein 2d 2d 2d 2d 2d 2d 2d 2d
0.000 0.022 0.947 0913 1.009 0983 0.577 0.576 0.972 1.016
C Blank Oug M M CB CB DS DS VS VS
protein 7d 7d 7d 7d 7d 7d 7d 7d
0.001 0.019 0.938 0913 0.855 0.675 0.644 0.615 0.972 0.986
D Blank Oug M M CB CB DS DS VS VS

protein 21d 21d 21d 21d 21d 21d 21d 21d
-0.003 0.022 0971 0774 0.785 0.582 0560 0.704 0.923 0.834
E Blank Opg Cx Cx T T NA NA
protein  Control Control Control Control Control Control
-0.001 0.019 0629 0938 0572 0.813 0976 0.974

F  Blank Opg Cx Cx T T NA NA
protein 2d 2d 2d 2d 2d 2d
0.002 0.078 0.829 0.821 0.897 0.952 0.938 0.959
G Blank Opg Cx Cx T T NA NA
protein 7d 7d 7d 7d 7d 7d
0.000 0.022 0.815 0.715 0.960 1.011 0.916 0.913
H Blank Oug Cx Cx T T NA NA

protein 21d 21d 21d 21d 21d 21d
-0.001 0.021 0954 0.677 0.998 0.843 0.843 0.824

Layout and abbreviations are as describedable 1. Data represent well absorbance read a
450 nm minus absorbance read at a reference wavelength of 650 nm. For subsequent data ar
the mean of replicate wells dedis a single data point.

nucleus accumbens) at various time points after cocaine withdreatré 2
depicts raw data from a single experiment. Examples of data analysis a
interpretation are presentedfigs. 2 and3. Graphs depict averaged data from
two independent experiments (two antibody-sandwich ELISAS) using differer
protein lysates. Ifkig. 2A—C, mean absorbances and data standardized to Cx3
levels in drug-naive control animals are presented. To perform standardizati
calculations, each data point/experiment/tissue was divided by the mean of
control group (drug-naive animals). This transformation sets control expressic
levels to 1.0 and permits calculation of both average -fold change relative
control and standard error of the mean for each condition. Standardizati
simplifies comparisons of changes in protein expression between tissues t
express different amounts of protein under basal conditions (corRaraA

with 2B). If a standard curve is included in the experimental design, -folc
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change can be replaced with precise quantitation of the protein concentrati
in each samples¢e Note 2).

4. Notes

1. Alternative protocols for protein extraction include the use of Trizol Reagen
(Invitrogen, Burlington, ON) permitting simultaneous extraction of RNA and
protein from the same tissue sample and minimizing the number of anima
required to perform both RNA and protein stud#s However, because Trizol-
extracted protein is solubilized in 1% SDS, care should be taken to ensure th
the final concentration of SDS does not exceed 0.5% when samples are dilut
in coating buffer $ubheading 3.3.2., step 1). Stripping of capture antibody
from the microtiter plates and loss of antibody—antigen complex can occur :
elevated SDS concentrations.

2. The capture antibody can be either monoclonal or polyclonal and is diluted
a concentration between 0.5 and i@mL. As a rule, we have observed that
2.5 ug/mL is a convenient starting concentration and that sensitivity does nc
significantly increase when concentrations exceegditL. If the capture and
detection antibodies have not previously been used for ELISA analysis, it me
be necessary to establish the limits of sensitivity using serial dilutions of bot
reagents detecting a known positive control. Note that the sensitivity of th

Fig. 2. (previous page) Analysis and interpretation of antibody-sandwich ELISA
results.(A) Distribution of Cx32 protein in the dorsal striatum, nucleus accumbens
and globus pallidus/ventral lateral striatum (minus nucleus accumbens) in drug-nai
animals. Data represent the mean absorbance + SEM of two independent experime
Note that the expression levels of Cx32 vary under control conditions. The limit c
sensitivity (i.e., the average of wells labelegglof protein inTable 2) is illustrated by
the line at the bottom difie graph. Absorbances below tlirsit can not be distinguished
from nonspecifi binding éee Table 1).(B) Alterations in Cx32 expression following
withdrawal from chronic cocaine self-administration. Data are expressed as the me
absorbance + SEM of two independent experiments. The limit of sensitivity is indicate
by the horizontal line at bottom of the graph. As presented, it isuliffio compared
changes in Cx32 expression following cocaine withdra@l-Fold changes in Cx32
expression in the dorsal striatum, nucleus accumizenkglobus pallidus/ventral lateral
striatum during cocaine withdrawal. Standardization permits a clearer comparison
trends in Cx32 expression at various time points after cocaine self-administration. Nc
that relative protein expression does not change in the dorsal striatum during coca
withdrawal but that expression decreases over time to below that observed in drt
naive animals in the nucleus accumbens. These data replicate previously publist
results(4). In the globus pallidus/ventral lateral striatum, a sharp increase in Cx3
expression is observed immediately after cocaine withdrawal followed by a gradu:
decrease to basal protein levels.
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cerebellum, and thalamu®) Medulla.(B) Parietal/temporal corteXC) Cerebellum.

(D) Thalamus. Note that there is no change in Cx32 expression in the medulla
parietal/temporal cortex relative to drug-naive animals during cocaine withdrawa
A transient increase in expression is observed 2 d after cocaine withdrawal in t
cerebellum while sustained increases in Cx32 expression are noted in thalamic nu

2-21 d after cocaine withdrawal.

ELISA protocol depends on use of high-aitfy antibodies with minimal cross-
reactivity to other proteins angagents and it is wortthe time to optimize

these reagents.

3. Ifthe absolute amounts of protein are to be quadtithen a standard curve with
serial dilutions of known amounts of target protein is required. However, bindin
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efficiency does vary from plate to plate and we have found that (a) a standa
curve is required on each microtiter plate for accuracy and (b) it is essential th
all of the experimental conditions are kept constant (i.e., incubation times). Th
standard curve establishes the dynamic range of detection (i.e., the amount
target protein required to produce linear differences in substrate hydrolysis) at
permits quantitative assessment of target protein concentration in experimen
lysates. The concentration of target protein in mixed protein lysates must fa
within this dynamic range for accurate quantitation.
In the most sensitive of assays, detection is achieved by incubation with &
unconjugated detection antibody, a biotinylated secondary antibody, and tertia
reaction with enzyme-conjugated streptavidin. This method enhances detecti
of a single antigen—antibody interaction up to eightfold. If tertiary enhancemer
is required, the modifations to the protocol outlined 8ubheading 3.3. should
be made:
1-5. These steps remain unchanged.
6. Amplify the antibody—antigen—antibody complex signal with biotinylated
anti-mouse IgG (1200,000, Sigma) or appropriate secondary antibody.
Add 50 pL per well. Cover with plastic adhesive or wrap and incubate
for 1 h at 37°C.
7. Remove unbound antibody and wash plates as describigpsrl and2.
8. Detect this complex with extravidin peroxidasey@mL, Sigma). Add
50 uL per well. Cover with plastic adhesive or wrap and incubate for 1 h
at 37°C.
9. Remove unbound antibody and wash plates as describipsrl and2.
10. Add 75uL per well of TMB substrate and incubate for 10—-30 min at room
temperature.
11. Stop reaction by addition of 2& of 1 M H,SO,. The solution will turn
a yellow color.
12. Read the plate on a microplate reader at 450 nm against a referen
wavelength of 650 nm.
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Dopamine Receptor Binding
and Quantitative Autoradiographic Study

Beth Levant

1. Introduction

The central nervous system (CNS) dopamine system plays an importe
role in mediating the reinforcing effts of drugs of abugd). In addition,
dopamine receptors have been the principal target of drugs employed in t
treatment of neuropsychiatric disorders such as schizophrenia and Parkinsc
disease. Until 1990, the dopamine receptgoulation in thdrain and periphery
was believed to consist of two subtypesddd D,, which were distinguished by
their pharmacology and coupling to signal transduction systems (for reagew
ref. 2). D, and D, receptors exhibit similar distributioms brain with the highest
densities in the striatum (for reviesse ref. 3). A number of selective radioli-
gands have been synthesized and extensively used to characterize the clas:
dopamine receptor subtypes. These radioligands include #slBctive
ligands PH]SCH 23390 andp3]SCH 23982. D receptor-selective ligands
include the antagonistéd]spiperone,jH]YM 09151-2, and{?]iodosulpiride
and the agonists$H]propylnorapomorphine andH]quinpirole.

Molecular cloning efforts have revealed additional dopamine receptc
subtypes: the Pand D, subtypes, which have homology with;2and the
which has homology with P(4-6). These novel subtypes are expressed in
roughly 10- to 100-fold lowedensity than the classical dopamine receptor
subtypes. Dsites are preferentially localized in limbic brain regions such as th
nucleus accumbens and islands of Callejgsif@s are of greatest abundance in
regions such as the frontal cortex. The distribution pfe@eptors, as assessed
by Ds mMRNA, appears to be similar to that of therBceptors. Because of the

From: Methods in Molecular Medicine, vol. 79: Drugs of Abuse: Neurological Reviews and Protocols
Edited by: J. Q. Wang © Humana Press Inc., Totowa, NJ
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pharmacological similarity of these sites with the dhd D, receptors, it is
often not possible to distinguish between these sites in a heterogeneous tis
with currently available radioligands. As such the site labeled by any give
radioligand in a such a tissue (i.e., brain) will, of course, be dependent on t
relative affnities of that ligand for the related subtypes and the population ¢
sites present in the tissue employed. Thus, although interactions withcspeci
D,- or D,-like subtypes may be inferred, it is likely that sites labeled by thes
radioligands in brain tissue represent a mixture of the related subtypes. Seve
radioligands that appear to exhibit selectivity for ther€eptor have been
synthesized includingi] 7-hydroxy-2-(din-propylamino)tetralin H]7-OH-
DPAT) and PH]PD 128907. These compountibel similar populations of
sites in rat brain which are generally consistent with that reported forsthe L
recepton(7-9).

This chapter outlines protocols for radioligand binding and autoradiographi
assays for different subtypes of dopamine receptors in brain. The scope of
chapter is limited to the widely used, well established protocols for bindin
and autoradiographic assays that employ commercially available, tritiated al
iodinated ligands. Radioligand binding assays,'grind and bind” studies,
can be used to measure receptor density anaitaffn homogenized tissue
samples. This method is rapid and highly quantitative; however, localizatio
of binding sites is limited by the accuracy of dissection and any variation i
binding within the brain region of interest will be obscured by homogenizatior
Receptor autoradiography, on the other hand, has a high degree of anatom
resolution. However, even when performed in a quantitative manner, tt
method is only semiquantitative compared to radioligand binding. Accordingly
receptor autoradiography is most suited to determining receptor localizatic
and relative densities in various brain areas or between different treatme
groups. In addition, receptor autoradiography can require extended periods
time for the exposure of autoradiograms.

Protocols are outlined for saturation analysis of radioligand binding fo
D,-like receptors using the antagonist ligadH]BSCH 23390 and Blike
receptors using the antagonist ligadel]gpiperone gee Note 1). A protocol
for the putatively selective labeling of;Bites using JH]PD 128907 is also
presented. For autoradiographic studies, protocols are outlined,fiikeD
receptors using the antagonist ligafid]BCH 23390, B-like receptors using
the antagonist ligand{]iodosulpiride, and B sites using agonis€fi]PD
128907. Procedures are generally similar for the respective assays; howe\
speciftc details, such as buffer composition, radioligand concentration, o
incubation time may vary for each ligand. Ligand-spedi®tails for each
assay are presented at the relevant step of the protocol.



Dopamine Receptors 299

2. Materials
2.1. Radioligand Binding Assays

2.1.1. Membrane Homogenate Preparation

1.

AR

Brain tissue: Fresh or fresh-frozen atdred at —70°C. Caudate—putamen is
most commonly used forElike and D-like receptors, ventral striatum (nucleus
accumbens and olfactory tubercles) far D
Homogenizer (e.g., Brinkman Polytron, Tekmar Tissuemizer, or PRO).
Centrifuge tubes.
High-speed, refrigerated centrifuge.
Assay buffers. Store at 4°C for up to 2 wk.
a. PH]SCH 23390: 50 mul Tris-HCI, 120 nM NaCl, 5 nM KCI, 2 mM CaCl,
1 mM MgCl,, pH 7.4 at 23°C.
b. [PH]Spiperone: 50 Ml Tris-HCI, 5 nM KCI, 2 mM CaCl, 1 mM MgCl,,
pH 7.4, at 23°C.
c. [?H]PD 128907: 50 il Tris-HCI, 1 M EDTA, pH 7.4, at 23° C.

2.1.2. Binding Assay

1.

Radioligands:

a. Dy-like receptors:JH]SCH 23390 (Amershamyde Note 2).
b. D,-like receptors:JH]Spiperone (Amershamyde Note 3).
c. D;receptors:3H]PD 128907 (Amershamyde Note 4).

. Assay buffers. Store at 4°C for up to 2 wk.

a. PH]SCH 23390: 50 el Tris-HCI, 120 nM NaCl, 5 nM KCl, 2 mM CaCl,
1 mM MgCl,, pH 7.4, at 23°C.

b. [BH]Spiperone: 50 Ml Tris-HCI, 5 "M KCI, 2 mM CaCl, 1 mM MgCl,,
pH 7.4, at 23°C.

c. [BH]PD 128907: 50 i Tris-HCI, 1 mM EDTA, pH 7.4, at 23°C.

. Competing ligands (Sigma). A 1Mistock may be prepared in ethanol and

stored at —20°C.

a. PH]SCH 23390: (+)-Butaclamol.

b. [BH]Spiperone: (+)-Butaclamol.

c. [PH]PD 128907: Spiperone.

Membrane homogenate.

12x 75 Polystyrene culture tubes.

Cell harvestersée Note 5).

Whatman GF/B fiiers.

Wash buffer: 50 M Tris-HCI, pH 7.4, at 23°C. Store at 4°C.
Scintillation cocktail suitable for use witlitdirs.
Scintillation vials.

. Scintillation counter.

Protein assay kit.

. Radioligand binding analysis software.
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2.2. Receptor Autoradiography
2.2.1. Preparation of Slide Mounted Sections

1. Cryostat.
2. Chrome-alum-coated, precleaned, glass microscope satdsdte 6).
3. Fresh-frozen rat brains. Stored at —70% Note 7).

2.2.2. Labeling of Sections

1. Radioligands:

a. Dy-like receptors:3H]SCH 23390 (Amersham).

b. D,-like receptors: A]lodosulpiride (Amersham)sge Note 8).

c. D;receptors:3H]PD 128907 (Amersham).
2. Assay buffer. Store at 4°C for up to 2 wk.

a. PH]SCH 23390: 50 il Tris-HCI, 120 nM NaCl, 5 nM KCI, 2 mM CaCl,

1 mM MgCl,, pH 7.4, at 23°C.
b. [*?3]lodosulpiride: 50 nv Tris-HCI, 120 nM NaCl, 5 nM KCl, 2 mM CaCl,,
1 mM MgCI2, pH 7.4, at 23°C.

c. [?H]PD 128907: 50 il Tris-HCI, 1 mVl EDTA, pH 7.4, at 23°C.
3. Competing ligands (Sigma). A 1NMhstock may be prepared in ethanol and

stored at —20°C.

a. PPH]SCH 23390: (+)-Butaclamol.

b. [*H]lodosulpiride: (+)-Butaclamol.

c. [PH]PD 128907: Spiperone.
4. Coplin jars or plastic slide mailers (Thomas Scienkfidepending on the
number of slides to be run.
SH-Hyperfim (Amersham) ¢ee Note 9).
X-ray cassettes.
[BH] or [*29]methylmethacrylate autoradiography standards (Amersham).
Dark room.
Developing trays.
Developer andXer suitable for X-ray fin such as Kodak D-19 developer and
rapid fixer.
11. Plastic sheet protectors.
12. Image analysis system.

COx®NO!

1

3. Methods

The methods described in the following subheadings outline procedures f
assay of dopamine receptors in brain tissue by (1) radioligand binding and (
guantitative receptor autoradiography. Procedures for preparation of membra
homogenates and slide-mounted brain sections for use in the respective as:
are also presented.
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3.1. Radioligand Binding Assays

A protocol is outlined for the determination of receptor density anclitsffi
using a 10-point saturation analysis design. If analysis of a larger or small
number of data points is desired (i.e., triplicates, multiple samples, etc.), tl
guantity of each reagent required should be scaled up or down accordingly.

3.1.1. Preparation of Membrane Homogenates

These assays typically use brain regions in which the receptor of intere
is expressed in greatest abundance. Accordingly, caudate—putamen is Ir
commonly used for assay of;llke and D-like receptors, whereas ventral
striatum (nucleus accumbens and olfactory tubercle) is used, f@cBptors.

1. Dissect a suffient quantity of brain tissue fassay to be performesbé Note 10).

A 10-point saturation analysis wittH]SCH 23390 or3H]spiperone will require
roughly 35 mg of caudate tissue. A 10-point saturation analysis WD
128907 will require roughly 220 mg of ventral striatal tissue.

2. Homogenize tissue in 20 volumes (w/v) of the appropriate assay buffer for 10
using a homogenizesde Note 11).

3. Centrifuge the homogenate for 15 min at 48g04° C, then discard superna-
tant and resuspend the pellet in 20 volumes (w/v) of assay buffer using tt
homogenizer.

4. Centrifuge the homogenate for 15 min at 48@@0 4° C, then discard the
supernatant.

5. Final pellets may be used immediately or stored at —70°C for up to 1 mo fc
future use.

3.1.2. Assay Protocol

1. Using a homogenizer, resuspend thalfpellet from membrane preparation in
assay buffer to yield the desired concentration. Keep the membrane homgena
on ice while preparing other reagents.

[BH]SCH 23390: 3 mg original wet weight/ mL.
[BH]Spiperone: 3 mg original wet weight/ mL.
[3BH]PD 128907: 20 mg original wet weight/ mL.

2. Prepare working solutions of radioligand. The assay is designed to test a rar
of concentrations spanning froroughly 10-fold above to 10-fold below the
Kp for the respective radioligand. Working solutions are preparededtirfies
the desired fial concentration to yield the desireddi concentration after the
addition of all reagents. For each assay, prepare 2 mL of radioligand in tf
respective assay buffer at the concentration shown below.

[3H]SCH 23390: 15 K.
[3H]spiperone: 5 NI.
[3H]PD 128907: 15 N.
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Table 1

Dilution Scheme to Produce 10 Concentrations of Radioligand
Over a 100-fold Range

Dilution Relative

number concentation Preparation
1 100 Prepare 2 mL of radioligand in assay buffer at the

highest concentration desired.

2 60 Mix 1.2 mL of dilution 1 with 0.8 mL of assay buffer.
3 36 Mix 1.2 mL of dilution 2 with 0.8 mL of assay buffer.
4 22 Mix 1.2 mL of dilution 3 with 0.8 mL of assay buffer.
5 13 Mix 1.2 mL of dilution 4 with 0.8 mL of assay buffer.
6 7.8 Mix 1.2 mL of dilution 5 with 0.8 mL of assay buffer.
7 4.7 Mix 1.2 mL of dilution 6 with 0.8 mL of assay buffer.
8 2.8 Mix 1.2 mL of dilution 7 with 0.8 mL of assay buffer.
9 1.7 Mix 1.2 mL of dilution 8 with 0.8 mL of assay buffer.

10 1 Mix 1.2 mL of dilution 9 with 0.8 mL of assay buffer.

This dilution scheme enables the preparation of 10 concentrations of radioliganctierstuiffi
volume to allow for duplicateletermination of total binding, nonspecifinding, and total
counts added.

Serially dilute the radioligand (1.2 mL of radioligand + 80 of buffer) to
produce 10 concentratiorf$able 1). Count duplicate aliquots of each dilution
to allow determination of actual concentration.
3. Prepare 3 mL of the appropriate competing liganaM}in assay buffer.
[BH]SCH 23390: (+)-Butaclamol.
[®H]Spiperone: (+)-Butaclamol.
[®H]PD 128907: Spiperone.
4. To perform the binding assay, assemble the following reactions in duplicat
12 x 75 mm polystyrene culture tub@sg. 1):
Total binding tubes:
50 L of assay buffer
100pL of radioligand (concentration 1 — 10)
100pL of assay buffer
Nonspecift binding tubes:
50 L of assay buffer
100pL of radioligand (concentration 1 — 10)
100pL of competing ligand
Then, add 25@L of membrane homogenate to all tubes. Gently vortex-mix all
assay tubes. Incubate at 23°C to attain steady-state binding.
[®H]SCH 23390: 90 min.
[2H]Spiperone: 90 min.
[*H]PD 128907: 3 h.
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Fig. 1. Schematic of the layout for a 10-point saturation radioligand binding
experiment.

5. Terminate reaction by rapidtfation over Whatman GF/Blfiers using a cell
harvester. Washlféers three times with 3 mL of ice-cold wash buffer.

6. Place fters in scintillation vials, add cocktail, and count in a scintillation counter
(see Note 12).

7. Determine protein concentration of membrane homogenate.

3.1.3. Analysis of Radioligand Binding Data (see Note 13)

The frst step in the analysis of binding data is to determine the mean
the duplicate values obtained from the scintillation counter. If the scintillatior
counter expresses these data as counts per minute (cpm), convert the dat
disintegrations per minute (dpm) using the following equation:

cpm/counter efiiency for fH] = dpm

The next step is to determine the exact concentration of each concentrat
of radioligand used using the following equation:
dpm
= Conc. W)
2.22e12 dpm/Cxk specift activity (Ci/mmol)x volume counted (mL)
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Fig. 2. Representative data from a 10-point saturation radioligand binding expe
iment (see Table 1). Data shown are forfiH]PD 128907 binding in rat ventral
striatal membranes. Saturation data, expressed in dpm, is sh@¥h A Rosenthal
(Scatchard) plot of the same data is showirfBh Results of this experiment, as
analyzed by LIGAND, wer&p = 0.21 MM, B, = 23 fmol/mg of protein.

Data can then be analyzed usingy af a variety of computer programs
for analysis of radioligand binding data such as LIGAND, EBDA, etc. Alter-
natively, data may be transformed an analyzed manually.

For manual analysis, determine the amount of spebifiding at each
concentrationgee Note 14):

Specift binding = total binding — nonspecifbinding

Binding data at each concentration of radioligand can then be plotted
generate a saturation cunkd. 2A).

Data are then transformed and plotted in a Rosenthal (Scatchard) pl
(Fig. 2B). First, convert specdibinding counts into moles bound using the
following equation:
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dpm
2.22e12 dpm/Cx specifc activity (Ci/mmol)x 1000 mmol/mol

= moles

This value is divided by the quantity of protein per tube to yield the concenttr:
tion of specift binding expressed as moles per milligram of protein. Becaus
this concentration will be quite low, data maydoaverted into more convenient
units such as picomoles or femtomoles. This value is then divided by tf
concentration of radioligantb yield speciit binding/total B/T) (see Note
15). Finally, speciit binding (moles permilligram of protein) is plotted vs
B/T with specift binding on thex-axis andB/T on they-axis. The density of
binding sites B,,,;,) is indicated at the-intercept. The affiity, or Ky value,
is equal to —1/slope.

Representative analysis of radioligand binding is showmhainle 2 and
Fig. 2.

3.2. Receptor Autoradiography
3.2.1. Preparation of Slide-Mounted Brain Sections

Using a cryostat, cut 10—3@m sections containing the brain areas of interest
(see Note 16). Regardless of the section thickness chosen, it is essential that t
sections be of uniform thickness. Thaw-mount sections onto gelatin-chron
alum-coated glass microscope slides. Moomeé or more sections near the
bottom edge of the slide, away from the frosted @mnd. 3). Because you will
need a total binding and a nonspechinding slide for each data point, two
slides with adjacent sections should be collected for each level of the bre
to be analyzed. Allow the sections to dry at room temperature. Slide-mount
sections can then be stored at —70°C for months.

3.2.2. Receptor Autoradiography

1. Remove slides to be assayed from the freezer. Remember that you will ne
pairs of slides with adjacent sections to allow you to determine total binding an
a nonspecifi binding. Allow slides to dry thoroughly at room temperature (at
least 15 min) gee Note 17). While slides are drying, designate and label slides
to indicate which slide of each pair will be used for total and nonspédaiiiing
using a pencil or solvent-proof marking pen. It is often helpful to include severe
extra pairs of slides in the assay to use to generate ‘trest fior evaluating the
adequacy of exposure of the autoradiograms.

2. Prepare radioligand solutions. First determine how much radioligand solutic
you will need. This depends on the size and number of incubation vessels y:
plan to use (i.e., Coplin jars or slide mailers), which, in turn, depends on th
number slides to be incubated. It is generally best to determine empirically tf
volume required by measuring the amount of solution required to completel
cover the your slide-mounted sections in an incubation ve#iedl \fiith slides



Table 2
Representative Analysis of Data from a 10-Point Saturation
Radioligand Binding Experiment

Radioligand concentrations

A B C
Mean Working Final
dpm conc. ) conc. (M)
1 254585 9.80E-09 1.96
2 156335 6.02E-09 1.20
3 92810 3.57E-09 0.71
4 57685 2.22E-09 0.44
5 34080 1.31E-09 0.26
6 21235 8.18E-10 0.16
7 12935 4.98E-10 0.10
8 7520 2.90E-10 0.06
9 4830 1.86E-10 0.04
10 2800 1.08E-10 0.02
Binding
Protein conc.: 245g/tube
A A D E F G
Radioligand Total Nonspedifi Specifc  Specift Specift
conc. (M) (dpm) (dpm) (dpm) (mol)  (fmol/mg of protein) B/T
1.96 4317 3060 1257 4.84E-15 19.75 10.08
1.20 3100 1824 1276 4.91E-15 20.05 16.66
0.71 2173 1012 1161 4.47E-15 18.24 25.53
0.44 1635 615 1020  3.93E-15 16.03 36.09
0.26 1207 397 810 3.12E-15 12.73 48.51
0.16 805 241 564 2.17E-15 8.86 54.20
0.10 607 158 449 1.73E-15 7.06 70.84
0.06 434 104 330 1.27E-15 5.19 89.56
0.04 296 82 214 8.24E-16 3.36 90.42
0.02 190 58 132 5.08E-16 2.07 96.21

Data are those resulting from saturation analysis usSHlPD 128907 (specifi activity =
117 Ci/mmol) in rat ventral striatal membranes (protein concentratiorug#4ébe). Counts
from the working solutions of radioligand and total and nonspeifiding are obtained from
the scintillation counter and represent the mean of duplicate determinations. All other values
calculated from these data. Graphical representation of this data is shie\gn2n

A: Average of duplicates from scintillation counter expressed in dpm.

dpm
2.22e12 dpm/Ci *117 Ci/mmol * 0.1 mL
Working conc. (M) * e9l
5
D: Specift binding (dpm) = Total binding (dpm) — nonspexlinding (dpm).
Specift binding (dpm)
2.22e12 dpm/Ci *117Ci/mmol*1e-3 mmol/mol

e e .. Specift binding (mol) * 1e15 fmol/mol
F: Specif¢ binding (fmol/mg of protein) = 0.245 mg of protein/tube

B: Working conc. i) =

C: Final conc. (M) =

E: Specift binding (mol) =

G BIT= Specift binding (fmol/mg of protein)
' " Radioligand concentration Ky
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Fig. 3. Incubation of slide-mounted brain sections in radioligand solution. Note th
placement of sections at the lower edge of the slide and that the radioligand solutior
of sufficient depth to completely cover the sections.

(Fig. 3). Remember that you will need enough radioligand solution for incubating
both total binding and nonspecifbinding slides. For example, if you plan to
assay 14 pairs of slides and you need 30 mL of radioligand solution to cover yo
sections completely, you will need to make 60 mL of radioligand solution. This
will allow enough solution for two Coplin jars. One, containing only radioligand,
will generate total binding sections. Competing ligand will be added to the
second Coplin jar to generate nonspedifnding sections.
Prepare the radioligand in the respective assay buffer. The concentrations
radioligand used in these are designed to minimize exposure time and a
therefore near-saturating for the tritiated ligands.

[BH]SCH 23390: 0.7 M.

[*?9]lodosulpiride: 0.3 M.

[3H]PD 128907: 0.7 M.
Transfer half of the radioligand solution into the Coplin jar to be used for tota
binding. Then add competing ligand tlee remaining radioligand solution to
produce a fial concentration of {uM.

[BH]SCH 23390: (+)-Butaclamol.

[*2¥]lodosulpiride: (+)-butaclamol.

[®H]PD 128907: Spiperone.
Transfer this solution into the Coplin jar to be used for nonspéiiiding.
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Count an aliquot of the radioligand solution to allow determination of the exac
concentration.
Place slides in the respective Coplin jars and incubate at room temperature
2 h. This is suffiient time for the system to reach steady state.
If large numbers of slides are to be assayed, multiple Coplin jars may be usi
and/or multiple batches of slides may be run. If multiple batches of slides ar
assayed, it is wise to count the radioligand binding solution between each bat
to ascertain that the concentration of radioligand is not depleted after multipl
incubations.
Terminate the binding reaction by dipping the slides in ice-cold assay buffer. Th
is followed by two wash incubations in ice-cold assay buffer followed by a dip
in ice-cold dHO. Washes can be accomplished by either transferring slides fror
one wash vessel to the next or changing the buffer in the Coplin jar containir
the slides. Wash times for the twash incubations for each radioligand are
as follows éee Note 18):

[BH]SCH 23390: 2¢ 5 min.

[*29]lodosulpiride: 2x 5 min.

[BH]PD 128907: 2 2 min.
Blot slides and allow them to dry. Drying can be accomplished by standing slide
in the dividers that come in boxes of 20-mL scintillation vials set on a piece
of absorbent bench paper. Alternatively, slides can be aspirated using a Past
pipet attached to a vacuum source. Once dry, slides can be placed in slide bo
and allowed to dry thoroughly (at least overnight). Drying can be augmented &
blowing slides with cool air using a fan, blower etc.
Once dry, arrange slides in X-ray cassettes. Include appropriate methylmethac
late radioactivity standards each film. In the dark room, appBH-Hyperfim to
the sections with the emulsion (dull) side directly against the sections. Exposu
of autoradiograms with each radioligand will take roughly the following amount
of time:

[BH]SCH 23390: 3 wk.

[*29]lodosulpiride: 48 h.

[BH]PD 128907: 12 wk.
This time may vary depending on variations in speaeitivity, actual radioligand
concentration, tissue handling, experimental treatment, brain region to b
examined, and so forth. Accordingly, it is often useful to also expose sever:
“test fims,” which expose a pair of slides and can be developed at various time
to determine the adequacy of exposure before developinglie iith the
actual experimental sections. It is equally important not to overexposéntke fi
(see Note 19).
When exposure is adequate, develdmdi according to the manufacturer’s
instructions. Note that because the emulsiorfHiyperfim has no coating,
the film must be developed by hand. It will be damaged by automated X-ra
film processing machines. It also scratches very easily. Therefore, it is essent
that it be developed with the emulsion side up. Care should also be exercis
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when handling the Ifin. After drying, store fins in plastic sheet protectors to
prevent scratching.

9. Capture images using a video-based densitometry image analysis system s
as NIH Image, MCID, and so forth. To quantify autoradiograms, use the
radioactivity standards to generate a standard curve to describe the relations
between optical density (OD) and radioactivity (using the values supplied b
the manufacturer for nanoCuries per milligram of tissue equivalent). Image
from each fim can then be calibrated according to the standards included on th
film. Sample the brain regions of interest from the total binding sections and tt
adjacent sections used for nonspedifnding. Specifi binding in that brain area
can then be calculated using the following equation:

Total binding — nonspecdibinding = specié binding
The density of ligand binding can then be calculated:

Specift binding (nCi/mg tissue equivalent)  Specift binding (pmol/mg
Specift activity (Ci/mmol) tissue equiv.)

4. Notes

1. Saturation analysis represents only one type of radioligand binding experimel
It is used to determine receptor affy and density. For detailed descriptions of
a variety of types of receptor binding experiments see Bylund and Yamamul
(10) and Levan(11).

2. Although PH]SCH 23390 exhibits high selectivity for,Deceptors over R
this ligand also possesses somendiffifor the 5-hydroxytryptaming(5-HT,)
receptor. Because caudate expresses very low density of, Bebld@ptors, the
contribution of the sites is negligibla membranes prepared from that brain
area. If other brain areas or tissues are used, S#¢tEptors may be blocked in
the presence of 40M ketanserin.

3. Although the3H]spiperone binding is the most widely used assay for tH&kB
sites, this assay is somewHimited by the fact thait utilizes a radioligand
with high affnity but low specift activity. In striatal membranes, the ligand also
exhibits relatively high nonspeoifibinding. As such, assays usisgJspiperone
must use relatively low concentrations of membrane homogenate to avoid ligat
depletion. As a result, the magnitude of spedifhding in terms of dpm obtained
with [®H]spiperone is striatal membranes is relatively low compared to many
other radioligand binding assays.

It should also benoted that while 3H]spiperone exhibits high selectivity for
D, receptors over D this ligand also possesses relatively highnaffifor the
5-HT, receptor. As striatum expresses very low density of 54id&eptors, the
contribution of the sites is negligibla membranes prepared from that brain
area. If other brain areas or tissues are used, S#¢tEptors may be blocked in
the presence of 40M ketanserin. Interaction ofHi]spiperone with an acceptor
site, the spirodecanone site, has also been repd2gd
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Fig. 4. Representative autoradiograms. Sections shown represerfH{S8CH
23390 binding, (B)]iodosulpiride binding, and (CPH]128907 binding in coronal
sections of rat brain.

4. Obtaining selective labeling of the;Bite with this, or other, radioligands,
appears to be dependent the use of assay conditiotisat disfavor agonist
binding at the D site. The greatest D, selectivity for these ligands has been
obtained in the absence of ftgnd the presence of EDT&,9) in concordance
with previous studies indicating that the high raffi agonist state of plike
receptors is not favored in the absence of\#3). Because selective visualiza-
tion of the putative Breceptor appears to require in vitro assay conditions
that disfavor D) binding, interpretation of these results must consider that thes
conditions may also affect the binding or functional properties of §st®

5. Other types of ltering apparatus may be used. However, for best results, it i
desirable that all binding reactions be subjected to unifdtemifig conditions.
Accordingly, a cell harvester produces the most satisfactory results.

6. Buy precleaned slides or wash slides in soap and water followed by an ethal
dip to remove all dust and oil. Place in slide racks. To sub (gelatin-coat) slide
prepare a subbing solution containing 5 g of porcine gelatin (300 bloom) an
0.5 g of Chrome-Alum (chromium potassium sulfate) in 1 L ofGdHhe actual
amount of subbing solution required will depend on the size of the histolog
dishes to be used for treating the slides. Heat while stirring until gelatin i
dissolved. Do not boil. Filter and allow to cool. Dip slides into subbing solution
several times to ensure complete coating. Drain excess. Allow coating to dr
Protect slides from dust. Store at room temperature. Alternatively, charged slid
(Fisher Plus) or poly-lysine-coated slides may be used.

7. After the animal is euthanized, remove the brain carefully. To maintain the shay
and structural integrity of the brain, snap-freeze the brain by swirling it in ar
isopentane (2-methylbutane), dry-ice bath. When the brain is frozen, it will b
opagque white in appearance. Some cracking of the brain along the longitudin
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10.

11.
12.

13.

14.

15.

16.

fissure may occur if the isopentane is too cold. If severe, the brain may sp
in half but will still be usable. Such cracking can be avoided with practice an
experience. Liquid nitrogen is not recommended because it will tend to caus
the brain to shatter.

. [**]lodosulpiride produces selective labeling gflixe receptorg14). lodinated

ligands have the advantage of producing relatively high-resolution autoradiogran
in a short period of time. If a tritiated ligand is desired, BA7#]spiperone may

be used in the presence of 48l ketanserin(15). The agonist3H]quinpirole is
also useful for autoradiographic localization gflie sites(16).

Although some ifms, such as Kodak Biomax MS, are sensitive to tritium,
in our experience3H-Hyperfim is the only fim that produces satisfactory
autoradiograms with low-enerdgremitters for use in quantitative analysis of
receptor binding in speaifibrain areas.

Brain regions may be iden¢ifl using any of a variety of brain atlases such as
the rat brain atlas of Paxinos and Watébr).

Using a Polytron, homogenization at a setting of 6 out of 10 isisulffi

Before counting, allow suéfient time for the cocktail to saturate thigefis and

for the mixture of radiolabeled membranes and scintillation cocktail to reacl
steady state. The amount of time required will depend on the cocktail used a
can be determined experimentally.

In striatal membranes, saturation analysis WiHh§CH 23390 should yield
value of 0.1-0.5M and aB,,,, value of 700—1000 fmol/mg of prote{ti8—21).

Kp values for $H]spiperone in striatal membranes are most commonly reportec
to be 0.05-0.3 M (21). A B, value of approx 300-500 fmol/mg of protein
should be anticipate(22,23). Ky values for PH]PD 128907 in ventral striatal
membranes are approx 0.8IMA B,,,,value of approx 20—40 fmol/mg of protein
should be anticipate@4).

Computer packages for analysis of radioligand binding data provide unbias
analysis of untransformed data. Accordingly, use of such a package is high
recommended. However, it is often useful to analyze the data manually as we
thus allowing for veriftation of the computer output.

Binding in a saturation analysis is most appropriately expressed as a function
free radioligand. However, because binding in these assaysigt tepresents
<10% of total counts added, depletion of free radioligand is negligible. Hence
for simplicity of calculation, the use of total radioligand, rather than free
radioligand will generate a reasonable estimatéypandB,,,,, values in manual
calculations.

Temperatures for cuttingrain tissue willvary depending ornthe instrument
used. Typically, temperatures in the range of —11 to —20°C work well. Key point
for successful cutting of brain tissue include having the tissue at the prop
temperature. This will require moving the brain from storage at —70°C to th
cryostat about 30 min before cutting. A sharp microtome knife is essential. Prop
anti-roll plate adjustment is also important. Sections may be collected on eith
chilled or room temperature slide as preferred by the individual.
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17

18.

19.

. It is critical that the sections dry thoroughly or pieces of the sections will com

off the slides during incubation.

Wash times were determined experimentally to maximize spéaifiling and
minimize nonspecifi binding.

Thegreater the numbesf counts boundand with high-energysotopes, the
greater the risk of overexposure. Accordingly, particular care should be take
with [*29]iodosulpiride to avoid overexposure. On the other risk of overexposure
is relatively low with tritiated ligands, particularlyH]PD 128907. As such,
one might err on extending the duration of exposure to ensure thaieniffi
signal is generated.
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Analysis of DNA-Binding Activity in Neuronal
Tissue with the Electrophoretic Mobility-Shift Assay

Christine L. Konradi

1. Introduction

DNA is bound by many proteins in a sequence specific manner. Electropho-
retic mobility-shift assays (EMSAS), also known as gel shift assays, are
designed to determine the amount and identity of proteins from a particular
samplethat bind to aspecific DNA sequence, usually an enhancer element. The
defined DNA sequenceis presented as aradiolabeled, synthetic oligonucleotide
to a protein extract, which contains DNA-binding proteins. These proteins
can then bind to the oligonucleotide. The sample is electrophoresed through
a nondenaturing acrylamide gel in a vertical electrophoresis system; the gel
is dried and exposed to X-ray film. Whereas the oligonucleotide will move
quickly through the gel, oligonucleotides that are bound by protein will
move slower and thus be shifted. The more DNA-binding proteins bind to
oligonucleotides, the stronger the radioactive signal of the shifted band.

Often, the analysis focuses on how particular treatments change protein
binding to a specific oligonucleotide. It is assumed that the same protein
binds to the native enhancer element and regulates the expression of genes
in vivo. Specific proteins binding to the oligonucleotide can be characterized
with antibodies that, when interacting with the protein, further shift the band.
Specificity of the gel shift assay can be confirmed with synthetic proteins, and
in studies where various amounts and types of unlabeled oligonucleotides are
used to compete for binding to the labeled enhancer element.
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2. Materials
2.1. Annealing of Oligonucleotides

1. Annealing buffer: 10 mM Tris-HCI, pH 7.5-8.0, 50 mM NaCl, and 1 mM
EDTA.

2.2. Radiolabeling of the Enhancer

1. 100 mM Dithiothreitol (DTT) is prepared in distilled water and stored at —20°C.

2. NucTrap Push columns are available from Stratagene, and can be substituted
with any other type of prepacked size-exclusion chromatography column that
retains nucleotides and short oligonucleotides to separate them from larger
pieces of DNA or RNA.

3. 1X STE buffer: 100 mM sodium chloride; 20 mM Tris-HCI, pH 7.6; and 10 mM
EDTA indistilled water.

2.3. Preparation of Protein Extracts

1. Sonication buffer for quick and easy protocol (100 mL): 2 mL of 1 M N-(2-
hydroxyethyl) piperazine-N'-(2-ethanesulfonic acid) (HEPES)—KOH buffer, pH 7.9
(20 mM), 25 mL of 100% glycerol (25%), 25 mL of 2 M KCI (0.5 M), 150 pL
of 1 M MgCl, (1.5 mM), and 40 pL of 0.5 M sodium EDTA, pH 8.0 (0.2 mM).
Bring to 100 mL with distilled water. Additives: Before use add to an aliquot of
sonication buffer (e.g., 1 mL): 1 uL of 1 M DTT/mL (1 mM) and 1X mammalian
protease inhibitor cocktail (commercially available from Calbiochem; cat. no.
539134) (see Note 1). If state of phosphorylation is important, add 1 pL of
1 M NaF/mL (1 mM), 1 pL of 5 uM okadaic acid/mL (5 nM), and 1 pL of
100 mM NagVO,/mL (100 pM).

2. Buffer A for crude nuclear extract (100 mL): 1 mL of 1 M HEPES-KOH, pH 7.9
(20 mM), 150 pL of 1 M MgCl, (1.5 mM), 500 pL of 2 M KCI (10 mM), 200 pL
of 0.5 M sodium EDTA, pH 8.0 (1 mM), and 25 mL of 100% glycerol (25%).
Bring to 100 mL with distilled water. Additives: Beforeuseadd to an aliquot: 1 pL
of 1 M DTT/mL (1 mM) and the 1X mammalian protease inhibitor cocktail
(see Note 2).

2.4. Preparation of the Gel

1. 10X TBE buffer (Tris-borate-EDTA): 108 g of 0.89 M Tris base, 55 g of 0.89 M
boric acid, and 7.4 g of 20 MM EDTA disodium salt in 1 L of distilled water;
adjust pH to 8.3.

2. 10% Ammonium persulfate (APS) in distilled water: 1 g of APS in 10 mL of
distilled water. Lasts approx 1 mo at 4°C.

3. 30% Acrylamide—bis-acrylamide solution in distilled water (37.5:1): 29.2 g of
acrylamide and 0.8 g of bis-acrylamidein 100 mL of distilled water.

2.5. EMSA

1. 5X EMSA buffer: 50 mM HEPES-KOH, pH 7.9, 50% glycerol, and 0.5 mM
EDTA (from 0.5 M sodium EDTA, pH 8.0) (see Note 3).
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2. Poly (dI-dC): make stock of 1 ug/uL in TE (Pharmacia, cat. no. 27-7880-02).
Heat to 70°C for 10 min, let slowly cool down to room temperature, and store
at —20°C in aliquots.

3. 1M DTT stock. Store at —20°C.

4. Phenylmethylsulfonyl fluoride (PMSF): 100 mM stock solution in ethanol
at —20°C.

5. 1X Dye: 5% glycerol in distilled water, 0.5 mg/mL of bromophenol blue, and
0.5 mg/mL of xylene xyanal.

3. Methods

The EMSA method contains five parts: (1) the design and annealing of both
DNA strands of the enhancer element, (2) the radiolabeling of the enhancer, (3)
the preparation of the protein extract, (4) the preparation of the gel, and (5) the
actual electrophoretic mobility shift assay (gel-shift assay).

3.1. Design and Annealing of Both DNA Strands
of the Enhancer Element

3.1.1. Design of Oligonucleotides

For the protocol provided, dG overhangs are needed for the incorporation
of radiolabeled dCTP; for example, dGdG + sense oligonucleotide, dGdG +
antisense oligonucleotide (Fig. 1). The overhangsarefilled in with radiolabeled
dCTP. The entire enhancer can thus incorporate up to four labels.

3.1.2. Annealing of Oligonucleotides

Make oligonucleotides in oligosynthesizer or order from supplier.

1. Dry oligonucleotides down.

2. Resuspend in 200 pL of annealing buffer.

3. Centrifuge for 10 min to pellet impurities.

4, Take supernatant into afresh tube.

5. Determine the optical density of the supernatant at 260 nm to obtain the
concentration. The concentration of oligonucleotides in the sample can be
calculated from the spectrophotometric reading at 260 nm in aquartz cuvette. An
OD of 1.0 corresponds to approx 30 pg/mL of oligonucleotides (see Note 4).

6. Combine equal molar amounts of both oligonuclectides (the higher, the better).

7. Boil for 5min.

8. Incubate at 42°C for 3 h.

9. Leave at room temperature for a couple of hours.

10. Determine the optical density at 260 nm to get concentration. Dilute to

100 ng/pL.
11. Freezein aliquots at —20°C.
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sense strand:

5’ GG-GATTG| TGACGTCA |TCCTA 3’
A B C D
antisense strand:

5’ GG-TAGGA| TGACGTCA |CAATC 3’

i anneal

5’ GG~GATTGTGACGTCATCCTA 3’

LEVELRLLIL L)
3 CTAACACTGCAGTAGGAT-GG 5’

l radiolabel

57 @-GATTGTGACGTCATCCTA 3

LITELLL LRI
3’ CTAACACTGCAGTAGGAT 5’

Fig. 1. Synthesis and preparation of the oligonucleotides for the labeled enhancer
element (“probe”). The sense strand contains the following elements. A, Two deoxy-
guanosines which are needed for labeling the double stranded oligonucleotide; B, five
to seven nucleotides immediately preceding the enhancer element (as present in the
gene of interest); C, the actual enhancer sequence; and D, five to seven nucleotides
3' of the gene of interest. The antisense strand needs to be complementary to the
sense strand; in addition, it has two deoxyguanosines overhanging at the 5' end. After
annealing, the four deoxyguanosines serve as templates for the incorporation of the
radiol abeled deoxycytidine triphosphates.

3.2. Radiolabeling of the Enhancer

1. Mix:

Double-stranded enhancer element (at 100 ng/uL) luL
5X Reverse transcription buffer (provided with the reverse
transcriptase by the company) 4L
[0-32P]dCTP (800 Ci/mmol; 10 uCi/uL) (see Note 5) 5uL
Distilled H,q 7 uL
100 mM DTT 2L
Reverse transcriptase enzyme (superscript reverse

transcriptase; Invitrogen/GIBCO) luL

Final volume 20 uL
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2. Incubate at 37°C for 30 minto 1 h.

3. Separate unincorporated nucleotides by size-exclusion chromatography (e.g.,
Nuctrap Push Columns, Stratagene).

4. Nuctrap push columns. Equilibrate the column with 80 pL of 1X STE buffer.
Bring sample volume to 80 pL with STE buffer, and then load onto the resin.
Elute samplewith 80 L of STE buffer, and bring eluateto afinal concentration of
100 pL, which equals 1 ng of labeled oligonucleotide/uL. Measure radioactivity
of 1 L of eluate in a scintillation counter.

5. Freeze labeled, double-stranded oligonucleotides at —20°C in a Plexiglas
container.

3.3. Preparation of Protein Extracts
3.3.1. Quick and Easy Whole Cell Protocol

Thisisarapid protocol, which reduces the likelihood of post-harvest protein
modifications that may affect the interaction between binding proteins and
DNA. It is particularly recommended with samples in which the state of
phosphorylation of proteins influences the binding properties. Phosphoryla-
tion of DNA-binding proteins is fairly common and should be taken into
consideration when designing EMSA experiments. However, whole cell
extracts are not appropriate for all DNA-binding proteins. Some DNA-binding
proteins are regulated by compartmentalization, for example, they are kept
outside the nucleus and translocated to the nucleus to activate transcription
whenever necessary. In these cases it is recommended to use nuclear extracts
for EMSA (see Subheading 3.3.2. and Note 6).

3.3.1.1. NeuroNAL CULTURE

1. Scrape cellsin 100 L of sonication buffer/1 x 108 neurons (1 well of a 12-well
plate).

2. Sonicate for 10 s with an ultrasonic dismembrator at medium setting. Some
proteins may be sensitive to sonication. In these cases, homogenize with a
tight-fitting glass or Teflon-pestle homogenizer.

3. Centrifuge at 16,000g for 10 min at 4°C.

4, Takesupernatant for EM SA. Freeze aliquots of supernatant in liquid nitrogen and
store at —80°C. All samples should have the same protein concentration if you
start out with the same number of cells. Measure protein concentration in some
selected experiments to confirm that protein measurements are not needed.

3.3.1.2. BrAIN TISSUE

1. Dissect tissue, quick freeze, and weigh frozen tissue.
2. Add 1 pL of sonication buffer to each 20 ug of frozen tissue.
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Sonicate for 10 s with an ultrasonic dismembrator at medium setting, and make
sure no tissue clumps remain. Some proteins may be sensitive to sonication. In
these cases, homogenize with atight-fitting glass or Teflon-pestle homogenizer.
Centrifuge at 16,0009 for 10 min at 4°C.

Take supernatant, measure protein, and equalize protein concentration between
samples by adding sonication buffer with all additives to a final concentration
of 2 ug of protein/pL.

Proceed to EMSA or quickly freeze aliquots in liquid nitrogen and store at
—80°C. Repeated freeze-thaw can change the binding properties of DNA-binding
proteins. Freezing multiple aliquots of each sample is strongly recommended.

3.3.2. Crude Nuclear Extracts

This protocol is recommended if nuclear proteins need to be separated
from cytosolic proteins. It is based on refs. 1-4. Tissue must be fresh and not
previously frozen. In the first step, cells are swollen in low-salt buffer and
disrupted in ahomogenizer. Nuclei should stay intact. Nuclel are then pelleted,
separated from cytoplasmic proteins, and nuclear proteins are extracted in a
high-salt buffer. Membranes are pelleted and discarded. All solutions need
to beice cold.

3.3.2.1. NEuroNAL CuLTuRE (5)

1
2.
3.

4,
5.

Harvest fresh cultured cellsin 500 u of buffer A.

Incubate on wet ice for 10 min to swell cells.

Homogenize with a loose-fitting (dounce B) homogenizer, 15 strokes up and
down.

Incubate on wet ice for 5 min.

Proceed to step 6 of the brain tissue protocol.

3.3.2.2. BraIN TissuEt (6)

1
2.

© N Uk W

10.
11
12.

Dissect brain area of interest.

Chop tissue into small pieces and suspend in 1 mL of buffer A; pipet up and
down with a 1-mL pipet to suspend tissue further.

Incubate on wet ice for 10 min.

Homogeni ze with a dounce B homogenizer, 15 strokes up and down.

Incubate on wet ice for 5 min.

Centrifuge at 4°C at 800g for 10 min.

Discard supernatant (or keep if you want to analyze the cytoplasmic fraction).
Resuspend pellet in equal volume of sonication buffer plus additives, and
carefully resuspend with a 1-mL pipet.

Incubate for 30 min on wet ice.

Centrifuge at 16,0009, 10 min, 4°C.

Take supernatant and measure protein, and discard the pellet.

Dilute protein with sonication buffer to 1 ug/1 L, and mix well.
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13.

3.4.

Proceed to EMSA or quickly freeze aliquots in liquid nitrogen and store
at —80°C.

Preparation of the Gel

A nondenaturing, 4% acrylamide-bis-acrylamide gel (37.5:1) is used with
vertical electrophoresis for EMSA. TBE buffer is used as running buffer at
0.25X.

1

10.

11.

Assemblethe glass plates and spacers. Both plates and spacers need to be washed
with water and rinsed with ethanol. The plates need to be spotless, but soaps
should be avoided because they may interact with the gel matrix during the run
and degrade the gel. We use 1.5-mm spacers for EMSAs.

. Mix for a30-mL solution: 0.75 mL of 10X TBE, 1 mL of 100% glycerol, 4 mL

of 30% acrylamide-bis-acrylamide solution (37.5y1), and 24 mL of distilled
water. Mix well and make sure glycerol is entirely dissolved.

. To start polymerization, add 300 pL of 10% APS and 30 pL of N,N,N’,N'-

tetramethylethylenediamine (TEMED).

. Quickly pour solution between glass plates, insert comb, and let rest for at least

30 min to polymerize.

. Prerun gel in the cold room (4°C) for 30 min at 200V with 0.25X TBE.

. EMSA
. To make 2.5X EMSA buffer, mix onice 50 pL of 5X EM SA buffer, 45.25 L of

distilled water, 2.5 uL of poly (dI-dC), 1.25 pL of MgCl, (stock: 1 M), 0.5 pL of
DTT (stock: 1 M), and 0.5 pL of PMSF (stock: 100 mM) (see Note 7).

. Take 6 pL of 2.5X EMSA buffer/sample.
. Add 4 pL of protein solution (or 4 pL of sonication buffer for the control lane

without protein).

. Incubate 10 min on wet ice for nonspecific binding to poly (dI-dC).
. Make a stock solution of 4 pL of distilled water and 1 pL of labeled oligonucle-

otide for n + 1 samples.

. Add 5 pL of water and labeled oligonucleotide stock solution to each sample

(= 1 ng labeled oligonucleotide per sample).

. Mix by pipetting.
. Incubate at room temperature for 10 min for protein-DNA binding.
. Load 10 pL onto a prerun gel in the cold room, and start with control sample

without protein. Flush out the wells of the gel with running buffer before loading
the samples.

Load dye in adjacent wells. Do not load dye with sample because it interferes
with the electrophoresis (see Note 8).

Electrophorese for 1 h to 90 min at 200 V in a cold room. Bromophenol blue
should migrate two thirds through the gel. In a 4% gel, the bromophenol blue
migrates at approx 40 bases. Figure 2 shows some examples of EMSAs.
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Fig. 2. EMSAs in primary striatal culture and in rat striatum. (A) Striatal extracts
from two rats treated with saline and two rats treated with amphetamine, i.p. Levels of
the protein(s) binding to the ATF enhancer are unchanged (see also ref. 7 for further
experimental details), whereas levels of proteins binding to the AP-1 enhancer are
induced by amphetamine. (B) In primary striatal culture, treatment with dopamine aso
does not affect binding to the ATF site. However, the addition of a phosphorylation-
specific antibody, phosphorylated cCAMP response element binding protein (0CREB),
revealsthat the state of phosphorylation of the protein bound at the ATF site, CREB, is
altered by treatment with dopamine. Indeed, the activity of the protein binding to the
ATF siteisregulated by phosphorylation, whereasthe activity of the protein(s) binding
to the AP-1 site is regulated by protein concentration. The specificity of the binding
was established with various antibodies in supershift experiments, and with a panel of
unlabeled enhancer elements in competition experiments (7).
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3.5.1. Cold Competition (7)

1

2.

EMSA buffer—protein solution stock: Mix 6 pL of 2.5X EMSA buffer for n + 1
samples with 4 pL of protein solution for n + 1 samplesin an Eppendorf tube.
Incubate this stock solution for 10 min on wet ice for nonspecific binding to
poly (dI-dC).

Make a stock solution of 3 uL of distilled water and 1 pL of labeled oligonucle-
otidefor n + 1 samples.

Intoindividual polymerase chain reaction (PCR) tubes mix labeled and unlabeled
oligonucleotidesfor each competition sample; 1 puL of unlabeled oligonucleotide
at the appropriate concentration with 4 pL of water and labeled oligonucleotide
stock. For afivefold competition, add 5 ng of unlabeled oligonucleotidein 1 pL
of distilled water, and so forth. Do not forget to add a tube with no competitor
(1 pL of distilled water instead of unlabeled oligonucleotide).

Add 10 pL of protein-EM SA buffer stock to each oligonucleotide mixture, and
mix by pipetting.

Incubate at room temperature for 10 min for proteinr—-DNA binding.

Load 10 pL onto prerun gel in cold room. Flush out the wells of the gel with
running buffer before loading the samples.

Load dyein adjacent wells.

Electrophorese for 1 h to 90 min at 200 V in cold room. Figure 3 shows the
mechanism behind competition in EMSAS.

3.5.2. Antibody Supershift (5,6)

1
2.

3.
. Incubate 15 min at room temperature for nonspecific binding to poly (dI-dC) and

Take 6 pL of 2.5X EMSA buffer/sample.

Add 1 pL of antibody to each sample tube in a preliminary experiment, and find
out the optimal concentration of antibody needed.

Add 4 pL of protein solution to each sample, and mix by pipetting.

for binding of antibody to protein.

. Make a stock solution of 3 L of distilled water and 1 uL of labeled oligonucle-

otide for all +1 samples.

. Add 4 pL of water and labeled oligonucleotide stock solution to each sample.

Mix by pipetting.

. Incubate at room temperature for 10 min for protein-DNA binding.
. Load 10 pL onto the gel in the cold room. Flush out the wells of the gel with

running buffer in a syringe before loading the samples.

. Load dyein adjacent wells.
. Electrophorese for 1 hto 90 min at 200V in the cold room. Figure 4 shows the

mechanism behind antibody supershiftsin EMSASs (see Note 9).

. Disassembling the Gel and Exposing It to X-ray Film

1. Turn off the power supply, disconnect the cables, remove the lid, and take out

the gel.
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