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## Preface

In the summer of 1991, M. Duflo, J. Faraut, and J. Waldspurger organized a summer school in Luminy (France) for Ph.D. students in the field of Lie groups. Subsequently this initiative has become an annual event, held in one of the European countries under the name of "European School of Group Theory". In the following years the school took place in Twente (the Netherlands) and in Trento (Italy), and this year it will be in Sønderborg (Denmark). During the two-week session of the school four series of main lectures are given, each by a specialist in some area within the theory of Lie groups. A set of lecture notes is furnished by the lecturers.

This book consists of two major parts, containing the notes for lectures given at the summer schools in Luminy (GH) and in Twente (HS). These two sets of lecture notes were written and can be read totally independently of each other. 'The idea of publishing them together came up only after they were finished. A shorter third part by one of us (GH) is added, in order to explain the connection between the two topics. It provides the direct motivation for our choice of publishing these notes together.

The theory of harmonic analysis has always been intimately connected with the theory of special functions. This is apparent, for example, on the 2-sphere $S^{2}$, where the harmonic analysis with respect to the action of the orthogonal group essentially is contained in the classical theory of spherical functions (the spherical harmonics). In spherical coordinates these spherical functions are the Legendre polynomials $P_{n}(\cos \theta)$. Also the very root of harmonic analysis, the Fourier theory on $S^{1}$ and $\mathbb{R}$, is of course based on the trigonometric functions.

The two main parts of this book both have their origin more generally in the theory of harmonic analysis and spherical functions on Riemannian symmetric spaces $G / K$, as developed by Harish-Chandra, S. Helgason, and others. In both parts we search for generalizations of this theory, but the directions of generalization are quite different.

The first part deals with a generalization of the elementary spherical functions from the point of view of special functions. For example, the elementary spherical functions on the $k$-sphere $S^{k}=\mathrm{SO}(k+1) / \mathrm{SO}(k)$, ( $k=1,2,3, \ldots$ ), are given by the Gegenbauer (or ultraspherical) polynomials $C_{n}^{\alpha}(x)$ with $\alpha=(k-1) / 2$ (in case $k=2$ they specialize to
the Legendre polynomials $P_{n}(x)=C_{n}^{1 / 2}(x)$, as mentioned above). Here $x=\cos \theta \in[-1 ; 1]$ is the height function on $S^{k}$, and $n$ is the degree of the polynomial. In connection with harmonic analysis the basic property of the Gegenbauer polynomials is that they are orthogonal polynomials on the interval $[-1,1]$ with respect to the weight function $\left(1-x^{2}\right)^{\alpha-\frac{1}{2}}$. In fact this weight function is integrable and the Gegenbauer polynomials $C_{n}^{\alpha}(x)$ are naturally defined for all values of $\alpha>-\frac{1}{2}$, but they appear "in nature" only for $\alpha \in \frac{1}{2} \mathbb{N}$. More generally the elementary spherical functions on a Riemannian symmetric space of rank one can all be expressed in terms of the classical (Gaussian) hypergeometric functions (in the compact case the Jacobi polynomials), which make sense for more general values of the parameters than those resulting from the harmonic analysis on $G / K$. A similar phenomenon is seen for Riemannian symmetric spaces of higher rank. The structure of a Riemannian symmetric space is described by a (restricted) root datum together with certain multiplicities attached to the roots. In the lecture notes it will be explained that one can introduce a theory of Jacobi polynomials and hypergeometric functions in several variables associated with a root system $R$ and a multiplicity parameter $k$ on $R$. The number of variables is the rank of the root system, and the root multiplicities are allowed to be arbitrary real (and nonnegative). When the root multiplicities do correspond to those of a Riemannian symmetric space, then these Jacobi polynomials and hypergeometric functions are exactly the elementary spherical functions of the two associated Riemannian symmetric spaces of the compact and noncompact type, respectively, expressed in suitable coordinates.

In the second part we generalize the harmonic analysis on $G / K$ in a different direction; the differential structure is now allowed to be pseudoRiemannian. More precisely we develop the harmonic analysis on semisimple symmetric spaces $G / H$. An example of such a non-Riemannian symmetric space is the one sheeted hyperboloid

$$
\mathrm{H}=\left\{x \in \mathbb{R}^{n+1} \mid x_{1}^{2}+x_{2}^{2}+\ldots x_{n}^{2}-x_{n+1}^{2}=1\right\}
$$

with the action of the Lorentz group $G=\mathrm{SO}_{e}(n, 1)$. Another example, referred to as the group case, is a semisimple group $G$ viewed as a homogeneous space for $G \times G$ via the $G$-action from the left and the right. The harmonic analysis on $G / H$ is concerned with the spectral decomposition
of $L^{2}(G / H)$ as a representation space for $G$. In the group case, as well as in the Riemannian case, this problem was ultimately solved by HarishChandra, and it was a primary motivation for his work on semisimple Lie groups. The discrete part of the decomposition of $L^{2}(G / H)$ is fairly well understood in general from the work of Flensted-Jensen [107] and Oshima and Matsuki [166]. In contrast this part of the book deals with the decomposition of the most continuous part $L_{\mathrm{mc}}^{2}$ of $L^{2}(G / H)$. In the Riemannian case we have $L_{\mathrm{mc}}^{2}=L^{2}(G / H)$, but in the group case $L_{\mathrm{mc}}^{2}$ is in general a proper subspace of $L^{2}(G / H)$; it is the space of wave packets for the minimal principal series, and it decomposes as the direct integral of these representations. Our purpose is to explain how this decomposition can be generalized to the case of an arbitrary semisimple symmetric space $G / H$. In order to reach this goal we first have to develop some basic theory of semisimple symmetric spaces and the corresponding principal series representations - in fact the development of this theory composes most of these lecture notes. One of the complications in comparison with the group and Riemannian cases is that the decomposition of $L_{m c}^{2}$ is not multiplicity free in general; the multiplicity is equal to the cardinality of a factor space $\mathcal{W}$ of a certain Weyl group.

The analogs for $G / H$ of the elementary spherical functions on $G / K$ are called Eisenstein integrals. The Eisenstein integrals, which are $K$-invariant (where $K$ is a maximal compact subgroup of $G$ ), are particularly simple. These are the "spherical functions" which are needed for the harmonic analysis of the $K$-invariant functions on $G / H$. The presentation of the harmonic analysis on $G / H$, which we give in Part II, is simplified by considering primarily the $K$-invariant case.

Finally, in Part III, we draw a connection between the two generalizations of the spherical function theory on $G / K$ by examining whether the theory of the $K$-invariant Eisenstein integrals developed in Part II can be integrated in the theory of generalized hypergeometric functions as developed in Part I. Indeed this seems to be the case; the $K$-invariant Eisenstein integrals can be expressed in terms of hypergeometric functions corresponding to a root system and a multiplicity parameter $k$ determined from the structure of $G / H$. This observation opens up some interesting problems with which the book is brought to its end.

As mentioned above, the main part of this book was written as lecture notes for courses meant for Ph.D.students. The participants (who were
at varying phases of their education) were encouraged before the session of the summer school to prepare by studying some prerequisites. For the lectures on hypergeometric functions these were the theory of root systems and Weyl groups as can be found for example in [7] or in various text books on semisimple Lie theory. Moreover some basic knowledge of the gamma function and the Gaussian hypergeometric function is assumed (as for example in the standard text book by Whittaker and Watson [74]). For the last chapter some familiarity with the structure theory and the analysis of Riemannian symmetric spaces is also needed. For this material the two text books by Helgason [35, 36] are the standard reference (as an alternative one could read Part II, and then return to this chapter). Some knowledge of the theory of spherical functions (as in [36]) could in fact also be useful for understanding the motivation behind the theory developed in the first four chapters of Part I. For the lectures in the second part of the book the suggested preparation was the first five chapters of the textbook by Knapp [130]. In order to reach a deeper understanding of the material in the final lectures some knowledge of the Riemannian symmetric space theory is an advantage (see the above mentioned books by Helgason).

The summer school in Luminy was organized by M. Duflo, J. Faraut, and J.L. Waldspurger, and the one in Twente by E. van den Ban, G. van Dijk, G. Heckman, G. Helminck, and T. Koornwinder. We are grateful to these people for the establishment of the schools and for inviting us to give lectures there. In addition the second author is grateful to E. van den Ban for the permission to present here (for the first time in print) several results of their joint work. Finally, we both express our gratitude to Sigurdur Helgason for his interest and enthusiasm, which paved the way for the realization of this project.
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## Introduction

The theory of the hypergeometric function

$$
F(\alpha, \beta, \gamma ; z)=1+\frac{\alpha \beta}{\gamma} z+\frac{\alpha(\alpha+1) \beta(\beta+1)}{\gamma(\gamma+1) 2!} z^{2}+\cdots
$$

was developed mainly in the 19th century by the work of Euler, Gauss, Kummer, Riemann, Schwarz, and Klein. In the 20th century the theory of semisimple Lie groups has come to flourish, and as observed by E. Cartan and V. Bargmann some hypergeometric functions (Jacobi polynomials) appear as spherical functions on (compact) rank one symmetric spaces. Explicit calculations for the root systems $A_{2}$ and $B C_{2}$ by Koornwinder in his thesis (1975) made it plausible that spherical functions on higher rank symmetric spaces are part of a hypergeometric function theory in several variables. These hypergeometric functions can be thought of as "spherical functions" corresponding to arbitrary complex root multiplicities. Subsequently such a hypergeometric function theory associated with a root system was established by the joint work of Opdam and the author.

The hypergeometric theory is exposed from Chapter 1 to Chapter 4. The first three chapters are elementary algebraic in nature, and study the hypergeometric differential operators and the associated Jacobi polynomials. In comparison with the theory of spherical functions the surprising new concept is that of shift operator. It is at this level (of differential operators) that the $c$-function (rather a variant the $\widetilde{c}$-function) enters in a natural way. Chapter 4 is of a more analytic nature.

Chapter 5 deals with elementary spherical functions not only corresponding to the trivial $K$-type but also to an arbitrary one-dimensional $K$-type. Whereas the former were the natural example from which the hypergeometric theory was generalized, it turns out that the latter are easily expressible as hypergeometric functions.

## CHAPTER 1

## The hypergeometric differential operators

### 1.1. Differential-reflection operators for root systems

Let $E$ be a real vector space of finite dimension, endowed with a positive definite symmetric bilinear form $(\cdot, \cdot)$. For $\alpha \in E$ with $\alpha \neq 0$ we write

$$
\begin{equation*}
\alpha^{\vee}=\frac{2 \alpha}{(\alpha, \alpha)} \in E \tag{1.1.1}
\end{equation*}
$$

for the covector of $\alpha$ and

$$
\begin{equation*}
r_{\alpha}: E \rightarrow E, \quad r_{\alpha}(\lambda)=\lambda-\left(\lambda, \alpha^{\vee}\right) \alpha \tag{1.1.2}
\end{equation*}
$$

for the orthogonal reflection in the hyperplane perpendicular to $\alpha$.

Definition 1.1.1. A root system $R$ in $E$ is a finite set of nonzero vectors in $E$ spanning $E$ with $r_{\alpha}(\beta) \in R$ and $\left(\beta, \alpha^{\vee}\right) \in \mathbb{Z}$ for all $\alpha, \beta \in R$.

Note that we do not require $R$ to be reduced. The standard reference for the theory of root systems (structure, classification, and tables) will be [7]. The group $W=W(R)$ generated by the reflections $r_{\alpha}, \alpha \in R$ is called the Weyl group of $R$. Let $P=\left\{\lambda \in E ;\left(\lambda, \alpha^{\vee}\right) \in \mathbb{Z} \forall \alpha \in R\right\}$ be the weight lattice of $R$. We write $\mathbb{R}[P]$ for the group algebra over $\mathbb{R}$ of the free abelian group $P$. For each $\lambda \in P$ let $e^{\lambda}$ denote the corresponding element of $\mathbb{R}[P]$, so that $e^{\lambda} \cdot e^{\mu}=e^{\lambda+\mu},\left(e^{\lambda}\right)^{-1}=e^{-\lambda}$, and $e^{0}=1$, the identity element of $\mathbb{R}[P]$. The elements $e^{\lambda}, \lambda \in P$ form an $\mathbb{R}$-basis of $\mathbb{R}[P]$. The Weyl group $W$ of $R$ acts on $P$ and hence also on $\mathbb{R}[P]: w\left(e^{\lambda}\right)=e^{w \lambda}$ for $w \in W, \lambda \in P$. It is easy to see that for $\alpha \in R$ the operator

$$
\begin{equation*}
\Delta_{\alpha}=\frac{1+e^{-\alpha}}{1-e^{-\alpha}}\left(1-r_{\alpha}\right): \mathbb{R}[P] \rightarrow \mathbb{R}[P] \tag{1.1.3}
\end{equation*}
$$

is a well-defined endomorphism of $\mathbb{R}[P]$. Clearly $\Delta_{-\alpha}=-\Delta_{\alpha}$ and $w \Delta_{\alpha} w^{-1}$ $=\Delta_{w \alpha}$ for $\alpha \in R, w \in W$. For $\xi \in E$ the partial derivative

$$
\begin{equation*}
\partial_{\xi}: \mathbb{R}[P] \rightarrow \mathbb{R}[P] \tag{1.1.4}
\end{equation*}
$$

is a linear operator defined by $\partial_{\xi}\left(e^{\lambda}\right)=(\lambda, \xi) e^{\lambda}$. Clearly the map $\xi \mapsto \partial_{\xi}$ is linear, and $w \partial_{\xi} w^{-1}=\partial_{w \xi}$ for $\xi \in E, w \in W$.

Definition 1.1.2. A (real) multiplicity function on $R$ is a map $R \rightarrow \mathbb{R}$, denoted by $\alpha \mapsto k_{\alpha}$ and such that $k_{w \alpha}=k_{\alpha}$ for $w \in W, \alpha \in R$. Given a multiplicity function on $R$, and $R_{+} \subset R$ a fixed set of positive roots we write for $\xi \in E$

$$
\begin{equation*}
D_{\xi}=D_{\xi}(k)=\partial_{\xi}+\frac{1}{2} \sum_{\alpha \in R_{+}} k_{\alpha}(\alpha, \xi) \Delta_{\alpha}: \mathbb{R}[P] \rightarrow \mathbb{R}[P] . \tag{1.1.5}
\end{equation*}
$$

Clearly the map $\xi \mapsto D_{\xi}$ is a linear map: $E \rightarrow \operatorname{End}(\mathbb{R}[P])$. Note that $D_{\xi}$ is independent of the choice of $R_{+} \subset R$, which in turn implies that $w D_{\xi} w^{-1}=D_{w \xi}$ for $w \in W, \xi \in E$.

Remark 1.1.3. The operator (1.1.5) is a global analog of differentialreflection operators associated to finite real reflection groups by Dunkl [17, 32]. However, in the infinitesimal case (where the definition (1.1.3) of $\Delta_{\alpha}$ is replaced by $\Delta_{\alpha}=2 \alpha^{-1}\left(1-r_{\alpha}\right)$ ) the operators $D_{\xi}, \xi \in E$ commute, whereas in the global case

$$
\begin{equation*}
\left[D_{\xi}, D_{\eta}\right]=-\frac{1}{4} \sum_{\alpha, \beta \in R_{+}} k_{\alpha} k_{\beta}\{(\alpha, \xi)(\beta, \eta)-(\alpha, \eta)(\beta, \xi)\} r_{\alpha} r_{\beta} \tag{1.1.6}
\end{equation*}
$$

for $\xi, \eta \in E$. This formula can be derived along the same lines as in [17, 32]. Operators of the form (1.1.3) appeared in the work of Demazure on Schubert varieties [15, 16], and their infinitesimal analogs were introduced by Bernstein, Gel'fand, and Gel'fand $[6,38]$.

For $k=\left(k_{\alpha}\right)$ a multiplicity function on $R$ we write

$$
\begin{align*}
& \rho(k)=\frac{1}{2} \sum_{\alpha \in R_{+}} k_{\alpha} \alpha \in E,  \tag{1.1.7}\\
& \delta(k)^{\frac{1}{2}}=\prod_{\alpha \in R_{+}}\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right)^{k_{\alpha}} . \tag{1.1.8}
\end{align*}
$$

Lemma 1.1.4. If $k_{\alpha} \in \mathbb{Z}_{+}$for $\alpha \in R \backslash \frac{1}{2} R$, and $k_{\alpha} \in 2 \mathbb{Z}$, $k_{\alpha}+k_{2 \alpha} \in \mathbb{Z}_{+}$ for $\alpha \in R \cap \frac{1}{2} R$ then $\delta(k)^{\frac{1}{2}} \in \mathbb{R}[P]$.

Proof. For $S$ an orbit of $W$ in $R \backslash \frac{1}{2} R$ it is easily seen that

$$
\rho_{S}:=\frac{1}{2} \sum_{\alpha \in S \cap R_{+}} \alpha \in P_{+},
$$

where $P_{+}=\left\{\lambda \in P ;\left(\lambda, \alpha^{\vee}\right) \in Z_{+} \forall \alpha \in R_{+}\right\}$is the set of dominant weights (for this statement we can assume that $R$ is reduced and irreducible). Writing $k_{S}=\frac{1}{2} k_{\frac{1}{2} \alpha}+k_{\alpha}$ for $\alpha \in S$ (with the convention $k_{\frac{1}{2} \alpha}=0$ if $\frac{1}{2} \alpha \notin R$ ) we conclude from the assumptions on $k$ that $k_{S} \in \mathbb{Z}_{+}$, and hence $\rho(k)=\sum_{S} k_{S} \rho_{S} \in P_{+}$. Write (with $k_{\frac{1}{2} S}=k_{\frac{1}{2} \alpha}$ for $\alpha \in S$ )

$$
\begin{aligned}
\delta(k)^{\frac{1}{2}} & =e^{\rho(k)} \prod_{\alpha \in R_{+}}\left(1-e^{-\alpha}\right)^{k_{\alpha}} \\
& =e^{\rho(k)} \prod_{S} \prod_{\alpha \in S \cap R_{+}}\left(1-e^{-\frac{1}{2} \alpha}\right)^{k_{\frac{1}{2}} s}\left(1-e^{-\alpha}\right)^{k_{S}-\frac{1}{2} k_{1} s} \\
& =e^{\rho(k)} \prod_{S} \prod_{\alpha \in S \cap R_{+}}\left(1-e^{-\frac{1}{2} \alpha}\right)^{k_{S}+\frac{1}{2} k_{\frac{1}{2} s}}\left(1+e^{-\frac{1}{2} \alpha}\right)^{k_{S}-\frac{1}{2} k_{\frac{1}{2} s}},
\end{aligned}
$$

where the product goes over $W$-orbits $S$ in $R \backslash \frac{1}{2} R$. Since $k_{S}+\frac{1}{2} k_{\frac{1}{2} S}$, $k_{S}-\frac{1}{2} k_{\frac{1}{2} S} \in \mathbb{Z}_{+}$and $\left(k_{S}+\frac{1}{2} k_{\frac{1}{2} S}\right)-\left(k_{S}-\frac{1}{2} k_{\frac{1}{2} S}\right)=k_{\frac{1}{2} S} \in 2 \mathbb{Z}$ the lemma follows.

For $F=\sum a_{\lambda} e^{\lambda} \in \mathbb{R}[P]$ with $a_{\lambda} \in \mathbb{R}$ and $a_{\lambda} \neq 0$ for only finitely many $\lambda \in P$ we write

$$
\begin{align*}
& \bar{F}=\sum a_{-\lambda} e^{\lambda}  \tag{1.1.9}\\
& C T(F)=a_{0} \tag{1.1.10}
\end{align*}
$$

Here $C T$ denotes the constant term.
Proposition 1.1.5. If the multiplicity function $k=\left(k_{\alpha}\right)$ on $R$ satisfies the conditions of Lemma 1.1.4 then

$$
\begin{equation*}
(F, G)_{k}:=C T\left(F \bar{G} \delta(k)^{\frac{1}{2}} \overline{\delta(k)^{\frac{1}{2}}}\right) \quad F, G \in \mathbb{R}[P] \tag{1.1.11}
\end{equation*}
$$

defines a positive definite symmetric bilinear form on $\mathbb{R}[P]$.
Proof. Clearly the formula (1.1.11) defines a symmetric bilinear form on $\mathbb{R}[P]$. Since the standard bilinear form $(F, G)=C T(F \bar{G})$ on $\mathbb{R}[P]$ is positive definite the form (1.1.11) is positive definite as well because $\mathbb{R}[P]$ has no zero divisors.

Note that the inner product (1.1.11) is independent of the choice of $R_{+} \subset$ R. Consider the torus $T=i E / 2 \pi i Q^{\vee}$ where $Q^{\vee}$ is the coroot lattice spanned by $R^{\vee}$. An element $F=\sum a_{\lambda} e^{\lambda} \in \mathbb{R}[P]$ can be considered as a Fourier polynomial on $T$ by $F(t)=\sum a_{\lambda} e^{(\lambda, \log t)}$, where $\log t \in i E$ is a representative of $t \in T$. With this notation the inner product (1.1.11) can be rewritten as

$$
\begin{equation*}
(F, G)_{k}=\int_{T} F(t) \overline{G(t)}|\delta(k, t)| d t \tag{1.1.12}
\end{equation*}
$$

where $d t$ is the normalized Haar measure on $T$. From this formula it is obvious how to define $(F, G)_{k}$ for $k_{\alpha} \geq 0 \forall \alpha \in R$ (the precise restriction on the multiplicity function $k=\left(k_{\alpha}\right)$ is that $|\delta(k, \cdot)| \in L^{1}(T, d t) \in L^{\prime}(T, d t)$ which is a slightly more general condition).

Theorem 1.1.6. For all $\xi \in E$ the operator $D_{\xi}(k): \mathbb{R}[P] \rightarrow \mathbb{R}[P]$ given by equation (1.1.5) is symmetric with respect to the inner product (1.1.11) on $\mathbb{R}[P]$, i.e.,

$$
\begin{equation*}
\left(D_{\xi}(k) F, G\right)_{k}=\left(F, D_{\xi}(k) G\right)_{k} \quad \forall F, G \in \mathbb{R}[P] \tag{1.1.13}
\end{equation*}
$$

Proof. Observe that for the standard inner product $(F, G)=C T(F \bar{G})$ we have $\left(\partial_{\xi} F, G\right)=\left(F, \partial_{\xi} G\right) \forall F, G \in \mathbb{R}[P]$. Indeed this follows from $C T\left(\partial_{\xi}(F \bar{G})\right)=0$ and the fact that $\partial_{\xi}$ is a derivation of $\mathbb{R}[P]$ (note that $\left.\partial_{\xi} \bar{G}=-\overline{\partial_{\xi} G}\right)$. Hence the adjoint $D_{\xi}^{*}$ of $D_{\xi}$ with respect to the inner product (1.1.11) is given by
$D_{\xi}^{*}=\left(\delta(k)^{\frac{1}{2}} \overline{\delta(k)^{\frac{1}{2}}}\right)^{-1} \circ\left\{\partial_{\xi}+\frac{1}{2} \sum_{\alpha>0} k_{\alpha}(\alpha, \xi)\left(1-r_{\alpha}\right) \circ \frac{1+e^{\alpha}}{1-e^{\alpha}}\right\} \circ\left(\delta(k)^{\frac{1}{2}} \overline{\delta(k)^{\frac{1}{2}}}\right)$.
First observe that

$$
\begin{array}{r}
\frac{1}{2} \sum_{\alpha>0} k_{\alpha}(\alpha, \xi)\left(1-r_{\alpha}\right) \circ \frac{1+e^{\alpha}}{1-e^{\alpha}}=\frac{1}{2} \sum_{\alpha>0} k_{\alpha}(\alpha, \xi) \frac{1+e^{-\alpha}}{1-e^{-\alpha}}\left(-1-r_{\alpha}\right) \\
=-\sum_{\alpha>0} k_{\alpha}(\alpha, \xi) \frac{1+e^{-\alpha}}{1-e^{-\alpha}}+\frac{1}{2} \sum_{\alpha>0} k_{\alpha}(\alpha, \xi) \Delta_{\alpha}
\end{array}
$$

If we write $\mathbb{R}[P]^{W}$ for the space of $W$-invariants in $\mathbb{R}[P]$ then it is clear that

$$
\Delta_{\alpha} \circ F=F \circ \Delta_{\alpha} \quad \forall F \in \mathbb{R}[P]^{W}, \quad \forall \alpha \in R
$$

as endomorphisms of $\mathbb{R}[P]$.
Since

$$
\delta(k)^{\frac{1}{2}} \overline{\delta(k)^{\frac{1}{2}}}=\prod_{\alpha \in R}\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right)^{k_{\alpha}} \in \mathbb{R}[P]^{W}
$$

and

$$
\begin{aligned}
&\left(\delta(k)^{\frac{1}{2}} \overline{\left.\delta(k)^{\frac{1}{2}}\right)^{-1} \circ \partial_{\xi} \circ\left(\delta(k)^{\frac{1}{2}} \overline{\delta(k)^{\frac{1}{2}}}\right)}=\partial_{\xi}+\sum_{\alpha \in R} k_{\alpha}\left(\frac{1}{2} \alpha, \xi\right) \frac{e^{\frac{1}{2} \alpha}+e^{-\frac{1}{2} \alpha}}{e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}}\right. \\
&=\partial_{\xi}+\sum_{\alpha>0} k_{\alpha}(\alpha, \xi) \frac{1+e^{-\alpha}}{1-e^{-\alpha}}
\end{aligned}
$$

we find $D_{\xi}^{*}=D_{\xi}$.

### 1.2. The constant term of differential operators in $\mathbb{D}_{\mathfrak{R}}$

Consider the algebra $\mathfrak{R}=\mathfrak{R}(R)$ (with 1 ) generated by the functions

$$
\begin{equation*}
\frac{1}{1-e^{-\alpha}} \quad \text { for } \alpha \in R_{+} \tag{1.2.1}
\end{equation*}
$$

(viewed as a subalgebra of the quotient field of $\mathbb{R}[P]$ ). Note that for $\alpha \in R_{+}$

$$
\frac{1}{1-e^{\alpha}}=1-\frac{1}{1-e^{-\alpha}}
$$

Hence $\mathfrak{R}$ is independent of the choice of $R_{+}$, and the Weyl group $W$ acts on $\mathfrak{R}$ in a natural way.

The symmetric algebra $S E$ has a double interpretation: we write $p \in$ $S E$ if we consider $p$ as a polynomial function on $E^{*}=\operatorname{Hom}(E, \mathbb{R})$, and $\partial_{p} \in S E$ if we consider $\partial_{p}$ as a constant coefficient differential operator on $E$. Let $\mathbb{D}_{\mathfrak{R}}:=\mathfrak{R} \otimes S E$ denote the algebra of differential operators on $E$ with coefficients in $\mathfrak{R}$. Note that $W$ acts on $\mathbb{D}_{\mathfrak{R}}$ in an obvious way: $w\left(f \otimes \partial_{p}\right)=w(f) \otimes \partial_{w(p)}$. We write $\mathbb{D}_{\mathfrak{M}}^{W}=\left\{P \in \mathbb{D}_{\mathfrak{R}} ; w(P)=P \quad \forall w \in W\right\}$ for the subalgebra of $W$-invariants in $\mathbb{D}_{\mathfrak{R}}$. If $\mathbb{R}_{\Delta}[P]=\cup \Delta^{j} \mathbb{R}[P]$ (union over integral $j$ ) denotes the localization of $\mathbb{R}[P]$ along the Weyl denominator

$$
\begin{equation*}
\Delta=\prod_{\alpha \in R_{+} \backslash \frac{1}{2} R}\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right) \in \mathbb{R}[P] \tag{1.2.2}
\end{equation*}
$$

then $\mathbb{R}_{\Delta}[P]$ has an obvious structure as a faithful (left) $\mathbb{D}_{\mathfrak{R}}$-module.
For $P, Q \in \mathbb{D}_{\mathfrak{R}}$ and $w, v \in W$ it is easy to check that

$$
\begin{equation*}
P \otimes w \cdot Q \otimes v=P w(Q) \otimes w v \tag{1.2.3}
\end{equation*}
$$

defines on $\mathbb{D} R_{\mathfrak{R}}:=\mathbb{D}_{\mathfrak{R}} \otimes \mathbb{R}[W]$ the structure of an associative algebra. We call $\mathbb{D} R_{\mathfrak{R}}$ the algebra of differential-reflection operators on $E$ with coefficients in $\mathfrak{R}$. Note that $\mathbb{R}_{\Delta}[P]$ has a $\mathbb{D} R_{\mathfrak{R}}$-module structure by

$$
P \otimes w \cdot F=P \cdot w(F)
$$

With this notation we view $D_{\xi}(k) \in \mathbb{D} R_{\mathfrak{R}}$. Define a linear map $\beta: \mathbb{D} R_{\Re} \rightarrow$ $\mathbb{D}_{\Re}$ by

$$
\begin{equation*}
\beta\left(\sum_{w} P_{w} \otimes w\right)=\sum_{w} P_{w} \in \mathbb{D}_{\mathfrak{R}} . \tag{1.2.4}
\end{equation*}
$$

Then it is obvious that

$$
P \cdot F=\beta(P) \cdot F
$$

for $P \in \mathbb{D} R_{\Re}$ and $F \in \mathbb{R}_{\Delta}[P]^{W}$.

Lemma 1.2.1. For $P=\sum_{w} P_{w} \otimes w \in \mathbb{D} R_{\Re}$ we have $[P, 1 \otimes v]=0$ if and only if $v\left(P_{w}\right)=P_{v w v^{-1}} \forall w \in W$.

Proof. Using the definition (1.2.3) we have $(1 \otimes v) . P=\sum_{w} v\left(P_{w}\right) \otimes v w$ and $P .1 \otimes v=\sum_{w} P_{w} \otimes w v=\sum_{w} P_{v w v^{-1}} \otimes v w$.

Lemma 1.2.2. If we write $\mathbb{D} R_{\mathfrak{R}}^{1 \otimes \mathbb{R}[W]}=\left\{P \in \mathbb{D} R_{\mathfrak{R}} ;[P, 1 \otimes v]=0 \quad \forall v \in\right.$ $W$ \} then

$$
\beta: \mathbb{D} R_{\Re}^{1 \otimes \mathbb{R}[W]} \rightarrow \mathbb{D}_{\mathfrak{R}}^{W}
$$

is an algebra homomorphism.
Proof. If $P=\sum_{w} P_{w} \otimes w \in \mathbb{D} R_{\mathfrak{R}}^{1 \otimes R[W]}$ then for all $v \in W$

$$
v(\beta(P))=\sum_{w} v\left(P_{w}\right)=\sum_{w} P_{v w v^{-1}}=\sum_{w} P_{w}=\beta(P)
$$

Hence $\beta(P) \in \mathbb{D}_{\mathfrak{R}}^{W}$. For $P=\sum P_{w} \otimes w \in \mathbb{D} R_{\mathfrak{R}}, Q=\sum Q_{v} \otimes v \in \mathbb{D}_{\mathfrak{R}}^{1 \otimes \mathbb{R}[w]}$ we have

$$
\begin{aligned}
P . Q & =\sum_{w, v}\left(P_{w} \otimes w\right) \cdot\left(Q_{v} \otimes v\right)=\sum_{w, v} P_{w} w\left(Q_{v}\right) \otimes w v \\
& =\sum_{w, v} P_{w} Q_{w v w^{-1}} \otimes w v=\sum_{w, v} P_{w} Q_{v} \otimes v w
\end{aligned}
$$

and hence $\beta(P Q)=\sum_{w, v} P_{w} Q_{v}=\beta(P) \beta(Q)$.
Proposition 1.2.3. If $\xi_{1}, \ldots, \xi_{n} \in E$ is an orthonormal basis then the operator $\sum_{1}^{n} D_{\xi_{j}}(k)^{2} \in \mathbb{D} R_{\Re}$ is given by

$$
\begin{equation*}
\sum_{1}^{n} D_{\xi_{j}}^{2}=L(k)-\sum_{\alpha>0} \frac{k_{\alpha}(\alpha, \alpha)}{e^{\alpha}-e^{-\alpha}} \Delta_{\alpha}+\frac{1}{4} \sum_{\alpha, \beta>0} k_{\alpha} k_{\beta}(\alpha, \beta) \Delta_{\alpha} \Delta_{\beta} \tag{1.2.5}
\end{equation*}
$$

with

$$
\begin{equation*}
L(k)=\sum_{1}^{n} \partial_{\xi_{j}}^{2}+\sum_{\alpha>0} k_{\alpha} \frac{1+e^{-\alpha}}{1-e^{-\alpha}} \partial_{\alpha} \tag{1.2.6}
\end{equation*}
$$

In particular $\sum_{1}^{n} D_{\xi_{j}}^{2}$ is independent of the choice of the orthonormal basis $\xi_{1}, \ldots, \xi_{n}$ for $E$. Moreover $\sum_{1}^{n} D_{\xi_{j}}^{2} \in \mathbb{D}_{\mathfrak{R}}^{1 \otimes \mathbb{R}[W]}$ and $L(k)=\beta\left(\sum_{1}^{n} D_{\xi_{j}}^{2}\right) \in$ $\mathbb{D}_{\mathfrak{R}}^{W}$.

Proof. Since

$$
\begin{aligned}
\partial_{\xi} \circ \Delta_{\alpha} & +\Delta_{\alpha} \circ \partial_{\xi} \\
& =\partial_{\xi}\left(\frac{1+e^{-\alpha}}{1-e^{-\alpha}}\right)\left(1-r_{\alpha}\right)+\frac{1+e^{-\alpha}}{1-e^{-\alpha}}\left\{\partial_{\xi} \circ\left(1-r_{\alpha}\right)+\left(1-r_{\alpha}\right) \circ \partial_{\xi}\right\} \\
& =\frac{-2(\alpha, \xi)}{e^{\alpha}-e^{-\alpha}} \Delta_{\alpha}+\frac{1+e^{-\alpha}}{1-e^{-\alpha}}\left\{2 \partial_{\xi}-\left(\partial_{\xi} \circ r_{\alpha}+r_{\alpha} \circ \partial_{\xi}\right)\right\}
\end{aligned}
$$

we get (using $\partial_{\alpha} \circ r_{\alpha}+r_{\alpha} \circ \partial_{\alpha}=0$ )

$$
\sum_{1}^{n}\left(\alpha, \xi_{j}\right)\left\{\partial_{\xi_{j}} \circ \Delta_{\alpha}+\Delta_{\alpha} \circ \partial_{\xi_{j}}\right\}=\frac{-2(\alpha, \alpha)}{e^{\alpha}-e^{-\alpha}} \Delta_{\alpha}+2 \frac{1+e^{-\alpha}}{1-e^{-\alpha}} \partial_{\alpha}
$$

and (1.2.5) follows immediately.

Definition 1.2.4. Suppose $F$ is a face of the Weyl chamber $E_{+}$in $E$ corresponding to $R_{+}$, and let $R_{F}=\{\alpha \in R ;(\alpha, \xi)=0 \forall \xi \in F\}$ denote the corresponding standard parabolic subsystem of $R$. Let

$$
\begin{equation*}
\rho_{F}(k)=\frac{1}{2} \sum_{\alpha \in R_{+} \backslash R_{F}} k_{\alpha} \alpha \tag{1.2.7}
\end{equation*}
$$

be the orthogonal projection of $\rho(k)$ onto the $\mathbb{R}$-span of $F$. Then there exist unique algebra homomorphisms

$$
\begin{equation*}
\gamma_{F}^{\prime}, \gamma_{F}(k): \mathbb{D}_{\mathfrak{R}(R)} \rightarrow \mathbb{D}_{\mathfrak{R}\left(R_{F}\right)}:=\mathfrak{R}\left(R_{F}\right) \otimes S E \tag{1.2.8}
\end{equation*}
$$

characterized by

$$
\gamma_{F}^{\prime}\left(\frac{1}{1-e^{-\alpha}}\right)=\gamma_{F}(k)\left(\frac{1}{1-e^{-\alpha}}\right)= \begin{cases}\frac{1}{1-e^{-\alpha}} & \text { for } \alpha \in R_{F}, \alpha>0 \\ 1 & \text { for } \alpha \in R_{+} \backslash R_{F}\end{cases}
$$

and

$$
\gamma_{F}^{\prime}\left(\partial_{\xi}\right)=\partial_{\xi}, \quad \gamma_{F}(k)\left(\partial_{\xi}\right)=\partial_{\xi}-\left(\rho_{F}(k), \xi\right) \quad \text { for } \xi \in E
$$

In other words $\gamma_{F}(k)\left(\partial_{p}\right)=\partial_{q}$ with $q(\lambda)=p\left(\lambda-\rho_{F}(k)\right)$ and we have formally

$$
\begin{equation*}
\gamma_{F}(k)(P)=e^{\rho_{F}(k)} \circ \gamma_{F}^{\prime}(P) \circ e^{-\rho_{F}(k)} \quad \text { for } P \in \mathbb{D}_{\mathfrak{R}} \tag{1.2.9}
\end{equation*}
$$

The operator $\gamma_{F}(k)(P) \in \mathfrak{R}\left(R_{F}\right) \otimes S E$ is called the $k$-constant term of the differential operator $P \in \mathbb{D}_{\mathfrak{R}}$ along the face $F$. Note that both mappings (1.2.8) are equivariant for the action of $W\left(R_{F}\right)$. Hence we have

$$
\begin{equation*}
\gamma_{F}(k): \mathbb{D}_{\mathfrak{R}(R)}^{W(R)} \rightarrow \mathbb{D}_{\mathfrak{R}\left(R_{F}\right)}^{W\left(R_{F}\right)} \tag{1.2.10}
\end{equation*}
$$

In the special case $F=E_{+}$we simply write $\gamma(k)=\gamma_{E_{+}}(k)$. Note that there is a transitivity of $k$-constant terms (writing also $\gamma_{F}(k)=\gamma_{R_{F}, R}(k)$ )

$$
\begin{equation*}
\gamma_{R_{F}, R_{G}}(k) \circ \gamma_{R_{G}, R}(k)=\gamma_{R_{F}, R}(k) \tag{1.2.11}
\end{equation*}
$$

if $F$ is a face of $G$ and $G$ a face of $E_{+}$.

Example 1.2.5. For $L(k)$ the operator given by (1.2.6) we have

$$
\gamma^{\prime}(L(k))=\sum_{1}^{n} \partial_{\xi_{j}}^{2}+\sum_{\alpha>0} k_{\alpha} \partial_{\alpha}=\sum_{1}^{n} \partial_{\xi_{j}}^{2}+2 \partial_{\rho(k)}
$$

and hence

$$
\begin{equation*}
\gamma(k)(L(k))=\sum_{1}^{n} \partial_{\xi_{j}}^{2}-(\rho(k), \rho(k)) \in S E^{W} \tag{1.2.12}
\end{equation*}
$$

For $F$ a codimension one face of $E_{+}$with $R_{F}=\{ \pm \alpha\}$ or $R_{F}=\left\{ \pm \frac{1}{2} \alpha, \pm \alpha\right\}$ we have (with the convention $k_{\frac{1}{2} \alpha}=0$ if $\frac{1}{2} \alpha \notin R_{F}$ )

$$
\gamma_{F}^{\prime}(L(k))=\sum_{1}^{n} \partial_{\xi_{j}}^{2}+2 \partial_{\rho_{F}(k)}+\left\{\frac{1}{2} k_{\frac{1}{2} \alpha} \frac{1+e^{-\frac{1}{2} \alpha}}{1-e^{-\frac{1}{2} \alpha}}+k_{\alpha} \frac{1+e^{-\alpha}}{1-e^{-\alpha}}\right\} \partial_{\alpha}
$$

and hence

$$
\begin{align*}
& \gamma_{F}(k)(L(k))= \\
& \sum_{1}^{n} \partial_{\xi_{j}}^{2}+\left\{\frac{1}{2} k_{\frac{1}{2} \alpha} \frac{1+e^{-\frac{1}{2} \alpha}}{1-e^{-\frac{1}{2} \alpha}}+k_{\alpha} \frac{1+e^{-\alpha}}{1-e^{-\alpha}}\right\} \partial_{\alpha}-\left(\rho_{F}(k), \rho_{F}(k)\right) . \tag{1.2.13}
\end{align*}
$$

Lemma 1.2.6. Consider the algebra $\mathbb{R}(x) \otimes \mathbb{R}[\theta]$ of ordinary differential operators on the line with rational coefficients (here $\theta=x \frac{d}{d x}$ ). If $P \in$ $\mathbb{R}(x) \otimes \mathbb{R}[\theta]$ is invariant under the substitution $x \mapsto x^{-1}$, and $P$ commutes with the operator

$$
L\left(k_{1}, k_{2}\right)=\theta^{2}+\left\{k_{1} \frac{1+x^{-1}}{1-x^{-1}}+2 k_{2} \frac{1+x^{-2}}{1-x^{-2}}\right\} \theta
$$

then $P$ is a polynomial in $L\left(k_{1}, k_{2}\right)$.
Proof. By induction on the order of $P$. Write $P=\sum_{0}^{N} a_{j} \theta^{j}$ with $a_{j} \in \mathbb{R}(x)$ and $a_{N} \neq 0$. Then we have

$$
0=\left[L\left(k_{1}, k_{2}\right), P\right]=\left[\theta^{2}, a_{N}\right] \theta^{N}+\text { terms of order } \leq N,
$$

and since $\left[\theta^{2}, a_{N}\right]=\theta\left[\theta, a_{N}\right]+\left[\theta, a_{N}\right] \theta=2 \theta\left(a_{N}\right) \theta+\theta^{2}\left(a_{N}\right)$ we conclude $\theta\left(a_{N}\right)=0$ or equivalently $a_{N} \in \mathbb{R}$ is constant. Because $P$ is invariant under
substitution $x \mapsto x^{-1}$ (which transforms $\theta$ into $-\theta$ ) we also have $N \in 2 \mathbb{Z}$. Now $Q:=P-a_{N} L\left(k_{1}, k_{2}\right)^{\frac{1}{2} N}$ satisfies again the conditions of the lemma and the order of $Q$ is strictly less than the order of $P$.

Let $Q_{+}$be the cone spanned over $\mathbb{Z}_{+}$by $R_{+}$or equivalently by the simple roots $\alpha_{1}, \ldots, \alpha_{n} \in R_{+}$. Write

$$
\begin{equation*}
\mu \leq \lambda \Longleftrightarrow \lambda-\mu \in Q_{+} \tag{1.2.14}
\end{equation*}
$$

for the usual partial ordering on $E_{c}=\mathbb{C} \otimes_{\mathbb{R}} E$. An element of the algebra of differential operators $\mathbb{R}\left[\left[e^{-\alpha_{1}}, \ldots, e^{-\alpha_{n}}\right]\right] \otimes S E$ can be written as a formal infinite sum

$$
\begin{equation*}
P=\sum_{\mu \leq 0} e^{\mu} \partial_{p_{\mu}} \tag{1.2.15}
\end{equation*}
$$

with multiplication derived from $\partial_{p} \circ e^{\mu}=e^{\mu} \partial_{q}$ where $q \in S E$ is obtained from $p \in S E$ by $q(\lambda)=p(\lambda+\mu)$. Expanding $\left(1-e^{-\alpha}\right)^{-1}=1+e^{-\alpha}+e^{-2 \alpha}+$ $\cdots$ for $\alpha \in R_{+}$(either formally or as a convergent power series on $E_{+}$) we can view $\mathbb{D}_{\mathfrak{R}}$ as a subalgebra of $\mathbb{R}\left[\left[e^{-\alpha_{1}}, \ldots, e^{-\alpha_{n}}\right]\right] \otimes S E$. For example the operator $L(k)$ has the expansion

$$
\begin{equation*}
L(k)=\sum_{1}^{n} \partial_{\xi_{j}}^{2}+2 \partial_{\rho(k)}+2 \sum_{\alpha>0} k_{\alpha} \sum_{j \geq 1} e^{-j \alpha} \partial_{\alpha} \tag{1.2.16}
\end{equation*}
$$

and we have $\gamma^{\prime}(P)=\partial_{p_{0}}$.

Lemma 1.2.7. For $P \in \mathbb{R}\left[\left[e^{-\alpha_{1}}, \ldots, e^{-\alpha_{n}}\right]\right] \otimes S E$ a differential operator of the form (1.2.15) we have $[L(k), P]=0$ if and only if the polynomials $p_{\mu} \in S E$ satisfy the recurrence relations

$$
\begin{aligned}
& (2 \lambda+2 \rho(k)+\mu, \mu) p_{\mu}(\lambda) \\
& \quad=2 \sum_{\alpha>0} k_{\alpha} \sum_{j \geq 1}\left\{(\lambda+\mu+j \alpha, \alpha) p_{\mu+j \alpha}(\lambda)-(\lambda, \alpha) p_{\mu+j \alpha}(\lambda-j \alpha)\right\} .
\end{aligned}
$$

Proof. An easy formal computation, left to the reader.

Corollary 1.2.8. Write $\mathbb{D}_{\mathfrak{R}}^{L(k)}$ for the algebra of all differential operator $P \in \mathbb{D}_{\mathfrak{R}}$ with $[L(k), P]=0$. Then the $k$-constant term

$$
\begin{equation*}
\gamma(k): \mathbb{D}_{\mathfrak{R}}^{L(k)} \rightarrow S E \tag{1.2.17}
\end{equation*}
$$

is an injective algebra homomorphism. In particular $\mathbb{D}_{\mathfrak{R}}^{L(k)}$ is a commutative algebra. Moreover if $P \in \mathbb{D}_{\mathfrak{R}}^{L(k)}$ is a differential operator of order $N$ then the symbol of $P$ of order $N$ has constant coefficients, and $\gamma(k)(P)$ is a polynomial of degree $N$ whose homogeneous component of degree $N$ equals the $N$ th order symbol of $P$.

Proof. The first statement is clear from the previous lemma. The last statement is clear from the recurrence relation since $\operatorname{deg}\left(p_{\mu}\right)<\operatorname{deg}\left(p_{0}\right)=$ $\operatorname{deg}(\gamma(k)(P))$ for $\mu<0$.

Theorem 1.2.9. If $\mathbb{D}(k):=\left\{P \in \mathbb{D}_{\Re}^{W} ;[L(k), P]=0\right\}$ denotes the commutant of $L(k)$ in $\mathbb{D}_{\Re}^{W}$ then the map

$$
\begin{equation*}
\gamma(k): \mathbb{D}(k) \rightarrow S E^{W} \tag{1.2.18}
\end{equation*}
$$

is an injective algebra homomorphism.
Proof. It remains to show that $\gamma(k)(P) \in S E^{W}$ for $P \in \mathbb{D}(k)$. Factor $\gamma(k)$ through $\gamma_{F}(k)$ where $F$ is a codimension one face of $E_{+}$(cf. (1.2.11)). Then $\gamma_{F}(k)(P)$ is invariant under $W\left(R_{F}\right)$ by (1.2.10), and commutes with $\gamma_{F}(k)(L(k))$ given by (1.2.13). Applying Lemma 1.2 .6 we conclude that $\gamma(k)(P)$ is invariant under $W\left(R_{F}\right)$. Since $W(R)$ is generated by the subgroups $W\left(R_{F}\right)$ as $F$ runs over all codimension one faces of $E_{+}$we conclude that $\gamma(k)(P) \in S E^{W}$.

In the next section we will see that the map (1.2.18) is an isomorphism onto.

### 1.3. The Jacobi polynomials

Since each $W$-orbit in $P$ meets $P_{+}$in exactly one point it follows that the monomial symmetric functions

$$
\begin{equation*}
M(\lambda)=\sum_{\mu \in W \lambda} e^{\mu} \tag{1.3.1}
\end{equation*}
$$

form an $\mathbb{R}$-basis for $\mathbb{R}[P]^{W}$ as $\lambda$ varies over $P_{+}$.

Definition 1.3.1. The Jacobi polynomials $P(\lambda, k) \in \mathbb{R}[P]^{W}$ are defined by

$$
\begin{equation*}
P(\lambda, k)=\sum_{\mu \in P_{+}, \mu \leq \lambda} c_{\lambda \mu}(k) M(\mu), \quad c_{\lambda \lambda}(k)=1 \tag{1.3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
(P(\lambda, k), M(\mu))_{k}=0, \quad \forall \mu \in P_{+}, \quad \mu<\lambda \tag{1.3.3}
\end{equation*}
$$

Note that the Jacobi polynomials are defined whenever the inner product (1.1.11) is defined. Indeed $P(\lambda, k)$ is equal to $M(\lambda)$ minus the orthogonal projection of $M(\lambda)$ onto $\operatorname{span}\left\{M(\mu) ; \mu<\lambda, \mu \in P_{+}\right\}$. Clearly the Jacobi polynomials also form an $\mathbb{R}$-basis of $\mathbb{R}[P]^{W}$.

Example 1.3.2. For $R$ of type $B C_{1}$, say $R=\left\{ \pm \lambda_{1}, \pm 2 \lambda_{1}\right\}$ with $P_{+}=$ $\mathbb{Z}_{+} \lambda_{1}$, we have $\mathbb{R}\left[e^{\lambda_{1}}, e^{-\lambda_{1}}\right]^{W} \cong \mathbb{R}[x]$ with $x=\frac{1}{2}\left(e^{\lambda_{1}}+e^{-\lambda_{1}}\right)$.
Then the weight function $\delta(k)^{\frac{1}{2}} \overline{\delta(k)^{\frac{1}{2}}}$ becomes

$$
\begin{aligned}
\delta(k)^{\frac{1}{2}} \overline{\delta(k)^{\frac{1}{2}}} & =\left(2-e^{\lambda_{1}}-e^{-\lambda_{1}}\right)^{k_{1}+k_{2}}\left(2+e^{\lambda_{1}}+e^{-\lambda_{1}}\right)^{k_{2}} \\
& =2^{k_{1}+2 k_{2}}(1-x)^{k_{1}+k_{2}}(1+x)^{k_{2}}
\end{aligned}
$$

and for the corresponding weight measure we get (cf. (1.1.12))

$$
|\delta(k, t)| d t=\frac{2^{k_{1}+2 k_{2}}}{2 \pi}(1-x)^{k_{1}+k_{2}-\frac{1}{2}}(1+x)^{k_{2}-\frac{1}{2}} d x
$$

Hence up to normalization the Jacobi polynomials $P(\lambda, k), \lambda \in P_{+}$for $R$ of type $B C_{1}$ are the classical Jacobi polynomials $P_{n}^{(\alpha, \beta)}(x), n \in \mathbb{Z}_{+}$with

$$
\alpha=k_{1}+k_{2}-\frac{1}{2}, \quad \beta=k_{2}-\frac{1}{2} .
$$

The case of the Gegenbauer polynomials occurs for $\alpha=\beta \Longleftrightarrow k_{1}=0$, or equivalently for $R$ of type $A_{1}$. See [19, Vol 2$]$.

Example 1.3.3. In case $k_{\alpha}=0 \forall \alpha \in R$ the Jacobi polynomials $P(\lambda, k)$ specialize to the monomial symmetric functions $M(\lambda)$. In case $R$ is reduced and $k_{\alpha}=1 \forall \alpha \in R$ the Jacobi polynomials $P(\lambda, k)$ become the Weyl characters $C h(\lambda):=\Delta^{-1} \cdot \sum \varepsilon(w) e^{w(\lambda+\rho)}$ where $\Delta$ is the Weyl denominator (1.2.2) and $\rho=\rho_{R}=\frac{1}{2} \sum_{\alpha>0} \alpha$.

Definition 1.3.4. A linear operator $L: \mathbb{R}[P]^{W} \rightarrow \mathbb{R}[P]^{W}$ is called triangular if

$$
\begin{equation*}
L(M(\lambda))=\sum_{\mu \in P_{+}, \mu \leq \lambda} a_{\lambda \mu} M(\mu) \quad \forall \lambda \in P_{+} \tag{1.3.4}
\end{equation*}
$$

Proposition 1.3.5. If $L: \mathbb{R}[P]^{W} \rightarrow \mathbb{R}[P]^{W}$ is triangular and symmetric with respect to the inner product $(\cdot, \cdot)_{k}$ then the Jacobi polynomials $P(\lambda, k)$, $\lambda \in P_{+}$are eigenfunctions of $L$.

Proof. Since $L$ is triangular we have using (1.3.2)

$$
L(P(\lambda, k))=\sum_{\mu \leq \lambda} c_{\lambda \mu}(k) L(M(\mu))=\sum_{\nu \leq \lambda} b_{\lambda \nu} M(\nu)
$$

with the coefficients $b_{\lambda \nu}$ given by $b_{\lambda \nu}=\sum_{\nu \leq \mu \leq \lambda} c_{\lambda \mu}(k) a_{\mu \nu}$. Using that $L$ is symmetric we get

$$
\begin{aligned}
(L(P(\lambda, k)), M(\mu))_{k} & =(P(\lambda, k), L(M(\mu)))_{k} \\
& =\sum_{\nu \leq \mu} a_{\mu \nu}(P(\lambda, k), M(\nu))_{k}=0
\end{aligned}
$$

if $\mu<\lambda$. Hence $L(P(\lambda, k))=a_{\lambda \lambda} P(\lambda, k)$.
Corollary 1.3.6. All symmetric triangular linear operators on $\mathbb{R}[P]^{W}$ are simultaneously diagonalized by the Jacobi polynomials, and therefore commute with each other.

Proposition 1.3.7. A differential operator $P \in \mathbb{D}_{\mathscr{R}}$ is completely determined by the corresponding endomorphism $P \in \operatorname{Hom}\left(\mathbb{R}[P]^{W}, \mathbb{R}_{\Delta}[P]\right)$.

Proof. We expand $P=\sum_{\mu \leq 0} e^{\mu} \partial_{p_{\mu}}$ as in Section 1.2. Let $r_{1}, \ldots, r_{n} \in W$ be the simple reflections corresponding to the simple roots $\alpha_{1}, \ldots, \alpha_{n} \in$ $R_{+}$. Suppose $\mu=\sum_{1}^{n} m_{j} \alpha_{j} \leq 0$ or equivalently $m_{j} \in \mathbb{Z}_{-}$for $j=1, \ldots, n$. Knowing $P(M(\lambda))$ for $\lambda \in P_{+}$means that we know the polynomial $p_{\mu} \in S E$ on

$$
\begin{aligned}
& \left\{\lambda \in P_{+} ; \lambda+\mu \not 又 r_{j}(\lambda) \text { for } j=1, \ldots, n\right\} \\
& \quad=\left\{\lambda \in P_{+} ;\left(\lambda, \alpha_{j}^{\vee}\right) \alpha_{j} \not 又-\mu \quad \text { for } j=1, \ldots, n\right\} \\
& \quad=\left\{\lambda \in P_{+} ;\left(\lambda, \alpha_{j}^{\vee}\right) \geq 1-m_{j} \quad \text { for } j=1, \ldots, n\right\}
\end{aligned}
$$

Since the latter set is Zariski dense in $E$ we can recover the polynomial $p_{\mu} \in S E$.

For $\lambda \in P_{+}$we write

$$
\begin{equation*}
C(\lambda)=\{\mu \in P ; w \mu \leq \lambda \forall w \in W\} \tag{1.3.5}
\end{equation*}
$$

for the integral convex hull of $W \lambda$.
Proposition 1.3.8. For fixed $\lambda \in P_{+}$the linear space

$$
\begin{equation*}
\left\{F=\sum_{\mu} a_{\mu} e^{\mu} \in \mathbb{R}[P] ; a_{\mu}=0 \text { unless } \mu \in C(\lambda)\right\} \tag{1.3.6}
\end{equation*}
$$

is invariant under the operators $D_{\xi}(k)$ for $\xi \in E$.
Proof. This is clear since the space (1.3.6) is easily seen to be invariant under both $\partial_{\xi}, \xi \in E$ and $\Delta_{\alpha}, \alpha \in R$.

Proposition 1.3.9. For $\xi \in E$ and $N \in \mathbb{Z}_{+}$we put

$$
\begin{equation*}
P_{\xi, N}(k)=\sum_{\eta \in W \xi} \beta\left(D_{\eta}(k)^{N}\right) \in \mathbb{D}_{\mathfrak{R}}^{W} . \tag{1.3.7}
\end{equation*}
$$

Then $P_{\xi, N}(k): \mathbb{R}[P]^{W} \rightarrow \mathbb{R}[P]^{W}$ is a symmetric triangular operator. Moreover $\gamma(k)\left(P_{\xi, N}(k)\right) \in S E$ is a polynomial on $E^{*}$ of degree $\leq N$ with homogeneous component of degree $N$ equal to $\lambda \mapsto \sum_{\eta}(\eta, \lambda)^{N}$.

Proof. Since $w D_{\eta}(k)=D_{w \eta}(k) w$ it is clear that

$$
\begin{equation*}
D_{\xi, N}(k)=\sum_{\eta \in W \xi} D_{\eta}(k)^{N} \in \mathbb{D} R_{\Re} \tag{1.3.8}
\end{equation*}
$$

is a differential-reflection operator which commutes with $1 \otimes \mathbb{R}[W]$. Hence $D_{\xi, N}(k) \in \operatorname{End}(\mathbb{R}[P])$ leaves the subspace $\mathbb{R}[P]^{W}$ invariant, and on this subspace $D_{\xi, N}(k)$ and $P_{\xi, N}(k)$ coincide. The operator $D_{\xi, N}(k)$ is symmetric on $\mathbb{R}[P]$ by Theorem 1.1.6, and $D_{\xi, N}(k)$ is triangular on $\mathbb{R}[P]^{W}$ by the previous proposition. Hence $P_{\xi, N}(k): \mathbb{R}[P]^{W} \rightarrow \mathbb{R}[P]^{W}$ is triangular and symmetric. The second statement on the homogeneous component of degree $N$ of $\gamma(k)\left(P_{\xi, N}(k)\right)$ is trivial.

Proposition 1.3.10. With the notation (1.2.6) the operator $L(k) \in \mathbb{D}_{\mathfrak{R}}^{W}$ leaves the space $\mathbb{R}[P]^{W}$ invariant, and is a symmetric triangular operator on $\mathbb{R}[P]^{W}$.

Proof. Using Proposition 1.2.3 the same arguments work as in the proof of the previous proposition.

Corollary 1.3.11. For $\xi \in E$ and $N \in Z_{+}$we have $P_{\xi, N}(k) \in \mathbb{D}(k)$.
Proof. From the previous two propositions and Corollary 1.3.6 it follows that $P_{\xi, N}(k)$ and $L(k)$ commute as operators on $\mathbb{R}[P]^{W}$. But then $P_{\xi, N}(k)$ and $L(k)$ also commute as elements of $\mathbb{D}_{\mathfrak{R}}$ by Proposition 1.3.7.

## Theorem 1.3.12. The Harish-Chandra homomorphism

$$
\begin{equation*}
\gamma(k): \mathbb{D}(k) \rightarrow S E^{W} \tag{1.3.9}
\end{equation*}
$$

is an isomorphism of (commutative) algebras. Here $\mathbb{D}(k)$ is the commutant of $L(k)$ in $\mathbb{D}_{\mathfrak{R}}^{W}$, and $\mathbb{D}_{\mathfrak{R}}=\mathfrak{R} \otimes S E$ is the algebra of differential operators on $E$ with coefficients in the algebra $\mathfrak{R}$ generated by the functions $\left(1-e^{-\alpha}\right)^{-1}$, $\alpha \in R_{+}$.

Proof. It remains to be shown by Theorem 1.2.9 that the map (1.3.9) is surjective. This follows by induction on the degree from Proposition 1.3.9, Corollary 1.3.11, and Theorem 1.2.9, since the polynomials $\lambda \mapsto \sum_{\eta}(\eta, \lambda)^{N}$ with the sum over $W \xi$ generate the algebra $S E^{W}$ as $\xi$ ranges over $E$ and $N$ over $\mathbb{Z}_{+}$.

Corollary 1.3.13. For $\lambda, \mu \in P_{+}$with $\lambda \neq \mu$ we have

$$
(P(\lambda, k), P(\mu, k))_{k}=0
$$

Proof. For $P \in \mathbb{D}(k)$ we have for $\lambda \in P_{+}$

$$
\begin{equation*}
P(P(\lambda, k))=\gamma(k)(P)(\lambda+\rho(k)) \cdot P(\lambda, k) \tag{1.3.10}
\end{equation*}
$$

and because of the Harish-Chandra isomorphism (1.3.9) the algebra $\mathbb{D}(k)$ of operators on $\mathbb{R}[P]^{W}$, symmetric with respect to $(\cdot, \cdot)_{k}$, is sufficiently rich to separate the points of $P_{+}+\rho(k)$.

Remark 1.3.14. Consider the $\mathbb{C}$-vector space

$$
\begin{equation*}
K=\left\{k=\left(k_{\alpha}\right) ; k_{\alpha} \in \mathbb{C}, k_{w \alpha}=k_{\alpha} \quad \forall \alpha \in R, w \in W\right\} \tag{1.3.11}
\end{equation*}
$$

of complex-valued multiplicity functions on $R$. The results of Section 1.2 immediately generalize to the case $k \in K$ (replace $\mathbb{R}[P]$ by $\mathbb{C}[P]$, etc.). The construction of the operator $P_{\xi, N}(k)$ also goes through for $k \in K$. However, for the proof of Theorem 1.3.12 we need the inner product $(\cdot, \cdot)_{k}$ which imposes a Zariski dense restriction on $k \in K$ (cf. Proposition 1.1.5 for the algebraic description or (1.1.12) for the analytic description of $\left.(\cdot, \cdot)_{k}\right)$. Nevertheless, since the operator $P_{\xi, N}(k)$ depends polynomially on $k \in K$ (of degree $\leq N$ ) it follows that the Harish-Chandra isomorphism

$$
\begin{equation*}
\gamma(k): \mathbb{D}_{c}(k) \xrightarrow{\simeq} S E_{c}^{W} \tag{1.3.12}
\end{equation*}
$$

holds for all $k \in K$, where $D_{c}(k)=\mathbb{C} \otimes_{\mathbb{R}} \mathbb{D}(k)$ and $E_{c}=\mathbb{C} \otimes_{\mathbb{R}} E$.
Remark 1.3.15. Let $z_{j}=M\left(\lambda_{j}\right)$ be the monomial symmetric functions corresponding to the fundamental weights $\lambda_{1}, \ldots, \lambda_{n} \in P_{+}$. Then it is well known (see [7]) that

$$
\begin{equation*}
\mathbb{R}[P]^{W} \cong \mathbb{R}\left[z_{1}, \ldots, z_{n}\right] \tag{1.3.13}
\end{equation*}
$$

and we can view the commutative algebra $\mathbb{D}(k)$ also as a subalgebra of the Weyl algebra $\mathbb{A}_{n}=\mathbb{R}\left[z_{1}, \ldots, z_{n}, \partial_{z_{1}}, \ldots, \partial_{z_{n}}\right]$.

## Notes for Chapter 1

The results of this chapter were obtained in a series of four papers $[34,30$, $58,59]$ by transcendental and computer algebra methods. The computer algebra part was removed in [31]. The elementary approach to Theorem 1.3 .12 as given here was derived in [33]. Previously Theorem 1.3 .12 was found by Koornwinder for $R$ of type $A_{2}$ and $B C_{2}$ [42], and for $R$ of type $A_{n}$ in $[68,12,49]$.

## CHAPTER 2

## The periodic Calogero-Moser system

### 2.1. Quantum integrability for the Calogero-Moser system

We write

$$
\begin{equation*}
\mathfrak{h}:=E_{c}=\mathbb{C} \otimes_{\mathbb{R}} E, \quad \mathfrak{a}:=E, \quad \mathfrak{t}:=i E \tag{2.1.1}
\end{equation*}
$$

and view these as (abelian) Lie algebras of the complex torus

$$
\begin{equation*}
H:=\mathfrak{h} / 2 \pi i Q^{\vee} \tag{2.1.2}
\end{equation*}
$$

and its two real forms

$$
\begin{equation*}
A:=\mathfrak{a}, \quad T=\mathfrak{t} / 2 \pi i Q^{\vee} \tag{2.1.3}
\end{equation*}
$$

respectively. Write also

$$
\begin{equation*}
\exp : \mathfrak{h} \rightarrow H \tag{2.1.4}
\end{equation*}
$$

for the canonical map and

$$
\begin{equation*}
\log : H \rightarrow \mathfrak{h} \tag{2.1.5}
\end{equation*}
$$

for the multivalued inverse. Then

$$
\begin{equation*}
\exp : \mathfrak{a} \rightarrow A, \exp : \mathfrak{t} \rightarrow T \tag{2.1.6}
\end{equation*}
$$

are both surjective and

$$
\begin{equation*}
\log : A \rightarrow \mathfrak{a} \tag{2.1.7}
\end{equation*}
$$

is a singlevalued inverse. Viewing $H$ as an affine algebraic variety the algebra $\mathbb{C}[P]$ is just the ring of regular functions on $H$, or equivalently the ring of holomorphic functions on $H$ with moderate growth at infinity.

Writing
(2.1.8) $\quad H^{\text {reg }}=\{h \in H ; \Delta(h) \neq 0\}=\{h \in H ; w h \neq h \forall w \in W, w \neq e\}$ we view $\delta(k ; h)^{\frac{1}{2}}$ for $k \in K$ as a Nilsson class function on $H^{\text {reg (see [13] for }}$ the concept of Nilsson class functions).

Theorem 2.1.1. We have for all $k \in K$ the equality of differential operators on $H^{\text {reg }}$

$$
\begin{gather*}
\delta(k ; h)^{\frac{1}{2}} \circ\{L(k)+(\rho(k), \rho(k))\} \circ \delta(k ; h)^{-\frac{1}{2}} \\
=\sum_{1}^{n} \partial_{\xi_{j}}^{2}+\sum_{\alpha>0} \frac{k_{\alpha}\left(1-k_{\alpha}-2 k_{2 \alpha}\right)(\alpha, \alpha)}{\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right)^{2}} . \tag{2.1.9}
\end{gather*}
$$

Proof. Clearly we have for $\xi \in \mathfrak{h}$

$$
\begin{aligned}
& \delta^{-\frac{1}{2}} \circ \partial_{\xi} \circ \delta^{\frac{1}{2}}=\partial_{\xi}+\frac{1}{2} \partial_{\xi}(\log \delta) \\
& \delta^{-\frac{1}{2}} \circ \partial_{\xi}^{2} \circ \delta^{\frac{1}{2}}=\partial_{\xi}^{2}+\partial_{\xi}(\log \delta) \circ \partial_{\xi}+\delta^{-\frac{1}{2}} \partial_{\xi}^{2}\left(\delta^{\frac{1}{2}}\right)
\end{aligned}
$$

and if we write $\square=\sum_{1}^{n} \partial_{\xi_{j}}^{2}$ we get

$$
\begin{align*}
& \sum_{1}^{n} \partial_{\xi_{j}}(\log \delta) \partial_{\xi_{j}}=\sum_{\alpha>0} k_{\alpha} \frac{e^{\frac{1}{2} \alpha}+e^{-\frac{1}{2} \alpha}}{e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}} \partial_{\alpha}  \tag{2.1.10}\\
& \delta^{-\frac{1}{2}} \square\left(\delta^{\frac{1}{2}}\right)=\sum_{\alpha>0} \frac{-k_{\alpha}(\alpha, \alpha)}{\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right)^{2}} \\
& \quad+\sum_{\alpha, \beta>0} \frac{1}{4} k_{\alpha} k_{\beta}(\alpha, \beta) \frac{\left(e^{\frac{1}{2} \alpha}+e^{-\frac{1}{2} \alpha}\right)\left(e^{\frac{1}{2} \beta}+e^{-\frac{1}{2} \beta}\right)}{\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right)\left(e^{\frac{1}{2} \beta}-e^{-\frac{1}{2} \beta}\right)} . \tag{2.1.11}
\end{align*}
$$

Observe that the right-hand side of (2.1.10) is precisely the first-order term of the differential operator $L(k)$. We rewrite the second term on the righthand side of (2.1.11) as

$$
\begin{aligned}
& (\rho(k), \rho(k))+\sum_{\alpha, \beta>0} \frac{1}{4} k_{\alpha} k_{\beta}(\alpha, \beta)\left\{\frac{\left(e^{\frac{1}{2} \alpha}+e^{-\frac{1}{2} \alpha}\right)\left(e^{\frac{1}{2} \beta}+e^{-\frac{1}{2} \beta}\right)}{\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right)\left(e^{\frac{1}{2} \beta}-e^{-\frac{1}{2} \beta}\right)}-1\right\} \\
& =(\rho(k), \rho(k))+\sum_{\alpha, \beta>0} \frac{1}{4} k_{\alpha} k_{\beta}(\alpha, \beta) \frac{2\left(e^{\frac{1}{2}(\alpha-\beta)}+e^{-\frac{1}{2}(\alpha-\beta)}\right)}{\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right)\left(e^{\frac{1}{2} \beta}-e^{-\frac{1}{2} \beta}\right)} \\
& =(\rho(k), \rho(k))+\sum_{\alpha>0} \frac{k_{\alpha}\left(k_{\alpha}+2 k_{2 \alpha}\right)(\alpha, \alpha)}{\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right)^{2}} \\
& \quad+\sum_{\alpha, \beta}^{\prime} \frac{1}{4} k_{\alpha} k_{\beta}(\alpha, \beta) \frac{2\left(e^{\frac{1}{2}(\alpha-\beta)}+e^{-\frac{1}{2}(\alpha-\beta)}\right)}{\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right)\left(e^{\frac{1}{2} \beta}-e^{-\frac{1}{2} \beta}\right)},
\end{aligned}
$$

where the $\sum_{\alpha, \beta}^{\prime}$ denotes the sum over all pairs $\alpha, \beta \in R_{+}$for which $\alpha$ and $\beta$ are not multiples of each other. The formula (2.1.9) follows if we show that the $\sum_{\alpha, \beta}^{\prime}$ term vanishes identically. Note that this term is a $W$-invariant function, and that its product with the Weyl denominator $\Delta$ is holomorphic on all of $H$. From this we conclude that it belongs to $\mathbb{C}[P]^{W}$, and we can deduce that it vanishes by taking the constant term $\gamma^{\prime}$ along $A_{+}$.

Corollary 2.1.2. For all $k, l \in K$ we have

$$
\begin{align*}
& \sum_{1}^{n} \partial_{\xi_{j}}^{2}+\sum_{\alpha>0} k_{\alpha} \frac{e^{\frac{1}{2} \alpha}+e^{-\frac{1}{2} \alpha}}{e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}} \partial_{\alpha}+\sum_{\alpha>0} \frac{l_{\alpha}^{2}(\alpha, \alpha)}{\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right)^{2}}  \tag{2.1.12}\\
& =\delta(m-k)^{\frac{1}{2}} \circ\{L(m)+(\rho(m), \rho(m))-(\rho(k), \rho(k))\} \circ \delta(m-k)^{-\frac{1}{2}}
\end{align*}
$$

with $m \in K$ satisfying $m_{\alpha}\left(1-m_{\alpha}-2 m_{2 \alpha}\right)=l_{\alpha}^{2}+k_{\alpha}\left(1-k_{\alpha}-2 k_{2 \alpha}\right)$.
Proof. Indeed we have by (2.1.9)

$$
\begin{aligned}
& \delta(k)^{\frac{1}{2}} \circ\left\{L(k)+(\rho(k), \rho(k))+\sum_{\alpha>0} \frac{l_{\alpha}^{2}(\alpha, \alpha)}{\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right)^{2}}\right\} \circ \delta(k)^{-\frac{1}{2}} \\
& \quad=\sum_{1}^{n} \partial_{\xi_{j}}^{2}+\sum_{\alpha>0} \frac{\left(l_{\alpha}^{2}+k_{\alpha}\left(1-k_{\alpha}-2 k_{2 \alpha}\right)\right)(\alpha, \alpha)}{\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right)^{2}} \\
& \quad=\delta(m)^{\frac{1}{2}} \circ\{L(m)+(\rho(m), \rho(m))\} \circ \delta(m)^{-\frac{1}{2}}
\end{aligned}
$$

with $m \in K$ given by $m_{\alpha}\left(1-m_{\alpha}-2 m_{2 \alpha}\right)=l_{\alpha}^{2}+k_{\alpha}\left(1-k_{\alpha}-2 k_{2 \alpha}\right)$.
Remark 2.1.3. The operator $L(k)$ is the standard second-order hypergeometric operator. The operator (2.1.12) is like the Riemann-Papperitz operator in the one-variable case, which indeed is equal up to conjugation by a suitable function to a standard second-order hypergeometric operator $[66,64,74]$.

Definition 2.1.4. The periodic Calogero-Moser potential with coupling constant $g^{2} \in K$ (the 2 is a square) is the function

$$
\begin{equation*}
\sum_{\alpha>0} \frac{g_{\alpha}^{2}}{\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right)^{2}} \tag{2.1.13}
\end{equation*}
$$

Example 2.1.5. For the root system $R$ of type $A_{n}$ we have $\mathfrak{a}=\{x=$ $\left.\left(x_{1}, \ldots, x_{n+1}\right) \in \mathbb{R}^{n+1} ; \sum x_{j}=0\right\}$ and the Calogero-Moser potential becomes

$$
\begin{equation*}
g^{2} \cdot \sum_{i<j} \frac{1}{4 \sinh ^{2} \frac{1}{2}\left(x_{i}-x_{j}\right)} \tag{2.1.14}
\end{equation*}
$$

On the space $\mathfrak{t}=i \boldsymbol{a}$ this potential corresponds to a system of $n+1$ points on the circle $\mathbb{R} / 2 \pi \mathbb{Z}$ whose potential is proportional to the sum of the inverse squares of the pairwise distances.

Theorem 2.1.6. For $g \in K$ consider the Schrödinger operator

$$
\begin{equation*}
S(g)=-\frac{1}{2} \sum_{1}^{n} \partial_{\xi_{j}}^{2}+\sum_{\alpha>0} \frac{g_{\alpha}^{2}}{\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right)^{2}} \in \mathbb{D}_{\Re}^{W} \tag{2.1.15}
\end{equation*}
$$

associated with the Calogero-Moser potential (2.1.13). Then the (unshifted) constant term (cf. (1.2.8))

$$
\begin{equation*}
\gamma^{\prime}: \mathbb{D}_{\mathfrak{R}}^{W, S(g)} \longrightarrow S \mathfrak{h}^{W} \tag{2.1.16}
\end{equation*}
$$

is an isomorphism of commutative algebras. Here

$$
\begin{equation*}
\mathbb{D}_{\mathfrak{R}}^{W, S(g)}=\left\{P \in \mathbb{D}_{\mathfrak{R}}^{W} ;[P, S(g)]=0\right\} \tag{2.1.17}
\end{equation*}
$$

is the algebra of quantum integrals for $S(g)$ in $\mathbb{D}_{\mathfrak{R}}^{W}$.
Proof. Observe that the map $P \in \mathbb{D}_{\Re}^{W} \mapsto \delta(k)^{-\frac{1}{2}} \circ P \circ \delta(k)^{\frac{1}{2}} \in \mathbb{D}_{\Re}^{W}$ is an automorphism of $\mathbb{D}_{\mathfrak{R}}^{W}$. Taking

$$
\begin{equation*}
g_{\alpha}^{2}=-\frac{1}{2} k_{\alpha}\left(1-k_{\alpha}-k_{2 \alpha}\right)(\alpha, \alpha) \tag{2.1.18}
\end{equation*}
$$

we deduce from Theorem 2.1.1 that the map

$$
\begin{equation*}
P \in \mathbb{D}_{\mathfrak{R}}^{W, S(g)} \mapsto \delta(k)^{-\frac{1}{2}} \circ P \circ \delta(k)^{\frac{1}{2}} \in \mathbb{D}_{\mathfrak{R}}^{W, L(k)} \tag{2.1.19}
\end{equation*}
$$

is an isomorphism of algebras. Since the diagram

$$
\begin{aligned}
& \mathbb{D}_{\mathfrak{R}}^{W, S(g)} \xrightarrow{P \mapsto \delta^{-\frac{1}{2}} \circ P \circ \delta^{\frac{1}{2}}} \quad \mathbb{D}_{\mathfrak{R}}^{W, L(k)} \\
& \gamma^{\prime} \searrow \\
& \swarrow \gamma(k)
\end{aligned}
$$

is commutative the theorem follows immediately from the Harish-Chandra isomorphism (1.3.9).

The expansion of the operator $S(g)$ on $A_{+}$analogous to the expansion (1.2.16) for the operator $L(k)$ becomes

$$
\begin{equation*}
S(g)=-\frac{1}{2} \sum_{1}^{n} \partial_{\xi_{j}}^{2}+\sum_{\alpha>0} g_{\alpha}^{2} \sum_{j \geq 1} j e^{-j \alpha} \tag{2.1.20}
\end{equation*}
$$

and the analog of Lemma 1.2.7 is now
Lemma 2.1.7. For the operator $P=\sum_{\mu \leq 0} e^{\mu} \partial_{p_{\mu}}$ we have $[S(g), P]=0$ if and only if the polynomials $p_{\mu} \in S \mathfrak{h}$ satisfy the recurrence relations

$$
(2 \lambda+\mu, \mu) p_{\mu}(\lambda)=-2 \sum_{\alpha>0} g_{\alpha}^{2} \sum_{j \geq 1} j\left\{p_{\mu+j \alpha}(\lambda-j \alpha)-p_{\mu+j \alpha}(\lambda)\right\}
$$

Proof. An easy computation.
Corollary 2.1.8. If $p_{o} \in S \mathfrak{h}^{W} \cong \mathbb{C}\left[\mathfrak{h}^{*}\right]^{W}$ is a polynomial in $\lambda \in \mathfrak{h}^{*}$ independent of $g \in K$ then $p_{\mu} \in \mathbb{C}\left[K \times \mathfrak{h}^{*}\right]$ are polynomials in both the multiplicity function $g \in K$ (even in $g_{\alpha}^{2}$ ) and the spectral parameter $\lambda \in \mathfrak{h}^{*}$. More precisely, if $\operatorname{deg}\left(p_{0}\right) \leq N$ for some $N \in \mathbb{N}$ then also $\operatorname{deg}\left(p_{\mu}\right) \leq N$ $\forall \mu \leq 0$. Here $\operatorname{deg}\left(p_{\mu}\right)$ means the degree of $p_{\mu}$ as element of $\mathbb{C}\left[K \times \mathfrak{h}^{*}\right]$.

Proof. This follows from the above recurrence relations by induction on $\mu$ with respect to the partial ordering $\leq$.

### 2.2. Classical integrability for the Calogero-Moser system

Consider the algebra of differential operators

$$
\begin{equation*}
\mathfrak{D}:=\mathbb{C}[K] \otimes \mathfrak{R} \otimes S \mathfrak{h} \tag{2.2.1}
\end{equation*}
$$

where the multiplicity parameter $g \in K$ is considered as an indeterminate commuting with $\mathfrak{R} \otimes S \mathfrak{h}$. For $N \in \mathbb{N}$ we put

$$
\begin{align*}
\mathfrak{D}_{N}=\left\{\sum_{i} q_{i} \otimes\right. & f_{i} \otimes \partial_{p_{i}} \in \mathfrak{D}  \tag{2.2.2}\\
& \left.q_{i} \otimes p_{i} \in \mathbb{C}\left[K \times \mathfrak{h}^{*}\right] \text { has degree } \leq N \forall i\right\}
\end{align*}
$$

Then it is easily seen that

$$
\begin{equation*}
\mathfrak{D}=\bigcup_{N \geq 0} \mathfrak{D}_{N}, \quad \mathfrak{D}_{N_{1}} \cdot \mathfrak{D}_{N_{2}} \subset \mathfrak{D}_{N_{1}+N_{2}} \tag{2.2.3}
\end{equation*}
$$

gives a filtration of the algebra $\mathfrak{D}$. Since

$$
\begin{equation*}
\left[\mathfrak{D}_{N_{1}}, \mathfrak{D}_{N_{2}}\right] \subset \mathfrak{D}_{N_{1}+N_{2}-1} \tag{2.2.4}
\end{equation*}
$$

the associated graded $\operatorname{gr}(\mathfrak{D})$ is commutative, and inherits a Poisson bracket $\{\cdot, \cdot\}$ from the commutator bracket $[\cdot, \cdot]$ in $\mathfrak{D}$.

Proposition 2.2.1. With the above notation we have

$$
\begin{equation*}
g r(\mathfrak{D}) \cong \mathbb{C}[K] \otimes \mathfrak{R} \otimes \mathbb{C}\left[\mathfrak{h}^{*}\right] \tag{2.2.5}
\end{equation*}
$$

as functions space on $K \times H^{\text {reg }} \times \mathfrak{h}^{*}$ (pointwise multiplication), and the Poisson bracket is given by

$$
\begin{equation*}
\left\{f_{1}, f_{2}\right\}=\sum_{i=1}^{n}\left\{\frac{\partial f_{1}}{\partial y_{i}} \frac{\partial f_{2}}{\partial x_{i}}-\frac{\partial f_{1}}{\partial x_{i}} \frac{\partial f_{2}}{\partial y_{i}}\right\} \tag{2.2.6}
\end{equation*}
$$

Here $x_{1}, \ldots, x_{n}$ are linear coordinates on $\mathfrak{h}$ and $y_{1}, \ldots, y_{n}$ the dual coordinates on $\mathfrak{h}^{*}$ (so $\frac{\partial}{\partial x_{i}}$ acts on $\mathfrak{R}$ and $\frac{\partial}{\partial y_{i}}$ on $\mathbb{C}\left[\mathfrak{h}^{*}\right]$ ).
Proof. Easily verified.
Theorem 2.2.2. The Hamiltonian

$$
\begin{equation*}
H(g)=\frac{1}{2}(\lambda, \lambda)+\sum_{\alpha>0} \frac{g_{\alpha}^{2}}{\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right)^{2}} \tag{2.2.7}
\end{equation*}
$$

as function on $T^{*} A=A \times \mathfrak{a}^{*}$ is completely integrable with integrals in $\mathbb{C}[K] \otimes \mathfrak{R} \otimes \mathbb{C}\left[\mathfrak{h}^{*}\right]$. More precisely this means that for each $p \in \mathbb{C}\left[\mathfrak{h}^{*}\right]^{W}$ homogeneous of degree $N$ there exists an integral $I_{p}$ for $H(g)$ with

$$
\begin{equation*}
I_{p}=p(\lambda)+(\text { terms of degree } \leq N-1 \text { in } \lambda), \tag{2.2.8}
\end{equation*}
$$

and all the integrals $I_{p}$ Poisson commute among each other.
Proof. This is clear from Theorem 2.1.6, Corollary 2.1.8, and the previous proposition.

## Notes for Chapter 2

The complete integrability for the inverse square potential of three particles on a line was found already in 1866 by Jacobi [41]. Marchioro rediscoverd this fact and discussed the classical and quantum mechanical scattering problem [51]. Calogero subsequently studied the quantum scattering problem for an arbitrary number of particles on the line [9]. Moser proved the classical integrability (still in case $R$ of type $A_{n}$ ) by giving a Lax representation [53]. Generalizing the method of Moser partial results on the classical integrability were obtained by Olshanetsky and Perelomov for classical root systems $R$ [56]. Theorem 2.2.2 for general $R$ goes back to Opdam, and our exposition follows his paper [59]. In our form Theorem 2.1.1 is due to [57], but the conjugation of the operator $L(k)$ with $\delta^{\frac{1}{2}}$ was previously carried out by Gangolli in order to obtain uniform estimates of spherical functions [22]. For a nice introduction to the various concepts of classical mechanics we refer the reader to [2].

## CHAPTER 3

## The hypergeometric shift operators

### 3.1. Algebraic properties of shift operators

Rather than the operator $L(k)$ given by (1.2.6) we will now use the modified operator

$$
\begin{equation*}
M L(k)=L(k)+(\rho(k), \rho(k)) \in \mathbb{D}(k) \tag{3.1.1}
\end{equation*}
$$

which maps under the Harish-Chandra isomorphism (1.3.9) onto the Laplace operator $\sum_{1}^{n} \partial_{\xi_{j}}^{2} \in S \mathfrak{h}^{W}$.

Definition 3.1.1. We say that $l \in K$ is integral if $l_{\alpha} \in \mathbb{Z} \forall \alpha \in R \backslash \frac{1}{2} R$ and $l_{\alpha} \in 2 \mathbb{Z} \forall \alpha \in R \cap \frac{1}{2} R$. Note that $\rho(l) \in P$ if $l \in K$ is integral. An operator $D(k) \in \mathbb{C}[K] \otimes \mathbb{C}_{\Delta}[P] \otimes S \mathfrak{h}$ is called a shift operator with integral shift $l \in K$ if

$$
\begin{equation*}
D(k) \circ M L(k)=M L(k+l) \circ D(k) \quad \forall k \in K \tag{3.1.2}
\end{equation*}
$$

and on $A_{+}$the operator $D(k)$ has an expansion of the form

$$
\begin{equation*}
D(k)=\sum_{\mu \leq 0} e^{-\rho(l)+\mu} \partial_{p_{\mu}} \tag{3.1.3}
\end{equation*}
$$

with $p_{\mu} \in \mathbb{C}\left[K \times \mathfrak{h}^{*}\right]$ (by expanding: $\left(1-e^{-\alpha}\right)^{-1}=1+e^{-\alpha}+\cdots \forall \alpha \in R_{+}$). We write $\mathbb{S}(l, k)$ for the $\mathbb{C}[K]$-module of all shift operators with integral shift $l \in K$.

We substitute a formal series on $A_{+}$with leading exponent $\lambda \in \mathfrak{h}^{*}$

$$
\begin{equation*}
\Phi^{\prime}(\lambda, k)=\sum_{\mu \leq \lambda} \Gamma_{\mu}^{\prime}(\lambda, k) e^{\mu}, \quad \Gamma_{\lambda}^{\prime}(\lambda, k)=1 \tag{3.1.4}
\end{equation*}
$$

into the differential equation

$$
\begin{equation*}
M L(k)\left(\Phi^{\prime}(\lambda, k)\right)=(\lambda+\rho(k), \lambda+\rho(k)) \Phi^{\prime}(\lambda, k) \tag{3.1.5}
\end{equation*}
$$

Then the coefficients $\Gamma_{\mu}^{\prime}(\lambda, k)$ are given by Freudenthal type recurrence relations

$$
\begin{align*}
& \{(\lambda+\rho(k), \lambda+\rho(k))-(\mu+\rho(k), \mu+\rho(k))\} \Gamma_{\mu}^{\prime}(\lambda, k) \\
& =2 \sum_{\alpha>0} k_{\alpha} \sum_{j \geq 1}(\mu+j \alpha, \alpha) \Gamma_{\mu+j \alpha}^{\prime}(\lambda, k) \tag{3.1.6}
\end{align*}
$$

which can be solved uniquely if

$$
\begin{equation*}
2(\lambda+\rho(k), \kappa)-(\kappa, \kappa) \neq 0 \quad \text { for all } \kappa>0 \tag{3.1.7}
\end{equation*}
$$

In order to get rid of the shift over $\rho(k)$ we can reformulate the above by substituting a formal series

$$
\begin{equation*}
\Phi(\lambda, k)=\sum_{\kappa \leq 0} \Gamma_{\kappa}(\lambda, k) e^{\lambda-\rho(k)+\kappa}, \quad \Gamma_{0}(\lambda, k)=1 \tag{3.1.8}
\end{equation*}
$$

with leading exponent $\lambda-\rho(k)$ into the differential equation

$$
\begin{equation*}
M L(k)(\Phi(\lambda, k))=(\lambda, \lambda) \Phi(\lambda, k) \tag{3.1.9}
\end{equation*}
$$

Now the coefficients $\Gamma_{\kappa}(\lambda, k)$ satisfy the Harish-Chandra type recurrence relations

$$
\begin{align*}
& -(2 \lambda+\kappa, \kappa) \Gamma_{\kappa}(\lambda, k) \\
& \quad=2 \sum_{\alpha>0} k_{\alpha} \sum_{j \geq 1}(\lambda-\rho(k)+\kappa+j \alpha, \alpha) \Gamma_{\kappa+j \alpha}(\lambda, k) \tag{3.1.10}
\end{align*}
$$

which can be solved uniquely if

$$
\begin{equation*}
2(\lambda, \kappa)+(\kappa, \kappa) \neq 0 \quad \text { for all } \kappa<0 \tag{3.1.11}
\end{equation*}
$$

Observe that $\Phi^{\prime}(\lambda, k)=\Phi(\lambda+\rho(k), k)$ and $\Gamma_{\lambda+\kappa}^{\prime}(\lambda, k)=\Gamma_{\kappa}(\lambda+\rho(k), k)$. The conditions (3.1.7) and (3.1.11) mean that $\lambda$ lies outside a locally finite set of affine hyperplanes in $\mathfrak{h}^{*}$ which become more and more dense in the direction of $\mathfrak{a}_{+}^{*}$.

Proposition 3.1.2. If $k \in K$ with $k_{\alpha} \geq 0 \forall \alpha$ is generic then the series (3.1.4) terminates for $\lambda \in P_{+}$and $P(\lambda, k)=\Phi^{\prime}(\lambda, k)$ for all $\lambda \in P_{+}$.

Proof. Immediate, since for $k_{\alpha} \geq 0$ generic (e.g., irrational) the conditions (3.1.7) are satisfied for all $\lambda \in P_{+}$.

Proposition 3.1.3. For $\lambda \in \mathfrak{h}^{*}$ satisfying (3.1.11) and $D(k) \in \mathbb{S}(l, k)$ a shift operator with shift $l \in K$ we have

$$
\begin{equation*}
D(k)(\Phi(\lambda, k))=\eta(k, \lambda) \Phi(\lambda, k+l) \tag{3.1.12}
\end{equation*}
$$

for some $\eta(\cdot, \cdot) \in \mathbb{C}\left[K \times \mathfrak{h}^{*}\right]$.
Proof. Immediate from Definition 3.1.1. Note that in the notation (3.1.3) we have $\eta(k, \lambda)=p_{o}(\lambda-\rho(k))$.

Corollary 3.1.4. For $\lambda \in P_{+}$and $D(k) \in \mathbb{S}(l, k)$ we have

$$
\begin{equation*}
D(k)(P(\lambda, k))=\eta(k, \lambda+\rho(k)) \cdot P(\lambda-\rho(l), k+l) \tag{3.1.13}
\end{equation*}
$$

with $\eta(k, \lambda+\rho(k))=0$ if $\lambda-\rho(l) \notin P_{+}$. In particular shift operators are $W$-invariant differential operators on $H^{\text {reg }}$ which map $\mathbb{C}[P]^{W}$ into itself, and hence they can also be viewed as elements of some Weyl algebra $\mathbb{A}_{n}$ (cf. Remark 1.3.15).

Proof. Immediate since $\Phi(\lambda, k)=\Phi^{\prime}(\lambda-\rho(k), k)$.
Definition 3.1.5. Let $l \in K$ be integral. Then the mapping

$$
\begin{equation*}
\eta=\eta(l)=\eta(l, k): \mathbb{S}(l, k) \rightarrow \mathbb{C}\left[K \times \mathfrak{h}^{*}\right] \tag{3.1.14}
\end{equation*}
$$

defined by

$$
\begin{equation*}
\eta(l, k)(D(k))(\lambda)=p_{0}(\lambda-\rho(k)) \tag{3.1.15}
\end{equation*}
$$

where $D(k) \in \mathbb{S}(l, k)$ has expansion (3.1.3), is called the Harish-Chandra mapping for shift operators with shift $l \in K$. Note that for shift operators with shift $l=0$ (i.e., operators commuting with $L(k))$ we see that $\eta(0, k)=$ $\gamma(k)$ becomes the Harish-Chandra mapping of Theorem 1.3.12.

Proposition 3.1.6. The mapping (3.1.14) is injective, and a shift operator of order $N$ is mapped onto a polynomial of degree $N$.

Proof. The proof is analogous as for Corollary 1.2.8. For a differential operator $D=\sum_{\mu \leq 0} e^{-\rho(l)+\mu} \partial_{p_{\mu}}$ we have $D \in \mathbb{S}(l, k)$ if and only if the polynomials $p_{\mu} \in \mathbb{C}\left[\mathfrak{h}^{*}\right]$ satisfy the recurrence relations

$$
\begin{array}{r}
(2 \lambda+2 \rho(k)+\mu, \mu) p_{\mu}(\lambda)=2 \sum_{\alpha>0} \sum_{j \geq 1}\left\{\left(k_{\alpha}+l_{\alpha}\right)(\lambda+\mu-\rho(l)+j \alpha, \alpha) p_{\mu+j \alpha}(\lambda)\right. \\
\left.-k_{\alpha}(\lambda, \alpha) p_{\mu+j \alpha}(\lambda-j \alpha)\right\}
\end{array}
$$

and the proposition follows easily.
We have bilinear mappings

$$
\begin{align*}
\Pi_{l_{1}, l_{2}}: & \mathbb{S}\left(l_{1}, k\right) \times \mathbb{S}\left(l_{2}, k\right) \rightarrow \mathbb{S}\left(l_{1}+l_{2}, k\right)  \tag{3.1.16}\\
& \left(D_{1}(k), D_{2}(k)\right) \mapsto D_{1}\left(k+l_{2}\right) \circ D_{2}(k)
\end{align*}
$$

and for the corresponding Harish-Chandra mappings this yields

$$
\begin{equation*}
\eta\left(l_{1}+l_{2}, k\right)\left(\Pi_{l_{1}, l_{2}}\left(D_{1}, D_{2}\right)\right)=\eta\left(l_{1}, k+l_{2}\right)\left(D_{1}\right) \cdot \eta\left(l_{2}, k\right)\left(D_{2}\right) \tag{3.1.17}
\end{equation*}
$$

In particular $\mathbb{S}(l, k)$ is a right $\mathbb{S}(0, k)$-module, and in view of the HarishChandra isomorphism for $\mathbb{D}(k)=\mathbb{S}(0, k)$ we conclude that the image of the Harish-Chandra mapping (3.1.14) is a $\mathbb{C}\left[\mathfrak{h}^{*}\right]^{W}$-module in $\mathbb{C}\left[\mathfrak{h}^{*}\right]$.

Proposition 3.1.7. For $D=D(k) \in \mathbb{S}(l, k)$ we put

$$
\begin{equation*}
\widetilde{D}(k)=\delta(l-k) \circ D^{*}(k-l) \circ \delta(k) \tag{3.1.18}
\end{equation*}
$$

viewed as differential operator on $H^{\text {reg }}$. Here the asterisk signifies formal transpose as differential operator on $A$ with respect to the Haar measure da: $\left(D_{1} D_{2}\right)^{*}=D_{2}^{*} D_{1}^{*}$ and $\left(\partial_{p}\right)^{*}=\partial_{p^{*}}$ with $p^{*}(\lambda)=p(-\lambda)$. Then we have $\widetilde{D} \in \mathbb{S}(-l, k)$ and $\eta(-l, k)(\widetilde{D})=\eta(l, k-l)(D)^{*}$.

Proof. Indeed $\widetilde{D}$ has the correct asymptotic expansion on $A_{+}$. From Theorem 2.1.1 it follows that operator $M L(k)$ is symmetric with respect to the measure $\delta(k ; a) d a$ on $A$, or equivalently

$$
M L(k)=\delta(-k) \circ M L^{*}(k) \circ \delta(k)
$$

Hence we have

$$
\begin{aligned}
\tilde{D}(k) \circ M L(k) & =\delta(l-k) \circ D^{*}(k-l) \circ \delta(k) \circ \delta(-k) \circ M L^{*}(k) \circ \delta(k) \\
& =\delta(l-k) \circ\{M L(k) \circ D(k-l)\}^{*} \circ \delta(k) \\
& =\delta(l-k) \circ\{D(k-l) \circ M L(k-l)\}^{*} \circ \delta(k) \\
& =\delta(l-k) \circ M L^{*}(k-l) \circ \delta(k-l) \circ \delta(l-k) \circ D^{*}(k-l) \circ \delta(k) \\
& =M L(k-l) \circ \widetilde{D}(k),
\end{aligned}
$$

which implies that $\widetilde{D}(k) \in \mathbb{S}(-l, k)$. If $D(k-l)=\sum_{\mu \leq 0} e^{-\rho(l)+\mu} \partial_{p_{\mu}}$ then

$$
\begin{aligned}
\widetilde{D}(k) & =e^{2 \rho(l)-2 \rho(k)}(1+\cdots) \circ\left\{\sum_{\mu \leq 0} \partial_{p_{\mu}}^{*} \circ e^{-\rho(l)+\mu}\right\} \circ e^{2 \rho(k)}(1+\cdots) \\
& =\sum_{\mu \leq 0} e^{\rho(l)+\mu} \partial_{q_{\mu}}
\end{aligned}
$$

with $q_{0}(\lambda)=p_{0}^{*}(\lambda+2 \rho(k)-\rho(l))=p_{0}(-\lambda-2 \rho(k)+\rho(l))$. Hence $\eta(-l, k)(\widetilde{D})(\lambda)$ $=q_{0}(\lambda-\rho(k))=p_{0}(-\lambda-\rho(k-l))=\eta(l, k-l)(D)(-\lambda)$.

Proposition 3.1.8. Suppose $R$ of type $B C_{n}$ with root multiplicities $\left(k_{s}, k_{m}, k_{l}\right) \in \mathbb{C}^{3}$ corresponding to the short, medium, and long roots, respectively. Then we have

$$
\begin{align*}
& \Delta_{s}^{-1+2 k_{s}+2 k_{l}} \circ M L\left(k_{s}, k_{m}, k_{l}\right) \circ \Delta_{s}^{1-2 k_{s}-2 k_{l}}  \tag{3.1.19}\\
&= M L\left(1-k_{s}-2 k_{l}, k_{m}, k_{l}\right),
\end{align*}
$$

where $\Delta_{s}=\prod_{\alpha>0, \alpha \text { short }}\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right)=\delta(1,0,0)^{\frac{1}{2}}$.
Proof. Just apply Corollary 2.1 .2 with $k$ and $m$ given by $k=\left(k_{s}, k_{m}, k_{l}\right)$ and $m=\left(1-k_{s}-2 k_{l}, k_{m}, k_{l}\right)$. Then indeed $l_{m}=l_{l}=0$ and $l_{s}$ is given by $l_{s}^{2}=m_{s}\left(1-m_{s}-2 m_{l}\right)-k_{s}\left(1-k_{s}-2 k_{l}\right)=0$.

Corollary 3.1.9. With the notation of the previous proposition suppose that $G_{+}\left(k_{s}, k_{m}, k_{l}\right)$ is a shift operator with shift $(0,0,1)$. Then the operator

$$
\begin{align*}
& E_{-}\left(k_{s}, k_{m}, k_{l}\right) \\
& \quad=\Delta_{s}^{3-2 k_{s}-2 k_{l}} \circ G_{+}\left(1-k_{s}-2 k_{l}, k_{m}, k_{l}\right) \circ \Delta_{s}^{-1+2 k_{s}+2 k_{l}} \tag{3.1.20}
\end{align*}
$$

is again a shift operator with shift $(-2,0,1)$.
Proof. Indeed the operator (3.1.20) has the correct asymptotic expansion on $A_{+}$. Using (3.1.19) we have

$$
\begin{aligned}
& E_{-}\left(k_{s}, k_{m}, k_{l}\right) M L\left(k_{s}, k_{m}, k_{l}\right) \\
& =\Delta_{s}^{3-2 k_{s}-2 k_{l}} \circ G_{+}\left(1-k_{s}-2 k_{l}, k_{m}, k_{l}\right) \\
& \circ \Delta_{s}^{3-2 k_{s}-2 k_{l}} \circ \Delta_{+}\left(1-1+2 k_{s}+2 k_{l}, k_{m}, k_{l}\right) \\
& \circ M L\left(1-k_{s}-2 k_{l}, k_{m}, k_{l}\right) \circ \Delta_{s}^{-1+2 k_{s}+2 k_{l}} \\
& =\Delta_{s}^{3-2 k_{s}-2 k_{l}} \circ M L\left(1-k_{s}-2 k_{l}, k_{m}, k_{l}+1\right) \\
& =M L\left(k_{s}-2, k_{m}, k_{l}+1\right) \circ \Delta_{s}^{3-2 k_{s}-2 k_{l}} \\
& \circ G_{+}\left(1-k_{s}-2 k_{l}, k_{m}, k_{l}\right) \circ \Delta_{s}^{-1+2 k_{s}+2 k_{l}} \\
& \quad \circ G_{+}\left(1-k_{s}-2 k_{l}, k_{m}, k_{l}\right) \circ \Delta_{s}^{-1+2 k_{s}+2 k_{l}} \\
& =M L\left(k_{s}-2, k_{m}, k_{l}+1\right) \circ E_{-}\left(k_{s}, k_{m}, k_{l}\right)
\end{aligned}
$$

and the statement follows.

### 3.2. The construction of the fundamental shift operators

Assume that $S$ is a $W$-orbit of inmultiplyable roots in $R$ (i.e., $2 S \cap R=\varnothing$ ). Writing $S_{+}=S \cap R_{+}$the function

$$
\begin{equation*}
\Delta_{S}=\prod_{\alpha \in S_{+}}\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right) \in \mathbb{Z}[P] \tag{3.2.1}
\end{equation*}
$$

transforms under $W$ according to a character $\varepsilon_{S}$ and every $F \in \mathbb{C}[P]$ which transforms under $W$ according to $\varepsilon_{S}$ is divisible (inside $\mathbb{C}[P]$ ) by $\Delta_{S}$. We write $1_{S}$ for the multiplicity function on $R$ which is 1 on $S$ and 0 outside $S$.

Definition 3.2.1. For $N:=\# S_{+}$and $\xi \in \mathfrak{a}$ later to be specified the operators

$$
\begin{align*}
G_{S,+}(k) & =\beta\left(\frac{1}{\Delta_{S}} \circ \sum_{w \in W} \varepsilon_{S}(w) D_{w \xi}(k)^{N}\right)  \tag{3.2.2}\\
G_{S,-}(k) & =\beta\left(\sum_{w \in W} \varepsilon_{S}(w) D_{w \xi}\left(k-1_{S}\right)^{N} \circ \Delta_{S}\right) \tag{3.2.3}
\end{align*}
$$

are called the raising and lowering operators associated with $S$.

Proposition 3.2.2. The raising and lowering operators (3.2.2) and (3.2.3) are differential operators in $\mathbb{C}[K] \otimes \mathbb{C}_{\Delta}[P] \otimes S \mathfrak{h}$ which map $\mathbb{C}[P]^{W}$ into itself, and hence they can also be viewed as elements of the Weyl algebra $\mathbb{A}_{n}$ (cf. Remark 1.3.15). Moreover on $A_{+}$they have asymptotic expansions of the form

$$
\begin{align*}
& G_{S,+}(k)=\sum_{\mu \leq 0} e^{-\rho_{S}+\mu} \partial_{p_{\mu}}  \tag{3.2.4}\\
& G_{S,-}(k)=\sum_{\mu \leq 0} e^{\rho_{S}+\mu} \partial_{q_{\mu}} \tag{3.2.5}
\end{align*}
$$

with $\rho_{S}=\rho\left(1_{S}\right)=\frac{1}{2} \sum_{\alpha \in S_{+}} \alpha$.
Proof. This is obvious.
Proposition 3.2.3. For all $F, G \in \mathbb{R}[P]^{W}$ we have

$$
\begin{equation*}
\left(G_{S,+}(k) F, G\right)_{k+1_{S}}=\left(F, G_{S,-}\left(k+1_{S}\right) G\right)_{k} . \tag{3.2.6}
\end{equation*}
$$

Proof. Indeed we have for $F, G \in \mathbb{R}[P]^{W}$

$$
\begin{aligned}
& \left(G_{S,+}(k) F, G\right)_{k+1_{S}}=\sum_{w \in W} \varepsilon_{S}(w)\left(\frac{1}{\Delta_{S}} D_{w \xi}(k)^{N} F, G\right)_{k+1_{s}} \\
& \quad=\sum_{w \in W} \varepsilon_{S}(w)\left(D_{w \xi}(k)^{N} F, \Delta_{S} G\right)_{k}=\left(F, G_{S,-}\left(k+1_{S}\right) G\right)_{k}
\end{aligned}
$$

by Theorem 1.1.6.
Corollary 3.2.4. There exist polynomials $\eta_{S,+}$ and $\eta_{S,-}$ in $\mathbb{C}\left[K \times \mathfrak{h}^{*}\right]$ such that

$$
\begin{align*}
& G_{S,+}(k)(P(\lambda, k))=\eta_{S,+}(k, \lambda+\rho(k)) \cdot P\left(\lambda-\rho_{S}, k+1_{S}\right)  \tag{3.2.7}\\
& G_{S,-}(k)(P(\lambda, k))=\eta_{S,-}(k, \lambda+\rho(k)) \cdot P\left(\lambda+\rho_{S}, k-1_{S}\right) \tag{3.2.8}
\end{align*}
$$

and the degree of $\eta_{S,+}$ and $\eta_{S,-}$ is $\leq N$ as polynomials in $\lambda \in \mathfrak{h}^{*}$ and the homogeneous part of degree $N$ is independent of $k \in K$ and given by

$$
\begin{equation*}
\lambda \mapsto \sum_{w \in W} \varepsilon_{S}(w)(w \xi, \lambda)^{N} . \tag{3.2.9}
\end{equation*}
$$

Proof. In view of the expansion (3.2.4) it follows that $G_{S,+}(k)(P(\lambda, k))$ is a linear combination of monomial symmetric functions $M(\mu)$ with $\mu \leq \lambda-\rho_{S}$. Using (3.2.6) and (3.2.5) we get

$$
\left(G_{S,+}(k)(P(\lambda, k)), M(\mu)\right)_{k+1_{S}}=\left(P(\lambda, k), G_{S,-}(k)(M(\mu))\right)_{k}=0
$$

if $\mu<\lambda-\rho_{S}$. Hence $G_{S,+}(k)(P(\lambda, k))$ is a multiple of the Jacobi polynomial $P\left(\lambda-\rho_{S}, k+1_{S}\right)$. Moreover the scalar multiple $\eta_{S,+}(k, \lambda+\rho(k))$ is given by $p_{0}(\lambda)$ using (3.2.4). Hence $\eta_{S,+} \in \mathbb{C}\left[K \times \mathfrak{h}^{*}\right]$ and the last statement is clear from (3.2.2). A similar argument works for $G_{S,-}(k)$.

Corollary 3.2.5. The operators $G_{S,+}(k)$ and $G_{S,-}(k)$ are shift operators with shift $1_{S}$ and $-1_{S}$, respectively, and

$$
\eta_{S, \pm}(k, \lambda)=\eta\left(G_{S, \pm}(k)\right)(k, \lambda)
$$

is just the Harish-Chandra mapping for $G_{S, \pm}(k)$.
Proof. Clear from the above and Definition 3.1.5.
By composing shift operators as in (3.1.16) we conclude from Proposition 3.1.7, Corollary 3.1.9, and the results of this section that $\mathbb{S}(l, k) \neq 0$ for each integral $l \in K$.

### 3.3. Theory of the constant term for shift operators

We start by discussing the rank one situation $R$ of type $B C_{1}$. Say $R=$ $\{ \pm \alpha, \pm 2 \alpha\}$ with $(\alpha, \alpha)=1$ and put $k_{1}=k_{\alpha}, k_{2}=k_{2 \alpha}$. Then the modified operator $M L(k)$ becomes

$$
\begin{equation*}
M L=\theta^{2}+\left\{k_{1} \frac{1+x^{-1}}{1-x^{-1}}+2 k_{2} \frac{1+x^{-2}}{1-x^{-2}}\right\} \theta+\left(\frac{1}{2} k_{1}+k_{2}\right)^{2} \tag{3.3.1}
\end{equation*}
$$

with the identification $\mathbb{C}[P]=\mathbb{C}\left[x, x^{-1}\right]$ and $\theta=x \frac{d}{d x}$.
Proposition 3.3.1. The operators

$$
\begin{align*}
& G_{+}=\frac{1}{x-x^{-1}} \theta  \tag{3.3.2}\\
& G_{-}=\left(x-x^{-1}\right) \theta+\left(k_{1}+2 k_{2}-1\right)\left(x+x^{-1}\right)+2 k_{1}  \tag{3.3.3}\\
& E_{+}=\frac{1+x^{-1}}{1-x^{-1}} \theta+\left(k_{2}-\frac{1}{2}\right)  \tag{3.3.4}\\
& E_{-}=\frac{1-x^{-1}}{1+x^{-1}} \theta+\left(k_{1}+k_{2}-\frac{1}{2}\right) \tag{3.3.5}
\end{align*}
$$

are shift operators for (3.3.1) with shifts $(0,1),(0,-1),(2,-1),(-2,1)$, respectively.

Proof. In our notation $\Delta=\left(x-x^{-1}\right)$ is the Weyl denominator. The reflection operator $r: \mathbb{C}\left[x, x^{-1}\right]$ is given by $r\left(x^{j}\right)=x^{-j}$ and the differentialreflection operator becomes

$$
D\left(k_{1}, k_{2}\right)=\theta+\left\{\frac{1}{2} k_{1} \frac{1+x^{-1}}{1-x^{-1}}+k_{2} \frac{1+x^{-2}}{1-x^{-2}}\right\}(1-r)
$$

in accordance with (1.1.5). Taking $\xi=\frac{1}{2} \alpha$ in Definition 3.2.1 yields

$$
\begin{aligned}
G_{+} & =\beta\left(\frac{1}{x-x^{-1}} \circ D\left(k_{1}, k_{2}\right)\right)=\frac{1}{x-x^{-1}} \theta \\
G_{-} & =\beta\left(D\left(k_{1}, k_{2}-1\right) \circ\left(x-x^{-1}\right)\right) \\
& =\beta\left(\left(x-x^{-1}\right) \theta+\left(x+x^{-1}\right)+2\left(\frac{1}{2} k_{1} \frac{1+x^{-1}}{1-x^{-1}}+\left(k_{2}-1\right) \frac{1+x^{-2}}{1-x^{-2}}\right)\left(x-x^{-1}\right)\right) \\
& =\left(x-x^{-1}\right) \theta+\left(k_{1}+2 k_{2}-1\right)\left(x+x^{-1}\right)+2 k_{1}
\end{aligned}
$$

the desired expressions for $G_{+}$and $G_{-}$. Using (3.1.20) the operator $E_{-}$is given by

$$
\begin{aligned}
E_{-} & =\left(x^{\frac{1}{2}}-x^{-\frac{1}{2}}\right)^{3-2 k_{1}-2 k_{2}} \circ G_{+} \circ\left(x^{\frac{1}{2}}-x^{-\frac{1}{2}}\right)^{-1+2 k_{1}+2 k_{2}} \\
& =\frac{\left(x^{\frac{1}{2}}-x^{-\frac{1}{2}}\right)^{2}}{\left(x-x^{-1}\right)} \theta+\frac{1}{2}\left(-1+2 k_{1}+2 k_{2}\right) \frac{\left(x^{\frac{1}{2}}-x^{-\frac{1}{2}}\right)\left(x^{\frac{1}{2}}+x^{-\frac{1}{2}}\right)}{\left(x-x^{-1}\right)} \\
& =\frac{1-x^{-1}}{1+x^{-1}} \theta+k_{1}+k_{2}-\frac{1}{2}
\end{aligned}
$$

and the operator $E_{+}=-\tilde{E}_{-}$is derived from $E_{-}$using (3.1.18).

Corollary 3.3.2. The Harish-Chandra mapping for the rank one shift operators of the previous proposition becomes

$$
\begin{array}{ll}
\eta\left(G_{+}\right)=\theta-\left(\frac{1}{2} k_{1}+k_{2}\right), & \eta\left(G_{-}\right)=\theta+\left(\frac{1}{2} k_{1}+k_{2}-1\right) \\
\eta\left(E_{+}\right)=\theta-\left(\frac{1}{2} k_{1}+\frac{1}{2}\right), & \eta\left(E_{-}\right)=\theta+\left(\frac{1}{2} k_{1}-\frac{1}{2}\right)
\end{array}
$$

Proof. Immediate from Definition 3.1.5 and the previous proposition.

Corollary 3.3.3. For $l=\left(l_{1}, l_{2}\right) \in 2 \mathbb{Z} \times \mathbb{Z}$ we write

$$
\left(l_{1}, l_{2}\right)=\frac{1}{2} l_{1}(2,-1)+\left(\frac{1}{2} l_{1}+l_{2}\right)(0,1)=\varepsilon_{1} N_{1}(2,-1)+\varepsilon_{2} N_{2}(0,1)
$$

with $N_{1}=\left|\frac{1}{2} l_{1}\right|, N_{2}=\left|\frac{1}{2} l_{1}+l_{2}\right| \in \mathbb{Z}_{+}$and $\varepsilon_{1}, \varepsilon_{2} \in\{ \pm 1\}$. The differential operator of order $N=N_{1}+N_{2}$ defined by

$$
\begin{aligned}
G(l)= & G(l, k):=E_{\varepsilon_{1}}\left(k_{1}+2 \varepsilon_{1}\left(N_{1}-1\right), k_{2}-\varepsilon_{1}\left(N_{1}-1\right)+\varepsilon_{2} N_{2}\right) \circ \cdots \\
& \cdots \circ E_{\varepsilon_{1}}\left(k_{1}, k_{2}+\varepsilon_{2} N_{2}\right) \circ G_{\varepsilon_{2}}\left(k_{1}, k_{2}+\varepsilon_{2}\left(N_{2}-1\right)\right) \circ \cdots \circ G_{\varepsilon_{2}}\left(k_{1}, k_{2}\right) \\
& =\prod_{j=0}^{N_{1}-1} E_{\varepsilon_{1}}\left(k_{1}+2 \varepsilon_{1} j, k_{2}-\varepsilon_{1} j+\varepsilon_{2} N_{2}\right) \circ \prod_{j=0}^{N_{2}-1} G_{\varepsilon_{2}}\left(k_{1}, k_{2}+\varepsilon_{2} j\right)
\end{aligned}
$$

is a shift operator for (3.3.1) with shift $l=\left(l_{1}, l_{2}\right)$. Moreover

$$
\begin{equation*}
G(l)=\left(x^{\frac{1}{2}}-x^{-\frac{1}{2}}\right)^{-l_{1}}\left(x-x^{-1}\right)^{-l_{2}} \theta^{N}+\text { lower order terms } \tag{3.3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
r(l, k, \theta):=\eta(G(l)) \in \mathbb{C}\left[k_{1}, k_{2}, \theta\right] \tag{3.3.7}
\end{equation*}
$$

is a polynomial of degree $N$ which can be calculated explicitly from Corollary 3.3.2 as a product of $N$ linear factors.

Proof. Obvious.

Proposition 3.3.4. Every rank one shift operator $D(k)$ with integral shift $l=\left(l_{1}, l_{2}\right) \in 2 \mathbb{Z} \times \mathbb{Z}$ is of the form

$$
D(k)=G(l, k) P(M L(k))
$$

with $P$ a polynomial in one variable (independent of $k \in K$ ).
Proof. Suppose $D(k)=a \theta^{N}+\cdots$ has order $N$. Looking at the $(N+1)^{\text {st }}$ order part of the equation

$$
D(k) \circ M L(k)=M L(k+l) \circ D(k)
$$

yields a first-order differential equation for $a$ of the form

$$
\begin{gathered}
2 \theta(a)=a\left(-l_{1} \frac{1+x^{-1}}{1-x^{-1}}-2 l_{2} \frac{1+x^{-2}}{1-x^{-2}}\right) \Longleftrightarrow \\
\frac{1}{a} \theta(a)=-\frac{1}{2} l_{1} \frac{x^{\frac{1}{2}}+x^{-\frac{1}{2}}}{x^{\frac{1}{2}}-x^{-\frac{1}{2}}}-l_{2} \frac{x+x^{-1}}{x-x^{-1}}
\end{gathered}
$$

which has as its solution

$$
a=c\left(x^{\frac{1}{2}}-x^{-\frac{1}{2}}\right)^{-l_{1}}\left(x-x^{-1}\right)^{-l_{2}} \quad \text { with } c \in \mathbb{C}[K], c \neq 0 .
$$

It remains to be shown that $N-\left|\frac{1}{2} l_{1}\right|-\left|\frac{1}{2} l_{1}+l_{2}\right| \in 2 \mathbb{Z}_{+}$. Indeed then the proposition follows by induction on $N$ using (3.3.6).

Using Corollary 3.1.4 it follows that $D(k)$ when expressed in the coordinate $z=x+x^{-1}$ lies in fact in the Weyl-algebra $\mathbb{C}\left[k, z, \frac{d}{d z}\right]$. Since $\theta=\left(x-x^{-1}\right) \frac{d}{d z}$ and $x^{\frac{1}{2}}-x^{-\frac{1}{2}}=(z-2)^{\frac{1}{2}}, x^{\frac{1}{2}}+x^{-\frac{1}{2}}=(z+2)^{\frac{1}{2}}$ we get

$$
a \theta^{N}=c(z-2)^{\frac{1}{2}\left(N-l_{1}-l_{2}\right)}(z+2)^{\frac{1}{2}\left(N-l_{2}\right)} \frac{d^{N}}{d z^{N}}+\cdots
$$

which in turn implies

$$
N-l_{1}-l_{2}, N-l_{2} \in 2 \mathbb{Z}_{+}
$$

Because $\widetilde{D}(k)$ is also in the Weyl algebra (cf. Proposition 3.1.7) we have

$$
N+l_{1}+l_{2}, N+l_{2} \in 2 \mathbb{Z}_{+}
$$

Observe that $\left|\frac{1}{2} l_{1}\right|+\left|\frac{1}{2} l_{1}+l_{2}\right|=\max \left(\left|l_{1}+l_{2}\right|,\left|l_{2}\right|\right)$ and the desired relation $N-\left|\frac{1}{2} l_{1}\right|-\left|\frac{1}{2} l_{1}+l_{2}\right| \in 2 \mathbb{Z}_{+}$follows.

Corollary 3.3.5. For $l=\left(l_{1}, l_{2}\right) \in 2 \mathbb{Z} \times \mathbb{Z}$ the space $\mathbb{S}(l)$ of shift operators for the operator (3.3.1) is a free rank one (right) $\mathbb{S}(0)$-module with generator $G(l)$ given in Corollary 3.3.3. In particular the generators $G(l, k)$ satisfy

$$
G(l+m, k)=G(l, k+m) \circ G(m, k)=G(m, k+l) \circ G(l, k)
$$

for $l=\left(l_{1}, l_{2}\right), m=\left(m_{1}, m_{2}\right) \in 2 \mathbb{Z} \times \mathbb{Z}$ with $\operatorname{sign}\left(\frac{1}{2} l_{1}\right)=\operatorname{sign}\left(\frac{1}{2} m_{1}\right)$ and $\operatorname{sign}\left(\frac{1}{2} l_{1}+l_{2}\right)=\operatorname{sign}\left(\frac{1}{2} m_{1}+m_{2}\right)$.

Proof. Obvious.

We are now in a position to describe the image of the Harish-Chandra mapping

$$
\begin{equation*}
\eta: \mathbb{S}(l) \rightarrow C\left[K \times \mathfrak{h}^{*}\right] \tag{3.3.8}
\end{equation*}
$$

in the case of arbitrary rank root systems. Similarly to the results of Section 1.2 the crucial ingredient will be the asymptotic behavior of a shift operator along codimension one walls of $A_{+}$. This reduces the situation to rank one. Therefore the above computations with rank one shift operators are not merely illustrative but basic for understanding the higher rank situation.

For $R$ a possibly nonreduced root system we write $R^{0}=R \backslash \frac{1}{2} R$ for the corresponding reduced root system of inmultiplyable roots, and let $\alpha_{1}, \ldots, \alpha_{n}$ be the simple roots in $R_{+}^{0}$. Write

$$
R^{0}=S_{1} \cup S_{2} \cup \ldots \cup S_{m_{0}}
$$

as a disjoint union of $W$-orbits. For $k \in K$ we write $k_{i}$ for the restriction of the multiplicity function from $R$ to $\left(S_{i} \cup \frac{1}{2} S_{i}\right) \cap R$.

Theorem 3.3.6. For $l \in K$ integral and $D \in \mathbb{S}(l)$ a shift operator with shift $l$ the polynomial $\eta(D) \in \mathbb{C}\left[K \times \mathfrak{h}^{*}\right]$ is of the form

$$
\begin{equation*}
\eta(D)(k, \lambda)=\left\{\prod_{i=1}^{m_{0}} \prod_{\alpha \in S_{i,+}} r\left(l_{i}, k_{i},\left(\lambda, \alpha^{\vee}\right)\right)\right\} p(k, \lambda) \tag{3.3.9}
\end{equation*}
$$

with $p \in \mathbb{C}\left[K \times \mathfrak{b}^{*}\right]^{W}$ and $r\left(l_{i}, k_{i}, \theta\right)$ the polynomial defined by (3.3.7).
Proof. We have from Definition 1.2.4 and Definition 3.1.5 that

$$
\eta(D)(k, \lambda)=\gamma(k)\left(e^{\rho(l)} \circ D\right)
$$

For $F$ a face of $A_{+}$we put

$$
\eta_{F}(D)=\gamma_{F}(k)\left(e^{\rho_{F}(l)} \circ D\right)
$$

Then $\eta_{F}(D)$ is a shift operator for $\gamma_{F}(k)(M L(k))$ with shift $l_{F}$ the restriction of $l$ to $R_{F}=\{\alpha \in R ;(\alpha, \xi)=0 \forall \xi \in F\}$. Indeed

$$
\begin{aligned}
& \eta_{F}(D) \circ \gamma_{F}(k)(M L(k))=\gamma_{F}(k)\left(e^{\rho_{F}(l)} \circ D(k) \circ M L(k)\right) \\
& \quad=\gamma_{F}(k)\left(e^{\rho_{F}(l)} \circ M L(k+l) \circ e^{-\rho_{F}(l)} \circ e^{\rho_{F}(l)} \circ D(k)\right) \\
& \quad=\gamma_{F}(k)\left(e^{\rho_{F}(l)} \circ M L(k+l) \circ e^{-\rho_{F}(l)}\right) \circ \gamma_{F}(k)\left(e^{\rho_{F}(l)} \circ D(k)\right) \\
& \quad=\gamma_{F}(k+l)(M L(k+l)) \circ \eta_{F}(D)
\end{aligned}
$$

Suppose $F$ is a codimension one face (a wall) of $A_{+}$with $R_{F}^{0}=\left\{ \pm \alpha_{j}\right\}$ for some simple root $\alpha_{j}$ in $R_{+}^{0}$. If $i \in\left\{1, \ldots, m_{0}\right\}$ with $\alpha_{j} \in S_{i}$ then we conclude from Proposition 3.3.4 that $\eta(D)$ is divisible (as a polynomial) by $r\left(l_{i}, k_{i},\left(\lambda, \alpha_{j}^{\vee}\right)\right)$ and the remainder is invariant under the reflection $r_{j}$. Since $r_{j}$ leaves the set $R_{+}^{0} \backslash\left\{\alpha_{j}\right\}$ invariant the expression

$$
\prod_{i=1}^{m_{0}} \prod_{\substack{\alpha \in S_{i,+} \\ \alpha \neq \alpha_{j}}} r\left(l_{i}, k_{i},\left(\lambda, \alpha^{\vee}\right)\right)
$$

is also invariant under $r_{j}$. Hence the rational function

$$
p(k, \lambda):=\frac{\eta(D)(k, \lambda)}{\prod_{i=1}^{m_{0}} \prod_{\alpha \in S_{i,+}} r\left(l_{i}, k_{i},\left(\lambda, \alpha^{\vee}\right)\right)}
$$

is $W$-invariant in $\lambda$ with its set of poles $P$ contained in the set of hyperplanes


Hence $P$ is empty or equivalently $p(k, \lambda)$ is a polynomial.

Theorem 3.3.7. For $l \in K$ integral the space $\mathbb{S}(l)$ of shift operators with shift $l$ is a free rank one (right) $\mathbb{S}(0)$-module generated by an operator $G(l)=G(l, k)$ with

$$
\begin{equation*}
\eta(G(l))(k, \lambda)=\prod_{i=1}^{m_{0}} \prod_{\alpha \in S_{i,+}} r\left(l_{i}, k_{i},\left(\lambda, \alpha^{\vee}\right)\right) \tag{3.3.10}
\end{equation*}
$$

Here $R^{0}=S_{1} \cup \ldots \cup S_{m_{0}}$ is the disjoint union of $W$-orbit in $R^{0}=R \backslash \frac{1}{2} R$.
The generators $G(l)$ are differential operators of order

$$
\begin{equation*}
\sum_{\alpha \in R_{+}^{0}} \max \left(\left|l_{\alpha}\right|,\left|l_{\frac{1}{2} \alpha}+l_{\alpha}\right|\right) \tag{3.3.11}
\end{equation*}
$$

and satisfy the relations

$$
\begin{equation*}
G(l+m, k)=G(l, k+m) \circ G(m, k)=G(m, k+l) \circ G(l, k) \tag{3.3.12}
\end{equation*}
$$

if $l, m \in K$ are both integral with $\left|l_{\alpha}\right|+\left|m_{\alpha}\right|=\left|l_{\alpha}+m_{\alpha}\right|$ and $\left|l_{\frac{1}{2} \alpha}+l_{\alpha}\right|+$ $\left|m_{\frac{1}{2} \alpha}+m_{\alpha}\right|=\left|l_{\frac{1}{2} \alpha}+m_{\frac{1}{2} \alpha}+l_{\alpha}+m_{\alpha}\right|$.
Proof. This follows from the previous theorem, Corollary 3.1.9, and the construction of the fundamental shift operators in Section 3.2.

Remark 3.3.8. By Theorem 3.3.6 (and Proposition 3.1.6) the fundamental shift operators $G_{ \pm}(k)$ of Section 3.2 depend on $\xi \in \mathfrak{a}$ only up to a multiplicative constant. In view of the identity (with $N=\# S_{+}$)

$$
\begin{equation*}
\sum_{w \in W} \varepsilon_{S}(w)(w \xi, \lambda)^{N}=c \cdot \prod_{\alpha \in S_{+}}(\xi, \alpha) \cdot \prod_{\alpha \in S_{+}}\left(\lambda, \alpha^{\vee}\right) \tag{3.3.13}
\end{equation*}
$$

for some $c \in \mathbb{C}^{\times}$, and because the leading symbol of order $N$ of $G_{ \pm}(k)$ is given by

$$
\Delta_{S}^{\mp 1} \cdot \sum_{w \in W} \varepsilon_{S}(w)(w \xi, \cdot)^{N}
$$

(independent of $k$ as should) we choose $\xi \in \mathfrak{a}$ such that

$$
\begin{equation*}
c \cdot \prod_{\alpha \in S_{+}}(\xi, \alpha)=1 \tag{3.3.14}
\end{equation*}
$$

With this choice of $\xi \in \mathfrak{a}$ the Harish-Chandra mapping of the operators $G_{ \pm}(k)$ becomes

$$
\begin{align*}
& \eta_{+}(k, \lambda)=\prod_{\alpha \in S_{+}}\left(\left(\lambda, \alpha^{\vee}\right)-\frac{1}{2} k_{\frac{1}{2} \alpha}-k_{\alpha}\right)  \tag{3.3.15}\\
& \eta_{-}(k, \lambda)=\prod_{\alpha \in S_{+}}\left(\left(\lambda, \alpha^{\vee}\right)+\frac{1}{2} k_{\frac{1}{2} \alpha}+k_{\alpha}-1\right) \tag{3.3.16}
\end{align*}
$$

and $\eta_{-}(k, \lambda)=(-1)^{N} \eta_{+}\left(k-1_{S},-\lambda\right)$ in accordance with Proposition 3.1.7 (since $\left.G_{-}(k)=(-1)^{N} \widetilde{G}_{+}(k)\right)$.

### 3.4. Raising and lowering operators

Definition 3.4.1. Let $R=\bigcup_{i=1}^{m} S_{i}$ be the disjoint union of $W$-orbits in $R$ and define $e_{i} \in K$ by $e_{i, \alpha}=\delta_{i j}$ for $\alpha \in S_{j}$. Let $B=\left\{b_{1}, \ldots, b_{m}\right\}$ be the following basis of $K$

$$
b_{i}= \begin{cases}e_{i} & \text { if } 2 S_{i} \cap R=\varnothing  \tag{3.4.1}\\ 2 e_{i}-e_{j} & \text { if } 2 S_{i}=S_{j} \text { for some } j\end{cases}
$$

Note that $l \in K$ is integral (Definition 3.1.1) if and only if $l \in \mathbb{Z} . B$. A shift operator with shift $l \in \mathbb{Z} . B$ is called a raising operator if $l \in \mathbb{Z}_{+} . B$ and a lowering operator if $l \in \mathbb{Z}_{-}$.B.

Definition 3.4.2. The meromorphic functions $\widetilde{c}, c: \mathfrak{h}^{*} \times K \rightarrow \mathbb{C}$ are defined by

$$
\begin{equation*}
\widetilde{c}(\lambda, k)=\prod_{\alpha>0} \frac{\Gamma\left(\left(\lambda, \alpha^{\vee}\right)+\frac{1}{2} k_{\frac{1}{2} \alpha}\right)}{\Gamma\left(\left(\lambda, \alpha^{\vee}\right)+\frac{1}{2} k_{\frac{1}{2} \alpha}+k_{\alpha}\right)} \tag{3.4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
c(\lambda, k)=\frac{\widetilde{c}(\lambda, k)}{\widetilde{c}(\rho(k), k)} \tag{3.4.3}
\end{equation*}
$$

with the convention that $k_{\frac{1}{2} \alpha}=0$ if $\frac{1}{2} \alpha \notin R$.
Theorem 3.4.3. For $l \in \mathbb{Z}_{-} . B$ there exists a lowering operator $G_{-}(l)=$ $G_{-}(l, k)$ with shift $l$ whose image under the Harish-Chandra mapping is given by

$$
\begin{equation*}
\eta\left(G_{-}(l)\right)(k, \lambda)=\frac{\widetilde{c}(\lambda, k+l)}{\widetilde{c}(\lambda, k)} \tag{3.4.4}
\end{equation*}
$$

Proof. For $S$ a $W$-orbit in $R^{0}$ we take $G_{-}\left(-1_{S}, k\right):=G_{-}(k)$ in the notation of Remark 3.3.8. Using the functional equation $\Gamma(z+1)=z \Gamma(z)$ for the $\Gamma$ function relation (3.4.4) follows in case $l=-1_{S}$ from (3.3.16).

For $\alpha \in R$ we write

$$
\begin{equation*}
\tilde{c}_{\alpha}(\lambda, k)=\frac{\Gamma\left(\left(\lambda, \alpha^{\vee}\right)+\frac{1}{2} k_{\frac{1}{2} \alpha}\right)}{\Gamma\left(\left(\lambda, \alpha^{\vee}\right)+\frac{1}{2} k_{\frac{1}{2} \alpha}+k_{\alpha}\right)} \tag{3.4.5}
\end{equation*}
$$

and using the duplication formula $\Gamma(2 z)=2^{2 z-1} \pi^{-\frac{1}{2}} \Gamma(z) \Gamma\left(z+\frac{1}{2}\right)$ for the $\Gamma$-function we get for $\frac{1}{2} \alpha, \alpha \in R$

$$
\widetilde{c}_{\frac{1}{2} \alpha}(\lambda, k) \widetilde{c}_{\alpha}(\lambda, k)
$$

$$
\begin{equation*}
=\frac{\Gamma\left(\left(\lambda, \alpha^{\vee}\right)\right) \Gamma\left(\left(\lambda, \alpha^{\vee}\right)+\frac{1}{2}\right)}{2^{k_{\frac{1}{2} \alpha}} \Gamma\left(\left(\lambda, \alpha^{\vee}\right)+\frac{1}{2} k_{\frac{1}{2} \alpha}+\frac{1}{2}\right) \Gamma\left(\left(\lambda, \alpha^{\vee}\right)+\frac{1}{2} k_{\frac{1}{2} \alpha}+k_{\alpha}\right)} . \tag{3.4.6}
\end{equation*}
$$

Hence we have

$$
\frac{\tilde{c}_{\frac{1}{2} \alpha}\left(\lambda, k_{\frac{1}{2} \alpha}-2, k_{\alpha}+1\right) \tilde{c}_{\alpha}\left(\lambda, k_{\frac{1}{2} \alpha}-2, k_{\alpha}+1\right)}{\tilde{c}_{\frac{1}{2} \alpha}(\lambda, k) \tilde{c}_{\alpha}(\lambda, k)}=4\left(\left(\lambda, \alpha^{\vee}\right)+\frac{1}{2} k_{\frac{1}{2} \alpha}-\frac{1}{2}\right),
$$

which implies that for $R$ of type $B C_{n}$ we should take (in the notation of Corollary 3.1.9) for the lowering operator with shift $(-2,0,1)$ the operator $G_{-}((-2,0,1), k)=4^{n} E_{-}(k)$ (cf. Corollary 3.3.2). This proves the existence of the lowering $G_{-}(l)$ for each $l=-b_{i}$ with $i=1, \ldots, m$. By composing these lowering operators as in (3.1.16) the theorem follows by induction on $-\sum_{\alpha>0} l_{\alpha}$.

Corollary 3.4.4. For $l \in \mathbb{Z}_{+} . B$ the differential operator

$$
\begin{equation*}
G_{+}(l, k):=\delta(-l-k) \circ G_{-}^{*}(-l, k+l) \circ \delta(k) \tag{3.4.7}
\end{equation*}
$$

is a raising operator with shift l and

$$
\begin{equation*}
\eta\left(G_{+}(l)\right)(k, \lambda)=\frac{\widetilde{c}(-\lambda, k)}{\widetilde{c}(-\lambda, k+l)} . \tag{3.4.8}
\end{equation*}
$$

The order of $G_{+}(l)$ as a differential operator is equal to $\sum_{\alpha>0} l_{\alpha}$.
Proof. Immediate from Proposition 3.1.7 and the previous theorem.
For a reduced root system $R$ the lowering operators $G(l)$ given by (3.3.10) and $G_{-}(l)$ given by (3.4.4) for $l \in \mathbb{Z}_{-} . B$ coincide and the raising operators $G(l)$ and $G_{+}(l)$ for $l \in \mathbb{Z}_{+} . B$ only differ by a possible $\operatorname{sign}(-1)^{\sum_{\alpha>0} l_{\alpha}}$. In case $R$ is nonreduced the shift operators $G(l)$ and the lowering and raising operators $G_{-}(l), G_{+}(l)$ can differ in addition by some factors of 4 (cf. the proof of Theorem 3.4.3).

### 3.5. The $L^{2}$-norm of the Jacobi polynomials

With the help of shift operators we can compute the $L^{2}$-norm of the Jacobi polynomials.

Proposition 3.5.1. For $l \in \mathbb{Z}_{+} . B$ and $k \in K$ with $k_{\alpha} \geq 0$ and $k_{\alpha}-l_{\alpha} \geq 0$ we have for $\lambda \in P_{+}$

$$
\begin{align*}
& \frac{|P(\lambda, k)|_{k}^{2}}{|P(\lambda+\rho(l), k-l)|_{k-l}^{2}}  \tag{3.5.1}\\
& \quad=(-1)^{\sum_{\alpha>0} l_{\alpha}} \frac{\tilde{c}(\lambda+\rho(k), k-l) \widetilde{c}(-(\lambda+\rho(k)), k)}{\widetilde{c}(\lambda+\rho(k), k) \widetilde{c}(-(\lambda+\rho(k)), k-l)}
\end{align*}
$$

Proof. Replacing $\lambda$ by $\lambda+\rho(l)$ and $k$ by $k-l$ in (3.1.13) yields

$$
G_{+}(l, k-l)(P(\lambda+\rho(l), k-l))=\eta\left(G_{+}(l)\right)(k-l, \lambda+\rho(k)) P(\lambda, k)
$$

Hence we get

$$
\begin{aligned}
|P(\lambda, k)|_{k}^{2} & =\frac{1}{\eta\left(G_{+}(l)\right)(k-l, \lambda+\rho(k))}\left(G_{+}(l, k-l) P(\lambda+\rho(l), k-l), P(\lambda, k)\right)_{k} \\
& =\frac{(-1)^{\sum_{\alpha>0} l_{\alpha}}}{\eta\left(G_{+}(l)(k-l, \lambda+\rho(k))\right.}\left(P(\lambda+\rho(l), k-l), G_{-}(-l, k) P(\lambda, k)\right)_{k-l} \\
& =(-1)^{\sum_{\alpha>0} l_{\alpha}} \cdot \frac{\eta\left(G_{-}(-l)\right)(k, \lambda+\rho(k))}{\eta\left(G_{+}(l)\right)(k-l, \lambda+\rho(k))}|P(\lambda+\rho(l), k-l)|_{k-l}^{2}
\end{aligned}
$$

and the proposition follows from (3.4.4) and (3.4.8).
We write

$$
\begin{equation*}
c^{*}(\lambda, k)=\prod_{\alpha>0} \frac{\Gamma\left(-\left(\lambda, \alpha^{\vee}\right)-\frac{1}{2} k_{\frac{1}{2} \alpha}-k_{\alpha}+1\right)}{\Gamma\left(-\left(\lambda, \alpha^{\vee}\right)-\frac{1}{2} k_{\frac{1}{2} \alpha}+1\right)} \tag{3.5.2}
\end{equation*}
$$

which is equivalent to (using $\Gamma(z) \Gamma(1-z)=\frac{\pi}{\sin \pi z}$ )

$$
\begin{equation*}
\frac{\tilde{c}(\lambda, k)}{c^{*}(\lambda, k)}=\prod_{\alpha>0} \frac{\sin \pi\left(\left(\lambda, \alpha^{\vee}\right)+\frac{1}{2} k_{\frac{1}{2} \alpha}+k_{\alpha}\right)}{\sin \pi\left(\left(\lambda, \alpha^{\vee}\right)+\frac{1}{2} k_{\frac{1}{2} \alpha}\right)} \tag{3.5.3}
\end{equation*}
$$

Corollary 3.5.2. We can rewrite (3.5.1) as

$$
\begin{equation*}
\frac{|P(\lambda, k)|_{k}^{2}}{|P(\lambda+\rho(l), k-l)|_{k-l}^{2}}=\frac{\left.c^{*}(-(\lambda+\rho(k)), k) \widetilde{c}(\lambda+\rho(k)), k-l\right)}{\widetilde{c}(\lambda+\rho(k), k) c^{*}(-(\lambda+\rho(k)), k-l)} \tag{3.5.4}
\end{equation*}
$$

which has the advantage over (3.5.1) that each of the four functions on the right hand side has no poles for $\lambda \in P_{+}$.

Proof. Obvious.

Corollary 3.5.3. For $k \in K$ integral with $k_{\alpha} \geq 1$ we have

$$
\begin{equation*}
|P(\lambda, k)|_{k}^{2}=|W| \frac{c^{*}(-(\lambda+\rho(k)), k)}{\widetilde{c}(\lambda+\rho(k), k)} \tag{3.5.5}
\end{equation*}
$$

Proof. Take $k=l$ in (3.5.4) and use that $\widetilde{c}(\lambda+\rho(k), 0)=1, c^{*}(-(\lambda+\rho(k)), 0)$ $=1$ together with $|P(\lambda+\rho(k), 0)|_{0}^{2}=|M(\lambda+\rho(k))|_{0}^{2}=|W|$.

Corollary 3.5.4. For $k \in K$ real with $k_{\alpha} \geq 0$ we have

$$
\begin{equation*}
\frac{|P(\lambda, k)|_{k}^{2}}{|P(0, k)|_{k}^{2}}=\frac{c^{*}(-(\lambda+\rho(k)), k) \widetilde{c}(\rho(k), k)}{\widetilde{c}(\lambda+\rho(k), k) c^{*}(-\rho(k), k)} \tag{3.5.6}
\end{equation*}
$$

Proof. For $k \in K$ integral with $k_{\alpha} \geq 1$ this is immediate from (3.5.5). However, both sides of (3.5.6) are rational functions of $k \in K$ and therefore (3.5.6) remains valid for real $k_{\alpha} \geq 0$.

Theorem 3.5.5. For $k \in K$ real with $k_{\alpha} \geq 0$ we have

$$
\begin{equation*}
|P(\lambda, k)|_{k}^{2}=|W| \cdot \frac{c^{*}(-(\lambda+\rho(k)), k)}{\widetilde{c}(\lambda+\rho(k), k)} \tag{3.5.7}
\end{equation*}
$$

Proof. In view of Corollary 3.5 .4 it suffices to show the theorem for $\lambda=0$. Clearly the function

$$
k \in K \mapsto f(k)=\frac{\widetilde{c}(\rho(k), k)}{c^{*}(-\rho(k), k)} \int_{T} \prod_{\alpha>0}\left|e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right|^{2 k_{\alpha}} d t
$$

is holomorphic on the domain $\left\{k \in K ; \operatorname{Re}\left(k_{\alpha}\right)>0\right\}$. Moreover it is periodic with period lattice $\mathbb{Z} . B$ using (3.5.4) and (3.5.6). Now fix $k \in K$ integral with $k_{\alpha} \geq 1$. Then the function

$$
\begin{equation*}
z \in \mathbb{C} \mapsto f(z k) \tag{3.5.8}
\end{equation*}
$$

is holomorphic on the half plane $\{z \in \mathbb{C} ; \operatorname{Re}(z)>0\}$ and periodic with period lattice $\mathbb{Z}$. We claim that

$$
\begin{equation*}
|f(z k)| \leq e^{a \operatorname{Re}(z)+b \log |z|+c} \tag{3.5.9}
\end{equation*}
$$

for some $a, b, c \in \mathbb{R}$. Together with the periodicity this implies that the function (3.5.8) is of moderate growth at infinity and hence equal to a constant. Taking $z=1$ we conclude from Corollary 3.5 .3 that

$$
\begin{equation*}
|f(z k)|=|W| \tag{3.5.10}
\end{equation*}
$$

As $k$ varies over integral points in $K$ with $k_{\alpha} \geq 1$ the theorem follows by continuity. It remains to check (3.5.9). From Stirling's asymptotic expansion

$$
\begin{equation*}
\Gamma(z)=(2 \pi)^{\frac{1}{2}} e^{-z+\left(z-\frac{1}{2}\right) \log z}\left(1+O\left(\frac{1}{z}\right)\right) \tag{3.5.11}
\end{equation*}
$$

valid for $|\arg z|<\pi$, we get for $a>0, b$ arbitrary

$$
\Gamma(a z+b)=(2 \pi)^{\frac{1}{2}} e^{(-a+a \log a) z+\left(a z+b-\frac{1}{2}\right) \log z+\left(b-\frac{1}{2}\right) \log a}\left(1+O\left(\frac{1}{z}\right)\right)
$$

which in turn implies

$$
\begin{aligned}
& \tilde{c}_{\alpha}(\rho(z k), z k)=e^{\tilde{a}_{\alpha} z+\tilde{b}_{\alpha}-k_{\alpha} z \log z}\left(1+O\left(\frac{1}{z}\right)\right) \\
& c_{\alpha}^{*}(-\rho(z k), z k)=e^{a_{\alpha}^{*} z+b_{\alpha}^{*}+d_{\alpha}^{*} \log z-k_{\alpha} z \log z}\left(1+O\left(\frac{1}{z}\right)\right)
\end{aligned}
$$

for some $\tilde{a}_{\alpha}, \tilde{b}_{\alpha}, a_{\alpha}^{*}, b_{\alpha}^{*}, d_{\alpha}^{*} \in \mathbb{R}$. (Note that $d_{\alpha}^{*}=0$ unless $\alpha$ is simple in $R_{+}^{0}$ in which case $d_{\alpha}^{*}=-\frac{1}{2}$.) Hence we get

$$
\frac{\widetilde{c}(\rho(z k), z k)}{c^{*}(-\rho(z k), z k)}=e^{A z+B \log z+C}\left(1+O\left(\frac{1}{z}\right)\right)
$$

for some $A, B, C \in \mathbb{R}$, and the desired estimate (3.5.9) follows easily.
Corollary 3.5.6. For $k \in K$ real with $k_{\alpha} \geq 0$ we have
(3.5.12) $\int_{T}|\delta(k, t)| d t$

$$
=\prod_{\alpha>0} \frac{\Gamma\left(\left(\rho(k), \alpha^{\vee}\right)+\frac{1}{2} k_{\frac{1}{2} \alpha}+k_{\alpha}+1\right) \Gamma\left(\left(\rho(k), \alpha^{\vee}\right)-\frac{1}{2} k_{\frac{1}{2} \alpha}-k_{\alpha}+1\right)}{\Gamma\left(\left(\rho(k), \alpha^{\vee}\right)+\frac{1}{2} k_{\frac{1}{2} \alpha}+1\right) \Gamma\left(\left(\rho(k), \alpha^{\vee}\right)-\frac{1}{2} k_{\frac{1}{2} \alpha}+1\right)} .
$$

Proof. Specializing (3.5.7) for $\lambda=0$ yields
(3.5.13) $\int_{T}|\delta(k, t)| d t$

$$
=|W| \cdot \prod_{\alpha>0} \frac{\Gamma\left(\left(\rho(k), \alpha^{\vee}\right)+\frac{1}{2} k_{\frac{1}{2} \alpha}+k_{\alpha}\right) \Gamma\left(\left(\rho(k), \alpha^{\vee}\right)-\frac{1}{2} k_{\frac{1}{2} \alpha}-k_{\alpha}+1\right)}{\Gamma\left(\left(\rho(k), \alpha^{\vee}\right)+\frac{1}{2} k_{\frac{1}{2} \alpha}\right) \Gamma\left(\left(\rho(k), \alpha^{\vee}\right)-\frac{1}{2} k_{\frac{1}{2} \alpha}+1\right)}
$$

and taking the limit for $k \rightarrow 0$ gives

$$
\begin{equation*}
\prod_{\alpha>0} \frac{\left(\rho(k), \alpha^{\vee}\right)+\frac{1}{2} k_{\frac{1}{2} \alpha}+k_{\alpha}}{\left(\rho(k), \alpha^{\vee}\right)+\frac{1}{2} k_{\frac{1}{2} \alpha}}=|W| . \tag{3.5.14}
\end{equation*}
$$

Now relation (3.5.12) follows by combining (3.5.13) and (3.5.14).

Example 3.5.7. In case $R$ is of type $B C_{n}$ formula (3.5.12) can be rewritten in the form (see [48])

$$
\begin{gather*}
\int_{0}^{1} \ldots \int_{0}^{1}\left(t_{1} \ldots t_{n}\right)^{x-1}\left\{\left(1-t_{1}\right) \ldots\left(1-t_{n}\right)\right\}^{y-1}|\Delta(t)|^{2 z} d t_{1} \ldots d t_{n} \\
=\prod_{j=1}^{n} \frac{\Gamma(1+j z) \Gamma(x+(j-1) z) \Gamma(y+(j-1) z)}{\Gamma(1+z) \Gamma(x+y+(n+j-2) z)} \tag{3.5.15}
\end{gather*}
$$

where $\Delta(t)=\Delta\left(t_{1}, \ldots, t_{n}\right)=\prod_{i<j}\left(t_{i}-t_{j}\right)$ is the discriminant. This is Selberg's multivariable $B$-integral formula [69].

Example 3.5.8. In case $R$ is irreducible and reduced with $k=k_{\alpha} \forall \alpha \in R$ formula (3.5.12) takes the form

$$
\begin{equation*}
\int_{T}|\Delta(t)|^{2 k} d t=\prod_{j=1}^{n}\binom{k d_{j}}{k} \tag{3.5.16}
\end{equation*}
$$

where $d_{1} \leq d_{2} \leq \ldots \leq d_{n}$ are the primitive degrees of $R$. Indeed $\rho(k)=k \rho$ with $\rho=\frac{1}{2} \sum_{\alpha>0} \alpha$ and $\left(\rho, \alpha^{\vee}\right)=h t\left(\alpha^{\vee}\right)$. Hence

$$
\begin{aligned}
\int_{T}|\Delta(t)|^{2 k} d t & =\prod_{\alpha>0} \frac{\left(k h t\left(\alpha^{\vee}\right)+k\right)!\left(k h t\left(\alpha^{\vee}\right)-k\right)!}{\left(k h t\left(\alpha^{\vee}\right)\right)!\left(k h t\left(\alpha^{\vee}\right)\right)!} \\
& =\prod_{j=1}^{n} \frac{\left(k d_{j}\right)!0!}{k!\left(k d_{j}-k\right)!}=\prod_{j=1}^{n}\binom{k d_{j}}{k}
\end{aligned}
$$

since the partition of positive roots by height is conjugate to the partition formed by the exponents $m_{1}, \ldots, m_{n}\left(m_{j}=d_{j}-1\right)$. See [47, 48]. For $R$ of type $A_{n}$ formula (3.5.16) was conjectured by Dyson [18] and proved by Gunson [26], Wilson [75], and Good [25].

### 3.6. The value of Jacobi polynomials at the identity

Let $\mathbb{C}_{\pi}[\mathfrak{a}]$ denote the localization of $\mathbb{C}[\mathfrak{a}]$ along the polynomial

$$
\begin{equation*}
\pi=\prod_{\alpha \in R_{+}^{0}}(\alpha, \cdot) \in \mathbb{C}[\mathfrak{a}] \tag{3.6.1}
\end{equation*}
$$

The Euler operator on $\mathfrak{a}$ is defined by

$$
\begin{equation*}
E=\sum_{1}^{n}\left(\xi_{i}, \cdot\right) \partial_{\xi_{i}} \in \mathbb{C}[\mathfrak{a}] \otimes U \mathfrak{h} . \tag{3.6.2}
\end{equation*}
$$

For $D \in \mathbb{C}_{\Delta}[P] \otimes U \mathfrak{h}$ we have a convergent expansion

$$
\begin{equation*}
D=\sum_{N \in \mathbb{Z}, N \geq N_{0}} D_{N} \tag{3.6.3}
\end{equation*}
$$

for some $N_{0} \in \mathbb{Z}$ and $D_{N} \in \mathbb{C}_{\pi}[\mathfrak{a}] \otimes U \mathfrak{h}$ with $\left[E, D_{N}\right]=N D_{N}$. If $D_{N_{0}} \neq 0$ then we say that $D$ has lowest homogeneous degree equal to $\operatorname{LHD}(D):=N_{0}$ and $L H P(D):=D_{N_{0}}$ is called the lowest homogeneous part of $D$.

Suppose $D_{1}, D_{2} \in \mathbb{C}_{\Delta}[P] \otimes U \mathfrak{h}$ with $\operatorname{LHD}\left(D_{1}\right)=N_{1}, L H D\left(D_{2}\right)=N_{2}$. Then it is obvious that

$$
\begin{equation*}
L H D\left(D_{1} D_{2}\right)=L H D\left(D_{1}\right)+L H D\left(D_{2}\right) \tag{3.6.4}
\end{equation*}
$$

and

$$
\begin{equation*}
L H P\left(D_{1} D_{2}\right)=L H P\left(D_{1}\right) L H P\left(D_{2}\right) \tag{3.6.5}
\end{equation*}
$$

Example 3.6.1. For the operator $L(k) \in \mathfrak{R} \otimes U \mathfrak{h}$ we have $L H D(L(k))=-2$ and

$$
\begin{equation*}
L H P(L(k))=\sum_{1}^{n} \partial_{\xi_{j}}^{2}+2 \sum_{\alpha>0} \frac{k_{\alpha}}{(\alpha, \cdot)} \partial_{\alpha} . \tag{3.6.6}
\end{equation*}
$$

Proposition 3.6.2. The elements of $\mathbb{C}_{\pi}[\mathfrak{a}] \otimes U \mathfrak{h}$

$$
\left\{\begin{array}{l}
e=e(k)=\frac{1}{2} \sum_{1}^{n}\left(\xi_{j}, \cdot\right)^{2}  \tag{3.6.7}\\
h=h(k)=E+\frac{1}{2} n+\sum_{\alpha>0} k_{\alpha} \\
f=f(k)=-\frac{1}{2} L H P(L(k))
\end{array}\right.
$$

satisfy the sl(2) commutation relations

$$
\begin{equation*}
[h, e]=2 e,[h, f]=-2 f,[e, f]=h . \tag{3.6.8}
\end{equation*}
$$

Proof. An easy calculation.

Proposition 3.6.3. If $D \in \mathbb{D}(k)=\mathbb{S}(0, k)$ is a differential operator of order $N$ then $L H D(D)=-N$.

Proof. By Corollary 1.2.8 $D$ has the form

$$
D=\partial_{p}+\text { terms of order }<N
$$

for some nonzero polynomial $p \in S \mathfrak{h}$ homogeneous of degree $N$. Hence $L H D(D) \leq-N$.

On the other hand

$$
a d(f)(L H P(D))=-\frac{1}{2}[L H P(L(k)), L H P(D)]=0
$$

by (3.6.5), and since $L H P(D)$ ) is a differential operator of order $\leq N$ we also get

$$
\operatorname{ad}(e)^{N+1}(L H P(D))=0 .
$$

Hence $L H D(D) \geq-N$ by standard $s l(2)$-representation theory.
Theorem 3.6.4. If $l \in \mathbb{Z}_{-} \cdot B$ then we have

$$
\begin{equation*}
L H D\left(G_{-}(l)\right)=0 \tag{3.6.9}
\end{equation*}
$$

where $G_{-}(l)$ is the lowering operator given by Theorem 3.4.3.
Proof. By (3.1.16) the operator $G_{+}(-l, k+l) G_{-}(l, k) \in \mathbb{S}(0, k)$ and has or-$\operatorname{der}-2 \sum_{\alpha>0} l_{\alpha}$. Here $G_{+}$is given by Corollary 3.4.4. Hence using (3.6.4) and Proposition 3.6.3 we get

$$
\begin{equation*}
L H D\left(G_{-}(l, k)\right)+L H D\left(G_{+}(-l, k+l)\right)-2 \sum_{\alpha>0} l_{\alpha}=0 \tag{3.6.10}
\end{equation*}
$$

On the other hand using (3.4.7) and (3.6.4) we get

$$
\begin{equation*}
L H D\left(G_{-}(l, k)\right)-L H D\left(G_{+}(-l, k+l)\right)+2 \sum_{\alpha>0} l_{\alpha}=0 \tag{3.6.11}
\end{equation*}
$$

since $L H D(\delta(l))=2 \sum_{\alpha>0} l_{\alpha}$. The theorem follows immediately from these equations.

Corollary 3.6.5. For $F \in C^{\infty}(A)^{W}$ and $l \in \mathbb{Z}_{-} \cdot B$ we have

$$
\begin{equation*}
G_{-}(l)(F)(e)=G_{-}(l)(1)(e) \cdot F(e) \tag{3.6.12}
\end{equation*}
$$

Proof. Since $G_{-}(l)$ lies in the Weyl algebra $\mathbb{C}\left[z_{1}, \ldots, z_{n}, \frac{\partial}{\partial z_{1}}, \ldots \frac{\partial}{\partial z_{n}}\right]$ we conclude that $G_{-}(l)(F) \in C^{\infty}(A)^{W}$. If we write

$$
G_{-}(l)=\sum_{N_{1}, \ldots, N_{n}} a_{N_{1}, \ldots, N_{n}} \partial_{\xi_{1}}^{N_{1}} \ldots \partial_{\xi_{n}}^{N_{n}}
$$

with $a_{N_{1}, \ldots, N_{n}} \in \mathbb{C}_{\Delta}[P]$ then by Theorem 3.6 .4 we get

$$
L H D\left(a_{N_{1}, \ldots, N_{n}}\right) \geq N_{1}+\cdots+N_{n} .
$$

Hence (3.6.12) follows from $G_{-}(l)(F)(e)=\lim _{t \rightarrow 0} G_{-}(l)(F)(\exp t \xi)$ for some $\xi \in \mathfrak{a}$ with $\pi(\xi) \neq 0$.

Theorem 3.6.6. For $k \in K$ with $k_{\alpha} \geq 0 \forall \alpha \in R$ we have

$$
\begin{equation*}
P(\lambda, k ; e)=\frac{\widetilde{c}(\rho(k), k)}{\widetilde{c}(\lambda+\rho(k), k)} \tag{3.6.13}
\end{equation*}
$$

Proof. We apply (3.6.12) with $F=P(\lambda, k ; h)$ equal to a Jacobi polynomial. Using (3.1.13) and Theorem 3.4.3 we get

$$
\begin{equation*}
G_{-}(l, k)(P(\lambda, k ; h))=\frac{\widetilde{c}(\lambda+\rho(k), k+l)}{\widetilde{c}(\lambda+\rho(k), k)} P(\lambda-\rho(l), k+l ; h) \tag{3.6.14}
\end{equation*}
$$

and since $1 \equiv P(0, k ; h)$ we also have

$$
\begin{equation*}
G_{-}(l, k)(1)=\frac{\widetilde{c}(\rho(k), k+l)}{\widetilde{c}(\rho(k), k)} P(-\rho(l), k+l ; h) \tag{3.6.15}
\end{equation*}
$$

Here $l \in \mathbb{Z}_{-} \cdot B$. Hence we have from (3.6.12), (3.6.14), (3.6.15)

$$
P(\lambda, k ; e)=\frac{\widetilde{c}(\lambda+\rho(k), k+l) \widetilde{c}(\rho(k), k)}{\widetilde{c}(\lambda+\rho(k), k) \widetilde{c}(\rho(k), k+l)} \cdot \frac{P(\lambda-\rho(l), k+l ; e)}{P(-\rho(l), k+l ; e)}
$$

and taking $k=-l \in \mathbb{Z}_{+} \cdot B$ this yields

$$
P(\lambda, k ; e)=\frac{\widetilde{c}(\rho(k), k)}{\widetilde{c}(\lambda+\rho(k), k)} .
$$

Since both sides are rational functions of $k \in K$ (use $\lambda \in P_{+}$) the extension to $k \in K$ with $k_{\alpha} \geq 0 \forall \alpha \in R$ is immediate.

Corollary 3.6.7. For $k \in K$ and $l \in \mathbb{Z}_{-} \cdot B$ we have

$$
\begin{equation*}
G_{-}(l, k)(1)(e)=\frac{\widetilde{c}(\rho(k+l), k+l)}{\widetilde{c}(\rho(k), k)} \tag{3.6.16}
\end{equation*}
$$

Proof. Clear from (3.6.13) and (3.6.15). $\square$

## Notes for Chapter 3

Shift operators are multivariable generalizations of the familiar identity

$$
\frac{d}{d z} F(\alpha, \beta, \gamma ; z)=\frac{\alpha \beta}{\gamma} F(\alpha+1, \beta+1, \gamma+1 ; z) .
$$

That shift operators should exist for higher rank root systems was first hinted at by Koornwinder who found a shift operator for $R$ of type $B C_{2}$ [42]. A systematic study of shift operators was made by Opdam in his thesis $[58,59]$. We have followed these papers closely with a simplified treatment of the existence of shift operators in Section 3.2 due to [33]. The results of Sections 3.5 and 3.6 are due to Opdam as well [58, 60]. Corollary 3.5.4 was obtained before in [30] and Corollary 3.5 .6 had been conjectured in [48]. Proposition 3.6 .2 was inspired by [27].

## CHAPTER 4

## The hypergeometric function

### 4.1. The hypergeometric differential equations

Everything we have presented so far is essentially formal algebra, but now we will start a more analytic study.

Definition 4.1.1. Fix $\lambda \in \mathfrak{h}^{*}$ and $k \in K$. The system of differential equations

$$
\begin{equation*}
D(u)=\gamma(D, k, \lambda) u \quad \forall D \in \mathbb{D}(k) \tag{4.1.1}
\end{equation*}
$$

is called the system of hypergeometric differential equations with spectral parameter $\lambda \in \mathfrak{h}^{*}$ and multiplicity parameter $k \in K$ associated with the root system $R$. Here $u=u(h)$ is some scalar valued function depending on the variable $h$ in (an open subset of) $H^{\text {reg }}=\{h \in H ; \Delta(h) \neq 0\}$, and $\gamma(D, k, \lambda)$ denotes the value at $\lambda \in \mathfrak{h}^{*}$ of the polynomial $\gamma(k)(D)$, which is the image under the Harish-Chandra isomorphism $\gamma(k): \mathbb{D}(k) \rightarrow S \mathfrak{h}^{W}$ of the differential operator $D \in \mathbb{D}(k)$.

In view of Chevalley's theorem (stating that $S \mathfrak{h}^{W}$ is itself a polynomial algebra) the system of hypergeometric differential equations (4.1.1) is just the simultaneous eigenvalue problem for the commuting algebra $\mathbb{D}(k)$ of differential operators on $H$. We write $U \mathfrak{h}$ for the translation invariant differential operators on $H$ and $S \mathfrak{h}$ for the polynomial functions on $\mathfrak{h}^{*}$ (but clearly $U \mathfrak{h} \cong S \mathfrak{h}$ are canonically isomorphic). An element $\partial_{q} \in U \mathfrak{h}$ is called harmonic if $\partial_{q}(p)=0$ for all $W$-invariant polynomials $p$ only with $p(0)=0$. The harmonics in $U \mathfrak{h}$ are denoted by $H \mathfrak{h}$. The dimension $d$ of $H \mathfrak{h}$ is equal to the order $|W|$ of the Weyl group $W$. A well known result of Chevalley shows that

$$
\begin{equation*}
U \mathfrak{h} \cong H \mathfrak{h} \otimes U \mathfrak{h}^{W} . \tag{4.1.2}
\end{equation*}
$$

For $\lambda \in \mathfrak{h}^{*}, k \in K$ we write

$$
\begin{equation*}
I(\lambda, k)=\{P \in \mathbb{D}(k) ; \gamma(P, k, \lambda)=0\} \tag{4.1.3}
\end{equation*}
$$

and with this notation the system (4.1.1) gets the form $P(u)=0, \forall P \in$ $I(\lambda, k)$.

Proposition 4.1.2. We have an isomorphism of left $\mathfrak{R}$-modules

$$
\begin{equation*}
\mathfrak{R} \otimes U \mathfrak{h} \cong\{\mathfrak{R} \otimes H \mathfrak{h}\} \oplus\{\mathfrak{R} \otimes H \mathfrak{h} \cdot I(\lambda, k)\} . \tag{4.1.4}
\end{equation*}
$$

Proof. To simplify the notation we write $U, H$, and $I$ instead of $U \mathfrak{h}, H \mathfrak{h}$, and $I(\lambda, k)$. Let $U^{j}$ denote the homogeneous elements in $U$ of degree $j$, and $U_{j}=\bigoplus_{i \leq j} U^{i}$ the elements of degree $\leq j$. Also write $H^{j}=H \cap U^{j}$, $H_{j}=H \cap U_{j}$, and $I_{j}=I \cap\left\{\mathfrak{R} \otimes U_{j}\right\}$. We prove by induction on $j$ that

$$
\begin{equation*}
\mathfrak{R} \otimes U_{j} \cong\left\{\Re \otimes H_{j}\right\} \oplus\left\{\sum_{i \geq 1} \Re \otimes H_{j-1} \cdot I_{i}\right\} \tag{4.1.5}
\end{equation*}
$$

as left $\mathfrak{R}$-modules. The case $j=0$ is clear. Now suppose $j \geq 1$. By (4.1.2) we can write $\partial_{q} \in U^{j}$ as

$$
\partial_{q}=\sum_{i} \partial_{q_{i}} \partial_{p_{i}}
$$

with $\partial_{q_{i}} \in H^{j-j_{i}}$ and $\partial_{p_{i}} \in U^{j_{i}}$ Weyl group invariants. By Corollary 1.2.8 and Theorem 1.3.12 there exists $P_{i} \in I_{j_{i}}$ with

$$
P_{i}-\left(\partial_{p_{i}}-p_{i}(\lambda)\right) \in \mathfrak{R} \otimes U_{j_{i}-1}
$$

Since $\partial_{q_{i}}\left(\mathfrak{R} \otimes U_{j_{i}-1}\right) \subset \mathfrak{R} \otimes U_{j-1}$ we get

$$
\partial_{q}-\left\{\sum_{i} p_{i}(\lambda) \partial_{q_{i}}+\sum_{i} \partial_{q_{i}} \cdot P_{i}\right\} \in \Re \otimes U_{j-1}
$$

and using the induction hypothesis we have

$$
\begin{equation*}
\mathfrak{R} \otimes U_{j} \cong\left\{\mathfrak{R} \otimes H_{j}\right\}+\left\{\sum_{i \geq 1} \mathfrak{R} \otimes H_{j-1} \cdot I_{i}\right\} \tag{4.1.6}
\end{equation*}
$$

It remains to be shown that the sum is direct. This follows again by induction on $j$ by taking the $j$ th order symbol in (4.1.6) and using (4.1.2).

Corollary 4.1.3. Let $J(\lambda, k)=\mathfrak{R} \otimes U \mathfrak{h} \cdot I(\lambda, k)$ be the left ideal of $\mathfrak{R} \otimes U \mathfrak{h}$ generated by $I(\lambda, k)$. Then we have a direct sum decomposition of left $\mathfrak{R}$ modules

$$
\begin{equation*}
\mathfrak{R} \otimes U \mathfrak{h} \cong\{\mathfrak{R} \otimes H \mathfrak{h}\} \oplus J(\lambda, k) \tag{4.1.7}
\end{equation*}
$$

Definition 4.1.4. Fix a basis $\left\{q_{1}, \ldots, q_{d}\right\}$ of homogeneous harmonics with $q_{1} \equiv 1$ and $\operatorname{deg}\left(q_{i}\right) \leq \operatorname{deg}\left(q_{i+1}\right)$. The map

$$
\begin{equation*}
A: \mathfrak{R} \otimes U \mathfrak{h} \rightarrow g l(d, \mathfrak{R}) \tag{4.1.8}
\end{equation*}
$$

defined by the requirement (use (4.1.7))

$$
\begin{equation*}
P \circ \partial_{q_{i}}+\sum_{j=1}^{d} A_{i j}(P) \partial_{q_{j}} \in J(\lambda, k) \tag{4.1.9}
\end{equation*}
$$

is a morphism of left $\mathfrak{R}$-modules.

Proposition 4.1.5. For all $\xi, \eta \in \mathfrak{h}$ we have

$$
\begin{equation*}
\left[\partial_{\xi}+A\left(\partial_{\xi}\right), \partial_{\eta}+A\left(\partial_{\eta}\right)\right]=0 \tag{4.1.10}
\end{equation*}
$$

Proof. Using the Leibniz rule we get

$$
\begin{equation*}
A\left(\partial_{\xi} \circ P\right)+A(P) A\left(\partial_{\xi}\right)=\partial_{\xi}(A(P)) \tag{4.1.11}
\end{equation*}
$$

for $\xi \in \mathfrak{h}$ and $P \in \mathbb{R} \otimes U \mathfrak{h}$. Hence

$$
\begin{aligned}
& {\left[\partial_{\xi}+A\left(\partial_{\xi}\right), \partial_{\eta}+A\left(\partial_{\eta}\right)\right]} \\
& \quad=\left[\partial_{\xi}, A\left(\partial_{\eta}\right)\right]+\left[A\left(\partial_{\xi}\right), \partial_{\eta}\right]+\left[A\left(\partial_{\xi}\right), A\left(\partial_{\eta}\right)\right] \\
& \quad=\partial_{\xi}\left(A\left(\partial_{\eta}\right)\right)-\partial_{\eta}\left(A\left(\partial_{\xi}\right)\right)+\left[A\left(\partial_{\xi}\right), A\left(\partial_{\eta}\right)\right] \\
& \quad=A\left(\left[\partial_{\xi}, \partial_{\eta}\right]\right)+A\left(\partial_{\eta}\right) A\left(\partial_{\xi}\right)-A\left(\partial_{\xi}\right) A\left(\partial_{\eta}\right)+\left[A\left(\partial_{\xi}\right), A\left(\partial_{\eta}\right)\right]=0
\end{aligned}
$$

Definition 4.1 .6 . The system of first-order differential equations

$$
\begin{equation*}
\left(\partial_{\xi}+A\left(\partial_{\xi}\right)\right) U=0 \quad \forall \xi \in \mathfrak{h} \tag{4.1.12}
\end{equation*}
$$

with $U=\left(u_{1}, \ldots, u_{d}\right)^{t}$ is called the matrix form of the hypergeometric differential equations (4.1.1).

Proposition 4.1.7. If $u$ is a solution of (4.1.1) then $U=\left(\partial_{q_{1}} u, \ldots, \partial_{q_{d}} u\right)^{t}$ is a solution of (4.1.12). Conversely, if $U=\left(u_{1}, \ldots, u_{d}\right)^{t}$ is a solution of (4.1.12) then $u=u_{1}$ is a solution of (4.1.1) and $u_{j}=\partial_{q_{j}} u_{1}$.

Proof. Suppose $u$ is a solution of (4.1.1), i.e., $P(u)=0 \forall P \in J(\lambda, k)$. If we write $U=\left(\partial_{q_{1}} u, \ldots, \partial_{q_{d}} u\right)^{t}$ then it follows from (4.1.9) that $(P+A(P))(U)$ $=0 \forall P \in \mathfrak{R} \otimes U \mathfrak{h}$. In particular $U$ is a solution of (4.1.12).

Now suppose $U=\left(u_{1}, \ldots, u_{d}\right)^{t}$ is a solution of (4.1.12). Using (4.1.11) and induction on the order of differential operators it is easy to see that $(P+A(P))(U)=0 \forall P \in \mathfrak{R} \otimes U \mathfrak{h}$. Since $A_{1 j}(P)=0$ for $P \in J(\lambda, k)$ we get $P\left(u_{1}\right)=0 \forall P \in J(\lambda, k)$.

Moreover $u_{j}=\partial_{q_{j}}\left(u_{1}\right)$ because $A_{1 j}\left(\partial_{q_{i}}\right)=-\delta_{i j}$.
Corollary 4.1.8. Locally on $H^{\text {reg }}$ the solution space of the system of hypergeometric differential equations (4.1.1) has dimension $d=|W|$ and consists of holomorphic functions. More precisely a local solution $u$ of (4.1.1) near a point $h_{0} \in H^{\text {reg }}$ is completely determined by its harmonic derivatives

$$
\partial_{q_{1}}(u)\left(h_{0}\right)=u\left(h_{0}\right), \ldots, \partial_{q_{d}}(u)\left(h_{0}\right)
$$

at the point $h_{0}$, which can be freely prescribed.

### 4.2. Regular singular points at infinity

The central subgroup $C$ of $H$ is defined by

$$
\begin{equation*}
C=\left\{h \in H ; h^{\alpha}=1 \quad \forall \alpha \in R\right\} \tag{4.2.1}
\end{equation*}
$$

with the notation $h^{\alpha}=e^{\alpha(\log h)}$, and the torus $H / C$ has rational character lattice equal to the root lattice $Q$ of $R$.

Let $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ be the simple roots in $R_{+}$, and put $x_{j}=e^{-\alpha_{j}}$ considered as function on $H$ or $H / C, j=1, \ldots, n$. The map

$$
\begin{equation*}
x=\left(x_{1}, \ldots, x_{n}\right): H / C \rightarrow \mathbb{C}^{n} \tag{4.2.2}
\end{equation*}
$$

is injective with image $\left(\mathbb{C}^{\times}\right)^{n}$. Hence (4.2.2) defines a partial compactification of $H / C$, and using the action of the Weyl group $W$ this can be extended to a smooth global compactification of $H / C$. This is nothing but the toroidal compactification corresponding to the decomposition of $\mathfrak{a}$ into Weyl chambers (see for example $[11,55]$ ). Note that the positive chamber $A_{+}$is mapped by $(4.2 .2)$ onto $(0,1)^{n}$.

Example 4.2.1. For $R$ of type $A_{2}$ the image of (4.2.2) has the picture


The point $(1,1)$ is the image of the identity element, and the curves $x_{1}=1$, $x_{2}=1, x_{1} x_{2}=1$ are the image of $\{h \in H ; \Delta(h)=0\}$.

Let $\left\{\eta_{1}, \ldots, \eta_{n}\right\}$ be a basis of $\mathfrak{a}$ such that $\alpha_{i}\left(\eta_{j}\right)=\delta_{i j}$. In the coordinates (4.2.2) the differentiation $\partial_{\eta_{j}}$ becomes $-x_{j} \frac{\partial}{\partial x_{j}}$ for $j=1, \ldots, n$ and the matrix form of the hypergeometric differential equations (4.1.12) becomes

$$
\begin{equation*}
x_{j} \frac{\partial U}{\partial x_{j}}=A_{j} U \quad \text { for } j=1, \ldots, n \text {. } \tag{4.2.3}
\end{equation*}
$$

It is important to note that $A_{j}(x)=A\left(\partial_{\eta_{j}}\right) \in g l(d)$ is a matrix whose entries are convergent power series on the polydisc $\left\{x \in \mathbb{C}^{n} ;\left|x_{j}\right|<1, j=\right.$
$1, \ldots, n\}$. This means that the system (4.2.3) has regular singular points along the divisor $x_{1} x_{2} \ldots x_{n}=0$ and is in normal form.

With the notation $a^{\mu}=e^{\mu(\log a)}$ for $\mu \in \mathfrak{b}^{*}, a \in A$ the Harish-Chandra series $\Phi(\lambda, k ; a)$ is defined by

$$
\begin{equation*}
\Phi(\lambda, k ; a)=\sum_{\kappa \leq 0} \Gamma_{\kappa}(\lambda, k) a^{\lambda-\rho(k)+\kappa} \tag{4.2.4}
\end{equation*}
$$

with $\Gamma_{\kappa}(\lambda, k)$ defined by the recurrence relations

$$
\begin{align*}
& \Gamma_{0}(\lambda, k)=1  \tag{4.2.5}\\
& -(2 \lambda+\kappa, \kappa) \Gamma_{\kappa}(\lambda, k) \\
& \quad=2 \sum_{\alpha>0} k_{\alpha} \sum_{j \geq 1}(\lambda-\rho(k)+\kappa+j \alpha, \alpha) \Gamma_{\kappa+j \alpha}(\lambda, k) .
\end{align*}
$$

Note that these recurrence relations can be solved uniquely if

$$
\begin{equation*}
2(\lambda, \kappa)+(\kappa, \kappa) \neq 0 \quad \forall \kappa<0 \tag{4.2.7}
\end{equation*}
$$

Lemma 4.2.2. Let $U \subset \mathfrak{h}^{*} \times K$ be a bounded domain and $d(\lambda, k)$ a holomorphic function on $\vec{U}$ such that the function $(\lambda, k) \mapsto d(\lambda, k) \Gamma_{\kappa}(\lambda, k)$ is holomorphic on $\bar{U}$ for all $\kappa \leq 0$. (This means that $d(\lambda, k)$ has to be divisible by those linear functions $\lambda \mapsto(2 \lambda+\kappa, \kappa)$ for which the right-hand side of (4.2.6) is not divisible by $\lambda \mapsto(2 \lambda+\kappa, \kappa)$ and whose zero locus intersects $\bar{U}$.) For $a \in A_{+}$fixed there exists a constant $M=M_{U, a}>0$ such that

$$
\begin{equation*}
\left|d(\lambda, k) \Gamma_{\kappa}(\lambda, k)\right| \leq M a^{\kappa} \quad \forall \kappa \leq 0,(\lambda, k) \in \bar{U} \tag{4.2.8}
\end{equation*}
$$

Proof. With $\alpha_{1}, \ldots, \alpha_{n} \in R_{+}$simple and $\mu=\sum_{1}^{n} m_{i} \alpha_{i} \in \mathfrak{a}^{*}$ consider $N(\mu)=\sum_{1}^{n}\left|m_{i}\right|$ as a norm on $\mathfrak{a}^{*}$. Choose $c_{1}>0$ such that

$$
|(\lambda-\rho(k)+\kappa, \alpha)| \leq c_{1}(1+N(\kappa))
$$

$\forall(\lambda, k) \in \bar{U}, \kappa \leq 0, \alpha \in R_{+}$. Choose $N_{1} \in \mathbb{N}$ and $c_{2}>0$ such that

$$
|(2 \lambda+\kappa, \kappa)| \geq c_{2} N(\kappa)^{2}
$$

$\forall \lambda \in \mathfrak{h}^{*}: \exists k \in K$ with $(\lambda, k) \in \bar{U}, \forall \kappa \leq 0$ with $N(\kappa) \geq N_{1}$. Hence if $\kappa \leq 0$ with $N(\kappa) \geq N_{1}$, we get (with $c=2 c_{1} c_{2}^{-1}$ )

$$
\begin{equation*}
\left|d(\lambda, k) \Gamma_{\kappa}(\lambda, k)\right| \leq c N(\kappa)^{-1} \sum_{\alpha>0}\left|k_{\alpha}\right| \sum_{j \geq 1}\left|d(\lambda, k) \Gamma_{\kappa+j \alpha}(\lambda, k)\right| \tag{4.2.9}
\end{equation*}
$$

$\forall(\lambda, k) \in \bar{U}$. Choose $N_{2} \in \mathbb{N}$ such that

$$
c \sum_{\alpha>0}\left|k_{\alpha}\right| \sum_{j \geq 1} a^{j \alpha} \leq N_{2}
$$

$\forall k \in K: \exists \lambda \in \mathfrak{h}^{*}$ with $(\lambda, k) \in \bar{U}$. Let $N=\max \left(N_{1}, N_{2}\right) \in \mathbb{N}$. Finally choose $M>0$ such that

$$
\left|d(\lambda, k) \Gamma_{\kappa}(\lambda, k)\right| \leq M a^{\kappa}
$$

$\forall(\lambda, k) \in \bar{U}$, and $\forall \kappa \leq 0$ with $N(\kappa) \leq N$. We now prove (4.2.8) by induction on $N(\kappa)$. Let $\kappa \leq 0$ with $N(\kappa)>N$ and suppose (4.2.8) is true for all $\mu \leq 0$ with $N(\mu)<N(\kappa)$. Using (4.2.9) we get

$$
\begin{aligned}
\left|d(\lambda, k) \Gamma_{\kappa}(\lambda, k)\right| & \leq c N(\kappa)^{-1} \sum_{\alpha>0}\left|k_{\alpha}\right| \sum_{j \geq 1} M a^{j \alpha+\kappa} \\
& \leq N(\kappa)^{-1} M N a^{\kappa} \leq M a^{\kappa} .
\end{aligned}
$$

Corollary 4.2.3. With the above notation the series

$$
\begin{equation*}
\sum_{\kappa \leq 0} d(\lambda, k) \Gamma_{\kappa}(\lambda, k) a^{\lambda-\rho(k)+\kappa} \tag{4.2.10}
\end{equation*}
$$

converges absolutely and uniformly on $\bar{U} \times a \bar{A}_{+}$. Hence it defines an analytic function on $U \times A_{+}$.

Corollary 4.2.4. For $\lambda \in \mathfrak{h}^{*}$ satisfying (4.2.7) and $k \in K$ arbitrary the Harish-Chandra series (4.2.4) converges to an analytic function on $A_{+}$. As a function of the spectral parameter $\lambda \in \mathfrak{h}^{*}$ it is meromorphic with simple poles along hyperplanes of the form $\{(2 \lambda+\kappa, \kappa)=0\}$ for $\kappa<0$. Moreover for $\lambda_{0} \in \mathfrak{h}^{*}$ with $\left(2 \lambda_{0}+\kappa, \kappa\right)=0$ for precisely one $\kappa=\kappa_{0}<0$ we have

$$
\begin{align*}
& \left\{\left(2 \lambda+\kappa_{0}, \kappa_{0}\right) \Phi(\lambda, k ; a)\right\}_{\lambda=\lambda_{0}}  \tag{4.2.11}\\
& =\left\{\left(2 \lambda+\kappa_{0}, \kappa_{0}\right) \Gamma_{\kappa_{0}}(\lambda, k)\right\}_{\lambda=\lambda_{0}} \cdot \Phi\left(\lambda_{0}+\kappa_{0}, k ; a\right)
\end{align*}
$$

Proof. Take $d(\lambda, k)=\left(2 \lambda+\kappa_{0}, \kappa_{0}\right)$ in the previous corollary and $U$ a small neighborhood of $\left(\lambda_{0}, k\right) \in \mathfrak{h}^{*} \times K$ (some $\left.k \in K\right)$. Now the recurrence relations (4.2.6) for the coefficients of the Harish-Chandra series (4.2.4) were derived from the differential equation

$$
\begin{equation*}
M L(k) \Phi(\lambda, k ; a)=(\lambda, \lambda) \Phi(\lambda, k ; a) \tag{4.2.12}
\end{equation*}
$$

Observe that with our choice of $d(\lambda, k)$ we have

$$
\left\{d(\lambda, k) \Gamma_{\kappa}(\lambda, k)\right\}_{\lambda=\lambda_{0}}=0 \quad \forall \kappa \leq 0 \text { with } \kappa \notin \kappa_{0}
$$

Hence $\{d(\lambda, k) \Phi(\lambda, k ; a)\}_{\lambda=\lambda_{0}}$ is a multiple of $\Phi\left(\lambda_{0}+\kappa_{0}, k ; a\right)$.
Since the algebra $\mathbb{D}(k)$ is commutative it is immediate that the HarishChandra series (4.2.4) is in fact a solution of the full system (4.1.1) of hypergeometric differential equations. With the equivalence of (4.1.1) and (4.2.3) in mind we can therefore say that the exponents at infinity of (4.1.1) are of the form

$$
\begin{equation*}
w \lambda-\rho(k) \quad \text { for } w \in W \tag{4.2.13}
\end{equation*}
$$

and the Harish-Chandra series $\Phi(w \lambda ; k ; a)$ are the series solutions of (4.1.1) with leading exponent $w \lambda-\rho(k), w \in W$.

Proposition 4.2.5. The Harish-Chandra series $\Phi(\lambda, k ; a)$ is a meromorphic function on $\mathfrak{h}^{*} \times K \times A_{+}$with simple poles along hyperplanes of the form

$$
\begin{equation*}
\left(\lambda, \alpha^{\vee}\right)=j \quad \text { for some } \alpha \in R_{+}, \text {some } j \in \mathbb{N}=\{1,2, \ldots\} \tag{4.2.14}
\end{equation*}
$$

Proof. The fact that for certain $\lambda \in \mathfrak{h}^{*}$ (cf. (4.2.7)) the recurrence relations break down is the phenomenon of logarithmic terms caused by the differences of exponents being integers. In our notation this amounts to

$$
\begin{equation*}
\lambda-w \lambda \in Q \quad \text { for some } w \in W, w \neq 1 \tag{4.2.15}
\end{equation*}
$$

However, the only $w \in W$ in (4.2.15) which matter are those for which (4.2.15) is a codimension one condition on $\lambda \in \mathfrak{h}^{*}$, i.e., $w=r_{\alpha}$ for some $\alpha \in R$. Hence the condition (4.2.15) becomes

$$
\begin{equation*}
\left(\lambda, \alpha^{\vee}\right) \in \mathbb{Z} \quad \text { for some } \alpha \in R \tag{4.2.16}
\end{equation*}
$$

and combined with (4.2.7) the proposition follows.
Apparently for those $\kappa<0$ not of the form $\kappa=-j \alpha$ for some $\alpha \in R_{+}$ and $j \in \mathbb{N}$ the right-hand side of (4.2.6) is divisible by the linear function $(2 \lambda+\kappa, \kappa)$.

Corollary 4.2.6. If $\left(\lambda, \alpha^{\vee}\right) \notin \mathbb{Z}$ for all $\alpha \in R$ then the Harish-Chandra series

$$
\begin{equation*}
\Phi(w \lambda, k ; a) \quad \text { for } w \in W \tag{4.2.17}
\end{equation*}
$$

are a basis for the solution space of the system of hypergeometric differential equations (4.1.1) on $A_{+}$.

Proof. This follows from Corollary 4.1 .8 and the above since Harish-Chandra series with different leading exponents are clearly linearly independent over $\mathbb{C}$.

### 4.3. The monodromy representation

The system of hypergeometric differential equations (4.1.1) is invariant under $W$, and hence can be viewed as a system on the space $W \backslash H \cong \mathbb{C}^{n}$ (cf. Remark 1.3.15). As such it has singular points at infinity and along the discriminant $D=0$, where $D(z)=\Delta(h)^{2}$ with $z_{j}=M\left(\lambda_{j}\right)$. We start by describing the fundamental group of the regular orbit space $W \backslash H^{\text {reg }} \cong$ $\mathbb{C}^{n} \backslash\{D=0\}$. Fix a base point $a_{0} \in A_{+}$and let $z_{0}=W a_{0}$ the corresponding point in $\mathbb{C}^{n}$.

Definition 4.3.1. Let $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ be the basis of simple roots for $R_{+}^{0}=$ $R_{+} \backslash \frac{1}{2} R$, and let $r_{j} \in W$ denote the corresponding simple reflections. For $j=1, \ldots, n$ define curves $G_{j}, L_{j}$ in $H^{\mathrm{reg}}$ by

$$
\begin{align*}
& G_{j}(t)=\exp \left\{(1-t) \log a_{0}+t r_{j} \log a_{0}+\varepsilon(t) 2 \pi i \alpha_{j}^{\vee}\right\}  \tag{4.3.1}\\
& L_{j}(t)=\exp \left\{\log a_{0}+2 \pi i t \alpha_{j}^{\vee}\right\} \tag{4.3.2}
\end{align*}
$$

where $t \in[0,1]$ and $\varepsilon:[0,1] \rightarrow\left[0, \frac{1}{2}\right)$ a continuous function with $\varepsilon(0)=$ $\varepsilon(1)=0$ and $\varepsilon\left(\frac{1}{2}\right)>0$ (for example take $\varepsilon(t)=\frac{1}{4} \sin \pi t$ ).

Note that $\Pi_{1}\left(H, a_{0}\right) \cong 2 \pi i Q^{\vee}$ is a free abelian group on the generators $L_{1}, \ldots, L_{n}$. Write $g_{1}, \ldots, g_{n}, l_{1}, \ldots, l_{n} \in \Pi_{1}\left(W \backslash H^{\text {reg }}, z_{0}\right)$ for the corresponding closed curves in $W \backslash H^{\text {reg }}$ with base point $z_{0}$.

Theorem 4.3.2. The fundamental group $\Pi_{1}\left(W \backslash H^{\mathrm{reg}}, z_{0}\right)$ has a presentation with generators $g_{1}, \ldots, g_{n}, l_{1}, \ldots, l_{n}$, and relations

$$
\begin{array}{lll}
\text { (4.3.3) } & g_{i} g_{j} g_{i} \ldots=g_{j} g_{i} g_{j} & 1 \leq i \neq j \leq n, m_{i j} \text { factors on both sides } \\
\text { (4.3.4) } & l_{i} l_{j}=l_{j} l_{i} & 1 \leq i, j \leq n  \tag{4.3.4}\\
\text { (4.3.5) } & g_{i} l_{j}=l_{j} l_{i}^{r} g_{i} l_{i}^{-r} & 1 \leq i \neq j \leq n, n_{i j}=-2 r \text { even } \\
\text { (4.3.6) } & g_{i} l_{j}=l_{j} l_{i}^{r+1} g_{i} l_{i}^{-r} & 1 \leq i \neq j \leq n, n_{i j}=-(2 r+1) \text { odd, }
\end{array}
$$

where $m_{i j}=\left(\alpha_{i}, \alpha_{j}^{\vee}\right)\left(\alpha_{i}^{\vee}, \alpha_{j}\right)$ is the order of $r_{i} r_{j} \in W$ and $n_{i j}=\left(\alpha_{i}, \alpha_{j}^{\vee}\right)$ are the Cartan integers.

Remark 4.3.3. For $x \in Q^{\vee}$ of the form $x=m_{1} \alpha_{1}^{\vee}+\cdots+m_{n} \alpha_{n}^{\vee}$ we write $l_{x}=l_{1}^{m_{1}} \ldots l_{n}^{m_{n}} \in \Pi_{1}\left(W \backslash H^{\text {reg }}, z_{0}\right)$. Then it is easy to see that

$$
\begin{array}{ll}
l_{x} l_{y}=l_{y} l_{x} & \text { for all } x, y \in Q^{\vee} \\
g_{j} l_{x}=l_{x} g_{j} & \text { if }\left(x, \alpha_{j}\right)=0 \\
g_{j} l_{r_{j}(x)}=l_{x} g_{j} & \text { if }\left(x, \alpha_{j}\right)=1 \tag{4.3.9}
\end{array}
$$

Remark 4.3.4. Suppose $R$ is irreducible with highest root $\alpha_{0}$. If $r_{\alpha_{0}}=$ $r_{i_{1}} \ldots r_{i_{p}} \in W$ is a reduced expression then let $g_{0} \in \Pi_{1}\left(W \backslash H^{\text {reg }}, z_{0}\right)$ be defined by

$$
\begin{equation*}
l_{\alpha_{0}^{\vee}}=g_{0} g_{i_{1}} \ldots g_{i_{p}} \tag{4.3.10}
\end{equation*}
$$

One can show that $\Pi_{1}\left(W \backslash H^{\text {reg }}, z_{0}\right)$ has another presentation with generators $g_{0}, g_{1}, \ldots, g_{n}$ and relations
$g_{i} g_{j} g_{i} \ldots=g_{j} g_{i} g_{j} \ldots \quad 0 \leq i \neq j \leq n, m_{i j}$ factors on both sides,
where $m_{i j}=\left(\alpha_{i}, \alpha_{j}^{\vee}\right)\left(\alpha_{i}^{\vee}, \alpha_{j}\right)$ as before. Note that the situation is similar as for the affine Weyl group, which on the one hand has a Coxeter presentation on $(n+1)$ generators and on the other hand is a semidirect product of the finite Weyl group and its translation lattice $2 \pi i Q^{\vee}$.

We do not prove the above results, but instead make some references to the literature. The presentation (4.3.11) is due to Nguyên Viêt Dung and was inspired by the work of Brieskorn [54, 8]. Theorem 4.3.2 is due to Van der Lek and Looijenga. See [44] for a description of the results and [45] for the proofs. The work of Van der Lek was inspired by Deligne's paper on braid groups [14].

Proposition 4.3.5. If $\alpha_{j}\left(Q^{\vee}\right)=\mathbb{Z}$ then $l_{j} g_{j}^{-1}$ and $g_{j}$ are conjugate inside $\Pi_{1}\left(W \backslash H^{\mathrm{reg}}, z_{0}\right)$. If $R^{0}$ is irreducible and $\alpha_{j}$ a long simple root then $l_{j} g_{j}^{-1}$ and $g_{0}$ are conjugate inside $\Pi_{1}\left(W \backslash H^{\text {reg }}, z_{o}\right)$.
Proof. Suppose $\left(x, \alpha_{j}\right)=1$ for some $x \in Q^{\vee}$. Using (4.3.9) we get

$$
l_{x} g_{j} l_{-x}=l_{x} l_{-r_{j}(x)} g_{j}^{-1}=l_{j} g_{j}^{-1}
$$

which proves the first statement. For the second statement observe that we can choose a sequence $j_{1}=j, j_{2}, \ldots, j_{p} \in\{1, \ldots, n\}$ with

$$
\begin{aligned}
& \beta_{i}^{\vee}=\alpha_{j_{1}}^{\vee}+\cdots+\alpha_{j_{i}}^{\vee} \\
& \left(\beta_{i}^{\vee}, \alpha_{j_{i+1}}\right)=-1 \Longleftrightarrow r_{j_{i+1}}\left(\beta_{i}^{\vee}\right)=\beta_{i+1}^{\vee} \\
& \beta_{p}^{\vee}=\alpha_{0}^{\vee}
\end{aligned}
$$

Now $r_{\beta_{i+1}}=r_{j_{i+1}} r_{\beta_{i}} r_{j_{i+1}}$ and $l\left(r_{\beta_{i+1}}\right)=l\left(r_{\beta_{i}}\right)+2$. Hence the expression $r_{\alpha_{0}}=r_{j_{p}} \ldots r_{j_{2}} r_{j_{1}} r_{j_{2}} \ldots r_{j_{p}}$ is reduced, and using (4.3.9) it is easily seen that

$$
g_{0}=l_{\beta_{p}^{\vee}} g_{j_{p}}^{-1} \ldots g_{j_{1}}^{-1} \ldots g_{j_{p}}^{-1}=g_{j_{p}} \ldots g_{j_{2}}\left(l_{j} g_{j}^{-1}\right) g_{j_{2}}^{-1} \ldots g_{j_{p}}^{-1}
$$

which proves the second statement.
Denote by $V(\lambda, k)$ the local solution space of (4.1.1) around the point $a_{0} \in$ $A_{+}$or equivalently on $A_{+}$by analytic continuation. We write

$$
\begin{equation*}
M(\lambda, k): \Pi_{1}\left(W \backslash H^{\mathrm{reg}}, z_{0}\right) \rightarrow G L(V(\lambda, k)) \tag{4.3.12}
\end{equation*}
$$

for the monodromy representation. Assuming that $\lambda \in \mathfrak{h}^{*}$ satisfies the condition

$$
\begin{equation*}
\left(\lambda, \alpha^{\vee}\right) \notin \mathbb{Z} \quad \forall \alpha \in R \tag{4.3.13}
\end{equation*}
$$

it follows from Corollary 4.2 .6 that the Harish-Chandra series $\Phi(w \lambda, k ; a)$, $w \in W$ are a basis for the solution space $V(\lambda, k)$ and

$$
\begin{equation*}
M(\lambda, k)\left(l_{x}\right) \Phi(w \lambda, k ; a)=e^{2 \pi i(w \lambda-\rho(k), x)} \Phi(w \lambda, k ; a) \tag{4.3.14}
\end{equation*}
$$

which implies that the Harish-Chandra series $\Phi(w \lambda, k ; a), w \in W$ are the up to a constant unique simultaneous eigenvectors for the monodromy operators $M(\lambda, k)\left(l_{x}\right), x \in Q^{\vee}$. Using (4.3.8) it is clear that the two-dimensional subspace

$$
\begin{equation*}
\operatorname{span}\left\{\Phi(w \lambda, k ; a), \Phi\left(r_{j} w \lambda, k ; a\right)\right\} \tag{4.3.15}
\end{equation*}
$$

of $V(\lambda, k)$ is invariant under the monodromy operator $M(\lambda, k)\left(g_{j}\right)$.

Theorem 4.3.6. If $\lambda \in \mathfrak{h}^{*}$ satisfies (4.3.13) then the solution

$$
\begin{equation*}
\widetilde{c}(w \lambda, k) \Phi(w \lambda, k ; a)+\widetilde{c}\left(r_{j} w \lambda, k\right) \Phi\left(r_{j} w \lambda, k ; a\right) \tag{4.3.16}
\end{equation*}
$$

is an eigenvector for the monodromy operator $M(\lambda, k)\left(g_{j}\right)$ with the eigenvalue 1 .

Proof. Observe that the system (4.1.1) can be brought in the equivalent form (4.2.3) in which it has regular singular points at infinity. Taking boundary values along hyperplanes at infinity is an operation that commutes with monodromy along these hyperplanes. This allows induction on the dimension $n$, and the situation ultimately reduces to rank one. In this case $R_{+}=\left\{\frac{1}{2} \alpha, \alpha\right\}$ and the differential equation (4.1.1) becomes the ordinary hypergeometric differential equation with solution $F(a, b, c ; z)$ with $a=\left(\lambda+\rho(k), \alpha^{\vee}\right), b=\left(-\lambda+\rho(k), \alpha^{\vee}\right), c=\frac{1}{2}+k_{\frac{1}{2} \alpha}+k_{\alpha}$, and $z=$ $\frac{1}{2}-\frac{1}{4}\left(e^{\frac{1}{2} \alpha}+e^{-\frac{1}{2} \alpha}\right)$. The theorem follows in this case from Kummer's identity

$$
\begin{equation*}
F(a, b, c ; z)=c(\lambda, k) \Phi(\lambda, k ; z)+c(-\lambda, k) \Phi(-\lambda, k ; z) \tag{4.3.17}
\end{equation*}
$$

by analytic continuation of $z$ along the negative real axis. Here

$$
\begin{aligned}
& c(\lambda, k)=\frac{2^{2 a} \Gamma(c) \Gamma(b-a)}{\Gamma(b) \Gamma(c-a)} \\
& \Phi(\lambda, k ; z)=2^{-2 a}(-z)^{-a} F\left(a, 1+a-c, 1+a-b ; z^{-1}\right)
\end{aligned}
$$

and the same expressions for $c(-\lambda, k)$ and $\Phi(-\lambda, k ; z)$ with $a$ and $b$ interchanged in these formulas.

Corollary 4.3.7. For $k \in K$ let $k^{\prime} \in K$ be defined by

$$
\begin{equation*}
k_{\alpha}^{\prime}=1-k_{\alpha} \text { for } \alpha \in R^{0}, \quad k_{\alpha}^{\prime}=-k_{\alpha} \text { for } \alpha \in R \cap \frac{1}{2} R . \tag{4.3.18}
\end{equation*}
$$

If $\lambda \in \mathfrak{h}^{*}$ satisfies (4.3.13) then the solution

$$
\begin{equation*}
\widetilde{c}\left(w \lambda, k^{\prime}\right) \Phi(w \lambda, k ; a)+\widetilde{c}\left(r_{j} w \lambda, k^{\prime}\right) \Phi\left(r_{j} w \lambda, k ; a\right) \tag{4.3.19}
\end{equation*}
$$

is an eigenvector for the monodromy operator $M(\lambda, k)\left(g_{j}\right)$ with eigenvalue $-e^{2 \pi i\left(k_{\frac{1}{2} \alpha_{j}}+k_{\alpha_{j}}\right)}$.

Proof. Since the right-hand side of (2.1.9) is invariant under the substitution $k \mapsto k^{\prime}$ we get

$$
\begin{equation*}
\delta(k ; a)^{\frac{1}{2}} \Phi(w \lambda, k ; a)=\delta\left(k^{\prime} ; a\right)^{\frac{1}{2}} \Phi\left(w \lambda, k^{\prime} ; a\right) \tag{4.3.20}
\end{equation*}
$$

and since

$$
\begin{equation*}
\delta\left(k^{\prime} ; a\right)^{-\frac{1}{2}} \delta(k ; a)^{\frac{1}{2}}=\Delta(a) \delta(k ; a) \tag{4.3.21}
\end{equation*}
$$

transforms by the factor $-e^{-2 \pi i\left(k_{\frac{1}{2} \alpha_{j}}+k_{\alpha_{j}}\right)}$ under monodromy along the loop $g_{j}$, the result follows from Theorem 4.3.6.

Corollary 4.3.8. The monodromy operators given by $M(\lambda, k)\left(g_{j}\right)$ and $M(\lambda, k)\left(l_{j} g_{j}^{-1}\right)$ satisfy in $\operatorname{End}(V(\lambda, k))$ the quadratic relations

$$
\begin{align*}
& \left(M(\lambda, k)\left(g_{j}\right)-1\right)\left(M(\lambda, k)\left(g_{j}\right)+e^{2 \pi i\left(k_{\frac{1}{2} \alpha_{j}}+k_{\alpha_{j}}\right)}\right)=0  \tag{4.3.22}\\
& \left(M(\lambda, k)\left(l_{j} g_{j}^{-1}\right)-1\right)\left(M(\lambda, k)\left(l_{j} g_{j}^{-1}\right)+e^{2 \pi i k_{\alpha_{j}}}\right)=0 . \tag{4.3.23}
\end{align*}
$$

In particular the monodromy representation (4.3.12) of the affine braid group $\Pi_{1}\left(W \backslash H^{\mathrm{reg}}, z_{0}\right)$ factors through a representation of the affine Hecke algebra.

Proof. Relation (4.3.22) is immediate from Theorem 4.3.6 and Corollary 4.3.7. Relation (4.3.23) can be derived along the same lines by working in Theorem 4.3.6 and Corollary 4.3 .7 with the loop $l_{j} g_{j}^{-1}$ instead of $g_{j}$. Note that in the rank one reduction the loop $l_{j} g_{j}^{-1}$ goes once around the point $z=1$ in the negative direction whereas the loop $g_{j}$ goes once around $z=0$ in the negative direction. The exponents of the hypergeometric function $F(a, b, c ; z)$ at the point $z=0$ are $0,1-c$ and at the point $z=1$ are $0, c-a-b$. With the notation as in the proof of Theorem 4.3.6 we have $1-c=\frac{1}{2}-k_{\frac{1}{2} \alpha}-k_{\alpha}$ and $c-a-b=\frac{1}{2}-k_{\alpha}$ and (4.3.23) follows. Note that in case $\alpha_{j}\left(Q^{\vee}\right)=\mathbb{Z}$ we have $k_{\frac{1}{2} \alpha_{j}}=0$ and (4.3.22) and (4.3.23) are compatible in accordance with Proposition 4.3.5. The last statement that the monodromy representation factors through a representation of the affine Hecke algebra follows from Proposition 4.3 .5 and the definition of the Hecke algebra associated with a Coxeter group (see [7]).

Corollary 4.3.9. If $\lambda \in \mathfrak{h}^{*}$ satisfies (4.3.13) then the solution

$$
\begin{equation*}
\widetilde{F}(\lambda, k ; a)=\sum_{w \in W} \widetilde{c}(w \lambda, k) \Phi(w \lambda, k ; a) \tag{4.3.24}
\end{equation*}
$$

is a simultaneous eigenvector for the monodromy operators $M(\lambda, k)\left(g_{j}\right)$ with eigenvalue 1 for $j=1, \ldots, n$. In other words the function (4.3.24) has an analytic continuation from $A_{+}$to a single-valued $W$-invariant function on $U \cap H^{\text {reg }}$, where $U$ is a $W$-invariant tubular neighborhood of $A$ in $H$.

Proof. Clear from Theorem 4.3.6.

Proposition 4.3.10. Suppose $\lambda \in \mathfrak{h}^{*}$ satisfies both (4.3.13) and

$$
\begin{equation*}
\left(\lambda, \alpha^{\vee}\right)+\frac{1}{2} k_{\frac{1}{2} \alpha}+k_{\alpha} \notin \mathbb{Z} \quad \forall \alpha \in R . \tag{4.3.25}
\end{equation*}
$$

Then the monodromy representation (4.3.12) is irreducible.
Proof. If both (4.3.13) and (4.3.25) hold then $\widetilde{c}(w \lambda, k) \neq 0$ for all $w \in W$. Now it is clear from Theorem 4.3 .6 that the two-dimensional representation on the space (4.3.15) of the group generated by $M(\lambda, k)\left(l_{x}\right), x \in Q^{\vee}$ and $M(\lambda, k)\left(g_{j}\right)$ is irreducible. From this it easily follows that the full representation (4.3.12) is irreducible.

Theorem 4.3.11. The system (4.1.1) has regular singular points along the discriminant $D=0$. Moreover the exponents along the image of the subtorus $\left\{a \in A ; a^{\alpha}=1\right\}$ in $W \backslash H \cong \mathbb{C}^{n}$ are of the form 0 and $\frac{1}{2}-k_{\frac{1}{2} \alpha}-k_{\alpha}$ both with multiplicity equal to $\frac{1}{2} d, d=|W|$.

Proof. In case $k_{\alpha}=0 \forall \alpha \in R$ this is obvious. Indeed viewing the system on $H$ (rather than $W \backslash H$ ) the points $\{h \in H ; \Delta(h)=0\}$ are just regular points, and hence on $W \backslash H$ the points $\{D=0\}$ become regular singular points. Observe that for $l \in \mathbb{Z}_{-} \cdot B$ the lowering operator $G_{-}(l)$ of Theorem 3.4.3 lies in the Weyl algebra $\mathbb{C}\left[z_{1}, \ldots, z_{n}, \frac{\partial}{\partial z_{1}}, \ldots, \frac{\partial}{\partial z_{n}}\right]$ and satisfies

$$
\begin{equation*}
G_{-}(l) \tilde{F}(\lambda, k ; a)=\tilde{F}(\lambda, k+l ; a) \tag{4.3.26}
\end{equation*}
$$

Hence for $\lambda \in \mathfrak{h}^{*}$ satisfying (4.3.13) and (4.3.25) we conclude from Proposition (4.3.25) that

$$
G_{-}(l): V(\lambda, k) \rightarrow V(\lambda, k+l)
$$

is a linear isomorphism. In particular if the system is regular singular along $D=0$ for some $(\lambda, k)$ then it remains regular singular along $D=0$ for $(\lambda, k+l)$. The conclusion is that the system (4.1.1) is regular singular along $D=0$ for all $(\lambda, l) \in \mathfrak{h}^{*} \times K$ with $\lambda$ satisfying (4.3.13) and $l \in \mathbb{Z}_{-} \cdot B$. However, this is a Zariski-dense subset of $\mathfrak{h}^{*} \times K$, and since the coefficients of the system (4.1.1) are polynomial in $(\lambda, k) \in \mathfrak{h}^{*} \times K$ the first statement follows. The second statement follows from the single differential equation

$$
M L(k) u=(\lambda, \lambda) u
$$

contained in (4.1.1).

Remark 4.3.12. If $\alpha\left(Q^{\vee}\right)=2 \mathbb{Z}$ for some $\alpha \in R$ then (the image under the $\operatorname{map} H \rightarrow W \backslash H \cong \mathbb{C}^{n}$ of) the variety $\left\{h \in H ; h^{\alpha}=1\right\}$ has two connected components, $\left\{h \in H ; h^{\frac{1}{2} \alpha}=1\right\}$ and $\left\{h \in H h^{\frac{1}{2} \alpha}=-1\right\}$. Along the former, going through the identity element, the system (4.1.1) has exponents 0 and $\frac{1}{2}-k_{\frac{1}{2} \alpha}-k_{\alpha}$, and along the latter 0 and $\frac{1}{2}-k_{\alpha}$. In both cases each exponent has multiplicity $\frac{1}{2} d$. This is in accordance with Corollary 4.3.8.

Corollary 4.3.13. The function (4.3.24) has an analytic continuation to a single-valucd $\mathrm{II}^{-}$-incariant holomorphic function on a $W$-invariant tubular neighborhood $L$ of $A$ in $H$.

Proof. Clear from Corollary 4.3.9 and Theorem 4.3.11.
Theorem 4.3.14. The function $\widetilde{F}(\lambda, k ; h)$ given by (4.3.24) is a holomorphic function of

$$
(\lambda, k, h) \in \mathfrak{h}^{*} \times K \times U
$$

with $U$ a $W$-invariant tubular neighborhood of $A$ in $H$. It satisfies

$$
\begin{array}{ll}
\tilde{F}(w \lambda, k ; h)=\widetilde{F}(\lambda, k ; h) & \text { for all } w \in W \\
\widetilde{F}(\lambda, k ; w h)=\widetilde{F}(\lambda, k ; h) & \text { for all } w \in W \tag{4.3.28}
\end{array}
$$

and $(\lambda, k, h) \in \mathfrak{h}^{*} \times K \times U$.
Proof. Everything is clear except that the word holomorphic should be replaced by meromorphic with simple poles along hyperplanes of the form $\left(\lambda, \alpha^{\vee}\right) \in \mathbb{Z}$ for some $\alpha \in R$. Using (4.3.27) it is clear that the simple
poles along hyperplanes of the form $\left(\lambda, \alpha^{\vee}\right)=0$ for some $\alpha \in R$ are all removable. Fix $\alpha \in R_{+}, j \in \mathbb{N}$ and put $\kappa_{0}=-j \alpha<0$. Let $\lambda_{0} \in \mathfrak{h}^{*}$ with $\left(2 \lambda_{0}+\kappa_{0}, \kappa_{0}\right)=0 \Longleftrightarrow\left(\lambda_{0}, \alpha^{\vee}\right)=j$ but $\lambda_{0}$ on none of the other hyperplanes $(2 \lambda+\kappa, \kappa)=0$ with $\kappa \neq \kappa_{0}, \kappa \in \mathbb{Z} \beta$ for some $\beta \in R$. We claim that for $a \in A_{+}$the residue

$$
\operatorname{Res}_{\lambda_{0}}\{\tilde{F}(\lambda, k ; a)\}:=\lim _{\lambda \rightarrow \lambda_{0}}\left\{\left(2 \lambda+\kappa_{0}, \kappa_{0}\right) \tilde{F}(\lambda, k ; a)\right\}
$$

of $\widetilde{F}(\lambda, k ; a)$ along $\left(2 \lambda+\kappa_{0}, \kappa_{0}\right)=0$ vanishes at $\lambda_{0}$. If we can prove this the theorem will follow from Hartogs extension theorem.

Using (4.3.11) we get

$$
\operatorname{Res}_{\lambda_{0}}\{\widetilde{F}(\lambda, k ; a)\}=\sum_{w \in W, w(\alpha)<0} d\left(w, \lambda_{0}, k\right) \Phi\left(w \lambda_{0}, k ; a\right)
$$

as a sum of $\frac{1}{2} d$ Harish-Chandra series with coefficients

$$
d\left(w, \lambda_{0}, k\right)=\lim _{\lambda \rightarrow \lambda_{0}}\left(2 \lambda+\lambda+\kappa_{0}, \kappa_{0}\right)\left\{\widetilde{c}\left(w r_{\alpha} \lambda, k\right) \Gamma_{\kappa_{0}}\left(w r_{\alpha} \lambda, k\right)+\widetilde{c}(w \lambda, k)\right\}
$$

being holomorphic in $\left(\lambda_{0}, k\right)$. On the other hand, we have that the residue $\operatorname{Res}_{\lambda_{0}}\{\tilde{F}(\lambda, k ; a)\} \in V\left(\lambda_{0}, k\right)$ remains a solution which is a simultaneous eigenvector of $M\left(\lambda_{0}, k\right)\left(g_{j}\right)$ with eigenvalue 1 . Arguing as in the proof of Theorem 4.3.6 this leads by rank one reduction to a contradiction unless all coefficients $d\left(w, \lambda_{0}, k\right)=0$.

### 4.4. The hypergeometric function

Definition 4.4.1. The function

$$
\begin{equation*}
F(\lambda, k ; a)=\sum_{w \in W} c(w \lambda, k) \Phi(w \lambda, k ; a) \tag{4.4.1}
\end{equation*}
$$

is called the hypergeometric function associated with $R$. Here $c(\lambda, k)$ is defined by (3.4.3).

Theorem 4.4.2. With $S \subset K$ defined by

$$
\begin{equation*}
S=\left\{\text { pole locus of the meromorphic function } \frac{1}{\widetilde{c}(\rho(k), k)}\right\} \tag{4.4.2}
\end{equation*}
$$

the hypergeometric function $F(\lambda, k ; a)$ is a holomorphic function on

$$
\begin{equation*}
\mathfrak{h}^{*} \times(K \backslash S) \times U \tag{4.4.3}
\end{equation*}
$$

with $U$ a $W$-invariant tubular neighborhood of $A$ in $H$ and satisfies

$$
\begin{array}{ll}
F(w \lambda, k ; a)=F(\lambda, k ; a) & \text { for all } w \in W \\
F(\lambda, k ; w a)=F(\lambda, k ; a) & \text { for all } w \in W \tag{4.4.5}
\end{array}
$$

and $(\lambda, k, a)$ in the set (4.4.3).
Proof. This is immediate from Theorem 4.3.14 and the definition of the $c$-function.

Remark 4.4.3. From the definition of the $\widetilde{c}$-function it is easy to see that the open set $K \backslash S$ contains the closed set

$$
\begin{equation*}
\left\{k \in K ; \operatorname{Re}\left(k_{\frac{1}{2} \alpha}+k_{\alpha}\right) \geq 0 \quad \forall \alpha \in R^{0}\right\} \tag{4.4.6}
\end{equation*}
$$

which in turn contains the closed set $\mathbb{C}_{+} \cdot B$ with $B$ the basis of Definition 3.4.1 and $\mathbb{C}_{+}=\{z \in \mathbb{C} ; \operatorname{Re}(z) \geq 0\}$.

Proposition 4.4.4. We have $F(\lambda, 0 ; e)=1$ for all $\lambda \in \mathfrak{h}^{*}$.
Proof. Since $\widetilde{c}(\lambda, 0)=1$ we have

$$
\widetilde{F}(\lambda, 0 ; a)=\sum_{w \in W} a^{w \lambda}
$$

for $a \in A$ and $\lambda \in \mathfrak{h}^{*}$. Using (3.5.14) we have

$$
\lim _{k \rightarrow 0} \widetilde{c}(\rho(k), k)=|W|
$$

and hence

$$
F(\lambda, 0 ; a)=\frac{1}{|W|} \sum_{w \in W} a^{w \lambda}
$$

from which the proposition follows immediately.

Theorem 4.4.5. For $l \in \mathbb{Z} \cdot B$ and $k \in K$ with $k, k+l \notin S$ we have

$$
\begin{equation*}
F(\lambda, k ; e)=F(\lambda, k+l ; e) \tag{4.4.7}
\end{equation*}
$$

Proof. For $l \in \mathbb{Z}_{-} \cdot B, k \in K$ with $k, k+l \notin S$ we apply Corollary 3.6 .5 with $F=F(\lambda, k ; a)$. From (4.3.26) we get

$$
\begin{equation*}
G_{-}(l) F(\lambda, k ; a)=\frac{\widetilde{c}(\rho(k+l), k+l)}{\widetilde{c}(\rho(k), k)} F(\lambda, k+l ; a) \tag{4.4.8}
\end{equation*}
$$

and the theorem follows from (3.6.12) and Corollary 3.6.7.

Corollary 4.4.6. For $k \in \mathbb{Z} \cdot B$ with $k_{\frac{1}{2} \alpha}+k_{\alpha} \geq 0 \forall \alpha \in R^{0}$ we have

$$
\begin{equation*}
F(\lambda, k ; e)=1 \tag{4.4.9}
\end{equation*}
$$

for all $\lambda \in \mathfrak{h}^{*}$.
Proof. This is clear from the previous remark, proposition, and theorem.

Observe that for $\lambda \in P_{+}$and $k_{\alpha} \geq 0 \forall \alpha \in R$ we have

$$
\begin{equation*}
F(\lambda+\rho(k), k ; a)=c(\lambda+\rho(k), k) P(\lambda, k ; a) \tag{4.4.10}
\end{equation*}
$$

For the normalization problem at the identity element of Jacobi polynomials as given in Theorem 3.6.6 the extension from integral $K$ to real $k$ was obvious (see the last sentence of the proof of Theorem 3.6.6). For the normalization problem at the identity of the hypergeometric function as given by (4.4.9) the extension from integral $k$ to real $k$ is more subtle. The analysis in this case has been carried out by Opdam [61, 62]. The result is as follows. For the proof we refer to these papers.

Theorem 4.4.7. For $\lambda \in \mathfrak{h}^{*}$ and $k \in K \backslash S$ we have

$$
\begin{equation*}
F(\lambda, k, e)=1 \tag{4.4.11}
\end{equation*}
$$

## Notes for Chapter 4

The hypergeometric function studied in this chapter is a generalization of the spherical function for a real semisimple Lie group in a sense which will be explained in the next chapter. Essentially all the results obtained here go back in the case of spherical functions to the pioneering papers [28, 24]. Whereas in the case of spherical functions on a real semisimple Lie group one has both differential and integral operators at hand we have in the case of hypergeometric functions only the differential equations available. Certain results which are fairly obvious from the integral aspect require here longer proofs. Of course one expects the integral theory of spherical functions to have an appropriate generalization to the context of hypergeometric functions but this remains a project for future research. See [5] for the root system $A_{2}$.

The theory of differential equations in several variables with regular singular points was developed most elegantly by Deligne [14, 50] and its applicability to the situation of spherical functions was stressed in [10]. The observation that the monodromy representation of the affine braid group factor through a representation of the affine Hecke algebra as stated in Corollary 4.3 .8 was made in $[34,30,31]$. This seems to be a new result even in the case of spherical functions on a real semisimple Lie group.

The hypergeometric function of this chapter was introduced in [34] under the assumption of the existence of the hypergeometric differential, which was only known at that time for some root systems. Subsequently the hypergeometric function was constructed in [30] from its monodromy using the Riemann-Hilbert correspondence, at least for generic parameters. The analytic continuation in the parameters was exhibited in [59], and from this the existence of the hypergeometric differential equations was derived. Later the existence of the hypergeometric differential equations was proved by elementary means in [33].

## CHAPTER 5

## Spherical functions of type $\chi$ on a Riemannian symmetric space

### 5.1. The Harish-Chandra isomorphism

Suppose $G_{c}$ is a connected simply connected complex semisimple Lie group and $G \subset G_{c}$ a real form. Let $K \subset G$ be a maximal compact subgroup and

$$
\begin{equation*}
\chi: K \rightarrow \mathbb{C}^{\times} \tag{5.1.1}
\end{equation*}
$$

a one-dimensional representation. Of course if the symmetric space $G / K$ is irreducible then we have necessarily $\chi=1$ unless $G / K$ is of Hermitian type in which case the set of such $\chi$ 's is parameterized by $\mathbb{Z}$. For $f \in C^{\infty}(G)$ and $X_{1}, \ldots X_{N} \in \mathfrak{g}$ ( $\mathfrak{g}$ is the Lie algebra of $G$ ) we put

$$
\begin{align*}
& \left(X_{1} \ldots X_{N} f\right)(g) \\
& \quad=\left\{\frac{\partial^{N}}{\partial t_{1} \ldots \partial t_{N}} f\left(g \exp t_{1} X_{1} \ldots \exp t_{N} X_{N}\right)\right\}_{t_{1}=\ldots=t_{N}=0} \tag{5.1.2}
\end{align*}
$$

which means that the elements of the Lie algebra $\mathfrak{g}$ and its universal enveloping algebra $U(\mathfrak{g})$ are considered as left-invariant differential operators on $G$.

We write

$$
\begin{equation*}
C^{\infty}(G / K ; \chi)=\left\{f \in C^{\infty}(G) ; f(g k)=\chi(k)^{-1} f(g) \forall k \in K\right\} \tag{5.1.3}
\end{equation*}
$$

and think of these functions geometrically as sections in a homogeneous line bundle $L(\chi) \rightarrow G / K$. For $f \in C^{\infty}(G / K ; \chi)$ and $z \in U(\mathfrak{g})^{K}:=$ \{invariants in $U(\mathfrak{g})$ for the adjoint action of $K\}$ it is clear that $z f \in$ $C^{\infty}(G / K ; \chi)$. Moreover $z f$ depends only on the class $D_{z}$ of $z$ modulo $U(\mathfrak{g})^{K} \cap \sum_{X \in \mathfrak{e}} U(\mathfrak{g})(X+\chi(X))$. Here we write $\mathfrak{k}$ for the Lie algebra of $K$ and $\chi: \mathfrak{k} \rightarrow \mathbb{C}$ for the Lie algebra representation associated with (5.1.1).

Proposition 5.1.1. The natural map identifies

$$
\begin{equation*}
\mathbb{D}(\chi):=U(\mathfrak{g})^{K} / U(\mathfrak{g})^{K} \cap \sum_{X \in \mathfrak{t}} U(\mathfrak{g})(X+\chi(X)) \tag{5.1.4}
\end{equation*}
$$

as the algebra of all $G$-invariant differential operators on sections in the homogeneous line bundle $L(\chi) \rightarrow G / K$.

Proof. See [70, Thm 2.1] or [71, Prop 2.1].
Denote

$$
\begin{align*}
& C^{\infty}(G / / K ; \chi) \\
& \quad=\left\{f \in \mathbb{C}^{\infty}(G) ; f\left(k_{1} g k_{2}\right)=\chi\left(k_{1} k_{2}\right)^{-1} f(g) \forall k_{1}, k_{2} \in K\right\} \tag{5.1.5}
\end{align*}
$$

for the subspace of (5.1.3) of spherical functions of type $\chi$. It is clear that $D_{z} f \in C^{\infty}(G / / K ; \chi)$ for $f \in C^{\infty}(G / / K ; \chi)$ and $D_{z} \in \mathbb{D}(\chi)$. Let $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}$, $G=K \exp (\mathfrak{p})$ be the Cartan decomposition, and choose $\mathfrak{a} \subset \mathfrak{p}, A=\exp (\mathfrak{a})$ a maximal split torus.

Proposition 5.1.2. The map $f \in C^{\infty}(G) \mapsto \operatorname{res}(f):=\left.f\right|_{A} \in C^{\infty}(A)$ defines a linear bijection

$$
\begin{equation*}
\text { res: } C^{\infty}(G / / K ; \chi) \rightarrow C^{\infty}(A)^{W} \tag{5.1.6}
\end{equation*}
$$

Proof. This is immediate from the Cartan decomposition and the Chevalley isomorphism $C^{\infty}(\mathfrak{p})^{K} \rightarrow C^{\infty}(\mathfrak{a})^{W}$.

Notation 5.1.3. Let $\Sigma=\Sigma(\mathfrak{g}, \mathfrak{a})$ be the restricted root system and $m(\alpha)$, $\alpha \in \Sigma$ the corresponding root multiplicity. We put

$$
\begin{equation*}
R=2 \Sigma, \quad k_{2 \alpha}=\frac{1}{2} m(\alpha) \tag{5.1.7}
\end{equation*}
$$

which implies that $\rho=\frac{1}{2} \sum_{\alpha \in \Sigma_{+}} m(\alpha) \alpha=\frac{1}{2} \sum_{\alpha \in R_{+}} k_{\alpha} \alpha=\rho(k)$. Moreover the root system $R$ of type $C_{n}$ will always be considered as being of type $B C_{n}$ with $k_{s}=0$ (with $k_{s}$ the multiplicity of the short roots in $B C_{n}$ as in Proposition 3.1.8).

Theorem 5.1.4. For each $D_{z} \in \mathbb{D}(\chi)$ there exists a unique differential operator $\operatorname{rad}\left(D_{z}\right) \in(\mathfrak{R} \otimes U \mathfrak{a})^{W}$ such that

$$
\begin{equation*}
\operatorname{res}\left(D_{z} f\right)=\operatorname{rad}\left(D_{z}\right) \operatorname{res}(f) \quad \forall f \in C^{\infty}(G / / K ; \chi) \tag{5.1.8}
\end{equation*}
$$

The differential operator $\operatorname{rad}\left(D_{z}\right)$ is called the radial part of the differential operator $D_{z} \in \mathbb{D}(\chi)$. The mapping

$$
\begin{equation*}
\operatorname{rad}: \mathbb{D}(\chi) \rightarrow(\mathfrak{R} \otimes U \mathfrak{a})^{W} \tag{5.1.9}
\end{equation*}
$$

is an injective homomorphism of algebras. Let $C h:(S \mathfrak{a})^{W} \xrightarrow{\sim}(S \mathfrak{p})^{K}$ be the Chevalley isomorphism and Sym: $S \mathfrak{g} \xrightarrow{\sim} U \mathfrak{g}$ the symmetrizer (which is a G-equivariant linear bijection). For $p \in(S \mathfrak{a})^{W}$ homogeneous of degree $N$ the operator $\operatorname{rad}\left(D_{S y m(C h(p))}\right)$ is a differential operator of order $N$ with leading symbol of order $N$ having constant coefficients and equal to $\partial_{p}$.

Proof. This follows from [10, Sections 2 and 3 ] except that their ring $\mathfrak{R}$ is slightly bigger than ours. However, with the convention for $R$ of type $C_{n}$ as in Notation 5.1 .3 it follows from the sequel that our ring $\mathfrak{R}$ suffices.

Proposition 5.1.5. For the Casimir operator $\Omega \in U(\mathfrak{g})$ the differential operator

$$
\begin{equation*}
\operatorname{rad}\left(D_{\Omega}\right)-L(k) \in \mathfrak{R} \tag{5.1.10}
\end{equation*}
$$

has order 0 (i.e. is a function in $\mathfrak{R}$ ). Here the inner product on $\mathfrak{a}$ is obtained from the Killing form on $\mathfrak{g}$.

Proof. By the previous theorem $\operatorname{rad}\left(D_{\Omega}\right)-L(k)$ has order $\leq 1$. Using the integral formula for the Cartan decomposition we have for $f_{1}, f_{2} \in$ $C_{c}^{\infty}(G / / K ; \chi)$

$$
\begin{equation*}
\left(f_{1}, f_{2}\right)=\int_{G} f_{1}(g) \overline{f_{2}(g)} d g=\frac{1}{|W|} \int_{A} f_{1}(a) \overline{f_{2}(a)}|\delta(k, a)| d a \tag{5.1.11}
\end{equation*}
$$

The symmetry ( $\Omega f_{1}, f_{2}$ ) $=\left(f_{1}, \Omega f_{2}\right)$ for the Casimir operator is obvious. The symmetry of the operator $L(k)$ with respect to the measure $|\delta(k, a)| d a$ follows from Theorem 2.1.1. Hence $\operatorname{rad}\left(D_{\Omega}\right)-L(k)$ is also symmetric with respect to the measure $|\delta(k, a)| d a$. But a first-order differential operator being symmetric with respect to a smooth measure has order 0 .

Corollary 5.1.6. If $\chi=1_{K}$ is trivial then $\operatorname{rad}\left(D_{\Omega}\right)=L(k)$.
Proof. Apply the operator $\operatorname{rad}\left(D_{\Omega}\right)-L(k)$ to the function $1_{A}$ and observe that $1_{A}=\operatorname{res}\left(1_{G}\right)$ with $1_{G} \in C^{\infty}(G / / K)$. Hence $\operatorname{rad}\left(D_{\Omega}\right) 1_{A}=\operatorname{res}\left(\Omega 1_{G}\right)=$ 0.

Theorem 5.1.7. Suppose that $G / K$ is an irreducible Hermitian symmetric space (which is equivalent with the fact that $R$ is of type $B C_{n}$ (or $C_{n}$ ) and $k_{l}=\frac{1}{2}$, either from the classification [35, pp.532-534] or from the theory of strongly orthogonal roots). Choose a generator $\chi_{1}$ for the rank one lattice of one-dimensional characters of $K$ and say $\chi=\chi_{l}=\chi_{1}^{l}$ for some $l \in \mathbb{Z}$. Then the radial part of the Casimir operator is given by

$$
\operatorname{rad}\left(D_{\Omega}\right)
$$

$$
\begin{equation*}
=L(k)+\sum_{\substack{\alpha \in R_{+} \\ \alpha \text { short }}} l^{2}\left\{\frac{(\alpha, \alpha)}{\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right)^{2}}-\frac{(2 \alpha, 2 \alpha)}{\left(e^{\alpha}-e^{-\alpha}\right)^{2}}\right\}+\frac{\Omega_{\mathrm{m}}\left(\left.\chi\right|_{M}\right)}{\chi \mid M} \tag{5.1.12}
\end{equation*}
$$

where $M=Z_{K}(\mathfrak{a}), \mathfrak{m}=\mathfrak{z}_{\mathfrak{k}}(\mathfrak{a})$ and $\left(\left.\chi\right|_{M}\right)^{-1} \Omega_{\mathfrak{m}}\left(\left.\chi\right|_{M}\right)$ is the scalar by which the Casimir operator $\Omega_{\mathfrak{m}}$ of $\mathfrak{m}$ (with respect to the restriction of the Killing form of $\mathfrak{g}$ to $\mathfrak{m}$ ) acts on the one-dimensional representation $\left.\chi\right|_{M}$ of $M$.

Before proving the theorem (in Section 5.3) we start by giving some corollaries.

Corollary 5.1.8. We have

$$
\begin{align*}
& \operatorname{rad}\left(D_{\Omega}+(\rho(k), \rho(k))\right) \\
& =\prod_{\substack{\alpha \in R_{+} \\
\alpha \text { short }}}\left(e^{\frac{1}{2} \alpha}+e^{-\frac{1}{2} \alpha}\right)^{ \pm|l|} \circ M L\left(m_{ \pm}\right) \circ \prod_{\substack{\alpha \in R_{+} \\
\alpha \text { short }}}\left(e^{\frac{1}{2} \alpha}+e^{-\frac{1}{2} \alpha}\right)^{\mp|l|}  \tag{5.1.13}\\
& \\
& \\
&
\end{align*}
$$

with multiplicity function $m_{ \pm} \in K \simeq \mathbb{C}^{3}$ given by

$$
\begin{equation*}
m_{ \pm}=\left(k_{s} \mp|l|, k_{m}, k_{l} \pm|l|\right), \quad k_{l}=\frac{1}{2} . \tag{5.1.14}
\end{equation*}
$$

Here the $\pm$ sign indicates that both possibilities are valid.
Proof. Apply (2.1.12) to (5.1.12). Observe that the equations

$$
m_{l}\left(1-m_{l}\right)=-l^{2}+k_{l}\left(1-k_{l}\right), \quad m_{s}\left(1-m_{s}-2 m_{l}\right)=l^{2}+k_{s}\left(1-k_{s}-2 k_{l}\right)
$$

have as a possible solution: $m_{l}=\frac{1}{2} \pm|l|, m_{s}=k_{s} \mp|l|$ which in turn implies that

$$
\delta\left(m_{ \pm}-k\right)^{\frac{1}{2}}=\left(\Delta_{s}^{-1} \Delta_{l}\right)^{ \pm|l|}=\prod_{\alpha>0, \alpha \text { short }}\left(e^{\frac{1}{2} \alpha}+e^{-\frac{1}{2} \alpha}\right)^{ \pm|l|}
$$

Hence (5.1.13) follows.

Definition 5.1.9. The Harish-Chandra homomorphism

$$
\begin{equation*}
\gamma_{H C}: \mathbb{D}(\chi) \rightarrow S \mathfrak{a} \tag{5.1.15}
\end{equation*}
$$

is defined by $\gamma_{H C}\left(D_{z}\right)=\gamma(k)\left(\operatorname{rad}\left(D_{z}\right)\right)$. Indeed it is a homomorphism since both the $k$-constant term $\gamma(k)$ (see Definition 1.2.4) and the radial part (see Theorem 5.1.4) are algebra homomorphisms.

Theorem 5.1.10. The Harish-Chandra homomorphism $\gamma_{H C}$ is an isomorphism

$$
\begin{equation*}
\gamma_{H C}: \mathbb{D}(\chi) \rightarrow(S \mathfrak{a})^{W} \tag{5.1.16}
\end{equation*}
$$

of commutative algebras.
Proof. The statement follows by induction on the order of differential operators from the last part of Theorem 5.1.4 once we have proved that $\gamma_{H C}\left(D_{z}\right) \in S \mathfrak{a}^{W} \forall D_{z} \in \mathbb{D}(\chi)$. For this observe that $\operatorname{rad}\left(D_{\Omega}\right)$ commute with $\operatorname{rad}\left(D_{z}\right) \forall D_{z} \in \mathbb{D}(\chi)$. Indeed $\Omega$ lies in the center of $U \mathfrak{g}$ and rad is a homomorphism. Hence in case $\chi=1_{\kappa}$ we conclude $\gamma_{H C}\left(D_{z}\right) \in S \mathfrak{a}^{W}$ from Theorem 1.2.9, Theorem 5.1.4, and Corollary 5.1.6.

Now suppose $G / K$ is an irreducible Hermitian symmetric space and keep the notation as in Theorem 5.1.7. Again we have

$$
\left[\operatorname{rad}\left(D_{z}\right), \operatorname{rad}\left(D_{\Omega}\right)\right]=0 \quad \forall D_{z} \in \mathbb{D}(\chi)
$$

which is equivalent (using (5.1.13)) to

$$
\left[\prod_{\substack{\alpha \in R_{+} \\ \alpha \text { short }}}\left(e^{\frac{1}{2} \alpha}+e^{-\frac{1}{2} \alpha}\right)^{\mp|l|} \circ \operatorname{rad}\left(D_{z}\right) \circ \prod_{\substack{\alpha \in R_{+} \\ \alpha \text { short }}}\left(e^{\frac{1}{2} \alpha}+e^{-\frac{1}{2} \alpha}\right)^{ \pm|l|}, M L\left(m_{ \pm}\right)\right]=0
$$

and since (use (1.2.9) with $F=A_{+}$)

$$
\begin{aligned}
\gamma\left(m_{ \pm}\right)\left(\prod_{\substack{\alpha \in R_{+} \\
\alpha \text { short }}}\left(e^{\frac{1}{2} \alpha}+e^{-\frac{1}{2} \alpha}\right)^{\mp|l|} \circ \operatorname{rad}\left(D_{z}\right) \circ \prod_{\substack{\alpha \in R_{+} \\
\alpha \text { short }}}\left(e^{\frac{1}{2} \alpha}+e^{-\frac{1}{2} \alpha}\right)^{ \pm|l|}\right) \\
=\gamma(k)\left(\operatorname{rad}\left(D_{z}\right)\right)
\end{aligned}
$$

we conclude $\gamma_{H C}\left(D_{z}\right) \in S \mathfrak{a}^{W} \forall D_{z} \in \mathbb{D}(\chi)$ as before .
Corollary 5.1.11. In case $\chi=1_{K}$ we have

$$
\begin{equation*}
\operatorname{rad}: \mathbb{D}(\chi) \xrightarrow{\simeq} \mathbb{D}(k) \tag{5.1.17}
\end{equation*}
$$

and in case $G / K$ is an irreducible Hermitian symmetric space we have

$$
\operatorname{rad}: \mathbb{D}\left(\chi_{l}\right) \xrightarrow{\simeq}
$$

$$
\begin{equation*}
\prod_{\substack{\alpha \in R_{+} \\ \alpha \text { short }}}\left(e^{\frac{1}{2} \alpha}+e^{-\frac{1}{2} \alpha}\right)^{ \pm|l|} \circ \mathbb{D}\left(m_{ \pm}\right) \circ \prod_{\substack{\alpha \in R_{+} \\ \alpha \text { short }}}\left(e^{\frac{1}{2} \alpha}+e^{-\frac{1}{2} \alpha}\right)^{\mp|l|} . \tag{5.1.18}
\end{equation*}
$$

Proof. Clear from (the proof of) the previous theorem.

### 5.2. Elementary spherical functions as hypergeometric functions

Elementary spherical functions can be defined in various ways: by integral or differential equations or via representation theory. With the preparations of the previous section the approach with differential equations is the most convenient.

Definition 5.2.1. A spherical function $\varphi \in C^{\infty}(G / / K ; \chi)$ of type $\chi$ is called elementary with spectral parameter $\lambda \in \mathfrak{h}^{*}(\mathfrak{h}$ is the complexification of $\mathfrak{a}$ ) if

$$
\begin{equation*}
D_{z} \varphi=\gamma_{H C}\left(D_{z}\right)(\lambda) \varphi \quad \forall D_{z} \in \mathbb{D}(\chi) \tag{5.2.1}
\end{equation*}
$$

and $\varphi$ is normalized by

$$
\begin{equation*}
\varphi(e)=1 \tag{5.2.2}
\end{equation*}
$$

The function $\varphi$ is uniquely characterized by these two conditions and we write $\varphi=\varphi_{\chi, \lambda}$. In case $\chi=1_{K}$ we also write $\varphi_{\chi, \lambda}=\varphi_{\lambda}$ and in case $G / K$ is an irreducible Hermitian symmetric space with $\chi=\chi_{l}$ for $l \in \mathbb{Z}$ we put $\varphi_{\chi, \lambda}=\varphi_{l, \lambda}$.

Theorem 5.2.2. In case $\chi=1_{K}$ we have

$$
\begin{equation*}
\operatorname{res}\left(\varphi_{\lambda}\right)=F(\lambda, k ; \cdot) \tag{5.2.3}
\end{equation*}
$$

and in case $G / K$ is an irreducible Hermitian symmetric space we have

$$
\begin{equation*}
\operatorname{res}\left(\varphi_{l, \lambda}\right)=\prod_{\substack{\alpha>0 \\ \alpha \text { short }}}\left(\frac{e^{\frac{1}{2} \alpha}+e^{-\frac{1}{2} \alpha}}{2}\right)^{ \pm|l|} F\left(\lambda, m_{ \pm} ; \cdot\right) \tag{5.2.4}
\end{equation*}
$$

with $k \in K$ given by (5.1.7) and $m_{ \pm}$given by (5.1.14).
Proof. This is immediate from Chapter 4 and Corollary 5.1.11.
Suppose $U \subset G_{c}$ is the Lie group with Lie algebra $\mathfrak{u}=\mathfrak{k} \oplus i \mathfrak{p}$. Then $U / K$ is the compact dual symmetric space for the noncompact symmetric space $G / K$.

Corollary 5.2.3. The elementary spherical function $\varphi_{\chi, \lambda}$ which is an analytic function on $G$ extends to a holomorphic function on $G_{c}$ (and by restriction gives an elementary spherical function for the compact pair $(U, K)$ ) if and only if in case $\chi=1_{K}$ we have (by choosing $\lambda$ in its orbit $W \lambda$ such that $\operatorname{Re}\left(\lambda, \alpha^{\vee}\right) \geq 0$ for all $\alpha \in R_{+}$)

$$
\begin{equation*}
\lambda \in \rho(k)+P_{+} \tag{5.2.5}
\end{equation*}
$$

and in case $G / K$ is an irreducible Hermitian symmetric space we have

$$
\begin{equation*}
\lambda \in \rho\left(m_{+}\right)+P_{+}, \tag{5.2.6}
\end{equation*}
$$

where $\rho\left(m_{+}\right)=\rho(k)+|l| \rho_{s}$ with $\rho_{s}=\frac{1}{2} \sum_{\substack{\alpha>0 \\ \alpha \text { short }}} \alpha$.
Proof. Just apply Theorem 5.2.2. We write

$$
C^{\infty}(U / / K ; \chi)=\left\{f \in C^{\infty}(U) ; f\left(k_{1} u k_{2}\right)=\chi\left(k_{1} k_{2}\right)^{-1} f(u) \forall k_{1}, k_{2} \in K\right\}
$$

and

$$
T=\exp (i \mathfrak{a}) / \exp (i \mathfrak{a}) \cap K=\exp (i \mathfrak{a}) / \text { points of order } 2
$$

In case $\chi=1_{K}$ the restriction map

$$
\text { res: } C^{\infty}(U / / K) \xrightarrow{\sim} C^{\infty}(T)^{W}
$$

is a linear bijection, and the result follows from (4.4.10) since (apart from normalization) the Jacobi polynomials are the only hypergeometric functions which are holomorphic on the full complex torus $H$.

In case $G / K$ is an irreducible Hermitian symmetric space observe that the restriction map

$$
\text { res: } C^{\infty}(U / / K ; \chi) \rightarrow C^{\infty}(\exp (i a))^{W}
$$

defines a linear bijection

$$
\text { res: } \left.C^{\infty}\left(U / / K ; \chi_{t}\right)\right) \xrightarrow{\sim} \prod_{\substack{\alpha>0 \\ \alpha \text { short }}}\left(e^{\frac{1}{2} \alpha}+e^{-\frac{1}{2} \alpha}\right)^{|l|} \cdot C^{\infty}(T)^{W}
$$

and (5.2.6) follows similarly from (5.2.4).
We write

$$
\begin{aligned}
& E(\chi, \lambda)=\left\{f \in C^{\infty}(G / K ; \chi) ; D_{z} f=\gamma_{H C}\left(D_{z}\right)(\lambda) f \quad \forall D_{z} \in \mathbb{D}(\chi)\right\} \\
& L(\chi, \lambda): G \rightarrow \operatorname{Aut}(E(\chi, \lambda)), \text { or }: \mathfrak{g} \rightarrow \operatorname{End}(E(\chi, \lambda))
\end{aligned}
$$

for the eigenspace representation of $G$ on the space of smooth functions which transform on the right under $K$ according to $\chi^{-1}$ and are simultaneous eigenfunctions of the invariant differential operators. For $\delta \in \widehat{K}$ let $E(\chi, \lambda)_{\delta}$ denote the $\delta$-isotypical component of $E(\chi, \lambda)$. Then it is clear (cf. Definition 5.2.1) that $\operatorname{dim} E(\chi, \lambda)_{\chi}=1$.

Proposition 5.2.4. Any subrepresentation $V$ of the eigenspace representation $E(\chi, \lambda)$ contains the elementary spherical function $\varphi_{\chi, \lambda}$ of type $\chi$.

Proof. Suppose $V \subset E(\chi, \lambda)$ is a subrepresentation and let $f \in V, f \neq 0$. Replacing $f$ by $L(\chi, \lambda)(g) f$ for some $g \in G$ we can assume that $f(e) \neq 0$. Then the function

$$
\varphi: g \mapsto \int_{K} f(k g) \chi(k) d k
$$

again lies in $V$ and is spherical of type $\chi$. Here $d k$ is the normalized Haar measure on $K$. Moreover $\varphi(e)=f(e)$ and we conclude that $\varphi=$ $f(e) \varphi_{\chi, \lambda}$.

Corollary 5.2.5. The subrepresentation $V(\chi, \lambda)$ of $E(\chi, \lambda)$ generated by the elementary spherical function $\varphi_{\chi, \lambda}$ is irreducible. The representation $V(\chi, \lambda)$ is called the spherical representation of type $\chi$ with parameter $\lambda$.

Corollary 5.2.6. The center $\mathfrak{Z}$ of $U(\mathfrak{g})$ acts on $V(\chi, \lambda)$ by a scalar.
Proposition 5.2.7. Suppose $\mathfrak{b} \subset \mathfrak{m}$ is a Cartan subalgebra and $\mathfrak{a} \oplus \mathfrak{b} \subset \mathfrak{g}$ the corresponding full Cartan subalgebra. Write $\Sigma(\mathfrak{g}, \mathfrak{a}), \Sigma(\mathfrak{m}, \mathfrak{b}), \Sigma(\mathfrak{g}, \mathfrak{a} \oplus \mathfrak{b})$ for the various root systems, which implies that with compatible positive systems the corresponding $\rho$-vectors satisfy $\rho(\mathfrak{g}, \mathfrak{a} \oplus \mathfrak{b})=\rho(\mathfrak{g}, \mathfrak{a})+\rho(\mathfrak{m}, \mathfrak{b})$, where $\rho(\mathfrak{g}, \mathfrak{a})=\rho(k)$. Then the central character of $V(\chi, \lambda)$ is given by $\chi \mid \mathfrak{m}+\rho(\mathfrak{m}, \mathfrak{b})+\lambda$.

Proof. This follows from the description of the natural map $\mathcal{Z} \rightarrow \mathbb{D}(\chi)$ in terms of the Harish-Chandra isomorphisms for $\mathcal{Z}$ and $\mathbb{D}(\chi)$ respectively. For details we refer to [37].

Corollary 5.2.8. If and only if the conditions of Corollary 5.2.3 hold then the spherical representation $V(\chi, \lambda)$ is an irreducible finite dimensional representation with highest weight $\chi \mid \mathfrak{m}+\lambda-\rho(k)$.

Proof. Indeed the central character and the highest weight differ by $\rho=$ $\rho(\mathfrak{g}, \mathfrak{a} \oplus \mathfrak{b})$.

Remark 5.2.9. The above corollary is a reformulation of the CartanHelgason theorem [36, Chap. 5, Thm. 4.1] in case $\chi=1_{K}$ and a theorem of Schlichtkrull [67, Thm. 7.2] in case $G / K$ is an irreducible Hermitian symmetric space which give necessary and sufficient conditions for the highest weight of a finite dimensional irreducible representation of $\mathfrak{g}$ in order that the representation has one-dimensional $K$-types.

Proposition 5.2.10. If the conditions of Corollary 5.2.3 hold then the dimension $d(\chi, \lambda)$ of the finite dimensional spherical representation $V(\chi, \lambda)$ of type $\chi$ is given by

$$
\begin{align*}
d(\chi, \lambda)=4^{n|l|} & \frac{\widetilde{c}\left(\rho\left(m_{+}\right), m_{+}\right) c^{*}(-\rho(k), k)}{\widetilde{c}(\rho(k), k) c^{*}\left(-\rho\left(m_{+}\right), m_{+}\right)}  \tag{5.2.7}\\
& \cdot \frac{\widetilde{c}\left(\rho\left(m_{+}\right), m_{+}\right) c^{*}\left(-\rho\left(m_{+}\right), m_{+}\right)}{\widetilde{c}\left(\lambda, m_{+}\right) c^{*}\left(-\lambda, m_{+}\right)}
\end{align*}
$$

Proof. By the Schur orthogonality relations we have

$$
\int_{U}\left|\varphi_{\chi, \lambda}(u)\right|^{2} d u=d(\chi, \lambda)^{-1} \cdot \int_{U} d u
$$

and the formula follows from the integral formula for the Cartan decomposition, Theorem 5.2.2, Theorem 4.4.7, Theorem 3.6.6, and Theorem 3.5.5.

Example 5.2.11. In case $\chi=1_{K}$ formula (5.2.7) becomes

$$
\begin{equation*}
d(\lambda)=\frac{\widetilde{c}(\rho(k), k) c^{*}(-\rho(k), k)}{\widetilde{c}(\lambda, k) c^{*}(-\lambda, k)} \tag{5.2.8}
\end{equation*}
$$

and was derived by Vretare [72, 73].

Example 5.2.12. Suppose $G / K$ is an irreducible Hermitian symmetric space and $\chi=\chi_{l}$ as before. The smallest dimensional representation containing the $K$-type $\chi$ has parameter $\lambda=\rho\left(m_{+}\right)$and its dimension $d\left(l, \rho\left(m_{+}\right)\right.$) is given by (use the transcription from (3.5.12) to Selberg's integral (3.5.15) as in [48, p.993])

$$
\begin{equation*}
d\left(l, \rho\left(m_{+}\right)\right)=\prod_{i=1}^{|l|} \prod_{j=1}^{n} \frac{k_{s}+1+i+(n+j-2) k_{m}}{i+(j-1) k_{m}} \tag{5.2.9}
\end{equation*}
$$

Remark 5.2.13. Considering a compact Lie group as a symmetric space formula (5.2.8) boils down to Weyl's dimension formula. However, it does not seem clear (without using the classification of symmetric spaces) how to derive (5.2.7) from Weyl's dimension formula. [63].

### 5.3. Proof of Theorem 5.1.7

The proof of Theorem 5.1.7 given here will be similar to the proof of Corollary 5.1.6. In view of Theorem 5.2 .2 a natural choice is to replace the function $1_{A}$ in the proof of Corollary 5.1 .6 by

$$
\begin{equation*}
\prod_{\substack{\alpha>0 \\ \alpha \text { short }}}\left(\frac{e^{\frac{1}{2} \alpha}+e^{-\frac{1}{2} \alpha}}{2}\right)^{|l|} \tag{5.3.1}
\end{equation*}
$$

and to verify in an independent way that this function is the restriction to $A$ of an elementary spherical function of type $\chi_{l}$. Moreover this spherical function is an eigenfunction of the Casimir operator $\Omega$ with eigenvalue (in the notation from below) $\left(|l| \chi_{1},|l| \chi_{1}+2 \rho(k)+2 \rho_{\mathfrak{m}}\right)=\left(\rho\left(\mathfrak{m}_{+}\right), \rho\left(\mathfrak{m}_{+}\right)\right)-$ $(\rho(k), \rho(k))+\left(\right.$ value of $\Omega_{\mathfrak{m}}$ on $\left.|l| \chi_{1}\right)$. Hence (5.1.13) or equivalently (5.1.12) follows.

We recall some structure theory for an irreducible Hermitian symmetric space $G / K$ and its Cartan dual $U / K$ (keep in mind that both $G$ and $U$ are real forms of the simply connected complex semisimple group $G_{c}$ ). Choose a Cartan subalgebra $\mathfrak{t}$ of $\mathfrak{k}$ which is also a Cartan subalgebra for $\mathfrak{g}$. The root system $\Sigma(\mathfrak{g}, \mathfrak{t})=\Sigma_{c} \cup \Sigma_{n}$ decomposes into compact roots $\Sigma_{c}=$ $\Sigma(\mathfrak{k}, \mathfrak{t})$ and noncompact roots $\Sigma_{n}=\Sigma(\mathfrak{p}, \mathfrak{t})$. Let $\chi_{1}$ be a generator for the orthocomplement of $\Sigma_{c}$ in the weight lattice of $\Sigma(\mathfrak{g}, \mathfrak{t})$. In comparison with Theorem 5.1 .7 we change from a global multiplicative to an infinitesimal additive notation. Choose a positive system $\Sigma_{+}(\mathfrak{g}, \mathfrak{t})$ such that $\left(\alpha, \chi_{1}\right) \geq$ $0 \forall \alpha \in \Sigma_{+}(\mathfrak{g}, \mathfrak{t})$. There exists a unique simple noncompact root $\alpha_{1}$ in $\Sigma_{+}(\mathfrak{g}, \mathfrak{t})$. Let $\gamma_{1}, \ldots, \gamma_{n}$ be the strongly orthogonal roots in $\Sigma_{n,+}: \gamma_{1}=\alpha_{1}$ and $\gamma_{j}$ is the smallest root in $\Sigma_{n,+}$ strongly orthogonal to $\gamma_{1}, \ldots, \gamma_{j-1}$. Let $V$ be the subspace of $i t^{*}$ spanned over $\mathbb{R}$ by the $\gamma^{\prime}$ s and $\pi: i t^{*} \rightarrow V$ the orthogonal projection.

The following result is due to C.C. Moore [52, Thm 2].

Theorem 5.3.1. There are two possibilities for $\pi\left(\Sigma_{+}(\mathfrak{g}, \mathfrak{t})\right)$ except for 0 :
Case I: $\pi\left(\Sigma_{+}\right) \backslash 0=\left\{\gamma_{i}, \frac{1}{2}\left(\gamma_{j} \pm \gamma_{k}\right) ; 1 \leq i \leq n, 1 \leq k<j \leq n\right\}$
Case II: $\pi\left(\Sigma_{+}\right) \backslash 0=\left\{\frac{1}{2} \gamma_{i}, \gamma_{i}, \frac{1}{2}\left(\gamma_{j} \pm \gamma_{k}\right) ; 1 \leq i \leq n, 1 \leq k<j \leq n\right\}$.
Furthermore the nonzero projections of the compact roots have the form $\frac{1}{2} \gamma_{i}$ or $\frac{1}{2}\left(\gamma_{j}-\gamma_{k}\right)$, and the projections of the noncompact roots have the form $\frac{1}{2} \gamma_{i}, \gamma_{i}$ or $\frac{1}{2}\left(\gamma_{j}+\gamma_{k}\right)$.

Proposition 5.3.2. We have $\pi\left(\chi_{1}\right)=\frac{1}{2}\left(\gamma_{1}+\cdots+\gamma_{n}\right)$.
Proof. Since $\chi_{1}$ and $\sum_{\alpha \in \Sigma_{n,+}} \alpha$ are multiples of each other we conclude that $\pi\left(\chi_{1}\right)$ and $\frac{1}{2}\left(\gamma_{1}+\cdots \gamma_{n}\right)$ are also multiples. The proposition follows since $\left(\pi\left(\chi_{1}\right), \gamma_{1}^{\vee}\right)=\left(\chi_{1}, \gamma_{1}^{\vee}\right)=\left(\chi_{1}, \alpha_{1}^{\vee}\right)=1$.

Consider the finite dimensional irreducible representation $V\left(\chi_{l}\right)$ of $\mathfrak{g}$ with highest weight $\chi_{l}=l \chi_{1}$ for some $l \in \mathbb{N}$. Let $v_{+}$be a highest weight vector. Then it is obvious that $v_{+}$is also a spherical vector for $K$ of type $\chi_{l}$.

Hence $V\left(\chi_{l}\right)$ is a spherical representation of type $\chi_{l}$ and the corresponding elementary spherical function on the compact form $U$ is given by

$$
\begin{equation*}
\varphi(u)=\left(v_{+}, u \cdot v_{+}\right) \quad \text { for } u \in U \tag{5.3.2}
\end{equation*}
$$

Here $(\cdot, \cdot)$ is the Hermitian inner product on $V\left(\chi_{l}\right)$ invariant under $U$ and normalized by $\left(v_{+}, v_{+}\right)=1$. It remains to be shown that the restriction of the function (5.3.2) to a maximal split torus for $(U, K)$ is given by (5.3.1). Using the Cayley transform (see [43]) this will be reduced to the computation for $s l(2)$, and this will be straightforward.

More precisely, let $\mathfrak{s}$ be the subalgebra of $\mathfrak{g}_{c}$ isomorphic to the direct sum of $n$ copies of $s l(2, \mathbb{C})$ corresponding to the strongly orthogonal roots.

Lemma 5.3.3. The $\mathfrak{s}$-submodule $V^{\prime}$ of $V\left(\chi_{l}\right)$ generated by the highest weight vector $v_{+}$is isomorphic to the $n$-fold tensor product $V(l)^{\otimes n}$, where $V(l)$ is the irreducible sl(2)-module with highest weight $l$ of dimension $l+1$.

Proof. This is immediate from Proposition 5.3.2.

Proposition 5.3.4. Let

$$
x=\left(\begin{array}{cc}
0 & 1 \\
0 & 0
\end{array}\right), \quad h=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad y=\left(\begin{array}{cc}
0 & 0 \\
1 & 0
\end{array}\right)
$$

be the standard basis for $\operatorname{sl}(2)$. Let $V(l)$ be the finite dimensional irreducible representation of $s l(2)$ with highest weight $l$ and basis $v_{0}, v_{1}, \ldots, v_{l}$ satisfying (see [40, Section 7])

$$
\begin{aligned}
h v_{j} & =(l-2 j) v_{j} \\
y v_{j} & =(j+1) v_{j+1} \\
x v_{j} & =(l-j+1) v_{j-1} .
\end{aligned}
$$

Let $(\cdot, \cdot)$ be the $s u(2, \mathbb{C})$-invariant Hermitian inner product on $V(l)$ normalized by $\left(v_{0}, v_{0}\right)=1$. Then we have

$$
\begin{equation*}
\left(v_{j}, v_{j}\right)=\binom{l}{j} \quad \text { for } j=0, \ldots, l \tag{5.3.3}
\end{equation*}
$$

Consider the element (cf. [43, p.272])

$$
c=\frac{1}{\sqrt{2}}\left(\begin{array}{ll}
1 & i \\
i & 1
\end{array}\right)=\left(\begin{array}{cc}
1 & 0 \\
i & 1
\end{array}\right)\left(\begin{array}{cc}
\frac{1}{\sqrt{2}} & 0 \\
0 & \sqrt{2}
\end{array}\right)\left(\begin{array}{cc}
1 & i \\
0 & 1
\end{array}\right)
$$

which satisfies

$$
c\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) c^{-1}=\left(\begin{array}{cc}
i & 0 \\
0 & -i
\end{array}\right)
$$

Hence conjugation by c (= Cayley transform) maps the compact Cartan subgroup $\left(\begin{array}{cc}\cos \theta & -\sin \theta \\ \sin \theta & \cos \theta\end{array}\right)$ of the group $S L(2, \mathbb{R})$ onto the diagonal subgroup $\left(\begin{array}{cc}e^{i \theta} & 0 \\ 0 & e^{-i \theta}\end{array}\right)$ of $S U(2, \mathbb{C})$. Then

$$
\begin{equation*}
c\left(v_{0}\right)=\left(\frac{1}{\sqrt{2}}\right)^{2} \exp (i y) v_{0}=\left(\frac{1}{\sqrt{2}}\right)^{l}\left(v_{0}+i v_{1}+i^{2} v_{2}+\cdots+i^{l} v_{l}\right) \tag{5.3.4}
\end{equation*}
$$

and hence

$$
\left(v_{0},\left(\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{5.3.5}\\
\sin \theta & \cos \theta
\end{array}\right) v_{0}\right)=\left(c v_{0},\left(\begin{array}{cc}
e^{i \theta} & 0 \\
0 & e^{-i \theta}
\end{array}\right) c v_{0}\right)=(\cos \theta)^{l}
$$

Proof. Easy and left to the reader.
Remark 5.3.5. Harish-Chandra has given a formula for the radial part of the Casimir operator acting on $\tau$-spherical functions where $\tau$ is just any double representation of $K$, see [29, Lemma 22]. Of course (5.1.12) could also have been derived from Harish-Chandra's formula, but this still requires some work since (5.1.12) is more explicit.

### 5.4. Integral representations

In this section we assume that $G / K$ is an irreducible Hermitian symmetric space and $\chi=\chi_{l}, l \in \mathbb{Z}$ as before. Let $G=K A N$ be the Iwasawa decomposition corresponding to $R_{+}=2 \Sigma_{+}$as in Notation 5.1.3. Write $g \in G$ as $g=k a n=k(g) a(g) n(g)$ correspondingly.

Proposition 5.4.1. The elementary spherical function $\varphi_{l, \lambda}$ of type $\chi=\chi_{l}$ with parameter $\lambda \in \mathfrak{h}^{*}$ has the integral representation

$$
\begin{equation*}
\varphi_{l, \lambda}(g)=\int_{K} a(g k)^{\lambda-\rho} \chi_{l}\left(k(g k)^{-1} k\right) d k \tag{5.4.1}
\end{equation*}
$$

Proof. This formula is analogous to Harish-Chandra's integral formula for the usual spherical function in the case $\chi=1_{K}$ and the proof goes along
the same lines $[23,36]$. See also $[67,70]$ where the formula is explicitly stated.

Consider the following integral transformations.

## Spherical Fourier transform (also Harish-Chandra transform):

For $f \in C_{c}^{\infty}\left(G / / K ; \chi_{l}\right)$ we put for $\lambda \in \mathfrak{h}^{*}\left(\right.$ recall $\left.\mathfrak{h}=\mathcal{A}_{c}\right)$

$$
\begin{equation*}
\mathcal{H} f(\lambda)=\int_{G} f(g) \varphi_{-l,-\lambda}(g) d g . \tag{5.4.2}
\end{equation*}
$$

Clearly $\mathcal{H} f$ is a holomorphic function of $\lambda \in \mathfrak{h}^{*}$.

## Abel transform (of Harish-Chandra):

For $f \in C_{c}^{\infty}(G)$ we put for $a \in A$

$$
\begin{equation*}
\mathcal{A} f(a)=a^{\rho} \int_{N} f(a n) d n \tag{5.4.3}
\end{equation*}
$$

Clearly $\mathcal{A} f \in C_{c}^{\infty}(A)$.
(Euclidean) Fourier transform:
For $f \in C_{c}^{\infty}(A)$ we put for $\lambda \in \mathfrak{h}^{*}$

$$
\begin{equation*}
\mathcal{F} f(\lambda)=\int_{A} f(a) a^{-\lambda} d a \tag{5.4.4}
\end{equation*}
$$

Then $\mathcal{F} f \in \mathcal{P}\left(\mathfrak{h}^{*}\right)$, the space of Paley-Wiener functions on $\mathfrak{h}^{*}$.

Theorem 5.4.2. We have a commutative diagram

$$
\begin{array}{ccc} 
& \mathcal{P}\left(\mathfrak{h}^{*}\right)^{W} & \\
\mathcal{H} \nearrow & & \nwarrow \mathcal{F} \\
C_{c}^{\infty}\left(G / / K ; \chi_{l}\right) & \underset{\mathcal{A}}{\longrightarrow} & C_{c}^{\infty}(A)^{W}
\end{array}
$$

Proof. Indeed we have

$$
\begin{aligned}
\mathcal{H} f(\lambda) & =\int_{G} f(g)\left\{\int_{K} a(g k)^{-\lambda-\rho} \chi_{-l}\left(k(g k)^{-1} k\right) d k\right\} d g \\
& =\int_{G \times K}\left\{f(g) a(g k)^{-\lambda-\rho} \chi_{-l}\left(k(g k)^{-1} k\right)\right\} d g d k \\
& =\iint_{G \times K}\left\{f\left(g k^{-\mathbf{1}}\right) a(g)^{-\lambda-\rho} \chi_{-l}\left(k(g)^{-1} k\right)\right\} d g d k \\
& =\int_{G \times K} \int_{G}\left\{f(g) \chi_{l}(k) a(g)^{-\lambda-\rho} \chi_{-l}\left(k(g)^{-1} k\right)\right\} d g d k \\
& =\int_{G \times K}\left\{f(g) a(g)^{-\lambda-\rho} \chi_{l}(k(g))\right\} d g d k \\
& =\int_{G}\left\{f(g) a(g)^{-\lambda-\rho} \chi_{l}(k(g))\right\} d g \\
& =\int_{K \times A \times N} \int\left\{f(k a n) a^{-\lambda-\rho} \chi_{l}(k) a^{2 \rho}\right\} d k d a d n \\
& =\int_{K \times A \times N} \iint\left\{f(a n) a^{-\lambda+\rho}\right\} d k d a d n \\
& =\int_{A}\left\{a^{\rho} \int_{N} f(a n) d n\right\} a^{-\lambda} d a=\mathcal{F} \mathcal{A} f(\lambda) .
\end{aligned}
$$

## Proposition 5.4.3. For $a \in A$ we put

$$
\begin{equation*}
C(a)=\exp (\text { convex hull of } W \log a) \tag{5.4.5}
\end{equation*}
$$

If $f \in C_{c}^{\infty}\left(G / / K ; \chi_{l}\right)$ with $\operatorname{supp}(f) \subset K C(a) K$ for some $a \in A$ then $\operatorname{supp}(\mathcal{A} f) \subset C(a)$.

Proof. This is immediate from $|\mathcal{A} f| \leq \mathcal{A}(|f|)$ and the corresponding result for $\mathcal{A}: C_{c}^{0}(G / / K) \rightarrow C_{c}^{0}(A)^{W}$, which is a corollary of Kostant's convexity theorem (in fact only of the inclusion part of this theorem) [36, Chap. IV, §10], [1].

### 5.5. The Plancherel theorem and the Paley-Wiener theorem for spherical functions of type $\chi$ in the standard case

Definition 5.5.1. A real multiplicity function $k=\left(k_{\alpha}\right)$ on a root system $R$ is said to be standard if

$$
\begin{equation*}
\frac{1}{2} k_{\frac{1}{2} \alpha}+k_{\alpha}>0 \quad \forall \alpha \in R \tag{5.5.1}
\end{equation*}
$$

Lemma 5.5.2. If the multiplicity function $k=\left(k_{\alpha}\right)$ on $R$ is standard then $\exists C, N>0$ such that

$$
\begin{equation*}
\left|\frac{1}{c(\lambda, k)}\right| \leq C(1+|\lambda|)^{N} \quad \text { if } \operatorname{Re}(\lambda) \in \operatorname{Cl}\left(\mathfrak{a}_{+}^{*}\right) \tag{5.5.2}
\end{equation*}
$$

Proof. This is immediate from the expression for the $c$-function as a product of $\Gamma$-factors and Stirling's formula, cf. [36, Chap. IV, Proposition 7.2].

Corollary 5.5.3. With $G / K$ an irreducible Hermitian symmetric space and $R=2 \Sigma$ of type $B C_{n}$ (cf. Notation 5.1.3) the multiplicity function

$$
\begin{equation*}
m_{-}=\left(k_{s}+|l|, k_{m}, k_{l}-|l|\right), \quad k_{l}=\frac{1}{2} \tag{5.5.3}
\end{equation*}
$$

given by (5.1.14) is standard if and only if $|l|<k_{s}+1$.
Proof. Indeed $\frac{1}{2}\left(k_{s}+|l|\right)+k_{l}-|l|>0 \Longleftrightarrow|l|<k_{s}+2 k_{l}=k_{l}+1$.
We now recall the classical Paley-Wiener theorem. For this we need the notion of supporting function. Let $C$ be a compact convex set in $A$. The supporting function $H_{C}: \mathfrak{a}^{*} \rightarrow \mathbb{R}$ is defined by

$$
H_{C}(\xi)=\sup \{\langle\xi, X\rangle ; X \in \log (C)\}
$$

and $C$ can be recovered from $H_{C}$ by

$$
\log (C)=\left\{X \in \mathfrak{a} ;\langle\xi, X\rangle \leq H_{C}(\xi) \forall \xi \in \mathfrak{a}^{*}\right\}
$$

For this result and the Paley-Wiener theorem see for example [39, p. 105 and p.181].

Theorem 5.5.4. (Euclidean Paley-Wiener theorem): Let $C \subset A$ be a compact convex set with supporting function $H=H_{C}$. Then the Fourier transform (5.4.4) maps the space of $C_{c}^{\infty}$-functions on $A$ with support in $C$ onto the space of entire functions on $\mathfrak{h}^{*}\left(\mathfrak{h}\right.$ is the complexification $\mathfrak{a}_{c}$ ) satisfying

$$
\begin{equation*}
\forall N \in \mathbb{N}, \exists C_{N}>0 \text { s.t. }|\mathcal{F} f(\lambda)| \leq C_{N}(1+|\lambda|)^{-N} e^{H(-\operatorname{Re}(\lambda))} \tag{5.5.4}
\end{equation*}
$$

Note that (5.4.4) differs from the usual Fourier transform by a factor $i$ : $\mathcal{F} f(i \lambda)=\widehat{f}(\lambda)$. We write $\mathcal{P}_{C}\left(\mathfrak{h}^{*}\right)$ for the Paley-Wiener space of entire functions on $\mathfrak{h}^{*}$ satisfying (5.5.4).

From now on we assume that $|l| \leq k_{s}+1$. In this case a proof of the Plancherel theorem and the Paley-Wiener theorem for the spherical Fourier transform can be established along the following lines:

Step I: For $f \in C_{0}^{\infty}\left(G / / K ; \chi_{l}\right)$ with $\operatorname{supp}(f) \subset K C(a) K$ for some $a \in A$ the function $\mathcal{H} f \in \mathcal{P}_{C(a)}\left(\mathfrak{h}^{*}\right)^{W}$.

Step II: For $F \in \mathcal{P}_{C(a)}\left(\mathfrak{h}^{*}\right)^{W}$ for some $a \in A$ we define the normalized wave packet operator $\mathcal{J}$ by

$$
\begin{equation*}
\mathcal{J} f(g)=\int_{\lambda \in i a^{*}} F(\lambda) \varphi_{l, \lambda}(g) \frac{d \lambda}{4^{n|l|} c\left(\lambda, m_{-}\right) c\left(-\lambda, m_{-}\right)} \tag{5.5.5}
\end{equation*}
$$

where $d \lambda$ is the regularly normalized Lebesgue measure on $i \mathfrak{a}^{*}$. Then $\mathcal{J} F \in C_{c}^{\infty}\left(G / / K ; \chi_{l}\right)$ with $\operatorname{supp}(\mathcal{J} f) \subset K C(a) K$.

Step III: The linear operator

$$
\begin{equation*}
\text { res } \circ \mathcal{J} \circ \mathcal{H} \circ \operatorname{res}^{-1}: C_{c}^{\infty}(A)^{W} \rightarrow C_{c}^{\infty}(A)^{W} \tag{5.5.6}
\end{equation*}
$$

preserves (or possibly diminish) support, and hence is a differential operator by the theorem of Peetre [65].

Step IV: The operator (5.5.6) commutes with the algebra $\operatorname{rad}\left(\mathbb{D}\left(\chi_{l}\right)\right)$ which amounts to a system of differential equations for the coefficients of the differential operator (5.5.6). More precisely the differential operator (5.5.6) behaves at infinity in $A_{+}$like a constant coefficient differential operator from which the full operator (5.5.6) can be recovered (cf. Lemma 1.2.7).

Step V: By a scaling argument we conclude that the operator (5.5.6) equals $|W|$.Id.

We now comment on the above outline with more details. Step I is immediate from Theorem 5.4.2, Proposition 5.4.3, and the classical Paley-Wiener theorem. Step II follows by shifting the integration over $i \mathfrak{a}^{*}$ into the complex space $\mathfrak{h}^{*}$ in the direction of the negative chamber. Using the explicit expression (5.2.4) for the elementary spherical function as a hypergeometric function the arguments are exactly the same as in the Helgason-Gangolli proof of the spherical Paley-Wiener theorem. The crucial point is that (since we are in the standard case) under the integration shift we do not encounter poles of the function $c\left(-\lambda, m_{-}\right)^{-1}$. For details we refer to [36, Chap. IV, Section 7.2]. Combining Step I and Step II we conclude that the linear operator (5.5.6) leaves the space of functions $f \in C_{c}^{\infty}(A)^{W}$ with $\operatorname{supp}(f) \subset C(a)$ invariant for all $a \in A$.

For $f_{1}, f_{2} \in C_{c}^{\infty}\left(G / / K ; \chi_{l}\right)$ we have

$$
\begin{equation*}
\int_{G} \mathcal{J} \circ \mathcal{H} f_{1}(g) \overline{f_{2}(g)} d g=\int_{i a^{*}} \mathcal{H} f_{1}(\lambda) \overline{\mathcal{H} f_{2}(\lambda)} \frac{d \lambda}{4^{n|l|}\left|c\left(\lambda, m_{-}\right)\right|^{2}} \tag{5.5.7}
\end{equation*}
$$

which implies that the operator (5.5.6) is formally symmetric with respect to the measure $|\delta(k, a)| d a$. Leaving invariant supports of the form

we conclude by symmetry that supports of the form

are left invariant as well. Combining these two we conclude that the operator (5.5.6) preserves supports.

The steps III, IV, V are a variation on Rosenberg's proof of the spherical Plancherel formula [36, Chap. IV, Section 7.3] and were found by van den Ban and Schlichtkrull in their study of the Plancherel decomposition for a pseudo-Riemannian symmetric space [3]. We refer to this paper or to the other part of this book for details. Assuming $|l|<k_{s}+1$ we arrive at:

Conclusion 5.5.5. (The inversion formula). The inversion of the spherical Fourier transform is given by $\frac{1}{|W|} \mathcal{J}$ where $\mathcal{J}$ is the normalized wave packet operator (5.5.5).

Corollary 5.5.6. (The Paley-Wiener theorem). The spherical Fourier transform maps the space $C_{c}^{\infty}(C)$ bijectively onto the space $\mathcal{P}_{C}\left(\mathfrak{h}^{*}\right)$ for any $W$-invariant compact convex set $C \subset A \simeq \mathfrak{a}$.

Corollary 5.5.7. (The Plancherel theorem). The spherical Fourier transform extends to a unitary isometry

$$
\mathcal{H}: L^{2}\left(G / / K ; \chi_{l}\right) \rightarrow L^{2}\left(i \mathfrak{a}^{*}, \frac{d \lambda}{|W| 4^{n|l|}\left|c\left(\lambda, m_{-}\right)\right|^{2}}\right) .
$$

Proof. Use the inversion formula for $f=f_{1} * \tilde{f}_{1}, \tilde{f}_{1}(g)=\overline{f_{1}\left(g^{-1}\right)}$.

## Notes for Chapter 5

The theory of spherical functions (corresponding to the trivial $K$-type) is a beautiful part of harmonic analysis going back to the work of Gel'fand, Godement (for the abstract setting), and Harish-Chandra (in the concrete
setting for a Riemannian symmetric space). The theory has been exposed in textbooks $[36,23]$ to which we refer for further reading.

The main point of this chapter is that the theory of spherical functions corresponding to one-dimensional $K$-types admits a treatment as explicit and of the same level of difficulty as for the trivial $K$-type. The work of this chapter was motivated by $[20,21]$ where (among other things) the rank one situation was worked out. For example formula (5.2.4) in the rank one case can be found in [21, Theorem 2.1]. For nontrivial $K$-types Theorem 5.1.10 is due to Shimeno, whose proof is along the same lines as the corresponding result in case $\chi=1_{K}$ (using the integral formula (5.4.1), see [70]). Our proof is somewhat different and purely algebraic.
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## LECTURE 1

## Introduction

In these lectures my goal will be to explain some recent joint work with Erik van den Ban on harmonic analysis on semisimple symmetric spaces. In the first lecture I intend to give some motivation and background information. The following seven lectures will be more precise on definitions and statements, though I will have to omit many details.

Harmonic analysis, in its commutative and noncommutative forms, is currently one of the most important and powerful areas in mathematics. It may be defined broadly as the attempt to decompose functions by superposition of some particularly simple functions, as in the classical theory of Fourier decompositions. To be more explicit, let $X$ be a space acted on by a group $G$. Assume that this action leaves invariant a positive measure $d x$ on $X$. Then there is a natural unitary representation $\ell$ (the regular representation) of $G$ on the Hilbert space $L^{2}(X)$ of square integrable functions on $X$. The aim of harmonic analysis on $X$ is to decompose this representation into irreducible subrepresentations. Under mild assumptions on $G$ such a decomposition is possible within direct integral theory; this is known as the "abstract Plancherel formula." However, $X$ and $G$ will usually have more structure, and then a more explicit form of the decomposition is desirable. Typically, $G$ will be a Lie group and $X$ will be the homogeneous space $G / H$, where $H$ is a closed subgroup. Very often there will be some differential operators on $X$ which commute with the action of $G$ (hence called invariant differential operators), and which are essentially selfadjoint operators on $L^{2}(X)$. Then $G$ preserves their spectral decomposition, and thus the solution of the spectral problem for these operators will lead to decompositions of $\ell$ into subrepresentations, which at best happen to be irreducible, and at least give a first step toward the complete decomposition. The spectral theory of the invariant differential operators thus becomes an important tool in the harmonic analysis (sometimes harmonic analysis is simply defined this way).

From an explicit decomposition of a function $f$ on $X$ a Fourier transform is obtained. As is well known from classical analysis, such a transform is ex-
tremely useful for example in solving differential equations. The differential equations of primary interest happen to be those which are invariant under the transformation group $G$ (or $G$ could be chosen such that it preserves a given differential equation of particular interest). Thus the theories of harmonic analysis and of invariant differential operators on $X$ are closely related. When Sophus Lie developed his theory of transformation groups he was motivated by the intent to apply it to differential equations. Thus, to him the group was a tool in the study of the differential equations. Since then the mathematical focus has been shifted somewhat. The space $G / H$ has become at least as fundamental as its invariant differential operators, which primarily serve as a tool for the harmonic analysis on $G / H$; in some sense this is the opposite of Lie's way of thinking (see [122, 154]).

Before I continue describing the goal of the lectures, I would like to give some simple examples.

Example 1.1. The Euclidean spaces. The most familiar examples of harmonic analysis are of course the ordinary theories of Fourier analysis on the torus group $\mathbf{T}$ and on Euclidean space $\mathbf{R}^{n}$. For example in the latter case, $X=\mathbf{R}^{n}$ is viewed as a homogeneous space of itself, $G=\mathbf{R}^{n}$ (acting by translations), with trivial subgroup $H$. The invariant measure is Lebesgue measure, and the invariant differential operators are just the differential operators with constant coefficients. Their eigenfunctions are the exponential functions, and hence their spectral decomposition is exactly the decomposition of functions by superposition of exponential functions (plane waves), as obtained in the classical inversion formula,

$$
f(x)=c \int_{\mathbf{R}^{n}} \hat{f}(\lambda) e^{i \lambda \cdot x} d \lambda
$$

where $f \in C_{c}^{\infty}(X)$ and

$$
\hat{f}(\lambda)=\int_{X} f(x) e^{-i \lambda \cdot x} d x
$$

and $c$ is a nonzero constant. The Fourier transform enables us to pick out the irreducible components of the regular representation: the Fourier transform extends to an isometry of $L^{2}(X)$ onto $L^{2}\left(\mathbf{R}^{n}\right)$ and gives a decomposition of $\ell$ as the direct integral over $\lambda \in \mathbf{R}^{n}$ of the one-dimensional
representations $\pi_{\lambda}$ defined by $\pi_{\lambda}(a)=e^{i \lambda \cdot a}\left(a \in \mathbf{R}^{n}\right)$,

$$
\ell \simeq \int_{\mathbf{R}^{n}}^{\oplus} \pi_{\lambda} d \lambda
$$

the Plancherel decomposition for $\mathbf{R}^{n}$ (with respect to the group action of $G=\mathbf{R}^{n}$ )

In the case of $\mathbf{T}$ the decomposition of the regular representation is obtained similarly from the theory of Fourier series; $\ell$ decomposes as the direct sum (over $\mathbf{Z}$ ) of all the one-dimensional representations of $\mathbf{T}$. However, since $G$ is abelian and $H$ is trivial in both cases, these examples are really too simple to reveal the complexities encountered in general.

Example 1.2. Euclidean space revisited. When $n \geq 2$ a more sophisticated way of looking at $\mathbf{R}^{n}$ is to view it as a homogeneous space of the nonabelian group $G=\mathrm{M}(n)$ of all its motions (isometries); then $H=\mathrm{O}(n)$ is the orthogonal group leaving the origin fixed, and $G$ is the semidirect product of $H$ and $\mathbf{R}^{n}$. In this case it is easily seen that the only invariant differential operators are the polynomials in the Laplacian $L$. Since all the exponential functions $e^{i \lambda \cdot x}$ with a given length of $\lambda$ are eigenfunctions for $L$ with the same eigenvalue, it is natural from the point of view of spectral theory of $L$ to change the interpretation of the Fourier transform as follows: Instead of viewing $\hat{f}$ as an $L^{2}$-function in $\lambda \in \mathbf{R}^{n}$ we shall now view it as an $L^{2}\left(\mathbf{S}^{n-1}\right)$ valued function on $\mathbf{R}^{+}$by means of the polar coordinates $\lambda=p \omega,(p>$ $\left.0, \omega \in B=\mathbf{S}^{n-1}\right)$ :

$$
\hat{f}(p, \omega)=\int_{X} f(x) e^{-i p \omega \cdot x} d x
$$

Let $\mathcal{H}=L_{L^{2}(B)}^{2}\left(\mathbf{R}^{+}, p^{n-1} d p\right)$ be the space of $L^{2}(B)$-valued functions $\phi$ on $\mathbf{R}^{+}$which are square integrable with respect to the measure $p^{n-1} d p$, then $\hat{f} \in \mathcal{H}$, and the Fourier transform maps $L^{2}(X)$ isometrically onto $\mathcal{H}$. The decomposition of the regular representation $\ell$ can now be read as follows. For each $p \in \mathbf{R}$ we define a representation $\pi_{p}$ of $H \times \mathbf{R}^{n}$ on $L^{2}(B)$ by

$$
\pi_{p}(k, y) \varphi(\omega)=e^{i p y \cdot \omega} \varphi\left(k^{-1} \omega\right), \quad\left(y \in \mathbf{R}^{n}, k \in \mathrm{O}(n)\right)
$$

This is easily seen to give a unitary representation of the semidirect product group $G$. One can prove that it is irreducible for $p \neq 0$, and that $\pi_{p} \simeq \pi_{-p}$. Next we define a unitary representation $\pi$ of $G$ on $\mathcal{H}$ by $(\pi(g) \phi)(p)=$
$\pi_{-p}(g)(\phi(p))$, then $\pi$ is equivalent with the direct integral of the $\pi_{-p}$. Let $\mathbf{1} \in L^{2}\left(\mathbf{S}^{n-1}\right)$ denote the distinguished vector given by $\mathbf{1}(\omega)=1$, then we have

$$
\hat{f}(p)=\int_{G} f(g H) \pi_{-p}(g) \mathbf{1} d g=\pi_{-p}(f) \mathbf{1}
$$

for $f \in C_{c}^{\infty}(X)$, from which it follows that the Fourier transform is a $G$ equivariant map from $C_{c}^{\infty}(X)$ into $\mathcal{H}$. It follows from the above that the Fourier transform extends to an isometry of $L^{2}(X)$ onto $\mathcal{H}$, and we have

$$
\ell \simeq \pi \simeq \int_{\mathbf{R}^{+}}^{\oplus} \pi_{-p} p^{n-1} d p
$$

the Plancherel decomposition for $\mathbf{R}^{n}$ with respect to the group action of $G=M(n)$. The inversion formulá can be reformulated as follows: for $f \in C_{c}^{\infty}(X)$ we get

$$
f(g H)=c \int_{\mathbf{R}^{+}}\left\langle\hat{f}(p) \mid \pi_{-p}(g) \mathbf{1}\right\rangle p^{n-1} d p
$$

where $\langle\cdot \mid \cdot\rangle$ is the sesquilinear form on the Hilbert space $L^{2}(B)$.
Note that we have got an essentially different theory of harmonic analysis on the same space $X$ by choosing another group $G$ of transformations. For this reason it is more correct to speak of harmonic analysis on $X$ with respect to $G$, rather than just on $X$.

Example 1.3. Compact homogeneous spaces. The classical theory of Fourier series on $\mathbf{T}$ has a far reaching generalization as follows. Let $G$ be any compact topological group endowed with its normalized Haar measure.

Let me first recall the famous theorem of Peter and Weyl. Let $\hat{G}$ denote the set of equivalence classes of irreducible representations of $G$, and for $\delta \in \hat{G}$ let $V_{\delta}$ be a Hilbert space on which $\delta$ can be realized (I use the customary abuse of notation by not distinguishing a representation from its equivalence class). Let $\check{\delta}$ be the contragradient representation, realized on the dual space $V_{\check{\delta}}=V_{\delta}^{*}$. There is a natural map from $V_{\delta} \otimes V_{\delta}^{*}$ into $L^{2}(G)$, the matrix coefficient map, defined by $v \otimes v^{*} \mapsto \operatorname{dim}(\delta)^{1 / 2}\left\langle v, \check{\delta}(\cdot) v^{*}\right\rangle$. It is easily seen that this map is a $G \times G$-homomorphism of the tensor product into $L^{2}(G)$ with the left times right action, and it follows from the Schur orthogonality relations that it is an isometry. Identifying $V_{\delta} \otimes V_{\delta}^{*}$ with its
matrix coefficient image the Peter-Weyl theorem states that we have the orthogonal direct sum decomposition

$$
L^{2}(G)=\oplus_{\delta \in \hat{G}} V_{\delta} \otimes V_{\delta}^{*} .
$$

This gives the decomposition of the regular (left times right) representation of $G \times G$ on $L^{2}(G)$ into irreducible subrepresentations (harmonic analysis on $G$ with respect to $G \times G$ ).

Let $H$ be a closed subgroup of $G$, then it easily seen that the homogeneous space $G / H$ inherits an invariant measure from the Haar measure on $G$. It was observed by Cartan (in the Lie case) and Weyl (in general) that the Peter-Weyl theorem has the following generalization,

$$
\begin{equation*}
L^{2}(G / H)=\oplus_{\delta \in \hat{G}} V_{\delta} \otimes\left(V_{\delta}^{*}\right)^{H} \tag{1.1}
\end{equation*}
$$

where $\left(V_{\delta}^{*}\right)^{H}$ is the space of $\check{\delta}(H)$-fixed vectors in $V_{\delta}^{*}$. The decomposition is orthogonal and equivariant for the $G$-action ( $G$ acts on the tensor products by its action on the first factors), and thus it gives the decomposition of $\ell$ (harmonic analysis on $G / H$ with respect to $G$ ). Its derivation from the Peter-Weyl theorem as formulated above is immediate, once we observe that $L^{2}(G / H)$ may be identified with the space of right $H$-invariant functions in $L^{2}(G)$. Note that the decomposition only contains the representations $\delta$ for which $\left(V_{\delta}^{*}\right)^{H} \neq 0$, or equivalently, for which $V_{\delta}^{H} \neq 0$. If $\operatorname{dim} V_{\delta}^{H} \leq 1$ for all $\delta$, the decomposition of $\ell$ is said to be multiplicity free.

Example 1.4. The spheres. Let $X$ be the $n$-sphere $\mathbf{S}^{n}$, viewed as the homogeneous space $\mathrm{O}(n+1) / \mathrm{O}(n)$. This is a particular example of the situation in the previous example. In this case the harmonic analysis on $\mathbf{S}^{n}$ with respect to $\mathrm{O}(n)$ is classical: it is the theory of spherical harmonics. Since it is probably familiar to most readers, it may serve as a good example. Recall that a spherical harmonic (of degree $k$ ) on $\mathbf{S}^{n}$ is the restriction of a harmonic homogeneous polynomial (of degree $k$ ) on $\mathbf{R}^{n+1}$. Equivalently, it is an eigenfunction for the Laplace operator on $X$ (with the eigenvalue $-k(n-1+k))$. Let $H_{k}$ be the space of spherical harmonics of degree $k$, then $H_{k}$ (as an eigenspace for $L$ ) is $G$-invariant, and we have the orthogonal decomposition

$$
L^{2}\left(\mathbf{S}^{n}\right)=\oplus_{k=0}^{\infty} H_{k}
$$

In fact each $H_{k}$ is irreducible, and this decomposition is thus an explicit form of (1.1) for this case, with a multiplicity free decomposition. The one-dimensional subspace $H_{k}^{\mathrm{O}(n)}$ of $H_{k}$ is the space of zonal spherical harmonics of degree $k$. Note that the decomposition is realized as a spectral decomposition for the invariant differential operator $L$, in accordance with the view on harmonic analysis suggested earlier.

In the examples above there is an essential difference between the noncompact $\mathbf{R}^{n}$ and the compact $\mathbf{S}^{n}$. In the former case the Plancherel decomposition is a direct integral over a continuous parameter, and in the latter case it is a direct sum over a discrete parameter. In general one expects a combination of these phenomena, such that the decomposition of $\ell$ will invoke both continuous and discrete parameters.

A class of homogeneous spaces, for which the program of harmonic analysis via spectral decomposition of invariant differential operators is particularly compelling, is the class of symmetric spaces. A symmetric pair may be defined as a pair $(G, H)$ with a Lie group $G$, for which there is an involution $\sigma$ of $G$ such that $G_{e}^{\sigma} \subset H \subset G^{\sigma}$, where $G^{\sigma}$ is the subgroup of fixed points for $\sigma$ and $G_{e}^{\sigma}$ denotes its identity component. A symmetric space is a space $X$ for which there exists a symmetric pair such that $X=G / H$. The map $g H \mapsto \sigma(g) H$ of $X$ to itself is then called the symmetry around the origin $o=e H$. By parallel transport there are symmetries around all other points of $X$ as well.

One can prove that a connected smooth manifold $X$ is a symmetric space if and only if there exists on it an affine connection, for which the reflexion in geodesics around any point $x$ extends to an affine diffeomorphism $S_{x}$ of $X$. If $X$ is such a manifold with a given point of origin it can be realized as the symmetric space corresponding to a certain canonically determined symmetric pair $(G(X), H(X))$ of subgroups of the group of affine transformations of $X(G(X)$ is the group of "displacements" generated by all the products $S_{x} S_{y},(x, y \in X)$, and $H(X)$ is the stabilizer of the origin). Note however, that if $X=G / H$ is a symmetric space, then $G$ may differ from $G(X)$. The same space with the same symmetries and the same point of origin may thus correspond to several symmetric pairs, as in Examples 1.1 and 1.2 above, where $\mathbf{R}^{n}$ is the symmetric space corresponding to the symmetric pairs $\left(\mathbf{R}^{n},\{0\}\right)$ and $(\mathrm{M}(n), \mathrm{O}(n))$, respectively. In this case $(G(X), H(X))$ is the former pair.

In these lectures I shall only consider harmonic analysis on symmetric spaces. Clearly Examples 1.1 and 1.2 mentioned above fall into this category; the symmetry around a point is the reflexion in the point.

Example 1.5. The group case. Let ${ }^{`} G$ be a Lie group, let $G={ }^{`} G \times{ }^{`} G$, and define $\sigma: G \rightarrow G$ by $\sigma(x, y)=(y, x)$. Then $H=G^{\sigma}$ is the diagonal, and via the mapping $(x, y) \mapsto x y^{-1}$ we have that the symmetric space $G / H$ is isomorphic to ${ }^{\prime} G$, viewed as a homogeneous space for the left times right action of ${ }^{\prime} G \times{ }^{`} G$. This example, referred to as the group case in the following, shows some of the scope of the program of harmonic analysis on all symmetric spaces: it contains as a subprogram that of doing harmonic analysis on all Lie groups.

In fact, I shall restrict attention even further than just to symmetric spaces; they will also be required to be semisimple or, slightly more general, reductive. In order to explain these notions, I have to discuss some of the geometric structure of $X$ a bit. Let $\mathfrak{g}$ be the Lie algebra of $G$, and let $\sigma$ denote also the involution of $\mathfrak{g}$ obtained from that of $G$ by differentiation. Let $\mathfrak{g}=\mathfrak{h}+\mathfrak{q}$ be the decomposition of $\mathfrak{g}$ into the $\pm 1$ eigenspaces for $\sigma$, then $\mathfrak{h}$ is the Lie algebra of $H$ and $\mathfrak{q}$ may be identified with the tangent space of $X$ at $o$. Associated with the affine connection on $X$ there is a canonical 2-form, the Ricci curvature tensor (or the Ricci form), on the tangent space $T X$. It is $G$-invariant, and at $o$ it is given by

$$
r(X, Y)=\operatorname{Tr}_{\mathfrak{q}}(\operatorname{ad} X \circ \operatorname{ad} Y)
$$

for $X, Y \in \mathfrak{q}$. The space $X$ is called semisimple if this form is nondegenerate and symmetric (the latter property actually implies that $r$ is a constant multiple of the restriction of the Killing form $B(\cdot, \cdot)$ of $\mathfrak{g}$ to $\mathfrak{q} \times \mathfrak{q}$.) In Example 1.5 we have that $r$ can be identified with the Killing form of the Lie algebra $\mathfrak{g}$ of ${ }^{\prime} G$, and thus ${ }^{`} G$ is semisimple as a symmetric space for ${ }^{`} G \times{ }^{`} G$ if and only if it is a semisimple Lie group. It is clear that the Ricci tensor gives rise to a $G$-invariant pseudo-Riemannian structure on a semisimple symmetric space $X$.

A symmetric pair $(G, H)$ is called a semisimple symmetric pair if $G$ is semisimple. One can prove that a symmetric space $X$ is semisimple if and only if there is a semisimple symmetric pair $(G, H)$ with $G$ acting on $X$ by affine transformations, such that $X$ is the symmetric space $G / H$ (in
particular, if $X$ is semisimple, then the group $G(X)$ of displacements is semisimple). Again it is noted that the same space $X$ with the same symmetries may correspond to several symmetric pairs $(G, H)$, among which only some are semisimple. In the following, when I speak of a semisimple symmetric space $G / H$, it is to be understood that $(G, H)$ is a semisimple symmetric pair.

As motivation for restricting the attention to semisimple symmetric spaces it is noted that an irreducible symmetric space (one that has no nontrivial invariant "subsymmetric spaces") is either semisimple or onedimensional. Note, however, that none of the spaces mentioned in Examples $1.1,1.2$, and 1.4 are semisimple, since the Ricci tensor in these cases is the trivial 2 -form. For this reason it is sometimes more convenient to extend focus a bit and consider reductive symmetric spaces. By definition, in a reductive symmetric space every invariant subsymmetric space has an invariant complementary subsymmetric space. Equivalently, a symmetric space is reductive if it is a symmetric space $G / H$ for a symmetric pair with $G$ reductive (a reductive symmetric pair). The pairs in Examples 1.1 and 1.4 are reductive, whereas that in Example 1.2 (where $G$ is a solvable Lie group) is not reductive. Note that reductive symmetric spaces are only slightly more general than semisimple symmetric spaces, since any reductive group $G$ is the product of its semisimple part and its center.

Example 1.6. Hyperbolic spaces. Let $p$ and $q$ be positive integers, and let $X=X_{p, q}$ be the real hyperbolic space

$$
\left\{x \in \mathbf{R}^{p+q} \mid x_{1}^{2}+\cdots+x_{p}^{2}-x_{p+1}^{2}-\cdots-x_{p+q}^{2}=1\right\}
$$

(if $p=1$ it is also required that $x_{1}>0$ to get only one sheet of the hyperboloid), then $X$ is the symmetric space corresponding to the pair $\left(\mathrm{SO}_{e}(p, q), \mathrm{SO}_{e}(p-1, q)\right.$ ) (the involution of $G$ is given by $\sigma(g)=I g I$ where $I$ is the diagonal matrix with diagonal entries $1,-1, \ldots,-1$ ). Thus $X$ is a semisimple symmetric space except if $p=q=1$ (in which case $X \simeq \mathbf{R}$ is reductive). It has a pseudo-Riemannian structure of index ( $p-\mathbf{1}, q$ ). Similarly, one can define hyperbolic spaces over the complex and quaternion fields; when viewed as real manifolds they (or rather, their projective images) correspond to the symmetric pairs ( $\mathrm{SU}(p, q), \mathrm{S}(\mathrm{U}(1) \times \mathrm{U}(p-1, q))$ and $(\operatorname{Sp}(p, q), \operatorname{Sp}(1) \times \operatorname{Sp}(p-1, q))$ (when formulated suitably, the construction
can be given a sense even for the Cayley octonions, but only when $(p, q)$ is $(2,1)$ or $(1,2)$, where one gets that $G$ is the exceptional group $\left.G=\mathrm{F}_{4(-20)}\right)$.

Example 1.7. Symmetric spaces of $\operatorname{SL}(2, \mathbf{R})$. Let $G=\operatorname{SL}(2, \mathbf{R})$. There are two (nonconjugate) involutions of $G$, given by

$$
\theta\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{cc}
d & -c \\
-b & a
\end{array}\right) \quad \text { and } \quad \sigma\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{cc}
a & -b \\
-c & d
\end{array}\right) .
$$

To these involutions correspond three symmetric spaces: $G / G^{\theta}, G / G^{\sigma}$, and $G / G_{e}^{\sigma}$. The first two can be realized within $\mathfrak{s l}(2, \mathbf{R})$ as the spaces $\{Y \mid B(Y, Y)=\epsilon\}$, with $\epsilon= \pm 1$, respectively; the action of $G$ is then the adjoint action. It follows that they are equal to the spaces $X_{1,2}$ and $X_{2,1}$ of the previous example. The third is a double cover of the second (here the action does not factor through the adjoint map).

Example 1.8. Riemannian symmetric spaces. Let $G$ be a connected linear semisimple Lie group, and let $\theta$ be the Cartan involution of $G$. Then the fixed point group $K=G^{\theta}$ is a maximal compact subgroup of $G$. Let $\mathfrak{g}=\mathfrak{k}+\mathfrak{p}$ be the Cartan decomposition of $\mathfrak{g}$, then the Killing form $B(\cdot, \cdot)$ is positive definite on $\mathfrak{p}$. Thus $G / K$ is a semisimple symmetric space, and its structure is Riemannian.

As it is apparent from the title, the goal of these lectures is to do harmonic analysis on semisimple symmetric spaces. Looking back at the definition I gave of harmonic analysis, it should first of all be noted that a semisimple symmetric space does carry an invariant measure associated to the nondegenerate 2 -form $r$ (I shall return to this measure in the next lecture). Moreover, it is also encouraging for the mentioned program of obtaining spectral decompositions that the algebra $\mathbf{D}(G / H)$ of all the invariant differential operators on $G / H$ is known to be commutative, and that the formally self-adjoint ones among these operators are essentially self-adjoint operators on $L^{2}(G / H)$ (I shall return to these points in Lecture $4)$. Thus they will have a simultaneous $G$-invariant spectral decomposition.

The program of finding an explicit Plancherel decomposition for a general semisimple symmetric space $G / H$ is too ambitious a task for these lectures. In fact, as a consequence of Example 1.5 it would necessarily extend Harish-Chandra's work on harmonic analysis for semisimple groups. Indeed such a result does not exist in the mathematical literature of today
(though a result like that has been announced by Oshima and Sekiguchi) - only special cases have been treated. Most of the known examples are spaces of rank one (the notion of the rank of $G / H$ will be defined in the next lecture). In particular, all the spaces mentioned in Example 1.6 are of rank one, and for these spaces the above-mentioned "Plancherel program" has been carried out. The basic idea is to introduce a kind of polar coordinates on $X$, in which the radial part of the Laplace-Beltrami operator $L$ (which exists on any semisimple symmetric space, thanks to the pseudoRiemannian structure) becomes a singular ordinary differential operator, to which a general theory of Weyl, Kodaira, and Titchmarsh can be applied. However, this theory is not applicable in higher rank, since one cannot reduce in any way to an ordinary differential operator. (See the notes at the end for more details and a list of references.)

Apart from the cases mentioned above, the harmonic analysis program has also been carried out in the class of Riemannian symmetric spaces (see Example 1.8). In this case explicit inversion and Plancherel formulae are known from the work of Harish-Chandra and Helgason. I shall return to this case later, as a motivating example.

In these lectures I shall consider general semisimple symmetric spaces, but with a more moderate goal than the full decomposition of $\ell$. I shall now describe this goal. It is known from Harish-Chandra's work on the group case mentioned in Example 1.5 that $\ell$ decomposes into several series of representations, the most famous of which are the "discrete series" and the "(minimal) principal series." The former enters discretely into the decomposition of $\ell$ (as in Example 1.3) and the latter enters as a direct integral over a continuous parameter (as in Examples 1.1 and 1.2). A similar phenomenon is expected (and indeed seen in the cases where the program has been carried out) for the general semisimple symmetric space. In short, the goal of these lectures will be the generalization of the (minimal) principal series part, which will be called "the most continuous part" of the decomposition (the reason for this terminology is that in general one expects several series of representations, each parametrized with a continuous parameter running in a finite dimensional real vector space, and the series that we shall consider here are those for which this parameter space has the highest dimension).

Even this goal is out of reach in eight lectures, at least with full attention to details, but at least we shall reach the stage where the main
theorem concerning this decomposition can be stated (Theorem 7.1). In lectures 2-6 leading up to this, the basic structure of $G / H$ and the related representations of $G$ will be developed. Finally, Lectures 7 and 8 will be devoted to a sketch of the proof of the main theorem.

In the notes at the end some historical remarks are given, together with references for the skipped proofs. In particular, the notes to this lecture contain some hints about the discrete series for $G / H$. I am not going to explain this series any further during these lectures, since I shall not be using it.

## LECTURE 2

## Structure theory

In the Introduction I defined the notion of a semisimple symmetric space $X=G / H$. In this lecture I shall discuss some of the basic structure of $X$.

For simplicity it is assumed that the semisimple Lie group $G$ is connected and linear, and that the subgroup $H$ is connected (for various reasons one would actually like to consider a more general class, the so-called HarishChandra class, of reductive symmetric spaces, but I shall not do so here, since the generalization usually is rather straightforward). Let $\theta$ be the Cartan involution of $G$ with corresponding maximally compact subgroup $K$, and with the corresponding Cartan decompositions $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}$ and $G=$ $K \exp p$.

Recall that $\sigma$ is the involution of $G$ for which we have $H=G_{e}^{\sigma}$. In general it may not be the case that $\sigma$ and $\theta$ commute, but this can always be accomplished by replacing $\sigma$ with a conjugate $\sigma^{g}=\operatorname{Ad} g^{-1} \circ \sigma \circ \operatorname{Ad} g$ for some $g \in G$.

Proposition 2.1. There exists $g \in G$ such that the conjugate involution $\sigma^{g}$ commutes with $\theta$.

Proof. I shall not stop to prove Proposition 2.1 here. See the notes for references.

Replacing $\sigma$ by a conjugate corresponds to replacing the chosen origin of $X$ with another point. Since this does not affect the harmonic analysis on $X$ with respect to $G$, we shall from now on assume that this has been done. At the same time $H$ is replaced by a conjugate. Thus we assume that $\sigma$ commutes with $\theta$, and then we also have that $\sigma(K)=K$ and $\theta(H)=H$. Thus $H$ is a connected linear reductive group and $K \cap H$ is a maximal compact subgroup. In particular, it follows that $K \cap H$ is connected.

Let $\mathfrak{g}=\mathfrak{h} \oplus \mathfrak{q}$ be the decomposition of $\mathfrak{g}$ induced by $\sigma$ (I shall use the same symbol for an involution on $G$ and its differential on $\mathfrak{g}$ ). Then we have that $\mathfrak{h}$ and $\mathfrak{q}$ are $\theta$-invariant, and that $\mathfrak{k}$ and $\mathfrak{p}$ are $\sigma$-invariant. Moreover
we have the joint decomposition

$$
\begin{equation*}
\mathfrak{g}=\mathfrak{k} \cap \mathfrak{h} \oplus \mathfrak{k} \cap \mathfrak{q} \oplus \mathfrak{p} \cap \mathfrak{h} \oplus \mathfrak{Y} \cap \mathfrak{q} . \tag{2.1}
\end{equation*}
$$

Note also that since the two involutions commute, ther product $\sigma \theta$ is also an involution. Hence we have three symmetric pairs: $(G, K)=\left(G, G^{\theta}\right)$, $(G, H)=\left(G, G_{e}^{\sigma}\right)$, and $\left(G, G_{e}^{\sigma \theta}\right)$. For later purposes it will be useful with some names related to the latter pair: Let

$$
G_{+}=G_{e}^{\sigma \theta}, \quad \mathfrak{g}_{+}=\mathfrak{g}^{\sigma \theta}=\mathfrak{k} \cap \mathfrak{h} \oplus \mathfrak{p} \cap \mathfrak{q}, \quad \text { and } \quad \mathfrak{g}_{-}=\mathfrak{k} \cap \mathfrak{q} \oplus \mathfrak{p} \cap \mathfrak{h}
$$

Since $\theta\left(G_{+}\right)=G_{+}$we have that $G_{+}$is a connected linear reductive group with the maximal compact subgroup $K \cap G_{+}=K \cap H$.

Example 2.1. Let $X$ be the real hyperbolic space $G / H=\mathrm{SO}_{e}(p, q) / \mathrm{SO}_{e}(p-$ $1, q)$ as in Example 1.6. In this case $K=\mathrm{SO}(p) \times \mathrm{SO}(q)$ and the decomposition (2.1) of the Lie algebra $\mathfrak{g}=\mathfrak{s o}(p, q)$ is indicated in the following diagram, which shows where the matrices in each of the four subspaces have their nonzero entries.


It follows that $\mathfrak{g}_{+} \simeq \mathfrak{s o}(p-1) \times \mathfrak{s o}(1, q)$.
For the semisimple group $G$ there are four important decompositions:

$$
\begin{array}{ll}
G=K \exp p & \text { (the Cartan decomposition), } \\
G=K A K & \text { (the KAK decomposition), } \\
G=K A N & \text { (the Iwasawa decomposition), } \\
G=\cup_{w \in W} \bar{N} \tilde{w} P & \text { (the Bruhat decomposition). }
\end{array}
$$

(The $K A K$ decomposition is sometimes also called the Cartan decomposition.) In this and the following lecture we shall be looking for related decompositions for the semisimple symmetric space $G / H$.

The Cartan decomposition $G=K \exp \mathfrak{p} \simeq K \times \mathfrak{p}$ implies that the symmetric space $G / K$ as a manifold is diffeomorphic via the exponential map to the Euclidean space $\mathfrak{p}$. The direct analog of this, that $G / H \simeq \mathfrak{q}$, is false in general. For this reason the exponential map exp: $\mathfrak{q} \rightarrow G / H$ is most useful locally around the origin. The following proposition may be seen as a generalization of the Cartan decomposition.

Proposition 2.2. The $\operatorname{map}(k, Y, X) \mapsto k \exp Y \exp X$ is a real analytic diffeomorphism of $K \times(\mathfrak{p} \cap \mathfrak{q}) \times(\mathfrak{p} \cap \mathfrak{h})$ onto $G$.

It follows that $G / H$ is diffeomorphic to the vector bundle $K \times_{K \cap H} \mathfrak{p} \cap \mathfrak{q}$ over $K / K \cap H$ (where $K \cap H$ acts on $\mathfrak{p} \cap \mathfrak{q}$ by the adjoint action).

Proof. Clearly the map is real analytic. We will now construct an inverse map. Let $g \in G$ be given. By $G=K \exp \mathfrak{p}$ there is a unique $S \in \mathfrak{p}$ such that $g \in K \exp S$.

Let us analyze the relation we want, that is $g \in K \exp Y \exp X$ with $Y \in \mathfrak{p} \cap \mathfrak{q}$ and $X \in \mathfrak{p} \cap \mathfrak{h}$. If we had this we would have

$$
\begin{equation*}
\exp 2 S=(\theta g)^{-1} g=\exp X \exp 2 Y \exp X \tag{2.2}
\end{equation*}
$$

and hence also

$$
\exp 2 \sigma S=\exp X \exp -2 Y \exp X
$$

Eliminating $Y$ this would imply

$$
\begin{equation*}
\exp 2 \sigma S=\exp 2 X \exp -2 S \exp 2 X \tag{2.3}
\end{equation*}
$$

We shall now solve this equation with respect to $X$. We use Lemma 2.3 below, which shows that if $T \in \mathfrak{p}$ is defined by

$$
\begin{equation*}
\exp 2 T=\exp -S \exp 2 \sigma S \exp -S \tag{2.4}
\end{equation*}
$$

then (2.3) is equivalent with

$$
\begin{equation*}
\exp 2 X=\exp S \exp T \exp S \tag{2.5}
\end{equation*}
$$

This analysis shows how to obtain $X$. Given $g \in K \exp S$ we define $X$ by (2.5), where $T$ is defined by (2.4). Next we define $Y$ by (2.2) and $k$ by $g=k \exp Y \exp X$. It is easily verified that $g \mapsto(k, Y, X)$ is the inverse map we are looking for.

Lemma 2.3. Let $U, S \in \mathfrak{p}$ be given, and let $T \in \mathfrak{p}$ be defined by the expression $\exp 2 T=\exp -S \exp U \exp -S$. Then the equation $\exp U=$ $\exp X \exp -2 S \exp X$ has the unique solution $X \in \mathfrak{p}$ given by $\exp X=$ $\exp S \exp T \exp S$.

Proof. The proof is straightforward.
We shall now see how the $K A K$-decomposition can be generalized to $G / H$. In the next lecture I will then take a look at the other decompositions.

First I would like to recall the restricted root theory for $G / K$. Let $\mathfrak{a}$ be a maximal abelian subspace of $\mathfrak{p}$ (such a space is called a Cartan subspace for $G / K$ ). It is unique up to conjugacy by $K$. The elements of ad $\mathfrak{a}$ can be simultaneously diagonalized, with real eigenvalues (for this reason $\mathfrak{a}$ is said to be split). The nonzero eigenspaces

$$
\begin{equation*}
\mathfrak{g}_{\alpha}=\{Y \in \mathfrak{g} \mid[H, Y]=\alpha(H) Y \text { for all } H \in \mathfrak{a}\} \tag{2.6}
\end{equation*}
$$

with $\alpha \in \mathfrak{a}^{*}$ nonzero are called the root spaces and the corresponding $\alpha$ 's the restricted roots. The set of restricted roots, denoted $\Sigma(\mathfrak{a}, \mathfrak{g})$, is a root system (it satisfies the axioms of an abstract root system). Note however that in contrast to the diagonalization of a Cartan subalgebra of a complex Lie algebra where the root spaces are always one-dimensional, the root $\alpha$ has a multiplicity $m_{\alpha}=\operatorname{dim} \mathfrak{g}_{\alpha}$ which may exceed 1 . Moreover, both $\alpha$ and $2 \alpha$ can be roots. The eigenspace $\mathfrak{g}_{0}$ is the centralizer of $\mathfrak{a}$. By maximality of $\mathfrak{a}$ we have $\mathfrak{g}_{0} \cap \mathfrak{p}=\mathfrak{a}$. Denoting the centralizer of $\mathfrak{a}$ in $\mathfrak{k}$ by $\mathfrak{m}$, we have $\mathfrak{g}_{0}=\mathfrak{a} \oplus \mathfrak{m}$, and hence

$$
\mathfrak{g}=\mathfrak{a} \oplus \mathfrak{m} \oplus_{\alpha \in \Sigma(\mathfrak{a}, \mathfrak{g})} \mathfrak{g}_{\alpha}
$$

Choose a positive set $\Sigma^{+}(\mathfrak{a}, \mathfrak{g})$ for $\Sigma(\mathfrak{a}, \mathfrak{g})$, and let $\mathfrak{n}$ and $\overline{\mathfrak{n}}$ denote the sums of the root spaces for the positive and negative roots, respectively, then we get the Iwasawa and Bruhat decompositions of $\mathfrak{g}$,

$$
\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{a} \oplus \mathfrak{n}=\overline{\mathfrak{n}} \oplus \mathfrak{m} \oplus \mathfrak{a} \oplus \mathfrak{n}
$$

A regular element $H \in \mathfrak{a}$ is an element for which $\alpha(H) \neq 0$ for all $\alpha \in$ $\Sigma(\mathfrak{a}, \mathfrak{g})$. A connected component of the set of regular elements is called
an open Weyl chamber; in particular we have the positive chamber $\mathfrak{a}^{+}$ corresponding to $\Sigma^{+}(\mathfrak{a}, \mathfrak{g})$, where the positive roots take positive values. Finally, the Weyl group $W(\mathfrak{a}, \mathfrak{g})$ is defined as the quotient of the normalizer $N_{K}(\mathfrak{a})$ with the centralizer $M=Z_{K}(\mathfrak{a})$; it acts naturally on $\mathfrak{a}$ and coincides via this action with the reflection group of the root system $\Sigma(\mathfrak{a}, \mathfrak{g})$. In particular, it acts simply transitively on the Weyl chambers as well as on the different choices for $\Sigma^{+}(\mathfrak{a}, \mathfrak{g})$.

Let $A=\exp \mathfrak{a}$ and $A^{+}=\exp \mathfrak{a}^{+}$, then the $K A K$ decomposition says that every element $g \in G$ can be written as $g=k_{1} a k_{2}$ with $k_{1}, k_{2} \in K$ and with $a \in A$. The $a \in A$ is uniquely determined up to conjugacy by $W(\mathfrak{a}, \mathfrak{g})$; in particular it can be chosen in the closure $\overline{A^{+}}$of $A^{+}$. This decomposition is the basis for the use of polar coordinates on $G / K$ : the $\operatorname{map}(k M, a) \mapsto k a K \in G / K$ maps $K / M \times \overline{A^{+}}$onto $G / K$ and it maps $K / M \times A^{+}$diffeomorphically onto an open dense subset of $G / K$.

We now return to the setting of semisimple symmetric spaces. Let $\mathfrak{a}_{q}$ be a maximal abelian subspace of $\mathfrak{p} \cap \mathfrak{q}$. Since $\mathfrak{g}_{+}=\mathfrak{k} \cap \mathfrak{h} \oplus \mathfrak{p} \cap \mathfrak{q}$ is the Cartan decomposition of $\mathfrak{g}_{+}$, and $K \cap H$ is a maximal compact subgroup of $G_{+}$, we can apply the theory outlined above to $G_{+}$and obtain that $\mathfrak{a}_{q}$ is unique up to conjugacy by $K \cap H$. Moreover, let $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}_{+}\right)$be the corresponding set of restricted roots, $\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}_{+}\right)$a set of positive roots, $\mathfrak{a}_{q}^{+}$the corresponding positive chamber, $A_{q}^{+}=\exp \mathfrak{a}_{q}^{+}$and $W_{K \cap H}=N_{K \cap H}\left(\mathfrak{a}_{q}\right) / Z_{K \cap H}\left(\mathfrak{a}_{q}\right)=$ $W\left(\mathfrak{a}_{q}, \mathfrak{g}_{+}\right)$the Weyl group. The $K A K$-decomposition applied to $G_{+}$gives that $G_{+}=(K \cap H) \overline{A_{q}^{+}}(K \cap H)$.

Theorem 2.4. ( $K A_{q} H$-decomposition.) Every element $g \in G$ has a decomposition as $g=k a h$ with $k \in K, a \in A_{q}$ and $h \in H$. In this decomposition the $a$ is unique up to conjugacy by $W_{K \cap H}$. The mapping

$$
\begin{equation*}
\left(k Z_{K \cap H}\left(\mathfrak{a}_{q}\right), a\right) \mapsto k a H \in G / H \tag{2.7}
\end{equation*}
$$

maps $K / Z_{K \cap H}\left(\mathfrak{a}_{q}\right) \times \overline{A_{q}^{+}}$onto $G / H$, and it maps $K / Z_{K \cap H}\left(\mathfrak{a}_{q}\right) \times A_{q}^{+}$diffeomorphically onto an open dense subset of $G / H$.

Proof. This follows from Proposition 2.2 combined with the $K A K$ decomposition for $G_{+}$and the Cartan decomposition $H=(H \cap K) \exp (\mathfrak{p} \cap \mathfrak{h})$.

The map (2.7) is called polar (or spherical) coordinates on $X$.

Example 2.2. Let $X$ be as in Example 2.1, that is

$$
\begin{aligned}
X & =\mathrm{SO}_{e}(p, q) / \mathrm{SO}_{e}(p-1, q) \\
& =\left\{x \in \mathbf{R}^{p+q} \mid x_{1}^{2}+\cdots+x_{p}^{2}-x_{p+1}^{2}-\cdots-x_{p+q}^{2}=1\right\}
\end{aligned}
$$

(with $x_{1}>0$ if $p=1$ ). For $1 \leq i, j \leq p+q$ let $E_{i j}$ denote the $(p+q) \times(p+q)$ matrix with 1 on the $(i, j)$ th entry and zero on all other entries, and let $Y=E_{p+q, 1}+E_{1, p+q}$. Then $\mathfrak{a}_{q}=\mathbf{R} Y$ is maximal abelian in $\mathfrak{p} \cap \mathfrak{q}$. The centralizer of $Y$ in $K \cap H$ consists of the elements of the form

$$
\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & V & 0 & 0 \\
0 & 0 & W & 0 \\
0 & 0 & 0 & 1
\end{array}\right),
$$

where $V \in \mathrm{SO}(p-1)$ and $W \in \mathrm{SO}(q-1)$. Hence $K / Z_{K \cap H}\left(\mathfrak{a}_{q}\right)$ can be identified with $\mathbf{S}^{p-1} \times \mathbf{S}^{q-1}$, and the polar coordinate map is then given by

$$
\begin{aligned}
& \mathbf{S}^{p-1} \times \mathbf{S}^{q-1} \times \mathbf{R} \ni(v, w, t) \\
& \quad \mapsto x(v, w, t)=\left(v_{1} \cosh t, \ldots, v_{p} \cosh t, w_{1} \sinh t, \ldots, w_{q} \sinh t\right) \in X
\end{aligned}
$$

Note that if $p=1$ or $q=1$ we should read $\mathbf{S}^{0}$ as $\{1\}$. Note also that there is a significant difference between the cases $q>1$ and $q=1$. In the former case we have $x(v, w,-t)=x(v,-w, t)$ and the map is a diffeomorphism of $\mathbf{S}^{p-1} \times \mathbf{S}^{q-1} \times \mathbf{R}^{+}$onto an open dense set, whereas in the latter case one has to use both signs on $t$ in order to get an open dense set in $X$. In the terms of Theorem 2.4, the open chamber $\mathfrak{a}_{q}^{+}$is different in the two cases. The explanation is that (as mentioned in Example 2.1) $\mathfrak{g}_{+}=\mathfrak{s o}(p-1) \times \mathfrak{s o}(1, q)$, which means that $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}_{+}\right)$and $W_{K \cap H}$ are trivial when $q=1$, whereas otherwise $W_{K \cap H} \simeq\{ \pm 1\}$.

It will be very important for us to be able to integrate over $G / H$. As mentioned in the Introduction, a semisimple symmetric space does have an invariant measure. This measure is unique up to scalar multiplication. The following theorem gives a formula for it in polar coordinates.

For $\alpha \in \mathfrak{a}_{q}^{*}$ we define $\mathfrak{g}_{\alpha}$ in analogy with (2.6) by

$$
\mathfrak{g}_{\alpha}=\left\{Y \in \mathfrak{g} \mid[H, Y]=\alpha(H) Y \text { for all } H \in \mathfrak{a}_{q}\right\}
$$

and we denote by $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ the set of those nonzero $\alpha$ 's for which $\mathfrak{g}_{\alpha} \neq 0$. As we shall soon discuss this set is a root system. In particular, this means that we can select a positive set $\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$. Note that $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}_{+}\right) \subset \Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$. We require that $\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ is chosen such that it contains the set $\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}_{+}\right)$. Note also that $\sigma \theta\left(\mathfrak{g}_{\alpha}\right)=\mathfrak{g}_{\alpha}$, which shows that $\mathfrak{g}_{\alpha}$ decomposes as $\mathfrak{g}_{\alpha}=$ $\mathfrak{g}_{\alpha}^{+} \oplus \mathfrak{g}_{\alpha}^{-}$where $\mathfrak{g}_{\alpha}^{ \pm}=\mathfrak{g}_{\alpha} \cap \mathfrak{g}_{ \pm}$. Let $m_{\alpha}=\operatorname{dim} \mathfrak{g}_{\alpha}$ be the multiplicity of $\alpha$, and define $m_{\alpha}^{ \pm}=\operatorname{dim} \mathfrak{g}_{\alpha}^{ \pm}$, then $m_{\alpha}=m_{\alpha}^{+}+m_{\alpha}^{-}$, and $m_{\alpha}^{+}$is the multiplicity of $\alpha$ as a member of $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}_{+}\right)$. Let

$$
J(Y)=\prod_{\alpha \in \Sigma^{+}\left(a_{q}, \mathfrak{g}\right)} \sinh ^{m_{\alpha}^{+}} \alpha(Y) \cosh ^{m_{\alpha}^{-}} \alpha(Y)
$$

for $Y \in \mathfrak{a}_{q}$.
Theorem 2.5. An invariant measure $d x$ on $X=G / H$ is given by

$$
\int_{X} f(x) d x=\int_{K} \int_{\mathfrak{a}_{q}^{+}} f(k \exp Y \cdot o) J(Y) d Y d k
$$

where $d Y$ denotes a Lebesgue measure on $\mathfrak{a}_{q}$ and $d k$ a Haar measure on $K$, and where the Jacobian $J(Y)$ is given above.

Proof. I give the proof only in the special case of the example below.
Example 2.3. As before let $X$ be the real hyperbolic space. On $\mathbf{R}^{p+q}$ the Lebesgue measure $d x=d x_{1} \ldots d x_{p+q}$ is invariant for $G=\mathrm{SO}_{e}(p, q)$. If we use the polar coordinates $(v, r) \in \mathbf{S}^{p-1} \times \mathbf{R}^{+}$and $(w, s) \in \mathbf{S}^{q-1} \times \mathbf{R}^{+}$on the first $p$ and last $q$ entries, respectively, we get

$$
d x=d v d w r^{p-1} d r s^{q-1} d s
$$

where $d v$ and $d w$ are the rotation invariant measures on the two spheres. Restricting to the open set where $r>s$ we can write the pair $(r, s)$ as ( $\xi \cosh t, \xi \sinh t$ ), and by computation of the Jacobian we have $d r d s=$ $\xi d \xi d t$. Hence we get in these coordinates that

$$
d x=d v d w \xi^{p+q-1} d \xi \cosh ^{p-1} t \sinh ^{q-1} t d t
$$

Now $X$ is given by $\xi=1$, and we get that the measure

$$
d v d w \cosh ^{p-1} t \sinh ^{q-1} t d t
$$

is invariant on $X$ (along the way we have implicitly assumed that $p, q>1$ but the argument is quite easily extended to the other cases as well). This result is in accordance with Theorem 2.5. Indeed, we have seen that $\mathfrak{a}_{q}=$ $\mathbf{R} Y$ where $Y=E_{p+q, 1}+E_{1, p+q}$. It is easily seen that $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}\right)=\{ \pm \alpha\}$ where $\alpha(Y)=1$, and that the root space for $\alpha$ is the span of the vectors

$$
X_{i}=-E_{1+i, 1}+E_{1, i+1}+E_{p+q, i+1}+E_{1+i, p+q} \in \mathfrak{g}_{-}
$$

for $i=1, \ldots, p-1$ and the vectors

$$
Z_{j}=E_{p+j, 1}+E_{1, p+j}+E_{p+q, p+j}-E_{p+j, p+q} \in \mathfrak{g}_{+}
$$

for $j=1, \ldots, q-1$. Hence $m_{\alpha}^{-}=p-1$ and $m_{\alpha}^{+}=q-1$.

I will end this lecture by giving some more details about $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$. Let $\mathfrak{a}$ be a maximal abelian subspace of $\mathfrak{p}$ containing $\mathfrak{a}_{q}$, then $\mathfrak{a} \cap \mathfrak{q}=\mathfrak{a}_{q}$ by the maximality of $\mathfrak{a}_{q}$. Define the Weyl group of $\mathfrak{a}_{q}$ in $\mathfrak{g}$ by $W=W\left(\mathfrak{a}_{q}, \mathfrak{g}\right)=$ $N_{K}\left(\mathfrak{a}_{q}\right) / Z_{K}\left(\mathfrak{a}_{q}\right)$. The first statement of the following proposition was mentioned earlier.

Theorem 2.6. The set $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ is a root system. Its reflection group is naturally identified with $W\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$, and each element $w$ in this group has a representative $\tilde{w} \in N_{K}\left(\mathfrak{a}_{q}\right)$ which at the same time also normalizes $\mathfrak{a}$.

Proof. See the notes for a reference.
The situation is thus that we have two root systems on $\mathfrak{a}_{q}, \Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ and the subset $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}_{+}\right)$. Correspondingly, we have two Weyl groups, $W=W\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ and the subgroup $W_{K \cap H}=W\left(\mathfrak{a}_{q}, \mathfrak{g}_{+}\right)$. The quotient of these two groups turns out to be very important. If $\mathfrak{a}_{q}^{+}$is a Weyl chamber for $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}_{+}\right)$, it contains in general several chambers for $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$, and these subchambers can be parametrized by $W / W_{K \cap H}$.

Example 2.4. Let $X$ be as in Examples 2.1-2.3. We saw that $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}\right)=$ $\{ \pm \alpha\}$, which is clearly a root system. The Weyl group is $W \simeq\{ \pm 1\}$. We also saw that $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}_{+}\right)=\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ if $q>1$ and $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}_{+}\right)=\emptyset$ if $q=1$. In the latter case $W_{K \cap H}$ is strictly smaller than $W$.

Example 2.5. Let $G / H=\mathrm{SL}(n, \mathbf{R}) / \mathrm{SO}_{e}(1, n-1)$. Here the involution is given by $\sigma(x)=J \theta(x) J$, where $J$ is the diagonal matrix with entries $-1,1, \ldots, 1$. A maximal abelian subspace of $\mathfrak{p} \cap \mathfrak{q}$ is the space $\mathfrak{a}_{q}$ of diagonal matrices in $\mathfrak{g}=\mathfrak{s l}(n, \mathbf{R})$. Then $\mathfrak{a}_{q}$ is in fact at the same time maximal abelian in $\mathfrak{g}$. The restricted root system $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ is then $A_{n-1}$, that is $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}\right)=\left\{e_{i}-e_{j} \mid 1 \leq i \neq j \leq n\right\}$. All roots have multiplicity one in this case. The reflection group $W$ is the corresponding group of permutations of the $n$ entries.

It is easily seen that $G_{+}$consists of the matrices

$$
\left(\begin{array}{cc}
a & 0 \\
0 & A
\end{array}\right) \in \operatorname{SL}(n, \mathbf{R})
$$

where $A \in G L(n-1, \mathbf{R})$ and $a^{-1}=\operatorname{det} A>0$. Hence $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}_{+}\right)=\left\{e_{i}-e_{j} \mid\right.$ $2 \leq i \neq j \leq n\}$ and $W_{K \cap H}$ is the subgroup of $W$ leaving the first entry fixed. Thus the quotient $W / W_{K \cap H}$ has $n$ elements.

Example 2.6. The group case. Let $G$ be ${ }^{\prime} G \times{ }^{`} G$ and $H$ the diagonal, so that $G / H$ is isomorphic to ${ }^{\prime} G$ by the map $(x, y) H \mapsto x y^{-1}$. I shall denote objects related to ' $G$ with a ' in front of the symbol used for the similar object defined earlier for a group $G$. For example $' \theta$ is a Cartan involution for ${ }^{\prime} G$ and $' K$ is the corresponding maximal compact subgroup. This said, we have the following equalities: $\theta={ }^{\prime} \theta \times{ }^{\wedge} \theta, K={ }^{`} K \times{ }^{`} K$ etc. A maximal abelian subspace $\mathfrak{a}_{q}$ of $\mathfrak{p} \cap \mathfrak{q}$ is obtained by letting $\mathfrak{a}_{q}=\{(-Y, Y) \mid Y \in \mathfrak{a}\}$, where $\mathfrak{a}$ is maximal abelian in $\mathfrak{p}$, and its root system is

$$
\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}\right)=\{\alpha \mid \exists \dot{\alpha} \in \Sigma(\mathfrak{a}, \mathfrak{g}): \alpha(-Y, Y)=\dot{\alpha}(Y)\}
$$

The map $\alpha \mapsto \dot{\alpha}$ is a bijection (the root space corresponding to $\alpha$ is $\mathfrak{g}_{\alpha}=$ $' \mathfrak{g}_{-\dot{\alpha}} \times \mathfrak{g}_{\dot{\alpha}}$, thus the multiplicity of $\alpha$ is twice the multiplicity of $\dot{\alpha}$ ). Hence $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ is really a root system. Its Weyl group $W$ is easily seen to consist of the elements $w$ given by $w(-Y, Y)=(-\dot{w} Y, \dot{w} Y)$ for some $\dot{w} \in{ }^{\prime} W$. As a representative for $w$ we can take any element $\left(x_{1}, x_{2}\right) \in K$ for which $x_{1}, x_{2} \in ' K$ both are representatives for $\dot{w}$. Clearly this element ( $x_{1}, x_{2}$ ) normalizes $\mathfrak{a}=\mathfrak{a} \times \mathfrak{a}$; thus the final statements of Theorem 2.6 are verified for this case. In particular, if we take $x_{1}=x_{2}$ we obtain a representative in $K \cap H$, and hence we have $W_{K \cap H}=W$ in this case.

## LECTURE 3

## Parabolic subgroups

In this lecture I shall begin by describing the parabolic subgroups of $G$ related to $G / H$. As in the group case, parabolic subgroups are indispensable for the harmonic analysis; all the representations of $G$ that enter in the decomposition of $L^{2}(G / H)$, except the discrete series, are (supposedly) constructed by means of induction from parabolic subgroups.

Recall that the minimal parabolic subgroups of $G$ are the conjugates of the subgroup $P_{0}=M_{0} A_{0} N_{0}$. Here $A_{0}$ and $N_{0}$ are the subgroups given in the Iwasawa decomposition $G=K A_{0} N_{0}$, and $M_{0}$ is the centralizer of $A_{0}$ in $K$ (note the deviation from earlier notation; since we shall be dealing mainly with other parabolic subgroups than $P_{0}$, it is convenient to reserve $M, A$, and $N$ for a better use). It follows from the Iwasawa decomposition that all minimal parabolic subgroups are conjugates of $P_{0}$ by elements from $K$.

Recall also that a parabolic subgroup of $G$ is a subgroup containing a minimal parabolic subgroup, and that each parabolic subgroup $P$ has a Langlands decomposition $P=M_{1} N=M A N \simeq M \times A \times N$, where $N$ is nilpotent and $M_{1}=M A$ is reductive, and where $A$ is the vectorial part of the center of $M_{1}$.

The parabolic subgroups with which we shall be dealing mostly here are the so-called $\sigma$-minimal parabolic subgroups $P$. Before I introduce these, I need some notation from the previous lecture. Let $\mathfrak{a}_{q}$ be a maximal abelian subspace of $\mathfrak{p} \cap \mathfrak{q}$. Given a set $\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ of positive roots for the root system of $\mathfrak{a}_{q}$ in $\mathfrak{g}$, let $\mathfrak{n}=\mathfrak{n}\left(\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)\right)$ be the sum of the root spaces corresponding to the roots in this set, and put $N=N\left(\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)\right):=\exp \mathfrak{n}$. Let $M_{1}$ denote the centralizer of $\mathfrak{a}_{q}$ in $G$, and put $P=P\left(\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)\right):=M_{1} N$. It is easily seen that $M_{1}$ normalizes $N$ and hence $P$ is a subgroup of $G$. By definition, a $\sigma$-minimal (or minimal $\sigma \theta$-stable) parabolic subgroup of $G$ is a conjugate by an element from $K \cap H$ of $P\left(\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)\right)$ for some set $\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$. It is clear that the $\theta$-minimal parabolic subgroups are the minimal parabolic subgroups. The terminology is motivated by the following lemma.

Lemma 3.1. The $\sigma$-minimal parabolic subgroups are parabolic subgroups satisfying the identity $\sigma \theta(P)=P$, and they are minimal among all parabolic subgroups $P$ satisfying this identity.

Proof. Only the first statements will be proved, since the last one will not be used.

Extend $\mathfrak{a}_{q}$ to a maximal abelian subspace $\mathfrak{a}_{0}$ of $\mathfrak{p}$, then $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ consists of the nonzero restrictions to $\mathfrak{a}_{q}$ of the elements of $\Sigma\left(\mathfrak{a}_{0}, \mathfrak{g}\right)$. Given a positive set $\Sigma^{+}\left(\mathfrak{a}_{0}, \mathfrak{g}\right)$ for $\Sigma\left(\mathfrak{a}_{0}, \mathfrak{g}\right)$, the set $\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ of its nonzero restrictions to $\mathfrak{a}_{q}$ is a positive set for $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ (and any positive set for $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ is obtained by restriction from a (possibly several) $\Sigma^{+}\left(\mathfrak{a}_{0}, \mathfrak{g}\right)$ - the sets $\Sigma^{+}\left(\mathfrak{a}_{0}, \mathfrak{g}\right)$ and $\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ are said to be compatible $)$. It follows that $\mathfrak{n}\left(\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)\right)$ is spanned by those root spaces from $\mathfrak{n}_{0}$ that correspond to roots with nonzero restrictions to $\mathfrak{a}_{q}$. The remaining root spaces are contained in $\mathfrak{m}_{1}$, the centralizer of $\mathfrak{a}_{q}$. It follows that $N_{0} \subset P\left(\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)\right)$. Since we also have $M_{0} A_{0} \subset M_{1}$ we conclude that $P_{0} \subset P\left(\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)\right)$. Hence $P=P\left(\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)\right)$ is a parabolic subgroup. The identity $\sigma \theta(P)=P$ easily follows from the fact that the composed involution $\sigma \theta$ acts trivially on $\mathfrak{a}_{q}$.

By definition a $\sigma$-minimal parabolic subgroup is a $K \cap H$-conjugate of a subgroup of the form $P\left(\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)\right)$, hence it is also a $\sigma \theta$-stable parabolic subgroup.

Example 3.1. Let us again take a look at $X=\mathrm{SO}_{e}(p, q) / \mathrm{SO}_{e}(p-1, q)$. As in the previous lecture we have that $\mathfrak{a}_{q}=\mathbf{R} Y$ where $Y=E_{p+q, 1}+E_{1, p+q}$. We then get that the centralizer $M_{1}$ consists of the matrices in $\mathrm{SO}_{e}(p, q)$ of the form

$$
\left(\begin{array}{ccc}
\epsilon & 0 & 0  \tag{3.1}\\
0 & m & 0 \\
0 & 0 & \epsilon
\end{array}\right)\left(\begin{array}{ccc}
\cosh t & 0 & \sinh t \\
0 & 1 & 0 \\
\sinh t & 0 & \cosh t
\end{array}\right)
$$

where $\epsilon= \pm 1, m \in \operatorname{SO}(p-1, q-1)$, and $t \in \mathbf{R}$. The root spaces generating $\mathfrak{n}$ were described earlier (Example 2.3). It follows easily that $P$ is the subgroup of $G=\mathrm{SO}_{e}(p, q)$ leaving the space spanned by the vector $(1,0, \ldots, 0,1) \in \mathbf{R}^{p+q}$ invariant. Note that $P$ is only minimal if $p=1$ or $q=1$.

Example 3.2. The group case. The parabolic subgroups of ${ }^{`} G \times{ }^{`} G$ are given by $P={ }^{\prime} P_{1} \times{ }^{'} P_{2}$, where ${ }^{'} P_{1},{ }^{\prime} P_{2}$ are parabolic subgroups of ${ }^{\prime} G$. It is
clear that $P$ is $\sigma \theta$ stable if and only if ${ }^{\prime} P_{1}$ and ${ }^{\prime} P_{2}$ are opposite, that is, ${ }^{\prime} P_{1}={ }^{\prime} \bar{P}_{2}:=\theta\left(P_{2}\right)$, and that $P$ is minimal among these if and only if in addition we have that ${ }^{\prime} P_{1}$ is minimal. Thus the minimal $\sigma \theta$-stable parabolic subgroups are the parabolic subgroups $\bar{P}_{0} \times{ }^{'} P_{0}$, where ${ }^{\prime} P_{0}$ is a minimal parabolic subgroup of ' $G$. Comparing with Example 2.6 we see that these are exactly the parabolic subgroups we get from the construction above.

Fix $\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ and let $P=P\left(\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)\right)$. As in the proof of Lemma 3.1, let $P_{0}=M_{0} A_{0} N_{0}$ be a minimal parabolic subgroup corresponding to a compatible choice $\Sigma^{+}\left(\mathfrak{a}_{0}, \mathfrak{g}\right)$ of positive roots, then $P_{0} \subset P$. Note that we have $\sigma\left(\mathfrak{a}_{0}\right)=\mathfrak{a}_{0}$ by the maximality of $\mathfrak{a}_{q}$ (if $Y \in \mathfrak{a}_{0}$ then $Y-\sigma(Y)$ must belong to $\mathfrak{a}_{q}$, and it follows that $\left.\sigma(Y) \in \mathfrak{a}_{0}\right)$. Hence $M_{0}$ is also $\sigma$-stable.

Let $P=$ MAN be the Langlands decomposition of $P$, then $N=$ $N\left(\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)\right)$ and $M_{1}=M A$ is the centralizer of $\mathfrak{a}_{q}$. Since $\mathfrak{a}_{q}$ is $\sigma$-stable we have that $M_{1}$ is also $\sigma$-stable. Moreover, the vectorial part $A$ is $\sigma$-stable as well (use that $\mathfrak{a}$ is the intersection of the kernels of all roots of $\Sigma\left(\mathfrak{a}_{0}, \mathfrak{g}\right)$ that vanish on $\mathfrak{a}_{q}$ ), and so is $M$ (use that $M=M_{e} M_{0}$ ). Since conjugation by $K \cap H$ preserves these properties it follows that the $M_{Q}$ and the $A_{Q}$ are $\sigma$-stable for any $\sigma$-minimal parabolic subgroup $Q=M_{Q} A_{Q} N_{Q}$.

In particular we have that $A$ splits as the direct product $A=A_{q} A_{h}$ where $A_{h}=A \cap H$ and $A_{q}=\exp \mathfrak{a}_{q}$. We now have the following $\sigma$-stable subspaces of $\mathfrak{p}$,

$$
\mathfrak{a}_{q} \subset \mathfrak{a} \subset \mathfrak{a}_{0}
$$

with

$$
\mathfrak{a}_{q}=\mathfrak{a} \cap \mathfrak{q}=\mathfrak{a}_{0} \cap \mathfrak{q} \quad \text { and } \quad \mathfrak{a}_{h}=\mathfrak{a} \cap \mathfrak{h} \subset \mathfrak{a}_{0} \cap \mathfrak{h} .
$$

In contrast to the case of minimal parabolic subgroups, the $M$-part of a $\sigma$-minimal parabolic subgroup is in general not compact. The following lemma shows that this is actually not a serious complication, from the symmetric space viewpoint. Note first that since $M$ is $\sigma$-invariant, the homogeneous space $M /(M \cap H)$ is a symmetric space (note however that $M, M \cap H$, and their quotient may all be disconnected).

Lemma 3.2. The symmetric space $M /(M \cap H)$ is compact.
Proof. Let $M_{n}$ be the connected normal subgroup of $M$ which is maximal subject to the condition that $\{e\}$ is its only compact normal subgroup. If
we prove that

$$
\begin{equation*}
M_{n} \subset H \tag{3.3}
\end{equation*}
$$

and that

$$
\begin{equation*}
M=M_{0} M_{n} \tag{3.4}
\end{equation*}
$$

then it follows that $M /(M \cap H) \simeq M_{0} /\left(M_{0} \cap H\right)$ is a compact symmetric space.

To see (3.3) note that the Lie algebra $\mathfrak{m}_{n}$ of $M_{n}$ is the Lie algebra generated by the intersection $\mathfrak{m} \cap \mathfrak{p}$. Since $\mathfrak{a}_{q}$ is maximal in $\mathfrak{p} \cap \mathfrak{q}$ we have $\mathfrak{m} \cap \mathfrak{p} \subset \mathfrak{h}$ from which it follows that $\mathfrak{m}_{n} \subset \mathfrak{h}$. Since $M_{n}$ is connected we conclude that it is contained in $H$.

Finally (3.4), which is valid for any parabolic subgroup, easily follows from the fact that $M=M_{0} M_{e}$, where $M_{e}$ is the identity component of M.

Example 3.3. For the hyperbolic spaces, we saw in Example 3.1 that $M_{1}$ consists of all matrices in $\mathrm{SO}_{e}(p, q)$ of the form (3.1). The decomposition of $M_{1}$ as $M A$ is indicated in this matrix product; in particular we have that $A=A_{q}$ (with an exception for the case $p=q=2$ ). The group $M$ has two components, corresponding to the two values of $\epsilon$ (with exceptions for $p=1$ or $q=1$, where $\epsilon$ is forced to be 1). The elements of $M \cap H$ are obtained by requiring $\epsilon=1$. Thus $M /(M \cap H)$ has at most 2 elements.

As mentioned in the previous lecture the quotient $W / W_{K \cap H}$ is important. Note that we can identify $W / W_{K \cap H}$ naturally with the double quotient $(M \cap K) \backslash N_{K}\left(\mathfrak{a}_{q}\right) / N_{K \cap H}\left(\mathfrak{a}_{q}\right)$ because $W \simeq N_{K}\left(\mathfrak{a}_{q}\right) /(M \cap K)$, $W_{K \cap H} \simeq N_{K \cap H}\left(\mathfrak{a}_{q}\right) /(M \cap K \cap H)$ and $M \cap K$ is a normal subgroup of $N_{K}\left(\mathfrak{a}_{q}\right)$. It will be convenient to work with a fixed set of representatives in $N_{K}\left(\mathfrak{a}_{q}\right)$ for $W / W_{K \cap H}$. This set will be denoted $\mathcal{W}$. By Theorem 2.6 we may assume $\mathcal{W} \subset N_{K}\left(\mathfrak{a}_{0}\right)$.

Note that conjugation by an element $w$ from $N_{K}\left(\mathfrak{a}_{q}\right)$ leaves $M$ invariant, and that hence $M /\left(w(M \cap H) w^{-1}\right)=M /\left(M \cap w H w^{-1}\right)$ is a symmetric space, corresponding to the restriction to $M$ of the conjugate involution $\sigma^{w^{-1}}$. It follows from Lemma 3.2 that this space is also compact.

I now come to the heart of this lecture, which is the description of the orbits of $P$ on $G / H$. This description may be seen as a generalization of the Iwasawa decomposition, from which it follows that the minimal parabolic subgroup $P_{0}$ has one orbit (acts transitively) on $G / K$. In general it turns out that the picture is much more complicated, as can be seen already in the group case (Example 3.2). Here $P={ }^{\top} \bar{P} \times{ }^{`} P$, and the description we are looking for is the description of the ${ }^{\top} \bar{P} \times{ }^{\prime} P$ double cosets on ${ }^{\prime} G$. This picture is given by the Bruhat decomposition

$$
` G=\cup_{w \epsilon^{\prime} W} \bar{P} \tilde{w} P .
$$

A description of the $P$-orbits on the general $G / H$ will thus be a generalization of both the Iwasawa and the Bruhat decomposition at the same time.

It turns out that in general there is also a finite number of $P$-orbits on $G / H$, but here I shall in fact not give the full description of all these orbits. Only the open orbits will be described. In the group case we know from the Bruhat decomposition that there is exactly one such orbit, ${ }^{\prime} \bar{P} P$. As we shall see in the following theorem, this corresponds to the fact that the quotient $W / W_{K \cap H}$ in this case is trivial (just as it is in the case of $G / K$ ). The theorem gives a one-to-one correspondence of the set of open $P$-orbits on $G / H$ with $W / W_{K \cap H}$.

Theorem 3.3. Let $P$ be a $\sigma$-minimal parabolic subgroup of $G$ with the Langlands decomposition $P=M A N$, and let $w \in N_{K}\left(\mathfrak{a}_{q}\right)$. The mapping

$$
\varphi: M \times A_{q} \times N \ni(m, a, n) \mapsto \operatorname{manw} H
$$

gives a diffeomorphism of $M /\left(M \cap w H w^{-1}\right) \times A_{q} \times N$ onto the open subset PwH of $G / H$. Moreover, the union

$$
\begin{equation*}
\cup_{w \in \mathcal{W}} P w H \tag{3.5}
\end{equation*}
$$

is disjoint and dense in $G / H$. Its complement is a finite union of $P$-orbits.
Proof. Only the first statement will be proved.
It is easily verified that $\varphi$ gives rise to a map $\Phi$ from $M /\left(M \cap w H w^{-1}\right) \times$ $A_{q} \times N$ onto the subset $\Omega=P w H$ of $G / H$. Note that $\Omega$ only depends on
the side class $(M \cap K) w N_{K \cap H}\left(\mathfrak{a}_{q}\right)$. It is also clear that for the proof of the first statement we may take $w=e$ (after that we can apply the statement for $w=e$ to the parabolic subgroup $w^{-1} P w$ ).

To see that $\Phi: M /(M \cap H) \times A_{q} \times N \rightarrow G / H$ is injective we need that $P \cap H=(M \cap H) A_{h}$. Let man $\in P \cap H$. Then $\sigma(m) \in M$ and $\sigma(a) \in A$, whereas $\sigma(n)$ is in the nilpotent part $\bar{N}$ of the opposite parabolic subgroup $\bar{P}$ (because $\sigma$ reverses the sign on all the roots of $\mathfrak{a}_{q}$ ). Since $\sigma($ man $)=$ man and $P \cap \bar{P}=M A$ it follows that $n=\sigma(n)=e$. Moreover it also follows that $\sigma(a)=a$ and $\sigma(m)=m$. Thus $a \in A_{h}$ as claimed, and then $m a \in H$ implies that $m$ also has to be in $H$ (the identity $\sigma(m)=m$ only implies that $m$ is in $G^{\sigma}$ ).

In order to finish the proof of the first statement it is sufficient to show that

$$
\begin{equation*}
\mathfrak{g}=\mathfrak{m}+\mathfrak{a}+\mathfrak{n}+\mathfrak{h} \tag{3.6}
\end{equation*}
$$

Indeed, if $G$ is a Lie group and $H_{1}, H_{2}$ closed subgroups whose Lie algebras satisfy $\mathfrak{g}=\mathfrak{h}_{1}+\mathfrak{h}_{2}$, then the map $h_{1} \mapsto h_{1} H_{2}$ gives a diffeomorphism of $H_{1} /\left(H_{1} \cap H_{2}\right)$ onto an open subset of $G / H_{2}$ (use translation by $H_{1}$ to reduce to a neighborhood of the origin).

Since $\mathfrak{g}=\overline{\mathfrak{n}}+\mathfrak{m}+\mathfrak{a}+\mathfrak{n}$ it suffices for (3.6) to prove that $\overline{\mathfrak{n}} \subset \mathfrak{n}+\mathfrak{h}$. Let $\alpha \in \Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ and $Y \in \mathfrak{g}^{-\alpha}$. Then $-\sigma \alpha$ is also in $\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$, and hence $\sigma(Y) \in \mathfrak{g}^{-\sigma \alpha} \subset \mathfrak{n}$. Thus $Y=(Y+\sigma(Y))-\sigma(Y) \in \mathfrak{h}+\mathfrak{n}$.

Example 3.4. In the case of the hyperbolic space $X$ it follows from the theorem above that there is one open $P$ orbit on $X$, unless when $q=1$, where there are two. This can be seen directly as follows (for simplicity we assume that we are in the non-Riemannian case $p>1$ ). Recall that $X=\left\{x \in \mathbf{R}^{p+q} \mid x_{1}^{2}+\cdots+x_{p}^{2}-x_{p+1}^{2}-\cdots-x_{p+q}^{2}=1\right\}$ and that $P$ is the subgroup of $G$ leaving the space spanned by the vector $e_{0}=(1,0, \ldots, 0,1)$ stable. Let $\Omega$ be the set of all elements $x \in X$ with $\left(x, e_{0}\right)=x_{1}-x_{p+q} \neq 0$ (here $(\cdot, \cdot)$ denotes the standard $\mathrm{O}(p, q)$-invariant bilinear form on $\mathbf{R}^{p+q}$ ), then it is clear that $\Omega$ is open and dense in $X$, and moreover it is $P$ invariant. It can be seen that if $q>1$ then $P$ acts transitively on $\Omega$, whereas if $q=1$ it divides into the two $P$-orbits $\Omega_{ \pm}=\left\{x \in X \mid\left(x, e_{0}\right) \gtrless 0\right\}$.

From the Iwasawa decomposition $G=K A_{0} N_{0} \simeq K \times A_{0} \times N_{0}$ one gets the important Iwasawa projection $H: G \rightarrow \mathfrak{a}_{0}$, defined by the requirement $g \in K \exp H(g) N_{0}$. Reformulating it in terms of the symmetric
space $G / K$ we have the map $g K \mapsto \mathbf{a}_{0}(g K)=-H\left(g^{-1}\right) \in \mathfrak{a}_{0}$ given by $g \in \exp \mathbf{a}_{0}(g K) N_{0} K$. Since we have just generalized the Iwasawa decomposition to $G / H$ it is natural also to look at the corresponding generalization of this projection. Let $P=M A N$ be a fixed $\sigma$-minimal parabolic subgroup and let $\Omega$ be the open subset $P H$ of $G / H$. Then we define the generalized Iwasawa projection $\mathbf{a}: \Omega \rightarrow \mathfrak{a}_{q}$ by

$$
g \in M \exp \mathbf{a}(g H) N H
$$

More generally, we can of course similarly define maps $\mathbf{a}_{w}: P w H \rightarrow \mathfrak{a}_{q}$ for each $w \in N_{K}\left(\mathfrak{a}_{q}\right)$, but let me for simplicity just concentrate on the trivial $w$.

Later on it will be useful to know some details about this map. More specifically, I shall need the following result. For any $\nu \in \mathfrak{a}_{q}^{*}$ let $H_{\nu} \in \mathfrak{a}_{q}$ be the dual element with respect to the Killing form (that is $\nu(Y)=B\left(Y, H_{\nu}\right)$ for all $Y \in \mathfrak{a}_{q}$ ). Recall from the previous lecture that $m_{\alpha}^{-}$is the dimension of the -1 eigenspace of $\sigma \theta$ in $\mathfrak{g}^{\alpha}$.

Theorem 3.4. Let $a \in A_{q}$ be fixed and let $K_{a}$ be the open subset $\{k \in K \mid$ $k a \in \Omega\}$ of $K$. The map

$$
K_{a} \ni k \mapsto \mathbf{a}(k a) \in \mathfrak{a}_{q}
$$

is proper and has the image

$$
\begin{equation*}
\mathbf{a}\left(K_{a} a\right)=\operatorname{conv}\left(W_{K \cap H} \log a\right)+\Gamma^{-}, \tag{3.7}
\end{equation*}
$$

where conv denotes convex hull, and where $\Gamma^{-}$is the closed convex cone in $\mathfrak{a}_{q}$ spanned by the vectors $H_{\alpha}$, where $\alpha \in \Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ with $m_{\alpha}^{-} \neq 0$.
(Recall that a continuous map is called proper if the preimage of each compact set is compact.)

Before discussing the proof of this theorem, let me give some examples.
Example 3.5. Let $\sigma$ be the Cartan involution so that $G / H=G / K$. Then $\Omega=G$ so that $K_{a}=K$, and moreover $m_{\alpha}^{-}=0$ for all $\alpha$ so that $\Gamma^{-}=\{0\}$. The theorem then states that the map $k \mapsto H(a k)$ has the image

$$
H(a K)=\operatorname{conv}\left(W_{0} \log a\right)
$$

where $W_{0}$ is the Weyl group of the root system $\Sigma\left(\mathfrak{a}_{0}, \mathfrak{g}\right)$ (in this case the properness is obvious). This result is known as Kostant's convexity theorem.

Example 3.6. In the group case, the theorem comes down to the following result (for simplicity I omit the "s).

Proposition 3.5. Let $\mathbf{b}: N_{0} A_{0} M_{0} \bar{N}_{0} \rightarrow \mathfrak{a}_{0}$ be the Bruhat projection defined by $g \in N_{0} \exp \mathbf{b}(g) M_{0} \bar{N}_{0}$. Let $a \in A_{0}$ be fixed and let $(K \times K)_{a}$ be the open subset $\left\{\left(k_{1}, k_{2}\right) \mid k_{1} a k_{2} \in N_{0} A_{0} M_{0} \bar{N}_{0}\right\}$ of $K \times K$. Then the map

$$
(K \times K)_{a} \ni\left(k_{1}, k_{2}\right) \mapsto \mathbf{b}\left(k_{1} a k_{2}\right) \in \mathfrak{a}_{0}
$$

is proper and has the image

$$
\begin{equation*}
\mathbf{b}\left(K a K \cap N_{0} A_{0} M_{0} \bar{N}_{0}\right)=\operatorname{conv}\left(W_{0} \log a\right)+\Gamma_{0} \tag{3.8}
\end{equation*}
$$

where $\Gamma_{0}$ is the closed convex cone in $\mathfrak{a}_{0}$ spanned by the vectors $H_{\alpha}$ for $\alpha \in \Sigma^{+}\left(\mathfrak{a}_{0}, \mathfrak{g}\right)$ (the dual cone to the open positive chamber).

Proof. Let me indicate a proof of the properness and the inclusion " $C$ " of (3.8), independent of Theorem 3.4. I need the following two lemmata, whose proofs I omit. See the notes for references.

Lemma 3.6. Let $n_{j}$ and $\bar{n}_{j}$ be sequences in $N_{0}$ and $\bar{N}_{0}$ such that the sequence $n_{j} \bar{n}_{j}$ converges in $G$. Then each of the sequences $n_{j}$ and $\bar{n}_{j}$ also converges.

Lemma 3.7. Let $H: G \rightarrow \mathfrak{a}_{0}$ be the Iwasawa projection. Then $H\left(\bar{N}_{0}\right) \subset$ $\Gamma_{0}$.

Let $\left(k_{1 j}, k_{2 j}\right)$ be a sequence in $(K \times K)_{a}$ for which $\mathbf{b}\left(k_{1 j} a k_{2 j}\right)$ stays inside a compact set. To get the properness in Proposition 3.5 we must prove that $\left(k_{1 j}, k_{2 j}\right)$ has an accumulation point in $(K \times K)_{a}$. Write

$$
k_{1 j} a k_{2 j}=n_{j} a_{j} m_{j} \bar{n}_{j} \in N_{0} A_{0} M_{0} \bar{N}_{0}
$$

then $a_{j}=\exp \mathbf{b}\left(k_{1 j} a k_{2 j}\right)$. By passing to a subsequence we may assume that the sequences $k_{1 j}, k_{2 j}, a_{j}$, and $m_{j}$ converge. Using that $A_{0} M_{0}$ normalizes $N_{0}$ it then follows from Lemma 3.6 that $n_{j}$ and $\bar{n}_{j}$ also converge. Hence the limit of $k_{1 j} a k_{2 j}$ belongs to $N_{0} A_{0} M_{0} \bar{N}_{0}$. This proves the claim, and hence the properness of $\mathbf{b}$.

To prove that the left side of (3.8) is contained in the right side note that if $x=n b m \bar{n}$ then $\log b=H\left(x \bar{n}^{-1}\right)$. Hence

$$
\mathbf{b}\left(K a K \cap N_{0} A_{0} M_{0} \bar{N}_{0}\right) \subset H(a K \bar{N})=H(a K)+H(\bar{N})
$$

Now use Example 3.5 together with Lemma 3.7.
Proof of Theorem 3.4. I shall only give part of the proof. The proof of the properness is based on the following observation:

$$
\begin{equation*}
2 \mathbf{a}(k a)=\mathbf{b}\left(k a^{2} \sigma(k)^{-1}\right), \quad\left(k \in K_{a}\right) \tag{3.9}
\end{equation*}
$$

where $\mathbf{b}$ is the Bruhat projection (see Proposition 3.5 above). Indeed, if we write $k a=m \exp (\mathbf{a}) n h$, then we have

$$
\begin{aligned}
k a^{2} \sigma(k)^{-1} & =k a \sigma(k a)^{-1} \\
& =m \exp (\mathbf{a}) n \sigma(n)^{-1} \exp (\mathbf{a}) \sigma(m)^{-1} \in N \exp (2 \mathbf{a}) m \sigma(m)^{-1} \bar{N}
\end{aligned}
$$

Now $N \subset N_{0}, \bar{N} \subset \bar{N}_{0}$ and by (3.3) and (3.4) we have $m \sigma(m)^{-1} \in M_{0}$. This gives (3.9), and then the properness easily follows from Proposition 3.5.

By a similar computation, a weak version of the inclusion " $C$ " of (3.7) can be obtained as follows. I am going to prove that

$$
\mathbf{a}(k a) \in \operatorname{conv}(W \log a)+\Gamma
$$

where $\Gamma$ is the closed convex cone in $\mathfrak{a}_{q}$ spanned by all the vectors $H_{\alpha}$, $\alpha \in \Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$.

Choose an element $w \in W$ such that $w \log a$ is antidominant with respect to $\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$, then $s \log a \in w \log a+\Gamma$ for all $s \in W$, and hence

$$
\operatorname{conv}(W \log a)+\Gamma=w \log a+\Gamma
$$

By Theorem 2.6 there exists an element in $W_{0}$ which normalizes $\mathfrak{a}_{q}$ and acts as $w$ there. Since $w \log a$ is also antidominant with respect to $\Sigma^{+}\left(\mathfrak{a}_{0}, \mathfrak{g}\right)$ we thus obtain

$$
\operatorname{conv}\left(W_{0} \log a\right)+\Gamma_{0}=w \log a+\Gamma_{0}
$$

It now follows from (3.9) and Proposition 3.5 (the part of it that was proved) that

$$
\mathbf{a}(k a) \in w \log a+\Gamma_{0}
$$

It remains to be seen that $\Gamma_{0} \cap \mathfrak{a}_{q}=\Gamma$, but this is quite easy.

Example 3.7. For the hyperbolic space $X$ we found in Example 3.4 that $P H=\Omega=\left\{x \in X \mid x_{1}-x_{p+q} \neq 0\right\}$ if $q>1$ and $P H=\Omega_{+}=\{x \in X \mid$ $\left.x_{1}-x_{p+q}>0\right\}$ if $q=1$. It is now easily seen that $\mathbf{a}: P H \rightarrow \mathfrak{a}_{q}$ is given by $\mathbf{a}(x)=-\log \left|x_{1}-x_{p+q}\right| Y$, and Theorem 3.4 can be verified for this case. Note the essential difference between the Riemannian $(p=1)$ and the non-Riemannian $(p>1)$ cases, and also between the cases $q=1$ and $q>1$.

## LECTURE 4

## Invariant differential operators

I shall now turn to another important matter for the harmonic analysis, the description of the invariant differential operators.

Let us for the moment consider any homogeneous space $G / H$ of a Lie group $G$. Let $\mathbf{D}(G / H)$ be the set of invariant differential operators on $G / H$; this is a subalgebra of the algebra of all differential operators on $X$. Let $U(\mathfrak{g})$ be the universal enveloping algebra of $\mathfrak{g}_{c}$, the complexification of $\mathfrak{g}$, and denote by $U(\mathfrak{g})^{H}$ the subalgebra of elements invariant for the adjoint action of $H$. The elements of $U(\mathfrak{g})$ act on $G$ as left-invariant differential operators, by means of the action generated by

$$
\begin{equation*}
X f(g)=\left.\frac{d}{d t}\right|_{t=0} f(g \exp t X) \tag{4.1}
\end{equation*}
$$

for $X \in \mathfrak{g}$ and $f \in C^{\infty}(G)$. Viewing functions on $G / H$ as right $H$-invariant functions on $G$ it follows that there is a natural action of the elements of $U(\mathfrak{g})^{H}$ on $C^{\infty}(G / H)$. It is easily verified that this action is an action of differential operators on $G / H$, and that a homomorphism of algebras $r: U(\mathfrak{g})^{H} \rightarrow \mathbf{D}(G / H)$ is thus obtained. It is clear that $U(\mathfrak{g})^{H} \cap U(\mathfrak{g}) \mathfrak{h}$ is an ideal (both left and right) in $U(\mathfrak{g})^{H}$, and that it is annihilated by $r$. Thus we have a homomorphism, also denoted $r$, from the quotient $U(\mathfrak{g})^{H} /\left(U(\mathfrak{g})^{H} \cap U(\mathfrak{g}) \mathfrak{h}\right)$ into $\mathbf{D}(G / H)$.

Proposition 4.1. Assume that $\mathfrak{h}$ has an $H$-invariant complement in $\mathfrak{g}$. Then $r$ is an isomorphism of the algebra $U(\mathfrak{g})^{H} /\left(U(\mathfrak{g})^{H} \cap U(\mathfrak{g}) \mathfrak{h}_{c}\right)$ onto $\mathbf{D}(G / H)$.

Proof. Omitted. See the notes for a reference.
Assume now that $G / H$ is a semisimple symmetric space. Then Proposition 4.1 applies, since $\mathfrak{q}$ is $H$-invariant.

A particularly important element of $\mathbf{D}(G / H)$ is the Laplace-Beltrami operator (or Laplacian) $L$ on $G / H$. As on any pseudo-Riemannian manifold
this is defined in local coordinates by

$$
L=\frac{1}{\sqrt{|\operatorname{det} g|}} \sum_{i, j} \partial_{j} \sqrt{|\operatorname{det} g|} g^{i j} \partial_{i}
$$

where $g=g_{i j}$ is the pseudo-Riemannian structure and $g^{i j}$ is the inverse matrix. It is an invariant differential operator, because the pseudo-Riemannian structure is invariant. On the other hand, we have in $U(\mathfrak{g})$ the Casimir element $\Omega$ defined by $\Omega=\sum_{i, j} \gamma^{i j} X_{i} X_{j}$ where $X_{i}$ is a basis of $\mathfrak{g}$, and $\gamma^{i j}$ the inverse matrix of $B\left(X_{i}, X_{j}\right)$. It can be seen that $L$ and $r(\Omega)$ coincide, up to a positive scalar multiple.

Before I continue with the description of $\mathbf{D}(G / H)$ for the general semisimple symmetric space $G / H$, I will first give the description of $\mathbf{D}(G / K)$. The description of $\mathbf{D}(G / K)$ is based on the Iwasawa decomposition $\mathfrak{g}=$ $\mathfrak{n}_{0} \oplus \mathfrak{a}_{0} \oplus \mathfrak{k}$, and on the Poincaré-Birkhoff-Witt theorem. From these we get that

$$
U(\mathfrak{g})=\left(\mathfrak{n}_{0, c} U(\mathfrak{g})+U(\mathfrak{g}) \mathfrak{k}_{c}\right) \oplus U\left(\mathfrak{a}_{0}\right)
$$

and hence we can define a map ${ }^{\prime} \gamma_{0}: U(\mathfrak{g}) \rightarrow U\left(\mathfrak{a}_{0}\right)$ as the projection with respect to this decomposition. Since $\mathfrak{a}_{0}$ is abelian it is customary to identify its universal enveloping algebra with its symmetric algebra, and write $S\left(\mathfrak{a}_{0}\right)$ instead of $U\left(\mathfrak{a}_{0}\right)$. It is not difficult to see that the restriction of ' $\gamma_{0}$ to $U(\mathfrak{g})^{K}$ is a homomorphism. Moreover, it is clear that ' $\gamma_{0}$ annihilates $U(\mathfrak{g}) \mathfrak{k}_{c}$, and hence it follows from the proposition above that ' $\gamma_{0}$ gives rise to a homomorphism of $\mathbf{D}(G / K)$ into $S(\mathfrak{a})$. This homomorphism is called the Harish-Chandra homomorphism. We denote it also by ' $\gamma_{0}$. Note that it depends on the choice we made for $\Sigma^{+}\left(\mathfrak{a}_{0}, \mathfrak{g}\right)$, because $\mathfrak{n}_{0}$ depends on it.

It turns out that a modified version of ' $\gamma_{0}$ is actually more fundamental than ' $\gamma_{0}$ itself. Let $\rho_{0} \in \mathfrak{a}_{0}^{*}$ be given by

$$
\rho_{0}=\frac{1}{2} \sum_{\alpha \in \Sigma^{+}\left(\mathfrak{a}_{0}, \mathfrak{g}\right)} m_{\boldsymbol{\alpha}} \alpha,
$$

that is, half the trace of ad on $\mathfrak{n}_{0}$, and let $T_{\rho_{0}}$ be the automorphism of $S\left(\mathfrak{a}_{0}\right)$ generated by $T_{\rho_{0}}(Y)=Y+\rho_{0}(Y)$, for $Y \in \mathfrak{a}_{0}$. We now define $\gamma_{0}: U(\mathfrak{g})^{H} \rightarrow S\left(\mathfrak{a}_{0}\right)$ by $\gamma_{0}=T_{\rho_{0}}{ }^{\prime} \gamma_{0}$. This map is called the HarishChandra isomorphism because of the following theorem.

Theorem 4.2. The map $\gamma_{0}$ is an algebra isomorphism of $\mathbf{D}(G / K)$ onto $S\left(\mathfrak{a}_{0}\right)^{W_{0}}$, the set of $W_{0}$-invariant elements in $S\left(\mathfrak{a}_{0}\right)$. It is independent of the choice of $\Sigma^{+}\left(\mathfrak{a}_{0}, \mathfrak{g}\right)$.

Proof. It remains to be seen that $\gamma_{0}(D)$ is $W_{0}$-invariant for all invariant differential operators $D$, and that $\gamma_{0}$ is bijective (the independence on $\Sigma^{+}\left(\mathfrak{a}_{0}, \mathfrak{g}\right)$ is an easy consequence of the $W_{0}$-invariance).

The proof of the $W_{0}$-invariance is surprisingly complicated. One proof involves the spherical functions $\varphi_{\lambda}$ on $G / K$ (a reference to a different one can be found in the notes). Let me recall how these are defined. As in the previous section let $H: G \rightarrow \mathfrak{a}_{0}$ be the Iwasawa projection. Then

$$
\begin{equation*}
\varphi_{\lambda}(g):=\int_{K} e^{-\left(\lambda+\rho_{0}\right) H\left(g^{-1} k\right)} d k \tag{4.2}
\end{equation*}
$$

for $\lambda \in \mathfrak{a}_{0, c}^{*}$ and $g \in G$. Clearly each $\varphi_{\lambda}$ is a smooth function on $G / K$. I shall return to the importance of these functions soon. For the moment, let me note the following two facts:
(a) The spherical functions are eigenfunctions for $\mathbf{D}(G / K)$. In fact we have

$$
D \varphi_{\lambda}=\gamma_{0}(D, \lambda) \varphi_{\lambda}
$$

for all $D \in \mathbf{D}(G / K)$. This follows, because the integrand in (4.2) is already an eigenfunction with this eigenvalue (this is easily seen).
(b) We have $\varphi_{w \lambda}=\varphi_{\lambda}$ for all $w \in W_{0}$ (see [130, Prop 7.15]).

It follows from (a) and (b) that $\gamma_{0}(D, w \lambda)=\gamma_{0}(D, \lambda)$ as claimed.
The proof that $\gamma_{0}$ is bijective is too extensive to be given here.
Note that it follows immediately that $\mathbf{D}(G / K)$ is commutative. In fact, one can say more: from the theory of finite reflexion groups it follows that it is a polynomial ring in $\operatorname{dim} \mathfrak{a}$ algebraically independent generators.

We shall now generalize this result to $G / H$. By definition, a Cartan subspace for $G / H$ is a maximal abelian subspace of $\mathfrak{q}$, consisting of semisimple elements. In particular, there exists a Cartan subspace $\mathfrak{a}_{1}$ containing $\mathfrak{a}_{q}$. Then $\mathfrak{a}_{q}=\mathfrak{a}_{1} \cap \mathfrak{p}$. The elements of ad $\mathfrak{a}_{1}$ can be simultaneously diagonalized, but in general there will be complex eigenvalues. In analogy with what we had for $\mathfrak{a}_{0}$ and $\mathfrak{a}_{q}$ we get a root system $\Sigma\left(\mathfrak{a}_{1 c}, \mathfrak{g}_{c}\right)$ (but the complexified Lie algebras are needed), and corresponding to each choice of positive set $\Sigma^{+}\left(\mathfrak{a}_{1 c}, \mathfrak{g}_{c}\right)$ an analog of the Iwasawa decomposition $\mathfrak{g}_{c}=\mathfrak{n}_{1} \oplus \mathfrak{a}_{1 c} \oplus \mathfrak{h}_{c}$,
where $\mathfrak{n}_{1}$ is the sum of the root spaces corresponding to the positive roots. However, this decomposition will not in general correspond to a decomposition of the real Lie algebra $\mathfrak{g}$. Nevertheless, the construction of the Harish-Chandra homomorphism can be generalized to this setting: a map $' \gamma: U(\mathfrak{g}) \rightarrow U\left(\mathfrak{a}_{1}\right)$ is defined by projection with respect to the Iwasawa decomposition, and this gives rise to a homomorphism from $\mathbf{D}(G / H)$ to $S\left(\mathfrak{a}_{1}\right)$. As before we define $\gamma=T_{\rho_{1}} \circ \gamma$, where $\rho_{1} \in \mathfrak{a}_{1 c}^{*}$ is half the trace of ad on $\mathfrak{n}_{1}$, and denoting by $W_{1}$ the Weyl group of $\Sigma\left(\mathfrak{a}_{1 c}, \mathfrak{g}_{c}\right)$ we have:

Theorem 4.3. The map $\gamma$ is an algebra isomorphism of $\mathbf{D}(G / H)$ onto $S\left(\mathfrak{a}_{1}\right)^{W_{1}}$. It is independent of the choice of $\Sigma^{+}\left(\mathfrak{a}_{1 c}, \mathfrak{g}_{c}\right)$.

Proof. The proof consists of reduction to Theorem 4.2 by means of an important technique, called "duality". We have seen that $\mathbf{D}(G / H)$ is isomorphic via $r$ to $U(\mathfrak{g})^{H} /\left(U(\mathfrak{g}) \mathfrak{h}_{c} \cap U(\mathfrak{g})^{H}\right)$ (this isomorphism is implicit already in the construction of $\gamma$ as a map from $\mathbf{D}(G / H)$ ).

Define

$$
\mathfrak{g}^{d}=\mathfrak{k} \cap \mathfrak{h} \oplus \mathfrak{p} \cap \mathfrak{q} \oplus i(\mathfrak{k} \cap \mathfrak{q} \oplus \mathfrak{p} \cap \mathfrak{h}) \subset \mathfrak{g}_{c}
$$

then $\mathfrak{g}^{d}$ is a real semisimple Lie algebra with the same complexification as g. Let

$$
\mathfrak{k}^{d}=\mathfrak{k} \cap \mathfrak{h} \oplus i(\mathfrak{p} \cap \mathfrak{h})=\mathfrak{h}_{c} \cap \mathfrak{g}^{d}
$$

and

$$
\mathfrak{p}^{d}=\mathfrak{p} \cap \mathfrak{q} \oplus i(\mathfrak{k} \cap \mathfrak{q})=\mathfrak{q}_{c} \cap \mathfrak{g}^{d}
$$

then $\mathfrak{g}^{d}=\mathfrak{k}^{d} \oplus \mathfrak{p}^{d}$ is a Cartan decomposition of $\mathfrak{g}^{d}$ (by this I mean that the Killing form is negative definite on $\mathfrak{k}^{d}$ and positive definite on $\mathfrak{p}^{d}$ ). The pair $\left(\mathfrak{g}^{d}, \mathfrak{k}^{d}\right)$ is called the noncompact Riemannian form of the pair $(\mathfrak{g}, \mathfrak{h})$. Let

$$
\mathfrak{a}_{0}^{d}=\mathfrak{a}_{q} \oplus i\left(\mathfrak{a}_{1} \cap \mathfrak{k}\right)=\mathfrak{a}_{1 c} \cap \mathfrak{g}^{d}
$$

then $\mathfrak{a}_{0}^{d}$ is a maximal abelian subspace of $\mathfrak{p}^{d}$. Since $\mathfrak{a}_{0}^{d}$ and $\mathfrak{a}_{1}$ have the same complexification, the root system $\Sigma\left(\mathfrak{a}_{1 c}, \mathfrak{g}_{c}\right)$ is essentially the same as the root system $\Sigma\left(\mathfrak{a}_{0}^{d}, \mathfrak{g}^{d}\right)$ (the space $\mathfrak{a}_{0}^{d}$ is the subspace of $\mathfrak{a}_{1 c}$ on which the roots are real), and their root spaces in $\mathfrak{g}_{c}$ are identical. Let ( $G^{d}, K^{d}$ ) be a symmetric pair with $\left(\mathfrak{g}^{d}, \mathfrak{l}^{d}\right)$ as Lie algebras, then $G^{d} / K^{d}$ is a Riemannian symmetric space. Using Theorem 4.2 on $G^{d} / K^{d}$ we get the Harish-Chandra isomorphism $\gamma_{0}^{d}$ of $U\left(\mathfrak{g}^{d}\right)^{K^{d}} /\left(U\left(\mathfrak{g}^{d}\right)^{K^{d}} \cap U\left(\mathfrak{g}^{d}\right) \mathfrak{t}_{c}^{d}\right)$ onto $S\left(\mathfrak{a}_{0}^{d}\right)^{W^{d}}$, where $W^{d}$ is the Weyl group of $\Sigma\left(\mathfrak{a}_{0}^{d}, \mathfrak{g}^{d}\right)$. Since $U\left(\mathfrak{g}^{d}\right)^{K^{d}}=U(\mathfrak{g})^{\mathfrak{h}_{c}}=U(\mathfrak{g})^{H}$ and
$S\left(\mathfrak{a}_{0}^{d}\right)^{W^{d}}=S\left(\mathfrak{a}_{1}\right)^{W_{1}}$, it follows from the definition of $\gamma_{0}^{d}$ that it is actually identical with $\gamma$.

As for $\mathbf{D}(G / K)$ it follows that $\mathbf{D}(G / H)$ is a polynomial algebra with $\operatorname{dim} \mathfrak{a}_{1}$ independent generators, and in particular it is commutative. In the terminology of the proof above we have actually that $\mathbf{D}(G / H) \simeq$ $\mathbf{D}\left(G^{d} / K^{d}\right)$.

As another application of the technique of proof in Theorem 4.3 we get the following: all Cartan subspaces for $G / H$ are conjugate under the complex group $H_{c}$ (they are, however, in general not conjugate under $H$ ). In particular they have the same dimension; this dimension is called the rank of $G / H$. The dimension of the maximal abelian subspace $\mathfrak{a}_{q}$ of $\mathfrak{p} \cap \mathfrak{q}$ is called the split rank of $G / H$ (because $\mathfrak{a}_{q}$ is a maximal subspace of $\mathfrak{q}$ for which $\mathfrak{g}$ splits over the reals). The rank is the number of generators for D $(G / H)$.

Example 4.1. For the real hyperbolic space $X=\mathrm{SO}_{e}(p, q) / \mathrm{SO}_{e}(p-1, q)$ we have that the maximal abelian subalgebra $\mathfrak{a}_{q}=\mathbf{R} Y$ of $\mathfrak{p} \cap \mathfrak{q}$ defined earlier, is actually maximal abelian in $\mathfrak{q}$. Hence $\mathfrak{a}_{1}=\mathfrak{a}_{q}$ is a Cartan subspace, and $X$ has rank one as well as split rank one. In particular it follows from Theorem 4.3 that $\mathbf{D}(G / H)$ consists of all polynomials in the Laplacian.

Let $\mathfrak{Z}(\mathfrak{g})$ denote the center of $U(\mathfrak{g})$, then $\mathfrak{Z}(\mathfrak{g}) \subset U(\mathfrak{g})^{H}$. Let $\mathbf{Z}(G / H)$ denote the subalgebra $r(\mathbf{3}(\mathfrak{g}))$ of $\mathbf{D}(G / H)$. Note that for $D=r(z) \in$ $\mathbf{Z}(G / H)$ we have that the action of $D$ on $G / H$ can also be obtained from the left action of $\mathfrak{g}$ on $G / H$ as follows. All the elements of $U(\mathfrak{g})$ act on $G$ as right-invariant differential operators, by means of the action generated by

$$
\ell(X) f(g)=\left.\frac{d}{d t}\right|_{t=0} f(\exp -t X g)
$$

for $X \in \mathfrak{g}$. Identifying functions on $G / H$ with right $H$-invariant functions on $G$, this action gives a homomorphism, also denoted $\ell$, from $U(\mathfrak{g})$ into the algebra of differential operators on $G / H$. Clearly, the restriction of $\ell$ to $\mathcal{Z}(\mathfrak{g})$ maps into the invariant differential operators. In fact, it is not difficult to see that $\ell(z)=r(\check{z})$ for $z \in \mathfrak{Z}(\mathfrak{g})$, where $u \mapsto \check{u}$ is the principal antiautomorphism of $U(\mathfrak{g})$ determined by $X \mapsto-X$ for $X \in \mathfrak{g}_{c}$.

In general $\mathbf{Z}(G / H)$ is a proper subalgebra of $\mathbf{D}(G / H)$, but this is actually quite exceptional:

Lemma 4.4. If $G$ is a classical Lie group, or if the rank of $G / H$ is one, then $\mathbf{Z}(G / H)=\mathbf{D}(G / H)$.

Proof. By the same argument as in the proof of Theorem 4.3 we may assume that $H=K$. For the classical groups one proceeds case-by-case (see the references in the notes). If the rank of $G / K$ is one it follows from Theorem 4.3 that $\mathrm{D}(G / H)$ is generated by the Laplace-Beltrami operator $L$, which equals a constant times $r(\Omega) \in \mathbf{Z}(G / H)$.

As mentioned in the Introduction, the spectral theory for the invariant differential operators is an important tool for the harmonic analysis on $L^{2}(G / H)$. The operators $D \in \mathbf{D}(G / H)$ are of course unbounded as operators on $L^{2}(G / H)$; as their domain it is convenient to take the dense subset $C_{c}^{\infty}(X)$ of compactly supported smooth functions on $X$.

Recall that the formal adjoint $D^{*}$ of $D \in \mathbf{D}(G / H)$ is the differential operator defined by

$$
\int_{G / H} D f(x) \overline{g(x)} d x=\int_{G / H} f(x) \overline{D^{*} g(x)} d x
$$

for $f, g \in C_{c}^{\infty}(X)$. Clearly we have $D^{*} \in \mathbf{D}(G / H)$. If $D=D^{*}$ then $D$ is called formally self-adjoint (this means that $D$ is a symmetric operator).

Proposition 4.5. Let $D \in \mathbf{D}(G / H)$ be formally self-adjoint. Then $D$ is essentially self-adjoint.

Recall that an unbounded operator is called essentially self-adjoint if it has a self-adjoint closure.

Proof. I first need to recall some general representation theory. If ( $\pi, \mathcal{H}$ ) is a representation of $G$ on a Hilbert space $\mathcal{H}$, the space of $C^{\infty}$-vectors for $\pi$ is denoted $\mathcal{H}^{\infty}$ (by definition it is the space of vectors $v \in \mathcal{H}$ for which $g \mapsto \pi(g) v$ is smooth $)$. It is a dense subspace of $\mathcal{H}$, and it carries a natural representation of $U(\mathfrak{g})$. It also has a natural Fréchet topology, with respect to which the action of $U(\mathfrak{g})$ is continuous.

Applying this to the representation $\left(\ell, L^{2}(X)\right)$, it is easily seen that the space of $C^{\infty}$ vectors for this representation is the space

$$
L^{2}(X)^{\infty}=\left\{f \in C^{\infty}(X) \mid \ell(u) f \in L^{2}(G / H) \text { for all } u \in U(\mathfrak{g})\right\}
$$

with the topology induced by the seminorms $p_{u}(f)=\|\ell(u) f\|$.

Let me first note that $C_{c}^{\infty}(X)$ is dense in $L^{2}(X)^{\infty}$. This can be seen by a standard argument as follows: There exist functions $h_{n} \in C_{c}^{\infty}(G)$ with $h_{n} \geq 0, \int_{G} h_{n}(g) d g=1$ and whose support shrinks to $\{e\}$ as $n \rightarrow \infty$. Let $h_{n} * f$ be the convolution product of $h_{n}$ with $f$ defined by

$$
\left(h_{n} * f\right)(x)=\left(\ell\left(h_{n}\right) f\right)(x)=\int_{G} h_{n}(g) f\left(g^{-1} x\right) d g
$$

then I claim that for any $f \in L^{2}(X)^{\infty}$ we have that $h_{n} * f \rightarrow f$ in $L^{2}(X)^{\infty}$ as $n \rightarrow \infty$, and that each $h_{n} * f$ is in the closure of $C_{c}^{\infty}(X)$ in $L^{2}(X)^{\infty}$. Both claims are easily seen, and they clearly imply the stated density of $C_{c}^{\infty}(X)$.

Obviously each $D \in \mathbf{D}(G / H)$ extends to an operator with domain $L^{2}(X)^{\infty}$. In fact, it can be seen that $D$ maps $L^{2}(X)^{\infty}$ continuously into itself. I shall not attempt to prove this here, but only note that for $D \in \mathbf{Z}(G / H)$ this is clear because $\ell(U(\mathfrak{g}))$ is continuous on $L^{2}(X)^{\infty}$ (thus, by Lemma 4.4 all symmetric spaces of the classical groups or of rank one are covered). It follows from the continuity combined with the density of $C_{c}^{\infty}(X)$ that if $D \in \mathbf{D}(G / H)$ is formally self-adjoint then the extension to $L^{2}(X)^{\infty}$ is symmetric.

Now let

$$
\operatorname{Dom}(\bar{D})=\left\{f \in L^{2}(X) \mid D f \in L^{2}(X)\right\}
$$

(where $D f$ is defined in the distributional sense) and let $\bar{D}$ denote the extension of $D$ to this domain. I claim that this extension is self-adjoint. First of all we have that $(\bar{D} f, g)=(f, \bar{D} g)$ for all $f, g \in \operatorname{Dom}(\bar{D})$, because this holds for $f, g \in L^{2}(X)^{\infty}$ and with $h_{n}$ as above we have $h_{n} * f \in L^{2}(X)^{\infty}$ with $h_{n} * f \rightarrow f$ and $D\left(h_{n} * f\right)=h_{n} * D f \rightarrow D f$. This shows that $\bar{D}$ is symmetric, that is, $\bar{D} \subset \bar{D}^{*}$. Conversely, if $f$ is in the domain of $\bar{D}^{*}$, we have by definition that $\left(\bar{D}^{*} f, g\right)=(f, D g)$ for all $g \in \operatorname{Dom}(\bar{D})$, hence in particular for $g \in C_{c}^{\infty}(X)$. This shows that the distribution $D f$ equals $\bar{D}^{*} f$, which is in $L^{2}(X)$, so $f \in \operatorname{Dom}(\bar{D})$.

It follows from Theorem 4.3 and Proposition 4.5 that the formally selfadjoint elements of $\mathbf{D}(G / H)$ admit a simultaneous spectral decomposition of $L^{2}(X)$ (see [156, Cor. 9.2]).

We have defined two Harish-Chandra isomorphisms,

$$
\gamma_{0}: \mathbf{D}(G / K) \rightarrow S\left(\mathfrak{a}_{0}\right)^{W_{0}} \quad \text { and } \quad \gamma: \mathbf{D}(G / H) \rightarrow S\left(\mathfrak{a}_{1}\right)^{W_{1}}
$$

but we shall actually need one more analogous map,

$$
\gamma_{q}: \mathbf{D}(G / H) \rightarrow S\left(\mathfrak{a}_{q}\right)^{W}
$$

(Recall that $\mathfrak{a}_{q}$ is a maximal abelian subspace of $\mathfrak{p} \cap \mathfrak{q}$, and that $W$ is the reflection group of the root system $\Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$.) As the other maps it is defined by means of projection along a decomposition of $\mathfrak{g}$, followed by a $\rho$-shift. More precisely we have (see (3.6) and (3.2)) $\mathfrak{g}=\mathfrak{n} \oplus \mathfrak{m} \oplus \mathfrak{a}_{q} \oplus \mathfrak{h}$, and define ' $\gamma_{q}: \mathbf{D}(G / H) \rightarrow U\left(\mathfrak{a}_{q}\right)$ by

$$
u-\gamma_{q}(D) \in(\mathfrak{n}+\mathfrak{m})_{c} U(\mathfrak{g})+U(\mathfrak{g}) \mathfrak{h}_{c}
$$

where $u$ is any element in $U(\mathfrak{g})^{H}$ with $r(u)=D$. Furthermore we define

$$
\begin{equation*}
\rho=\frac{1}{2} \sum_{\alpha \in \Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)} m_{\alpha} \alpha \in \mathfrak{a}_{q}^{*} \tag{4.3}
\end{equation*}
$$

and $\gamma_{q}=T_{\rho} \circ^{\prime} \gamma_{q}$. We now have:
Lemma 4.6. The map $\gamma_{q}$ is an algebra homomorphism of $\mathbf{D}(G / H)$ into $S\left(\mathfrak{a}_{q}\right)^{W}$. It is independent of the choice of $\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$.

Remark. In general $\gamma_{q}$ does not map onto $S\left(\mathfrak{a}_{q}\right)^{W}$.
Proof. Choose compatible positive sets of roots $\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ and $\Sigma^{+}\left(\mathfrak{a}_{1 c}, \mathfrak{g}_{c}\right)$, and let $\rho_{m} \in \mathfrak{a}_{1 c}^{*}$ be half the trace of ad on $\mathfrak{n}_{1} \cap \mathfrak{m}$. Using that $\mathfrak{n}$ is $\sigma \theta$-invariant it is easily seen that $\rho_{1}=\rho+\rho_{m}$, or equivalently, that the restriction of $\rho_{1}-\rho_{m}$ to $\mathfrak{a}_{1} \cap \mathfrak{m}=\mathfrak{a}_{1} \cap \mathfrak{k}$ vanishes.

Let $\lambda \in \mathfrak{a}_{q c}^{*}$ and $D \in \mathbf{D}(G / H)$. Then it is easily seen that $\gamma_{q}(D)(\lambda)=$ $\gamma(D)(\lambda)$, and hence we get

$$
\gamma_{q}(D)(\lambda)=\gamma(D)\left(\lambda-\rho_{m}\right)
$$

Now every element $w \in W$ can be represented by an element $\bar{w} \in N_{W_{1}}\left(\mathfrak{a}_{q}\right)$ (apply Theorem 2.6 to $\mathfrak{g}^{d}$ ). This element then also normalizes $\mathfrak{a}_{1} \cap \mathfrak{m}$, and multiplying it with an element from the Weyl group of $\Sigma\left(\mathfrak{a}_{1 c}, \mathfrak{m}\right)$ we can obtain that it leaves $\rho_{m}$ fixed. Now the $W$-invariance of $\gamma_{q}(D)$ follows from the $W$-invariance of $\gamma(D)$. A similar argument shows the independence on $\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$.

The map $\gamma_{q}$ is significant because of the following result. Let $S \subset \mathfrak{a}_{q}$ be a convex, compact $W_{K \cap H}$-invariant set, and put

$$
X_{S}=\{k a H \in X \mid k \in K, \log a \in S\}
$$

Theorem 4.7. Let $D \in \mathbf{D}(G / H)$ be nonzero, and assume that $\gamma_{q}(D)$ has the same degree as the order of $D$. Then we have

$$
\begin{equation*}
\operatorname{supp} f \subset X_{S} \Longleftrightarrow \operatorname{supp} D f \subset X_{S} \tag{4.4}
\end{equation*}
$$

for all $f \in C_{c}^{\infty}(X)$. In particular we have that $D$ is injective on this class of functions.

Proof. Here I shall only give the proof of the nontrivial implication " $\Longleftarrow$ " of (4.4) for the empty set $S=\emptyset$. The general case is only slightly more complicated. Note that the final statement of the theorem is obtained with $S=\emptyset$. I am going to use Holmgren's uniqueness theorem, which states the following (see [129, Thm. 5.3.1]):

Theorem 4.8. Let $\phi$ be a real valued $C^{1}$ function on an open set $\Omega \subset \mathbf{R}^{n}$ and $D$ a differential operator with analytic coefficients on $\Omega$. Let $x_{0}$ be a point in $\Omega$ where the principal symbol $\sigma(D)$ of $D$ satisfies

$$
\begin{equation*}
\sigma(D)\left(d \phi\left(x_{o}\right)\right) \neq 0 \tag{4.5}
\end{equation*}
$$

Then there exists a neighborhood $\Omega^{\prime} \subset \Omega$ of $x_{0}$ such that every distribution $f \in \mathcal{D}^{\prime}(\Omega)$ satisfying the equation $D f=0$ and vanishing when $\phi(x)>\phi\left(x_{0}\right)$ must also vanish in $\Omega^{\prime}$.

The idea is to apply this at a point $x_{0}$ on the boundary of the support of $f$. If we can find a function $\phi$ with the property that $f(x)=0$ when $\phi(x)>\phi\left(x_{0}\right)$ then a contradiction is reached.

Assume $\operatorname{supp} D f=0$. I shall use the expansion of $f$ as a sum of $K$-finite functions. Recall that this is given by

$$
\begin{equation*}
f=\sum_{\delta \in \hat{K}} f_{\delta} \tag{4.6}
\end{equation*}
$$

where $\hat{K}$ is the set of (equivalence classes of) irreducible $K$-representations, and where $f_{\delta}$ is the function given in terms of the character $\chi_{\delta}$ by

$$
f_{\delta}(x)=\operatorname{dim} \delta \int_{K} \overline{\chi_{\delta}(k)} f\left(k^{-1} x\right) d k
$$

which transforms on the left according to the $K$-type $\delta$. The sum is absolutely convergent, and its terms are unique. It is easily seen that $D$ can
be applied termwise to the sum, hence $D f=0$ implies that each term is annihilated by $D$. It follows from this analysis that we may assume $f$ to be $K$-finite. Then the support of $f$ is $K$-invariant, and it suffices to prove that $\operatorname{supp} f \cap A_{q} H=\emptyset$.

Let $m=\operatorname{order} D$, then $m=\operatorname{deg} \gamma_{q}(D)$ by the assumption on $D$. Let $u_{0}$ denote the homogeneous part of $\gamma_{q}(D)$ of degree $m$, then $u_{0} \neq 0$. Note that $u_{0}$ is also the homogeneous part of ' $\gamma_{q}(D)$ of degree $m=\operatorname{deg} \gamma_{q}(D)$ for any choice of $\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$.

Assume that $\operatorname{supp} f \cap A_{q} H$ is not empty, and let $S^{\prime}$ denote the set

$$
S^{\prime}=\left\{Y \in \mathfrak{a}_{q} \mid \exists w \in W: \exp (w Y) H \in \operatorname{supp} f\right\}
$$

This set is clearly compact. Since $u_{0} \neq 0$ there exists an antidominant $\lambda \in \mathfrak{a}_{q}^{*}$ with $u_{0}(\lambda) \neq 0$. Choose $Y_{0} \in S^{\prime}$ such that $\lambda$ attains its maximum over $S^{\prime}$ in this point:

$$
\begin{equation*}
\lambda(Y) \leq \lambda\left(Y_{0}\right), \quad\left(Y \in S^{\prime}\right) \tag{4.7}
\end{equation*}
$$

Let $a_{0}=\exp Y_{0}$. The point $a_{0} H$ is going to be the $x_{0}$ in Holmgren's theorem.

As in the previous lecture, let $\Omega$ denote the open subset $P H$ of $X=G / H$ and define a: $\Omega \rightarrow \mathfrak{a}_{q}$ by $\mathbf{a}(\operatorname{man} H)=\log a$ for $m \in M, a \in A_{q}, n \in N$. I claim that

$$
\begin{equation*}
f=0 \quad \text { on } \quad\left\{x \in \Omega \mid \lambda(\mathbf{a}(x))>\lambda\left(Y_{0}\right)\right\} \tag{4.8}
\end{equation*}
$$

which shows that $\phi(x)=\lambda(\mathbf{a}(x))$ is a suitable function for the application of Holmgren's theorem.

To prove (4.8) let $x=\operatorname{man} H \in \Omega \cap \operatorname{supp} f$. Then $\mathbf{a}(x)=\log a$ and we must show that $\lambda(\log a) \leq \lambda\left(Y_{0}\right)$. To see that this holds, write

$$
x=k \exp (Z) H, \quad\left(k \in K, Z \in \mathfrak{a}_{q}\right)
$$

according to the $G=K A_{q} H$ decomposition. Then by Theorem 3.4 we have that $\log a=U+V$, where $U \in \operatorname{conv}(W Z)$ and $V \in \Gamma^{-}$. In particular, $\lambda(V) \leq 0$ by the antidominance of $\lambda$, and hence

$$
\lambda(\log a) \leq \lambda(U) \leq \max _{w \in W} \lambda(w Z)
$$

Now $\exp (Z) H=k^{-1} x$ and since the support of $f$ is $K$-invariant it contains this point. Hence $w Z \in S^{\prime}$ for all $w \in W$, and we conclude by (4.7) that

$$
\lambda(\log a) \leq \lambda\left(Y_{0}\right)
$$

This implies (4.8).
We still need to check the condition (4.5). The principal symbol $\sigma(D)$ is given at a point $x_{0} \in X$ by

$$
\begin{equation*}
\sigma(D)\left(d \phi\left(x_{0}\right)\right)=\frac{1}{m!} D\left(\left(\phi-\phi\left(x_{0}\right)\right)^{m}\right)(x) \tag{4.9}
\end{equation*}
$$

for $\phi \in C^{\infty}(X)$. In particular, let $\phi(x)=\lambda(\mathbf{a}(x))$. Regarding $\phi$ as a right $H$-invariant function on $G$, it follows immediately that for the right action defined by (4.1) we have $r(u) \phi=0$ for $u \in U(\mathfrak{g}) \mathfrak{h}_{c}$. Moreover, since $\mathbf{a}$ is left $N M$-invariant, and since $\mathfrak{n}$ and $\mathfrak{m}$ are normalized by $A$, we also have that $r(u) \phi(a)=0$ for $a \in A_{q}, u \in(\mathfrak{n}+\mathfrak{m})_{c} U(\mathfrak{g})$. Hence $D \phi(a H)=r\left(\gamma_{q}(D)\right) \phi(a)$. Applying the same reasoning to the function $(\phi-\phi(a))^{m}$ we obtain that

$$
\begin{equation*}
D\left((\phi-\phi(a))^{m}\right)(a)=r\left(\gamma_{q}(D)\right)\left(\left(\phi-\phi\left(a_{0}\right)\right)^{m}\right)(a)=m!u_{0}(\lambda) \tag{4.10}
\end{equation*}
$$

Combining (4.9) and (4.10) we obtain that $\sigma(D)(d \phi(a))=u_{0}(\lambda)$ for all $a \in A_{q}$. In particular, (4.5) holds by the assumption on $\lambda$. Hence we can apply Holmgren's theorem and reach a contradiction.

Remark. Note that we only used the parts of Theorem 3.4 that were proved in the previous lecture.

## LECTURE 5

## Principal series representations

In this lecture I am going to consider the representations that enter in the decomposition of the most continuous part of $L^{2}(X)$. They constitute what is known as the principal series for $G / H$.

Let me first recall the principal series of representations for $G$. Let $P=M A N$ be any parabolic subgroup with the indicated Langlands decomposition, and let $\left(\xi, \mathcal{H}_{\xi}\right)$ be an irreducible unitary representation of $M$. For each element $\lambda \in \mathfrak{a}_{c}^{*}$ one defines a representation $\left(\pi_{\xi, \lambda}, \mathcal{H}_{\xi, \lambda}\right)$ of $G$ as follows. Let $\rho_{P} \in \mathfrak{a}^{*}$ be half the trace of ad on $\mathfrak{n}$. The Hilbert space $\mathcal{H}_{\xi, \lambda}$ is the completion of the space $C(\xi: \lambda)$ of continuous functions $f: G \rightarrow \mathcal{H}_{\xi}$ satisfying

$$
\begin{equation*}
f(g m a n)=a^{-\lambda-\rho_{P}} \xi\left(m^{-1}\right) f(g), \quad(g \in G, m \in M, a \in A, n \in N) \tag{5.1}
\end{equation*}
$$

with respect to the sesquilinear product

$$
\left\langle f_{1} \mid f_{2}\right\rangle=\int_{K}\left\langle f_{1}(k) \mid f_{2}(k)\right\rangle d k
$$

The action $\pi_{\xi, \lambda}(g)$ of $G$ is given by the left regular action

$$
\pi_{\xi, \lambda}(g) f(x)=f\left(g^{-1} x\right)
$$

It is easily seen that one gets a bounded representation of $G$ this way (the representation is induced from the representation $\xi \otimes e^{\lambda} \otimes 1$ of $M A N$ ), and that the sesquilinear product defined above is $G$-invariant if $\lambda$ is purely imaginary on $\mathfrak{a}$, so that the representation in that case becomes a unitary representation. It is also easily checked that the equivalence class of $\pi_{\xi, \lambda}$ only depends on the equivalence class of $\xi$.

Note that because $G=K M A N$ we have that restriction to $K$ is a bijection of $C(\xi: \lambda)$ onto the space $C(K: \xi)$ of continuous functions $f: K \rightarrow$ $\mathcal{H}_{\xi}$ satisfying

$$
\begin{equation*}
f(k m)=\xi\left(m^{-1}\right) f(k), \quad(k \in K, m \in M \cap K) . \tag{5.2}
\end{equation*}
$$

Using this picture it follows that $\mathcal{H}_{\xi, \lambda}$ is isomorphic to the space $L^{2}(K: \xi)$ of $L^{2}$ functions from $K$ to $\mathcal{H}_{\xi}$ satisfying (5.2).

It turns out that the parabolic subgroups which are best suited for the study of $G / H$ are the $\sigma \theta$-stable parabolic subgroups, and the simplest of these are the minimal ones, the $\sigma$-minimal parabolic subgroups. From now on I confine myself to the principal series representations induced from $\sigma$ minimal parabolic subgroups. However, not all $\pi_{\xi, \lambda}$ of these qualify for being "the principal series for $G / H$." Before I proceed with defining which $\xi$ and $\lambda$ qualify, let me for the purpose of motivation consider the "abstract" Plancherel decomposition of $L^{2}(X)$.

It is known (because $G$ is a so-called type I group) that any unitary representation $V$ of $G$ on a separable Hilbert space $\mathcal{H}_{V}$ has a direct integral decomposition

$$
\begin{equation*}
V \simeq \int_{\pi \in \hat{G}}^{\oplus} V^{\pi} d \mu_{V}(\pi) \tag{5.3}
\end{equation*}
$$

where $\hat{G}$ is the unitary dual (the set of equivalence classes of unitary irreducible representations) of $G, d \mu_{V}$ a Borel measure on $\hat{G}$ and $V^{\pi}$ a (possibly infinite) multiple of $\pi$.

In particular this applies to the regular representation $\ell$ of $G$ on $L^{2}(X)$. If we denote by $m_{\pi}$ the multiplicity of $\pi$ in $\ell^{\pi}$ we can thus write down the abstract Plancherel decomposition

$$
\begin{equation*}
\ell \simeq \int_{\pi \in \hat{G}}^{\oplus} m_{\pi} \pi d \mu(\pi) \tag{5.4}
\end{equation*}
$$

The measure $d \mu$ (whose class is uniquely determined) is called the Plancherel measure for $G / H$, and $m_{\pi}$ (which is unique almost everywhere) the multiplicity of $\pi$ in $L^{2}(X)$. As mentioned in the Introduction, the aim of the harmonic analysis on $X$ is to make this decomposition more explicit.

Let $\left(V, \mathcal{H}_{V}\right)$ be as above, and let $\mathcal{H}_{V}^{\infty}$ be the Fréchet space of $C^{\infty}$ vectors for $V$. Its topological anti-dual is denoted $\mathcal{H}_{V}^{-\infty}$ and called the space of distribution vectors for $V$. It follows from the unitarity of $V$ that

$$
\mathcal{H}_{V}^{\infty} \subset \mathcal{H}_{V} \subset \mathcal{H}_{V}^{-\infty}
$$

One can prove that together with the decomposition (5.3) of the representation $V$ (and the corresponding decomposition of $\mathcal{H}_{V}$ ) one also has
compatible decompositions of the spaces $\mathcal{H}_{V}^{\infty}$ and $\mathcal{H}_{V}^{-\infty}$ :

$$
\begin{equation*}
\mathcal{H}_{V}^{\infty} \simeq \int_{\pi \in \hat{G}}^{\oplus}\left(V^{\pi}\right)^{\infty} d \mu_{V}(\pi) \quad \text { and } \quad \mathcal{H}_{V}^{-\infty} \simeq \int_{\pi \in \hat{G}}^{\oplus}\left(V^{\pi}\right)^{-\infty} d \mu_{V}(\pi) \tag{5.5}
\end{equation*}
$$

Thus each element $\delta \in \mathcal{H}_{V}^{-\infty}$ can be decomposed as

$$
\delta \simeq \int_{\pi \in \hat{G}} \delta^{\pi} d \mu_{V}(\pi)
$$

with distribution vectors $\delta^{\pi} \in\left(V^{\pi}\right)^{-\infty}$, which are uniquely determined almost everywhere. The $\delta^{\pi}$ are cyclic distribution vectors for $V^{\pi}$, in the sense that if $u \in\left(V^{\pi}\right)^{\infty}$ and $\delta^{\pi}\left(\pi\left(g^{-1}\right) u\right)=0$ for all $g \in G$ then $u=0$.

We apply this to $\ell$ and $\delta_{o}$, the Dirac measure of $G / H$ at the origin:

$$
\begin{equation*}
\delta_{o} \simeq \int_{\pi \in \hat{G}}^{\oplus} \delta_{o}^{\pi} d \mu(\pi) \tag{5.6}
\end{equation*}
$$

Since $\delta_{o}$ is $H$-invariant it follows from the uniqueness of the $\delta_{o}^{\pi}$ that they (or at least almost all of them) are also $H$-invariant. Being cyclic vectors the $\delta_{o}^{\pi}$ must be nonzero, and hence it follows that only the representations $\pi \in \hat{G}$ which have nonzero $H$-fixed distribution vectors contribute to the Plancherel decomposition of $\ell$ (the remaining representations form a $d \mu$ null set). The space of $H$-invariant distribution vectors for $V$ is denoted by $\left(\mathcal{H}_{V}^{-\infty}\right)^{H}$, and the set of $\pi \in \hat{G}$ with $\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H} \neq 0$ is denoted $\hat{G}_{H}$. This gives the following refinement of (5.4):

$$
\begin{equation*}
\ell \simeq \int_{\pi \in \hat{G}_{H}}^{\oplus} m_{\pi} \pi d \mu(\pi) \tag{5.7}
\end{equation*}
$$

(In fact it is not clear whether the subset $\hat{G}_{H}$ of $\hat{G}$ is measurable; nevertheless (5.7) makes sense because $d \mu$ is concentrated on the (measurable) set where $m_{\pi} \neq 0$, and this set is contained in $\hat{G}_{H}$ because of (5.9) below).

Note that since $\delta_{o}^{\pi}$ is a cyclic vector for $\ell^{\pi}$ the map $u \mapsto \overline{\delta_{o}^{\pi}\left(\pi\left(g^{-1}\right) u\right)}$ is a $G$-equivariant continuous linear injection of the space $\left(\ell^{\pi}\right)^{\infty}$ of smooth vectors for $\ell^{\pi}$ into $C^{\infty}(G / H)$. In fact this property of allowing an injection into $C^{\infty}(G / H)$ is characteristic for all of $\hat{G}_{H}$ :

Lemma 5.1. Let $\pi \in \hat{G}$. There is a bijective antilinear map from the space $\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H}$ of $H$-fixed distribution vectors for $\pi$ onto the space of continuous equivariant linear maps from $\mathcal{H}_{\pi}^{\infty}$ to $C^{\infty}(G / H)$.

Proof. For $v^{\prime} \in \mathcal{H}_{\pi}^{-\infty}$ and $v \in \mathcal{H}_{\pi}^{\infty}$ define the "matrix coefficient" $T_{v, v^{\prime}} \in$ $C^{\infty}(G)$ by

$$
\begin{equation*}
T_{v, v^{\prime}}(g)=v^{\prime}\left(\pi\left(g^{-1}\right) v\right) \tag{5.8}
\end{equation*}
$$

then $T$ is antilinear in $v$ and linear in $v^{\prime}$. It is clear that if $v^{\prime}$ is $H$-fixed then $v \mapsto \overline{T_{v, v^{\prime}}}$ is a continuous equivariant linear map $\mathcal{H}_{\pi}^{\infty} \rightarrow C^{\infty}(G / H)$. Conversely, if such a map $j: \mathcal{H}_{\pi}^{\infty} \rightarrow C^{\infty}(G / H)$ is given, then an element $v^{\prime} \in\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H}$ is obtained by letting $v^{\prime}(v)=\overline{j(v)(e)}$. The proof is easily completed.

Since $\left(\ell^{\pi}\right)^{\infty}$, which is an $m_{\pi}$-fold multiple of $\mathcal{H}_{\pi}^{\infty}$, can be embedded into $C^{\infty}(G / H)$ it follows that

$$
\begin{equation*}
m_{\pi} \leq \operatorname{dim}\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H} \tag{5.9}
\end{equation*}
$$

for almost all $\pi$. Note that according to the lemma the multiplicity of $\pi$ in $C^{\infty}(G / H)$ is $\operatorname{dim}\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H}$; since $m_{\pi}$ is the multiplicity of $\pi$ in $L^{2}(G / H)$ (hence by (5.5) also of $\mathcal{H}_{\pi}^{\infty}$ in $L^{2}(G / H)^{\infty}$ ), the statement in (5.9) is quite natural: the extra requirement of square integrability gives a smaller or equal multiplicity.

With these results in mind it is interesting that we have
Proposition 5.2. The space $\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H}$ is finite dimensional for all $\pi \in \hat{G}$.
Proof. (sketch) Fix a nonzero $K$-finite vector $v$ in $\mathcal{H}_{\pi}^{\infty}$. It follows Lemma 5.1 and its proof that the map taking an element $v^{\prime} \in\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H}$ to the matrix coefficient $T_{v, v^{\prime}} \in C^{\infty}(G / H)$ given by (5.8) is injective. Since $\pi$ is irreducible it has an infinitesimal character $\chi$. Hence it follows that $T_{v, v^{\prime}}$ is a $K$-finite eigenfunction for the center $\mathfrak{Z}(\mathfrak{g})$ of $U(\mathfrak{g})$. In fact it can be shown that the space of functions $f$ on $G / H$, which are $K$-finite of a given type and eigenfunctions for $3(\mathfrak{g})$ with a given infinitesimal character $\chi$, is finite dimensional. If $G / H$ has split rank one this can be seen roughly as follows. Since $f$ is an eigenfunction for $L$ its restriction to $a_{q}$ satisfies a second-order ordinary differential equation, and hence lies in the twodimensional solution space. It follows easily that all such functions $f$ lie
in a space of dimension at most twice the square of the dimension of the $K$-type. For spaces of higher split rank the argument is of a similar nature. The proposition follows from this.

Note that it can be proved that the decomposition (5.6) also can be written in the following fashion, which is less abstract because the integrand has its values in the distributions on $G / H$. There exist for each $\pi \in \hat{G}_{H}$ distribution vectors $\delta_{i}^{\pi} \in\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H},\left(1 \leq i \leq m_{\pi}\right)$ such that

$$
\begin{equation*}
\delta_{o}=\int_{\pi \in \hat{G}_{H}} \sum_{i=1}^{m_{\pi}} T_{\delta_{i}^{\pi}, \delta_{i}^{\pi}} d \mu(\pi) \tag{5.10}
\end{equation*}
$$

where $T_{v^{\prime}, v^{\prime}}$ for $v^{\prime} \in\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H}$ is the $H$-fixed distribution on $G / H$ given by

$$
\begin{equation*}
T_{v^{\prime}, v^{\prime}}(\phi)=v^{\prime}\left(\pi\left(\overline{\phi^{\vee}}\right) v^{\prime}\right) \tag{5.11}
\end{equation*}
$$

for $\phi \in C_{c}^{\infty}(G)$, where $\phi^{\vee}(g)=\phi\left(g^{-1}\right)$. (The expression (5.11) makes sense because $\left.\pi\left(C_{c}^{\infty}(G)\right) \mathcal{H}_{\pi}^{-\infty} \subset \mathcal{H}_{\pi}^{\infty}.\right)$

Example 5.1. If $H=K$ is compact the space $\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H}$ has dimension at most one. This can be seen as follows. First of all, the elements of $\left(\mathcal{H}_{\pi}^{-\infty}\right)^{K}$ are $K$-finite (since they are actually $K$-fixed). It follows from the irreducibility of $\pi$ that if $v$ is any nonzero element in $\left(\mathcal{H}_{\pi}^{-\infty}\right)^{K}$ then $\pi(U(\mathfrak{g})) v$ equals the space of all $K$-finite vectors in $\mathcal{H}_{\pi}$. In particular we have that $\left(\mathcal{H}_{\pi}^{-\infty}\right)^{K} \subset \pi(U(\mathfrak{g})) v$. But for any element $a \in U(\mathfrak{g})$ we have that if $\pi(a) v$ is also $K$-fixed, then $\pi(a) v=\pi\left(a^{\sharp}\right) v$ where $a^{\sharp}=\int_{K} \operatorname{Ad}(k)(a) d k \in U(\mathfrak{g})^{K}$. This shows that $U(\mathfrak{g})^{K}$ acts irreducibly on $\left(\mathcal{H}_{\pi}^{-\infty}\right)^{K}$. Since $U(\mathfrak{g}) \mathfrak{k}$ clearly annihilates $\left(\mathcal{H}_{\pi}^{-\infty}\right)^{K}$ this action passes to an irreducible action of $\mathbf{D}(G / K)$. Since $\mathbf{D}(G / K)$ is abelian it follows that the dimension of $\left(\mathcal{H}_{\pi}^{-\infty}\right)^{K}$ is at most one.

As given above, the argument applies to the situation where $G / K$ is a noncompact Riemannian symmetric space ( $K$ is maximal compact in $G$ ). In fact it applies to a compact symmetric space as well (where $\pi$ is finite dimensional), because also in this case $\mathbf{D}(G / K)$ is abelian. This follows from Theorem 4.3.

It follows now from (5.9) that the decomposition of $L^{2}(G / K)$ is multiplicity free, that is, $m_{\pi}=1$ for all $\pi \in \hat{G}_{K}$. Moreover the distributions $T_{v, v}$ in (5.10) are $K$-biinvariant eigenfunctions for $\mathbf{D}(G / K)$. Such a function
is called a spherical function if it takes the value 1 at the origin. To a given eigenvalue homomorphism $\chi: \mathbf{D}(G / K) \rightarrow \mathbf{C}$ there corresponds one and only one spherical function $\phi=\phi_{\pi}$ (this follows easily from the fact that $\phi$, as an eigenfunction for the elliptic operator $L$ on $G / K$, is real analytic, because the Taylor series at $o$ is determined from the set of all $(r(a) \phi)(o)$ where $a \in U(\mathfrak{g})$, and by integration of $a$ over $K$ as above these are determined by the $\left.\left(r\left(a^{\sharp}\right) \phi\right)(o)\right)$. Thus (5.10) says that

$$
\begin{equation*}
\delta_{o}=\int_{\pi \in \hat{G}_{K}} \phi_{\pi} d \mu(\pi) \tag{5.12}
\end{equation*}
$$

for some Borel measure $d \mu$ on $\hat{G}_{K}$.

Example 5.2. The group case $G={ }^{`} G \times{ }^{\prime} G$. The unitary dual $\hat{G}$ is equal to the Cartesian product ${ }^{\prime} \hat{G} \times{ }^{\prime} \hat{G}$. Its elements are the representations $\pi=\pi_{1} \otimes \pi_{2}$, where $\pi_{1}, \pi_{2} \in^{`} \hat{G}$. It is easily seen that the representation $\pi$ belongs to $\hat{G}_{H}$ if and only if $\pi_{2}$ is the contragradient to $\pi_{1}$, and that the space $\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H}$ then has dimension 1. (For example one can use Lemma 5.1 combined with the following observation: The space of continuous $G$-equivariant linear maps $j: \mathcal{H}_{\pi_{1}}^{\infty} \otimes \mathcal{H}_{\pi_{2}}^{\infty} \rightarrow C^{\infty}\left({ }^{`} G\right)$ is in bijective correspondence with the space of continuous ' $G$-equivariant bilinear pairings $\mathcal{H}_{\pi_{1}}^{\infty} \times \mathcal{H}_{\pi_{2}}^{\infty} \rightarrow \mathbf{C}$; the map $j$ corresponding to a given pairing $(\cdot, \cdot)$ is the map that takes $u \otimes v$ to the matrix coefficient $g \mapsto\left(\pi_{1}\left(g^{-1}\right) u, v\right)=\left(u, \pi_{2}(g) v\right)$ on ${ }^{`} G$.)

After this motivational digression it is time to return to the principal series. The conclusion we draw is that if we want the representations we have constructed to enter into the decomposition of $L^{2}(X)$, we should look for representations with nontrivial $H$-fixed distribution vectors.

As is easily seen, the $C^{\infty}$ vectors for $\pi_{\xi, \lambda}$ are the smooth functions $f: G \rightarrow \mathcal{H}_{\xi}^{\infty}$ satisfying the transformation rule (5.1). Similarly, the distribution vectors for $\pi_{\xi, \lambda}$ are the $\mathcal{H}_{\xi}^{-\infty}$-valued distributions on $G$ which satisfy (5.1). Recall from the previous lectures (see (3.2)) that for the $\sigma$-minimal parabolic subgroup $P=M A N$ we have $\mathfrak{a}=\mathfrak{a}_{h} \oplus \mathfrak{a}_{q}$, where $\mathfrak{a}_{q}$ is maximal abelian in $\mathfrak{p} \cap \mathfrak{q}$. By means of this orthogonal decomposition $\mathfrak{a}_{q, c}^{*}$ is naturally viewed as a subspace of $\mathfrak{a}_{c}^{*}$. Since $P$ is $\sigma \theta$-stable we have that $\sigma \theta \rho_{P}=\rho_{P}$, and hence $\rho_{P} \in \mathfrak{a}_{q}$ (it vanishes on $\mathfrak{a}_{h}$ ). Moreover, it then follows from the definition of $\rho_{P}$ that it coincides with the element $\rho$ defined in (4.3).

Recall also from Lecture 3 that $\cup_{w \in \mathcal{W}} H w^{-1} P$ is the union of open $H \times P$ cosets in $G$. It follows that an $H$-fixed distribution vector for $\pi_{\xi, \lambda}$ restricts to a smooth $\mathcal{H}_{\xi}^{-\infty}$-valued function $f$ on each open coset $H w^{-1} P$, and this restriction is uniquely determined by the value $f\left(w^{-1}\right)$. Moreover, this value has to satisfy

$$
a^{-\lambda-\rho_{P}} \xi\left(m^{-1}\right) f\left(w^{-1}\right)=f\left(w^{-1} m a\right)=f\left(w^{-1} m a w w^{-1}\right)=f\left(w^{-1}\right)
$$

for each $m a \in M A \cap w H w^{-1}$. Thus if the restriction of $f$ to $H w^{-1} P$ is nonzero, $\xi$ must have a nonzero distribution vector fixed by $M \cap w H w^{-1}=$ $w(M \cap H) w^{-1}$, and $\lambda+\rho_{P}$ must vanish on $\mathfrak{a} \cap \operatorname{Ad}(w)(\mathfrak{h})=\mathfrak{a}_{h}$ (here it is used that $w$ has been chosen according to Theorem 2.6, so that it normalizes $\mathfrak{a}_{h}$ ). Since $\rho_{P}=\rho \in \mathfrak{a}_{q}^{*}$ it follows that we must have $\lambda \in \mathfrak{a}_{q, c}^{*}$.

Lemma 5.3. Let $w \in N_{K}\left(\mathfrak{a}_{q}\right)$, and let $\xi$ be an irreducible unitary representation of $M$ for which the space $\left(\mathcal{H}_{\xi}^{-\infty}\right)^{w(M \cap H) w^{-1}}$ of $w(M \cap H) w^{-1}$ fixed distribution vectors is nonzero. Then this space is one-dimensional, and $\xi$ is finite dimensional.

Remark. Note that the dimension of the space $\left(\mathcal{H}_{\xi}^{-\infty}\right)^{w(M \cap H) w^{-1}}$ depends only on the double coset $(M \cap K) w N_{K \cap H}\left(\mathfrak{a}_{q}\right)$ (but the space itself may vary).

Proof. It suffices to consider the trivial $w$. Recall Lemma 3.2 and its proof, according to which there is a normal subgroup $M_{n}$ of $M$ contained in $H$ such that $M=M_{0} M_{n}$. It follows easily that if $\left(\mathcal{H}_{\xi}^{-\infty}\right)^{M \cap H}$ is nonzero then $\left.\xi\right|_{M_{n}}$ is trivial and $\left.\xi\right|_{M_{0}}$ is irreducible. Hence $\operatorname{dim} \xi<\infty$ by the compactness of $M_{0}$. Moreover we then have

$$
\begin{equation*}
\left(\mathcal{H}_{\xi}^{-\infty}\right)^{M \cap H} \simeq\left(\mathcal{H}_{\xi \mid M_{0}}^{-\infty}\right)^{M_{0} \cap H} \tag{5.13}
\end{equation*}
$$

Under our general assumption on $G$ that it is linear there exists a finite central subgroup $F$ of $M_{0}$ such that $M_{0}=\left(M_{0}\right)_{e} F$ (see [123, p. 435, Exercise A3]). It follows that also $\left.\xi\right|_{\left(M_{0}\right)_{e}}$ is irreducible. Now according to Example 5.1, the space $\left(\mathcal{H}_{\left.\xi\right|_{\left(M_{0}\right)_{e}} ^{-\infty}}\right)^{\left(M_{0}\right)_{e} \cap H}$ has dimension zero or one, and hence the same holds for the (possibly smaller) spaces in (5.13).

Motivated by Lemma 5.3 and the preceding discussion we define the principal series for $G / H$ (or the $H$-spherical principal series) related to the
$\sigma$-minimal parabolic subgroup $P=M A N$ as the series of representations $\pi_{\xi, \lambda}$ where $\xi$ is a finite dimensional irreducible unitary representation of $M$ having a nonzero $w(M \cap H) w^{-1}$ fixed vector for some $w \in \mathcal{W}$, and where $\lambda \in \mathfrak{a}_{q, c}^{*}$. The unitary principal series is the subseries with $\lambda$ purely imaginary on $\mathfrak{a}_{q}$.

Note that I did not argue that these conditions on $\xi$ and $\lambda$ are necessary for the induced representation to have a nonzero $H$-fixed distribution vector, but only that if these conditions do not hold, such a distribution has to be more singular in the sense that it has to be concentrated on the nonopen $H \times P$ cosets. On the other hand, we shall see in the next lecture that the representations in the principal series for $G / H$ really do have nonzero $H$-fixed distribution vectors.

Example 5.3. In continuation of Example 5.2 let $H=K$. By the definition above the principal series for $G / K$ related to the minimal parabolic subgroup $P_{0}=M_{0} A_{0} N_{0}$ is the spherical principal series consisting of the induced representations $\pi_{1, \lambda}$ where $1 \in \hat{M}_{0}$ denotes the trivial representation. In this case it is in fact clear from the definition that the induced representation $\pi_{\xi, \lambda}$ has a $K$-fixed vector (which is then unique up to scalar multiplication) if and only if $\xi$ is the trivial representation. One $K$-fixed vector is the function $v \in C(1: \lambda)$ defined by $v=\mathbf{1}_{\lambda}(g):=e^{-\left(\lambda+\rho_{0}\right) H(g)}$, where $H$ is the Iwasawa projection. The corresponding spherical function $\phi_{\pi_{1, \lambda}}=T_{v, v}$ is then given by

$$
\begin{aligned}
T_{v, v}(\varphi)=\left\langle\pi_{1, \lambda}(\varphi) v \mid v\right\rangle & =\int_{K}\left(\pi_{1, \lambda}(\varphi) v\right)(k) \overline{v(k)} d k \\
& =\int_{K} \int_{G} \varphi(g) \mathbf{1}_{\lambda}\left(g^{-1} k\right) d g d k=\int_{G} \varphi(g) \varphi_{\lambda}(g) d g
\end{aligned}
$$

where $\varphi_{\lambda}(g)=\int_{K} \mathbf{1}_{\lambda}\left(g^{-1} k\right) d k$ (see (4.2)), and we get that

$$
\phi_{\pi_{1, \lambda}}=\varphi_{\lambda}
$$

Example 5.4. Consider again the hyperbolic spaces $\mathrm{SO}_{e}(p, q) / \mathrm{SO}_{e}(p-1, q)$. Recall that a $\sigma$-minimal parabolic subgroup is the stabilizer in $G$ of the line $\mathbf{R}(1,0, \ldots, 0,1) \in \mathbf{R}^{p+q}$. The group $M$ consists of the matrices of the
form

$$
\left(\begin{array}{ccc}
\epsilon & 0 & 0 \\
0 & m & 0 \\
0 & 0 & \epsilon
\end{array}\right),
$$

where $m \in \operatorname{SO}(p-1, q-1), \epsilon= \pm 1$, and $M \cap H$ is the subgroup where $\epsilon=1$ (if $p=1$ or $q=1$ then $\epsilon$ is always 1 and $M \cap H=M$ ). Thus the representations of $M$ that we need for the principal series are the trivial representation, and the representation which assigns $\epsilon$ to the element above (if $p=1$ or $q=1$ this is also the trivial representation). We denote these by $\xi_{0}$ and $\xi_{1}$, respectively.

Let $\Xi$ be the set

$$
\Xi=\left\{x \in \mathbf{R}^{p+q} \mid x_{1}^{2}+\cdots+x_{p}^{2}-x_{p+1}^{2}-\cdots-x_{p+q}^{2}=0, x \neq 0\right\}
$$

(if $p=1$ it is also required that $x_{1}>0$, and if $q=1$ that $x_{p+1}>0$ ). Then $G$ acts transitively on $\Xi$, and we get that $\Xi \simeq G /(M \cap H) N$.

For $\lambda \in \mathbf{C}$ and $i=0,1$ let $C_{i, \lambda}(\Xi)$ denote the space of continuous functions $f$ on $\Xi$ satisfying

$$
f(v x)=\operatorname{sign}(v)^{i}|v|^{-\lambda-\rho} f(x)
$$

for all $v \neq 0$, where $\rho=\frac{1}{2}(p+q-2)$. Then there is a natural representation of $G$ on this space, and it can be seen that the Hilbert space norm

$$
\|f\|^{2}=\int_{\mathbf{S}^{p-1} \times \mathbf{S}^{q-1}}|f(x)|^{2} d x
$$

is invariant if $\lambda$ is purely imaginary. By this construction we get an explicit model for the principal series representation $\pi_{\xi_{i}, \nu}$ where $\nu \in \mathfrak{a}_{q, c}^{*}$ is given by $\nu(Y)=\lambda$.

The following result is clearly important.
Theorem 5.4. Let $\pi_{\xi, \lambda}$ be a unitary principal series representation for $G / H$, and assume that $\langle\lambda, \alpha\rangle \neq 0$ for all $\alpha \in \Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$. Then $\pi_{\xi, \lambda}$ is irreducible.

Proof. See the notes for references to this theorem.

Example 5.5. In the case of the hyperboloids one can show that the representations $\pi_{\xi_{i}, \lambda}$ constructed above are irreducible if $\lambda+\rho$ is not an integer. In particular, they are irreducible if $\lambda$ is purely imaginary and nonzero. See the notes for references.

In general two principal series representations $\pi_{\xi, \lambda}$ and $\pi_{\xi^{\prime}, \lambda^{\prime}}$ with different pairs $(\xi, \lambda)$ and $\left(\xi^{\prime}, \lambda^{\prime}\right)$ may well be equivalent. It is important to study these equivalences as well as the corresponding intertwining operators.

Let $s \in W=N_{K}\left(\mathfrak{a}_{q}\right) /(M \cap K)$, and let $\tilde{s}$ be a representative. Conjugation by $\tilde{s}$ preserves $M$, and hence from each representation $\left(\xi, \mathcal{H}_{\xi}\right)$ of $M$ another representation denoted $\left(\tilde{s} \xi, \mathcal{H}_{\tilde{s} \xi}\right)$ is obtained by letting $\mathcal{H}_{\tilde{s} \xi}=\mathcal{H}_{\xi}$ and $\tilde{s} \xi(m)=\xi\left(\tilde{s}^{-1} m \tilde{s}\right)$. It is easily seen that the equivalence class of $\tilde{s} \xi$ only depends on $s$ and the equivalence class of $\xi$. For this reason I shall often write $s \xi$ instead of $\tilde{s} \xi$. We shall see below that for generic $\lambda$ we have $\pi_{\xi, \lambda} \simeq \pi_{s \xi, s \lambda}$.

When working with intertwining operators between the principal series it is convenient to be able also to switch between representations induced from different parabolic subgroups. Thus I write $\pi_{P, \xi, \lambda}$ for the principal series representation associated to the parabolic subgroup $P$, and $C(P: \xi: \lambda)$ for space denoted $C(\xi: \lambda)$ above. However, only the nilpotent part $N$ of the parabolic subgroup $P=M A N$ will vary, and thus the space $C(K: \xi)$ of restrictions to $K$ is the same for all $P$ (it is the $G$-action which varies). Note that switching the $P$ is basically a technical matter, because any two $\sigma$-minimal parabolic subgroups are related by conjugation, and there is an equivalence $\pi_{s P s^{-1}, s \xi, s \lambda} \simeq \pi_{P, \xi, \lambda}$ obtained by the simple intertwining operator

$$
R(s): C(P: \xi: \lambda) \xrightarrow{\sim} C\left(s P s^{-1}: s \xi: s \lambda\right)
$$

defined by $R(s) f(g)=f(g \tilde{s})$.
There is a well known set of intertwining operators between principal series representations, called the standard intertwining operators. Let me sketch the construction of these in case of the $\sigma$-minimal principal series. Let $P=M A N$ and $P^{\prime}=M A N^{\prime}$ be $\sigma$-minimal parabolic subgroups, and let $\xi$ be a finite dimensional unitary representation of $M$ and $\lambda \in \mathfrak{a}_{q, c}^{*}$. For $f \in C^{\infty}(P: \xi: \lambda)$ define

$$
\begin{equation*}
A\left(P^{\prime}: P: \xi: \lambda\right) f(g)=\int_{\bar{N} \cap N^{\prime}} f(g \bar{n}) d \bar{n} \tag{5.14}
\end{equation*}
$$

where $d \bar{n}$ is a (suitably normalized) Haar measure on $\bar{N} \cap N^{\prime}$. Disregarding the convergence of (5.14) it is easily checked that $A\left(P^{\prime}: P: \xi: \lambda\right)$ is intertwining from $\pi_{P, \xi, \lambda}$ to $\pi_{P^{\prime}, \xi, \lambda}$. The problem of convergence is serious, but at least the following holds.

Proposition 5.5. There exists a constant $C \geq 0$ such that if $\langle\operatorname{Re} \lambda, \alpha\rangle>C$ for all roots $\alpha \in \Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ such that $\mathfrak{g}^{\alpha} \subset \overline{\mathfrak{n}} \cap \mathfrak{n}^{\prime}$, then the integral (5.14) converges absolutely and defines a continuous intertwining operator from $C^{\infty}(P: \xi ; \lambda)$ to $C^{\infty}\left(P^{\prime}: \xi ; \lambda\right)$.

Proof. The proof uses results from Chapter 7 of [130]. For the case $H=K$, where $P$ and $P^{\prime}$ are minimal parabolic subgroups, see loc. cit., Prop 7.8. Here $C=0$. For the general case let $\rho_{m} \in \mathfrak{a}_{0}^{*}$ denote half the trace of ad on $\mathfrak{n}_{0} \cap \mathfrak{m}$ (then $\rho_{m}$ is zero on $\mathfrak{a}$ ), and for $\alpha \in \Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ let $C_{\alpha}$ denote the maximum of the $\left\langle\beta, \rho_{m}\right\rangle$ where $\beta \in \Sigma\left(\mathfrak{a}_{0}, \mathfrak{g}\right)$ with $\left.\beta\right|_{\mathfrak{a}_{q}}=\alpha$. Then $-C_{\alpha}$ is the minimum of these numbers. Hence if $\langle\operatorname{Re} \lambda, \alpha\rangle>C_{\alpha}$ we have $\left\langle\rho_{m}+\operatorname{Re} \lambda, \beta\right\rangle>0$. We can now apply loc. cit., Theorem 7.22 with $\lambda=\rho_{m}$. (The reason for taking $\lambda=\rho_{m}$ is that then $\phi_{\lambda}^{M}=1$ in the notation of loc. cit. In the cited theorem $f$ is assumed $K$-finite, but this is not needed when $\xi$ is finite dimensional.)

For parameters $\lambda$ outside the domain of convergence of (5.14) given in Proposition 5.5, an intertwining operator can be constructed by means of analytic continuation. The result is as follows (see [172, pp. 78-79] for the notion of a Fréchet space valued analytic function).

Theorem 5.6. Let $f \in C^{\infty}(K: \xi)$. Then $A\left(P^{\prime}: P: \xi: \lambda\right) f$, which is defined by the convergent integral (5.14) for $\lambda$ in the region given in Proposition 5.5 , extends to a meromorphic $C^{\infty}(K: \xi)$-valued function of $\lambda$ in $\mathfrak{a}_{q, c}^{*}$. The operator $A\left(P^{\prime}: P: \xi: \lambda\right)$ thus obtained for generic $\lambda$ is a continuous intertwining operator from $C^{\infty}(P: \xi: \lambda)$ to $C^{\infty}\left(P^{\prime}: \xi: \lambda\right)$.

Proof. Too complicated to be given here.
It follows easily from the definitions that we have

$$
\begin{equation*}
R(s) A\left(s^{-1} P s: P: \xi: \lambda\right)=A\left(P: s P s^{-1}: s \xi: s \lambda\right) R(s) \tag{5.15}
\end{equation*}
$$

For generic $\lambda$ this is a nonzero intertwining operator from $\pi_{P, \xi, \lambda}$ to $\pi_{P, s \xi, s \lambda}$. By Theorem 5.4 these representations are irreducible and must hence be equivalent.

## LECTURE 6

## Spherical distributions

In the previous lecture I defined the principal series of representations $\pi_{\xi, \lambda}$ for $G / H$. The motivation for the requirements on $\xi$ and $\lambda$ was the demand that $\pi_{\xi, \lambda}$ should have a nonzero $H$-fixed distribution vector (a spherical distribution). In this lecture I shall show that this is indeed the case by a rather explicit construction of some spherical distributions.

Let $P=$ MAN be a $\sigma$-minimal parabolic subgroup, $\xi$ a finite dimensional unitary representation of $M, \lambda$ an element in $\mathfrak{a}_{q, c}^{*}$, and $\pi_{\xi, \lambda}$ the corresponding principal series representation. Let $C^{-\infty}(\xi ; \lambda)$ denote the space of $\mathcal{H}_{\xi}$-valued distributions on $G$ satisfying the transformation rule (5.1). It is convenient to have a model for this space which is independent of $\lambda$. This is obtained by taking restrictions to $K$ (it follows from the transformation rule that this makes sense also on distributions). Thus $C^{-\infty}(\xi: \lambda)$ is isomorphic to the space $C^{-\infty}(K: \xi)$ of $\mathcal{H}_{\xi}$-valued distributions on $K$ satisfying the transformation rule (5.2). The space $C^{\infty}(K: \xi)$ is defined similarly. By definition $C^{-\infty}(K: \xi)$ is the topological antidual of $C^{\infty}(K: \xi)$; by means of the sesquilinear product on $\mathcal{H}_{\xi}$ and the normalized Haar measure on $K$ we view the latter space as a subspace of the former.

Fix an element $\eta$ in the one-dimensional space $\mathcal{H}_{\xi}^{M \cap H}$, and define a $\mathcal{H}_{\xi}$-valued function $f_{\lambda}$ on the open set $H P$ by

$$
f_{\lambda}(h m a n)=a^{-\lambda-\rho} \xi\left(m^{-1}\right) \eta
$$

for $h \in H, m \in M, a \in A, n \in N$ and $\lambda \in \mathfrak{a}_{q}^{*}$. Since $\eta$ is $M \cap H$ fixed it follows from Theorem 3.3 that this function is well-defined and smooth. We now extend $f_{\lambda}$ to $G$ by letting it equal to zero on the complement of $H P$. It is clear that $f_{\lambda}$ satisfies (5.1), and also that $f_{\lambda}$ is $H$-invariant. However, it is by no means clear that it is a distribution on $G$. For $\lambda$ in a certain range, this is true. In fact it is even a continuous function.

Proposition 6.1. If $\langle\operatorname{Re} \lambda+\rho, \alpha\rangle<0$ for all $\alpha \in \Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ then $f_{\lambda}$ belongs to the space $C(\xi: \lambda)^{H}$. As a $C(K: \xi)$-valued function of $\lambda$ it is holomorphic on this domain.

Proof. For the first statement it only remains to check the continuity. We must prove that $f_{\lambda}\left(x_{n}\right) \rightarrow 0$ for $x_{n} \in H P$ with $\lim x_{n} \notin H P$. By (5.1) and the continuity of the Iwasawa decomposition it suffices to have $x_{n} \in K$. As in Lecture 3, define a: $P H \rightarrow \mathfrak{a}_{q}$ by $\mathbf{a}(\operatorname{manh})=\log a$ for $m \in M, a \in A_{q}$, $n \in N, h \in H$, then we have

$$
\left\|f_{\lambda}(x)\right\|=e^{(\operatorname{Re} \lambda+\rho) \mathbf{a}\left(x^{-1}\right)}\|\eta\|
$$

for $x \in H P$. Now according to Theorem 3.4 the restriction of a to $P H \cap K$ is proper, and hence $\lim x_{n} \notin H P$ implies that the sequence $\mathbf{a}\left(x_{n}^{-1}\right)$ will eventually exit any compact subset of $\mathfrak{a}_{q}$. According to the same theorem we also have that $\mathbf{a}(P H \cap K)$ is contained in the nonnegative span of the vectors $H_{\alpha}$ (defined by $\left.\alpha=\left\langle H_{\alpha}, \cdot\right\rangle\right)$ for $\alpha \in \Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$. Writing

$$
\mathbf{a}\left(x_{n}^{-1}\right)=\sum_{\alpha} s_{n, \alpha} H_{\alpha}
$$

we thus have $s_{n, \alpha} \geq 0$ for all $\alpha$ and $s_{n, \alpha} \rightarrow \infty$ for at least one $\alpha$. It now follows from the assumption on $\lambda$ that

$$
(\operatorname{Re} \lambda+\rho) \mathbf{a}\left(x_{n}^{-1}\right)=\sum_{\alpha} s_{n, \alpha}\langle\operatorname{Re} \lambda+\rho, \alpha\rangle \rightarrow-\infty
$$

This shows the asserted continuity.
It is easily seen that the argument given above can be carried through also for the derivative of $f_{\lambda}$ with respect to $\lambda$. The holomorphicity in $\lambda$ follows.

Remark. Note that I only used the parts of Theorem 3.4 that were proved. Using Theorem 3.4 in its full strength one gets that the conclusions of Proposition 6.1 can be drawn for $\lambda$ in the larger set, where $\langle\operatorname{Re} \lambda+\rho, \alpha\rangle<0$ is required only for the positive roots $\alpha$ with nonzero multiplicity $m_{\alpha}^{-}$.

Example 6.1. In the case of $G / H=G / K$ the function $f_{\lambda}$ is identical with the function $1_{\lambda}(g)=e^{-\left(\lambda+\rho_{0}\right) H(g)}$ defined previously (see Example 5.3). It is clear that it is holomorphic in $\lambda$ on all of $\mathfrak{a}_{0}^{*}$ (this also follows from the remark above, since $m_{\alpha}^{-}=0$ for all roots).

Example 6.2. Consider the real hyperbolic space $X$. In Example $5.4 G /(M \cap$ $H) N$ was identified with the space

$$
\Xi=\left\{x \in \mathbf{R}^{p+q} \mid x_{1}^{2}+\cdots+x_{p}^{2}-x_{p+1}^{2}-\cdots-x_{p+q}^{2}=0, x \neq 0\right\}
$$

(with $x_{1}>0$ if $p=1$ and $x_{p+1}>0$ if $q=1$ ), and $C\left(\xi_{i}: \lambda\right)$ with the space of continuous functions on $\Xi$ satisfying

$$
\begin{equation*}
f(v x)=\operatorname{sign}(v)^{i}|v|^{-\lambda-\rho} f(x) \tag{6.1}
\end{equation*}
$$

for all $v \neq 0$. The function $f_{\lambda}$ constructed above is the function on $\Xi$ given by

$$
f_{\lambda}(x)=\operatorname{sign}\left(x_{1}\right)^{i}\left|x_{1}\right|^{-\lambda-\rho}
$$

for $i=0,1$ and $\lambda \in \mathbf{C}$. Clearly this is continuous if and only if $\operatorname{Re} \lambda+\rho \leq 0$, except for $p=1$ where it is always continuous. Moreover, its restriction to $\mathbf{S}^{p-1} \times \mathbf{S}^{q-1}$ is holomorphic in $\lambda$. Consider the case $p>1$. In this case $x_{1}$ has $[-1 ; 1]$ as its range, and hence $f_{\lambda}$ is not locally integrable if $\operatorname{Re} \lambda+\rho \geq 1$. Nevertheless it is well known (see for example [111, p. 50]) that the distributions $[-1 ; 1] \ni t \mapsto \operatorname{sign}(t)^{i}|t|^{\mu}$, which are locally integrable for $\operatorname{Re} \mu>-1$, can be given a sense beyond this range of $\mu$ 's by means of analytic continuation. Indeed they extend meromorphically to $\mu \in \mathbf{C}$ with simple poles at $\mu=-1,-3, \ldots$ and $\mu=-2,-4, \ldots$, respectively, for $i=0,1$. It follows that $f_{\lambda}$ extends meromorphically to a family of $H$-fixed distributions satisfying (6.1). For any function $\varphi$ in the space $C^{\infty}\left(K: \xi_{i}\right)$, which can be identified with the space of smooth even (for $i=0$ ) or odd (for $i=1$ ) functions on $\mathbf{S}^{p-1} \times \mathbf{S}^{q-1}$, we thus have that $\lambda \mapsto f_{\lambda}(\varphi)$ is the meromorphic function on $\mathbf{C}$, which is given by the convergent integral

$$
f_{\lambda}(\varphi)=\int_{\mathbf{S}^{p-1} \times \mathbf{S}^{q-1}} \operatorname{sign}\left(x_{1}\right)^{i}\left|x_{1}\right|^{-\lambda-\rho} \varphi(x) d x
$$

for $\operatorname{Re} \lambda+\rho<0$. For example for $i=0$ and $\varphi(x) \equiv 1$ we have

$$
\begin{equation*}
f_{\lambda}(\mathbf{1})=c \int_{0}^{\pi}|\cos \theta|^{-\lambda-\rho} \sin ^{p-2} \theta d \theta=c B\left(\frac{1-\lambda-\rho}{2}, \frac{p-1}{2}\right) \tag{6.2}
\end{equation*}
$$

for a constant $c$ depending on the normalization of measures. Here $B$ is the beta function $B(u, v)=\Gamma(u) \Gamma(v) / \Gamma(u+v)$.

As can be seen from the previous example, the function $f_{\lambda}$ as we have defined it, will not in general be locally integrable outside the range of $\lambda$ 's given in Proposition 6.1. The example also shows that to overcome this obstacle (which was not present in Example 6.1) we have to invoke analytic continuation. Let me sketch one more example supporting this strategy.

Example 6.3. In the group case, $G={ }^{`} G \times{ }^{`} G$ we have (see Example 3.2) that the minimal parabolic subgroup $P=\bar{P}_{0} \times{ }^{\prime} P_{0}$ in $G$ is also a $\sigma$-minimal parabolic subgroup of $G$. The irreducible representations of $M={ }^{\prime} M_{0} \times{ }^{\prime} M_{0}$ are given by $\xi={ }^{\prime} \xi \otimes \begin{aligned} & \\ & \\ & \xi^{\prime}\end{aligned}$ where $^{\prime} \xi$ and ' $\xi^{\prime}$ are irreducible (necessarily finite dimensional) representations of ' $M_{0}$, and since $M \cap H$ is the diagonal in $M$ this $\xi$ has a nonzero $M \cap H$-fixed vector if and only if ' $\xi^{\prime}$ is the contragradient $\xi^{\vee}$ to ${ }^{\prime} \xi$ (see also Example 5.2). It is then natural to identify $\mathcal{H}_{\xi}=\mathcal{H}_{\zeta} \otimes \mathcal{H}_{\xi}^{*}$ with the space $\operatorname{Hom}_{\mathbf{C}}\left(\mathcal{H}_{\xi}, \mathcal{H}_{\xi}\right)$. The subspace $\mathcal{H}_{\xi}^{M \cap H}$ is then identified with $\operatorname{Hom}_{M_{0}}\left(\mathcal{H}_{\xi}, \mathcal{H}_{\xi}\right)=\mathbf{C} I$, where $I$ is the identity map. Furthermore $\mathfrak{a}=\mathfrak{a}_{0}=' \mathfrak{a}_{0} \times \mathfrak{a}_{0}$, and $\mathfrak{a}_{q}=\left\{(Y,-Y) \mid Y \in \mathfrak{a}_{0}\right\}$. Hence the $\lambda \in \mathfrak{a}_{q, c}^{*}$ are given by $\lambda(Y, Z)=' \lambda(Y)-\lambda(Z)$ with $\lambda \in{ }^{\prime} \mathfrak{a}_{0, c}^{*}$ (but note that dominant $\lambda$ 's correspond to antidominant ' $\lambda$ 's). It follows that $C(P: \xi: \lambda)$ consists of the continuous functions $f:{ }^{\prime} G \times{ }^{`} G \rightarrow \operatorname{Hom}\left(\mathcal{H}_{\xi}, \mathcal{H}_{\xi}\right)$ satisfying

$$
f\left(g m a \bar{n}, g^{\prime} m^{\prime} a^{\prime} n\right)=\left(a^{-1} a^{\prime}\right)^{\left(\lambda-\rho_{0}\right)} \xi\left(m^{-1}\right) f\left(g, g^{\prime}\right)^{\prime} \xi\left(m^{\prime}\right)
$$

If in addition $f$ is $H$-invariant we can view it as a function $F$ on ' $G$ by means of $F\left(x^{-1} y\right)=f(x, y)$. Hence $C(P: \xi: \lambda)^{H}$ may be identified with the space of continuous functions $F:{ }^{`} G \rightarrow \operatorname{Hom}\left(\mathcal{H}_{\xi}, \mathcal{H}_{\xi}\right)$ satisfying

$$
\begin{equation*}
F\left(\bar{n} a m x m^{\prime} a^{\prime} n\right)=\left(a a^{\prime}\right)^{\left(\lambda-\rho_{0}\right)} \xi(m) F(x)^{\prime} \xi\left(m^{\prime}\right) \tag{6.3}
\end{equation*}
$$

Note that $F$ is the kernel of an intertwining operator $A$ from $C\left({ }^{\prime} P:^{\prime} \xi ; \lambda\right)$ to $C\left(\bar{P}:{ }^{\prime} \xi:^{\prime \lambda}\right)$ obtained from

$$
\begin{equation*}
A \varphi(x)=\int_{'_{K / M_{0}}} F\left(x^{-1} k\right) \varphi(k) d k=F(e) \int_{\bar{N}} \varphi(x \bar{n}) d \bar{n} \tag{6.4}
\end{equation*}
$$

(the last equality follows from [130, Eq. (5.25)]), provided the integrals converge. Similar considerations on the level of distributions lead to the observation that the $H$-fixed distribution vectors for $\pi_{\xi, \lambda}$ are the intertwining operators between the principal series for ${ }^{\prime} G$ corresponding to opposite
minimal parabolic subgroups. In particular it follows from the irreducibility of $\pi_{\xi, ~}{ }^{\lambda}$ for generic $\lambda$ that $C^{-\infty}(\xi: \lambda)^{H}$ is one-dimensional for those $\lambda$.

The standard intertwining operators are obtained by defining $F$ by $F(e)=1$ together with (6.3). In this case this is exactly what the $f_{\lambda}$ amounts to (taking $\eta=I$ ). Note that the condition in Proposition 6.1 for continuity in this case means that $\operatorname{Re}^{\prime} \lambda-\rho_{0}$ is strictly dominant, a slightly stronger condition than that of Proposition 5.5 for convergence of the defining integral (recall that the constant $C$ in Proposition 5.5 is zero for the minimal parabolic). As we know from above (Theorem 5.6 ), the way to extend the standard intertwining operator to all of $\mathfrak{a}_{0, c}^{*}$ is by analytic continuation.

As these examples indicate we have the following general result.

Theorem 6.2. The map $\lambda \mapsto f_{\lambda} \in C^{-\infty}(K: \xi)$, initially defined when $\operatorname{Re} \lambda+\rho$ is strictly antidominant, extends to a meromorphic function on $\mathfrak{a}_{q, c}^{*}$. The distribution vectors $f_{\lambda} \in C^{-\infty}(\xi ; \lambda)$ so obtained are $H$-fixed.

Remark. Since $C^{-\infty}(K: \xi)$ is not a Fréchet space it is probably in order to discuss the notion of analyticity used here. A map $h$ from a complex space to $C^{-\infty}(K: \xi)$ is called analytic if, locally, it is analytic into the Banach space of distributions of some finite order. (One can prove, along the lines of [172, p. 79], that $h$ is analytic if and only if it is weakly analytic, that is, $\lambda \rightarrow h(\lambda)(\phi)$ is analytic for all test functions $\phi$.)

It is clear that for $\lambda$ in the initial domain, the support of $f_{\lambda}$ is the closure of $H P$ in $G$. In the proof we need also the $H$-fixed distribution vectors analogous to $f_{\lambda}$, but supported on the closure of the other open $H \times P$ double cosets on $G$. Let me discuss these before I give the proof of Theorem 6.2.

Recall that the open $H \times P$ double cosets on $G$ are given by $H w^{-1} P$ for our fixed set $\mathcal{W}$ of representatives $w \in N_{K}\left(\mathfrak{a}_{q}\right)$ for $W / W_{K \cap H}$. Recall also from the previous lecture that each $H$-fixed distribution vector for $\pi_{\xi . \lambda}$ restricts to a smooth function on these open sets. We can thus define an evaluation map $\operatorname{ev}_{w}$ from $C^{-\infty}(\xi: \lambda)^{H}$ to $\mathcal{H}_{\xi}$ by

$$
\mathrm{ev}_{w}(f)=f\left(w^{-1}\right)
$$

and then $\mathrm{ev}_{w}$ actually takes its values in the one-dimensional (cf. Lemma 5.3) space $\mathcal{H}_{\xi}^{w(M \cap H) w^{-1}}$ Let $V(\xi)$ denote the formal sum

$$
V(\xi)=\oplus_{w \in \mathcal{W}} \mathcal{H}_{\xi}^{w(M \cap H) w^{-1}}
$$

provided with the direct sum inner product. Thus by definition the summands are mutually orthogonal, even though this may not be the case inside $\mathcal{H}_{\xi}$ (for example if $\xi$ is the trivial representation). For $\eta \in V(\xi)$ let $\eta_{w}$ denote the $w$-component, now viewed as an element of $\mathcal{H}_{\xi}$. We can then collect all the maps ev $w$ into one map ev: $C^{-\infty}(\xi: \lambda)^{H} \rightarrow V(\xi)$ defined by $\operatorname{ev}(f)_{w}=\operatorname{ev}_{w}(f)$. It turns out that for generic $\lambda$ there is no element in $C^{-\infty}(\xi: \lambda)^{H}$ whose support is disjoint from all the open cosets $H w^{-1} P$. More precisely we have the following.

Theorem 6.3. Let $\pi_{\xi, \lambda}$ be a principal series representation for $G / H$. There is a countable set of complex hyperplanes in $\mathfrak{a}_{q, c}^{*}$ such that ev is injective when $\lambda$ is in the complement of all these hyperplanes.

Proof. This is based on an analysis similar to that of Bruhat (sketched in [130, Section 7.3], see also [112] for a more thorough sketch), which leads to the fact that for generic $\lambda$, the representation $\pi_{\xi, \lambda}$ in the minimal principal series is irreducible (as seen in Example 6.3 above, this is actually related to a special case). See the example below for an idea of the proof.

Example 6.4. Consider the real hyperboloids for the simplest case where $p>2, q>1$. In analogy with what we have seen earlier for continuous functions we have that $C^{-\infty}\left(\xi_{i}: \lambda\right)$ consists of the distributions $f$ on $\Xi$ satisfying (6.1). The only open $H \times P$ coset in $G$ is $H P$ (see Example 3.4). This corresponds to the subset $\Xi_{0}=\left\{x \in \Xi \mid x_{1} \neq 0\right\}$. The action of $H$ on the complement $\Xi_{1}=\left\{x \in \Xi \mid x_{1}=0\right\}$ is transitive (here $p>2$ is used). By the general structure of distributions supported in a submanifold we have that if $f$ has support on $\Xi_{1}$ then it is given uniquely by a distribution on $\Xi_{1}$ together with some transversal derivatives. If $f \in C^{-\infty}\left(\xi_{i}: \lambda\right)^{H}$ then the distribution on $\Xi_{1}$ must be $H$-fixed, and hence it is a constant. Thus it follows that $f$ is the distribution

$$
\varphi \mapsto \int_{\Xi_{1}}\left(P\left(\partial_{x_{1}}\right) \varphi\right)(y) d y
$$

for some polynomial $P$ (where $d y$ is the $H$-invariant measure on $\Xi_{1}$ ). The homogeneity in (6.1) now forces $P(v)=v^{-\lambda-\rho}$ for $v>0$. This shows that $-\lambda-\rho$ has to be a nonnegative integer in order for such a distribution to exist. This proves Theorem 6.3 for this case. The cases $p=2$ or $q=1$ are similar.

Let me now turn to the construction of the analogs of $f_{\lambda}$ for all the open double cosets $H w^{-1} P$. It is convenient to collect all these together and at once define a linear map $j(\xi: \lambda)=j(P: \xi: \lambda)$ from $V(\xi)$ to $C(\xi: \lambda)^{H}$ by

$$
\begin{equation*}
j(\xi: \lambda)(\eta)\left(h w^{-1} \operatorname{man}\right)=a^{-\lambda-\rho} \xi\left(m^{-1}\right) \eta_{w} \in \mathcal{H}_{\xi} \tag{6.5}
\end{equation*}
$$

on $\cup_{w \in \mathcal{W}} H w^{-1} P$, and by $j(\xi: \lambda)(\eta)=0$ on the complement of this set. The $f_{\lambda}$ constructed above is obtained by composing $j$ with the embedding of $\mathcal{H}_{\xi}^{M \cap H}$ as a subspace of $V(\xi)$, and its analog supported on the closure of $H w^{-1} P$ is similarly obtained by composition with the embedding of $\mathcal{H}_{\xi}^{w(M \cap H) w^{-1}}$ The proof of Proposition 6.1 is easily generalized to show that we really do have $j(\xi: \lambda) \eta \in C(\xi: \lambda)^{H}$ for all $\eta$ when $\operatorname{Re} \lambda+\rho$ is strictly antidominant. For such $\lambda$ we then have that $\mathrm{ev} \circ j(\xi: \lambda)$ is the identity operator on $V(\xi)$, and if in addition $\lambda$ is generic then it follows from Theorem 6.3 that $j(\xi: \lambda)$ is a bijection of $V(\xi)$ onto $C^{-\infty}(\xi: \lambda)^{H}$. We can now state the following extension of Theorem 6.2.

Theorem 6.4. The map $\lambda \mapsto j(\xi: \lambda) \in \operatorname{Hom}\left(V(\xi), C^{-\infty}(K: \xi)\right)$ initially defined for $\lambda \in \mathfrak{a}_{q, c}^{*}$ with $\operatorname{Re} \lambda+\rho$ strictly antidominant, extends to a meromorphic function on $\mathfrak{a}_{q, c}^{*}$. For generic $\lambda$ the $j(\xi: \lambda)$ so obtained is a bijection from $V(\xi)$ onto $C^{-\infty}(\xi: \lambda)^{H}$, and ev is its inverse.

We call the distributions $j(\xi: \lambda) \eta \in C^{-\infty}(K: \xi)$, where $\eta \in V(\xi)$, the standard spherical distributions, and $j(\xi: \lambda)$ the standard spherical distribution map.

Proof. The idea of the proof is as follows. From Theorem 6.3 we know that ev for generic $\lambda$ is a bijection. If we can prove the existence of a meromorphic $\operatorname{Hom}\left(V(\xi), C^{-\infty}(K: \xi)\right)$-valued function $J(\lambda)$ on all of $\mathfrak{a}_{q, c}^{*}$, which for generic $\lambda$ gives rise to an inverse of ev, then we are done, because $J$ has to coincide with $j$ on the initial domain for $j$. The $J$ is obtained in two steps.

The first step is to prove the existence of $J$ on the opposite of the initial domain, that is, where $\operatorname{Re} \lambda-\rho>0$. This is obtained by means of the standard intertwining operator $A(\bar{P}: P: \xi: \lambda): C^{-\infty}(P: \xi: \lambda) \rightarrow C^{-\infty}(\bar{P}: \xi: \lambda)$ (actually it was defined as a continuous operator between spaces of smooth functions, but the action is easily extended to distributions, with meromorphic dependence on $\lambda$ ), by defining $j^{\circ}(\xi: \lambda)=j^{\circ}(P: \xi: \lambda)$ by

$$
\begin{equation*}
j^{\circ}(P: \xi: \lambda)=A(\bar{P}: P: \xi: \lambda)^{-1} j(\bar{P}: \xi: \lambda) \tag{6.6}
\end{equation*}
$$

By the equivariance of the intertwining operator we have

$$
j^{\circ}(P: \xi: \lambda) \in \operatorname{Hom}\left(V(\xi), C^{-\infty}(P: \xi: \lambda)^{H}\right)
$$

and this homomorphism is bijective for generic $\lambda$. But then $\mathrm{ev} \circ j^{\circ}$ is generically a bijection of $V(\xi)$ onto itself, and hence it has an inverse which is meromorphic in $\lambda$, and then we can take $J=j^{\circ} \circ\left(\mathrm{ev} \circ j^{\circ}\right)^{-1}$.

The second step consists of extending the existence of $J$ from the domain $\operatorname{Re} \lambda-\rho>0$ to larger sets. This is done by multiplication with matrix coefficients of some special finite dimensional representations. Let $\mathfrak{j}$ be a Cartan subalgebra of $\mathfrak{g}_{c}$ containing $\mathfrak{a}_{0, c}$, choose a positive set of roots $\Sigma^{+}\left(\mathfrak{j}, \mathfrak{g}_{c}\right)$ compatible with $\Sigma^{+}\left(\mathfrak{a}_{0}, \mathfrak{g}\right)$, and let $\mu \in \mathfrak{j}^{*}$ be the highest weight of a finite dimensional representation ( $\pi_{\mu}, V_{\mu}$ ) of $G$, with highest weight vector $v_{\mu}$. One can show that $M$ acts trivially on $v_{\mu}$ if $\mu$ restricts to zero on the complement of $\mathfrak{a}$. If it is furthermore assumed that the contragradient representation has a nonzero $H$-fixed vector $v_{H}^{*}$, it follows that the matrix coefficient $\psi(g)=v_{H}^{*}\left(\pi(g) v_{\mu}\right)$ is a real analytic function on $G$ satisfying $\psi(h g m a n)=a^{\mu} \psi(g)$. Hence $f \in C^{-\infty}(\xi: \lambda+\mu)^{H}$ implies $\psi f \in C^{-\infty}(\xi: \lambda)^{H}$. Moreover, by the real analyticity we must have that $\psi$ has no zeros on the open $H \times P$ cosets. Let $\Psi$ be the operator on $V(\xi)$ given by multiplication with $\psi\left(w^{-1}\right)$ on $\mathcal{H}_{\xi}^{w(M \cap H) w^{-1}}$, and put $J_{1}(\lambda)=\psi J(\lambda+\mu) \Psi^{-1}$ for $\operatorname{Re} \lambda-\rho+\mu>0$, then it follows easily that $\mathrm{ev} \circ J_{1}(\lambda)=1$.

Finally one has to prove the existence of sufficiently many $\pi_{\mu}$ as above such that any point belongs to the domain $\operatorname{Re} \lambda-\rho+\mu>0$ for some such $\mu$. See the notes for references to this fact.

This also finishes the proof of Theorem 6.2.

Note that Theorem 6.4 in the group case (see Example 6.3) gives the meromorphic continuation of the standard intertwining operators for opposite parabolic subgroups. However, these were actually used in the proof.

For the decomposition of $L^{2}(X)$ we are particularly interested in the imaginary values of $\lambda$, where $\pi_{\xi, \lambda}$ is unitary. Note however that these values are in the domain where the analytic continuation was necessary to obtain the standard spherical distribution map $j(\xi: \lambda)$. In particular, $j(\xi: \lambda)$ may have poles at imaginary points (this is for example the case for the real hyperboloids when $p+q$ is even and $p>1$ (see Example 6.2 above), where there is a pole at $\lambda=0$ ). This unpleasantness can be overcome by a suitable "renormalization." During the proof of Theorem 6.4 the operator $j^{\circ}(\xi: \lambda) \in \operatorname{Hom}\left(V(\xi), C^{-\infty}(P: \xi ; \lambda)^{H}\right)$ was introduced by normalization of the standard spherical distribution map with the inverse of a standard intertwining operator (see (6.6)). This turns out to be a very fundamental operator.

Theorem 6.5. Let $(G, H)$ be as mentioned above. The meromorphic function $\lambda \mapsto j^{\circ}(P: \xi: \lambda)$ given by (6.6) has no singularities in $i \mathfrak{a}_{q}^{*}$.

Proof. The proof will be briefly sketched in the next lecture (see the remark below Theorem 7.6). Below is an example (note however that the proof in the general case is quite different).

We call $j^{\circ}(\xi: \lambda)$ the normalized spherical distribution map.
Example 6.5. In this example I shall prove Theorem 6.5 for the real hyperboloids $X$, when $q>1$ and $\xi$ is the trivial $M$ type $\xi_{0}=1$, except for the omission of the explicit evaluation of a certain integral. Since $q>1$ the space of $H$-fixed distribution vectors for $\pi_{1, \lambda}$ is one-dimensional for generic $\lambda$ (see Example 6.4), and hence we have

$$
j^{\circ}(P: 1: \lambda)=h(\lambda) j(P: 1: \lambda)
$$

for some meromorphic function $h(\lambda)$. By the definition of $j^{\circ}$ we now have

$$
\begin{equation*}
j(\bar{P}: 1: \lambda)=h(\lambda) A(\bar{P}: P: 1: \lambda) j(P: 1: \lambda) . \tag{6.7}
\end{equation*}
$$

The function $h$ can be explicitly determined by applying the distributions in (6.7) to the test function $\varphi(x)=1$. In Example 6.2 we computed
$j(P: 1: \lambda)(1) ;$ analogously we get on the left side of (6.7)

$$
\begin{equation*}
j(\bar{P}: 1: \lambda)(1)=c B\left(\frac{1}{2}(\lambda-\rho+1), \frac{1}{2}(p-1)\right) \tag{6.8}
\end{equation*}
$$

In analogy with (6.4) we have that $A=A(\bar{P}: P: \xi: \lambda)$ has an integral kernel $F_{\lambda}$ as follows,

$$
A f(x)=\int_{\bar{N}} f(x \bar{n}) d \bar{n}=\int_{K / M \cap K} F_{\lambda}\left(x^{-1} k\right) f(k) d k
$$

where $F_{\lambda}$ is the continuous $\mathcal{H}_{\xi}$-valued function on $G$ given by $F_{\lambda}(\bar{n} a m n)=$ $a^{\lambda-\rho} \xi(m)$ for $\lambda-\rho>0$. Hence with $f_{\lambda}=j(P: 1: \lambda)$ we have

$$
A f_{\lambda}(\varphi)=\int_{K} \int_{K / M \cap K} \varphi\left(k^{\prime}\right) F_{\lambda}\left(k^{\prime-1} k\right) f_{\lambda}(k) d k d k^{\prime}
$$

but here it should be noted that $F_{\lambda}$ and $f_{\lambda}$ are not both continuous at the same time. Fortunately for $\varphi=1$ the above integral splits

$$
\begin{equation*}
A f_{\lambda}(1)=\int_{K} F_{\lambda}\left(k^{\prime}\right) d k^{\prime} \int_{K / M \cap K} f_{\lambda}(k) d k \tag{6.9}
\end{equation*}
$$

and the two factors can be computed separately. The second factor is given by (6.2) with convergence for $\operatorname{Re} \lambda+\rho<0$. The first factor is more complicated. It is not difficult to check that $F_{\lambda}$ can be identified with the function on $\Xi$ given by

$$
x \mapsto\left|x_{1}+x_{p+q}\right|^{\lambda-\rho}
$$

(use that $\left.x_{1}+x_{p+q}=(1,0, \ldots, 0,1) \cdot x\right)$ and hence

$$
\int_{K} F_{\lambda}(k) d k=c \int_{0}^{\pi} \int_{0}^{\pi}\left|\cos \theta_{1}+\cos \theta_{2}\right|^{\lambda-\rho} \sin ^{p-2} \theta_{1} \sin ^{q-2} \theta_{2} d \theta_{1} d \theta_{2}
$$

This double integral is computable (see [182, Appendix A]). It converges for $\operatorname{Re} \lambda-\rho>0$ and the value is a constant times

$$
\begin{equation*}
\frac{\Gamma(\lambda) \Gamma\left(\frac{1}{2}(\lambda-\rho+1)\right)}{\Gamma\left(\frac{1}{2}(\lambda+\rho)\right) \Gamma\left(\frac{1}{2}(\lambda+\rho-p+2)\right) \Gamma\left(\frac{1}{2}(\lambda+\rho-q+2)\right)} . \tag{6.10}
\end{equation*}
$$

Note that as mentioned the domains where the two factors in (6.9) converge are disjoint. By combining equations (6.2,6.7-6.10) one obtains

$$
\begin{aligned}
h(\lambda) & =c^{\prime} \frac{\Gamma\left(\frac{1}{2}(-\lambda-\rho+p)\right) \Gamma\left(\frac{1}{2}(\lambda+\rho-p+2)\right) \Gamma\left(\frac{1}{2}(\lambda+\rho)\right)}{\Gamma\left(\frac{1}{2}(-\lambda-\rho+1)\right) \Gamma(\lambda)} \\
& =c^{\prime} \frac{\pi}{\sin \frac{\pi}{2}(-\lambda-\rho+p)} \frac{\Gamma\left(\frac{1}{2}(\lambda+\rho)\right)}{\Gamma\left(\frac{1}{2}(-\lambda-\rho+1)\right) \Gamma(\lambda)} .
\end{aligned}
$$

We know already (see Example 6.2) that $j(P: 1: \lambda)$ has its only poles at the points where $\lambda+\rho$ is a positive odd integer and these poles are simple. It follows that the first gamma factor in the denominator of $h$ will cancel all these poles. It is easily seen that the poles of the rest of $h$ are not imaginary (the sine may give a pole at $\lambda=0$, but this is killed by the $\Gamma(\lambda)$ in the denominator). Hence $j^{\circ}$ is regular on the imaginary axis, as asserted in Theorem 6.5.

## LECTURE 7

## The Fourier transform

The first topic of this lecture will be the definition of the Fourier transform on $G / H$. When that is given I will be ready to state the main theorem of these lectures, which is Theorem 7.1 below.

The Fourier transform $\hat{f}(\xi: \lambda) \in \operatorname{Hom}\left(V(\xi), C^{\infty}(\xi:-\lambda)\right)$ is defined for functions $f \in C_{c}^{\infty}(G / H)$ by

$$
\begin{align*}
& \hat{f}(\xi: \lambda)=\pi_{\xi,-\lambda}(f) j^{\circ}(\xi ः-\lambda) \\
&=\int_{G / H} f(g H) \pi_{\xi,-\lambda}(g) j^{\circ}(\xi ः-\lambda) d(g H) \tag{7.1}
\end{align*}
$$

for a finite dimensional unitary representation $\xi$ of $M$ and $\lambda \in i \mathfrak{a}_{q}^{*}$. Here $j^{\circ}(\xi: \lambda)$ is the normalized spherical distribution map given by (6.6). The map $f \mapsto \hat{f}$ is $G$-equivariant:

$$
(\ell(g) f)^{\wedge}(\xi: \lambda)=\pi_{\xi,-\lambda}(g) \hat{f}(\xi: \lambda) .
$$

Note the importance of Theorem 6.5 - without that $\hat{f}$ might not be defined on all of $i \mathfrak{a}_{q}$. The function $\hat{f}(\xi: \lambda)$ is analytic in $\lambda$, and more generally we can define $\hat{f}(\lambda)$ for $\lambda \in \mathfrak{a}_{q, c}^{*}$ by (7.1). This $\hat{f}$ is then meromorphic in $\lambda$.

Example 7.1. For the Riemannian symmetric space $G / K$ the Fourier transform is usually defined by

$$
\begin{equation*}
\hat{f}(\lambda, k M)=\int_{G} f(g) e^{\left(\lambda-\rho_{0}\right) H\left(g^{-1} k\right)} d g \tag{7.2}
\end{equation*}
$$

where $f \in C_{c}^{\infty}(G / K), \lambda \in \mathfrak{a}_{0, c}^{*}$, and $k M \in K / M_{0}$. Since $j(1: \lambda)$ in this case is the function $1_{\lambda}(x)=e^{\left(-\lambda-\rho_{0}\right) H(x)}$ (see Example 6.1), this is equivalent with

$$
\hat{f}(\lambda)=\pi_{1,-\lambda}(f) j(1:-\lambda) \in C^{\infty}(K / M)
$$

that is, (7.1) with the unnormalized $j$. Here the normalization is unnecessary, because $j(1:-\lambda)$ is holomorphic.

As we shall see later (in Example 7.3 below), the normalized $j$ is also significant in this case. The function $A\left(\bar{P}_{0}: P_{0}: 1: \lambda\right) \mathbf{1}_{\lambda}$ is clearly $K$-fixed, and hence it is a constant times the function $\overline{\mathbf{1}}_{\lambda} \in C\left(\bar{P}_{0}: 1: \lambda\right)$ whose restriction to $K$ is the function 1. Denoting the constant by $\mathbf{c}(\lambda)$ we have

$$
A\left(\bar{P}_{0}: P_{0}: 1: \lambda\right) \mathbf{1}_{\lambda}=\mathbf{c}(\lambda) \overline{\mathbf{1}}_{\lambda}
$$

By the definition of $A\left(\bar{P}_{0}: P_{0}: 1: \lambda\right)$,

$$
\mathbf{c}(\lambda)=\int_{\bar{N}_{0}} e^{\left(-\lambda-\rho_{0}\right) H(\bar{n})} d \bar{n}
$$

for $\langle\operatorname{Re} \lambda, \alpha\rangle>0, \alpha \in \Sigma^{+}\left(\mathfrak{a}_{0}, \mathfrak{g}\right)$. This is the famous $\mathbf{c}$-function of HarishChandra. We thus get

$$
j^{\circ}(1: \lambda)=\mathbf{c}(\lambda)^{-1} \mathbf{1}_{\lambda},
$$

and our Fourier transform is the one in (7.2) divided by $\mathbf{c}(-\lambda)$. It is known that $\mathbf{c}(\lambda) \neq 0$ on $i \mathfrak{a}_{0}^{*}$ (this follows for example from the Gindikin-Karpelevic formula for $\mathbf{c}(\lambda)$ (see [130, Section 7.5])), so that $j^{\circ}(1: \lambda)$ is regular on this set, as it should be according to Theorem 6.5.

Example 7.2. For the real hyperbolic space $X$ with $q>1$ where $V(\xi)$ is one-dimensional, we saw in the final example of the previous lecture that

$$
j^{\circ}(1: \lambda)=h(\lambda) j(1: \lambda)
$$

where $h$ was explicitly computed. Recall that $j(1: \lambda)$ was identified with the distribution on $\Xi$ given by

$$
f_{\lambda}(y)=\left|y_{1}\right|^{-\lambda-\rho}, \quad(y \in \Xi)
$$

for $\operatorname{Re} \lambda+\rho<0$. It follows that the Fourier transform is given by

$$
\begin{align*}
\hat{f}(\lambda)(y)=h(-\lambda) & \int_{G} f(g H)\left|\left(g^{-1} y\right)_{1}\right|^{\lambda-\rho} d g  \tag{7.3}\\
& =h(-\lambda) \int_{X} f(x)|(x, y)|^{\lambda-\rho} d x
\end{align*}
$$

(where $(\cdot, \cdot)$ is the standard $\mathrm{O}(p, q)$-invariant bilinear form on $\mathbf{R}^{p+q}$ ) for $\operatorname{Re} \lambda>\rho$, and by analytic continuation for other values of $\lambda$.

The theorem that I am now going to state shows how the Fourier transform is used to get a Plancherel decomposition of the part of $L^{2}(G / H)$ which is associated with the principal series of representations induced from $\sigma$-minimal parabolic subgroups. We shall have to work with the direct integral of these representations, so let me begin by making this explicit. At the same time, the multiplicities with which the representations are going to occur are also taken into account. The direct integral representation will be denoted

$$
\left(\pi, \mathfrak{L}^{2}\right) \simeq \int_{\xi \in \hat{M}_{H}, \lambda \in i \mathfrak{a}_{q}^{*}}^{\oplus}\left(\pi_{\xi,-\lambda} \otimes 1, \mathcal{H}_{\xi,-\lambda} \otimes V(\xi)^{*}\right) d \lambda
$$

Here $\hat{M}_{H}$ denotes the set of (equivalence classes of) finite dimensional irreducible unitary representations of $M$ having a nonzero $w(M \cap H) w^{-1}$ fixed vector for some $w \in N_{K}\left(\mathfrak{a}_{q}\right)$.

An explicit model for ( $\pi, \mathfrak{L}^{2}$ ) is obtained roughly as follows. Let $d \lambda$ be some Lebesgue measure on $i \mathfrak{a}_{q}^{*}$. Then $\mathfrak{L}^{2}$ is the Hilbert space consisting of the measurable functions $F$ of the two variables $\xi \in \hat{M}_{H}$ and $\lambda \in i \mathfrak{a}_{q}^{*}$ with values

$$
F(\xi: \lambda) \in \operatorname{Hom}\left(V(\xi), L^{2}(K: \xi)\right) \simeq L^{2}(K: \xi) \otimes V(\xi)^{*}
$$

satisfying

$$
\begin{equation*}
\sum_{\xi \in \hat{M}_{H}} \int_{i \mathfrak{a}_{q}^{*}} \operatorname{dim}(\xi)\|F(\xi ; \lambda)\|^{2} d \lambda<+\infty \tag{7.4}
\end{equation*}
$$

with (7.4) as the square norm of $F$ (of course one has to mod out the null space for the norm in order to get a proper Hilbert space). Furthermore $\pi$ is the representation given by $(\pi(g) F)(\xi: \lambda)=\left(\pi_{\xi,-\lambda}(g) \otimes 1\right) F(\xi: \lambda)$.

In the following $I$ shall also consider the subrepresentation

$$
\int_{\xi \in \hat{M}_{H}, \lambda \in i a_{q}^{*+}}^{\oplus} \pi_{\xi,-\lambda} \otimes 1 d \lambda
$$

of $\pi$, where $\mathfrak{a}_{q}^{*+}$ is the positive chamber for the Weyl group $W=W\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ in $\mathfrak{a}_{q}^{*}$. The reason for this is that we have the equivalences $\pi_{\xi, \lambda} \simeq \pi_{s \xi, s \lambda}$, $s \in W$.

Theorem 7.1. For suitably normalized Lebesgue measure $d \lambda$ on $i \mathfrak{a}_{q}^{*}$ the following holds.
(a) If $f \in C_{c}^{\infty}(G / H)$ then $\hat{f} \in \mathfrak{L}^{2}$, and

$$
\|\hat{f}\|_{\mathfrak{L}^{2}}^{2}=\sum_{\xi \in \bar{M}_{H}} \int_{i \mathfrak{a}_{q}^{*}} \operatorname{dim}(\xi)\|\hat{f}(\xi: \lambda)\|^{2} d \lambda \leq\|f\|_{L^{2}(G / H)}^{2}
$$

In particular $f \mapsto \hat{f}$ extends uniquely to a $G$-equivariant continuous linear map $\mathfrak{F}$ from $\left(\ell, L^{2}(G / H)\right)$ into $\left(\pi, \mathfrak{L}^{2}\right)$. Moreover:
(b) This map $\mathfrak{F}$ is a partial isometry, that is, its restriction to the orthocomplement $L_{\mathrm{mc}}^{2}$ of its kernel in $L^{2}(G / H)$ is an isometry.
(c) We have the following decomposition:
$\left(\left.\ell\right|_{L_{\mathrm{mc}}^{2}}, L_{\mathrm{mc}}^{2}\right) \simeq \int_{\xi \in \hat{M}_{H}, \lambda \in i \mathfrak{a}_{q}^{*+}}^{\oplus}\left(\pi_{\xi,-\lambda} \otimes 1, \mathcal{H}_{\xi,-\lambda} \otimes V(\xi)^{*}\right) d \lambda$.

In particular the multiplicity of each $\pi_{\xi,-\lambda}$ in $L_{\mathrm{mc}}^{2}$ equals the dimension of $V(\xi)$.

The subspace $L_{\mathrm{mc}}^{2}$ is called the most continuous part of $L^{2}(G / H)$. As mentioned already in the Introduction I shall not be able to give a detailed proof of this theorem during these lectures - my primary goal was just to reach the point we have reached now, where it can be stated.

Example 7.3. The Riemannian symmetric spaces. As seen in Example 7.1 we have that our Fourier transform is $\mathbf{c}(-\lambda)^{-1}$ times the one given by (7.2). Moreover, $\hat{M}_{H}$ consists in this case only of the trivial representation $\xi=1$. Translated in terms of (7.2) we get the following content of Theorem 7.1 in this case.

Let $\mathfrak{L}^{2}$ denote the $L^{2}$ space $L^{2}\left(\mathfrak{a}_{0}^{*} \times K / M_{0},|\mathbf{c}(\lambda)|^{-2} d \lambda d\left(k M_{0}\right)\right)$ with the representation $(\pi(g) F)\left(\lambda, k M_{0}\right)=F\left(\lambda, g^{-1} k M_{0}\right)$ (here $F(\lambda, \cdot)$ is extended to a function on $G$ by means of $\left.F(\lambda, \operatorname{kan})=a^{\lambda-\rho} F\left(k M_{0}\right)\right)$. We then have:
(a) If $f \in C_{c}^{\infty}(G / K)$ then $\hat{f} \in \mathfrak{L}^{2}$ and

$$
\|\hat{f}\|_{\mathfrak{L}^{2}}^{2} \leq\|f\|_{L^{2}(G / K)}^{2}
$$

In particular, $f \mapsto \hat{f}$ extends uniquely to a $G$-equivariant continuous linear map $\mathfrak{F}$ from $\left(\ell, L^{2}(G / K)\right)$ into $\left(\pi, \mathfrak{L}^{2}\right)$. Moreover:
(b) This map $\mathfrak{F}$ is a partial isometry, that is, its restriction to the orthocomplement $L_{\mathrm{mc}}^{2}$ of $\operatorname{ker} \mathfrak{F}$ in $L^{2}(G / K)$ is an isometry.
(c) We have the following decomposition:

$$
\begin{equation*}
\left(\left.\ell\right|_{L_{\mathrm{mc}}^{2}}, L_{\mathrm{mc}}^{2}\right) \simeq \int_{\lambda \in i \mathrm{a}_{0}^{*+}}^{\oplus}\left(\pi_{1,-\lambda}, L^{2}\left(K / M_{0}\right)\right) d \lambda \tag{7.5}
\end{equation*}
$$

So much is the content of Theorem 7.1, but in this case one can actually say more:
(d) We have $L_{\mathrm{mc}}^{2}=L^{2}(G / K)$, so that (7.5) gives the full decomposition of $L^{2}(G / K)$.

The result can also be phrased as follows (see (5.12)):

$$
\delta_{0}=\int_{\lambda \in i a_{0}^{*+}} \varphi_{-\lambda}|\mathbf{c}(\lambda)|^{-2} d \lambda
$$

that is,

$$
f(e)=\int_{\lambda \in i a_{0}^{*+}} \tilde{f}(\lambda)|\mathbf{c}(\lambda)|^{-2} d \lambda
$$

where

$$
\tilde{f}(\lambda)=\int_{G / K} f(x) \varphi_{-\lambda}(x) d x
$$

is the spherical Fourier transform of $f \in C_{c}^{\infty}(G / K)$. Note the significance of normalizing the Fourier transform: it will cause the cancellation of the terms $|\mathbf{c}(\lambda)|^{-2}$ from these formulas.

In contrast to the Riemannian case we do not have $L_{\mathrm{mc}}^{2}=L^{2}(X)$ in general, since discrete series may occur (since $L_{\mathrm{mc}}^{2}$ is given by a continuous integral, it has no irreducible subrepresentations). The following result shows that nevertheless we have that $L_{\mathrm{mc}}^{2}$ is quite big in $L^{2}(X)$.

Theorem 7.2. If $f \in C_{c}^{\infty}(X)$ and $\hat{f}=0$ then $f=0$.
In general there are in fact other obstacles than the discrete series which prevent $L_{\mathrm{mc}}^{2}$ from being equal to $L^{2}(G / H)$, but if the split rank of $G / H$ is one this is not so. In this case there are only the most continuous series and the discrete series in the Plancherel decomposition of $L^{2}(G / H)$ :

Theorem 7.3. Assume that $\operatorname{dim} \mathfrak{a}_{q}=1$. Then the orthocomplement of $L_{\mathrm{mc}}^{2}$ in $L^{2}(G / H)$ has a discrete decomposition (that is, it is the direct sum of its irreducible subrepresentations).

Example 7.4. For the real hyperboloids with $q>1$ we have from Theorems 7.1 and 7.3 that

$$
\ell \simeq \sum_{j=0.1} \int_{i \mathbf{R}^{+}} \pi_{j,-\lambda} d \lambda+\sum \text { Discrete series }
$$

and the Fourier transform is given explicitly by (7.3) for $j=0$, and by a similar formula for $j=1$. (A more explicit form of the decomposition will be given later, in Example 8.3.)

The first step in the proof of these theorems is to expand $f$ as a sum of $K-$ finite functions (as in (4.6)), and then prove a similar result for the functions transforming on the left according to a given $K$-type. For simplicity I will here only consider the trivial $K$-type, thus restricting myself to $K$ invariant functions on $G / H$. The analysis for other $K$-types is similar, but considerably more complicated.

For $f \in C_{c}^{\infty}(G / H)$ we have that $\hat{f}(\xi: \lambda) \eta$ for $\eta \in V(\xi)$ is the element in $C^{\infty}(K: \xi)$ given by

$$
\hat{f}(\xi: \lambda)(\eta)(k)=\int_{G / H} f(g H) j^{\circ}(\xi:-\lambda)(\eta)\left(g^{-1} k\right) d(g H)
$$

and if $f$ is $K$-invariant it follows that this is a constant function. Now if $\xi$ is irreducible and $C(K: \xi)$ contains a nonzero constant function it follows that $\xi$ has a nonzero $M \cap K$-fixed vector, and then $\xi$ must be the trivial representation of $M$ (this follows from the facts that $\xi$ also has a nonzero $w(M \cap H) w^{-1}$-fixed vector, and that $M=(M \cap K)\left(w(M \cap H) w^{-1}\right)$ by Lemma 3.2). Thus for $K$-invariant functions on $G / H$ we need only consider the principal series with the trivial $M$-type 1 .

It follows from the definition of $V(\xi)$ that for $\xi=1$ we have $V(\xi) \simeq$ $\mathbf{C}^{\mathcal{W}}$. From now on I shall therefore replace $V(\xi)$ by $\mathbf{C}^{\mathcal{W}}$ whenever it is convenient. Thus for example, in place of (6.5) we have

$$
\begin{equation*}
j(1: \lambda)(\eta)\left(h w^{-1} \operatorname{man}\right)=a^{-\lambda-\rho} \eta_{w} \in \mathbf{C} \tag{7.6}
\end{equation*}
$$

for $\eta \in \mathbf{C}^{\mathcal{W}}, w \in \mathcal{W}$. Let the functions $E(\lambda: \eta)=E(P: \lambda: \eta)$ and $E^{\circ}(\lambda: \eta)=$ $E^{\circ}(P: \lambda: \eta)$ be defined on $G / H$ by

$$
E(\lambda: \eta)(g H)=\int_{K} j(1: \lambda)(\eta)\left(g^{-1} k\right) d k
$$

and

$$
E^{\circ}(\lambda: \eta)(g H)=\int_{K} j^{\circ}(1: \lambda)(\eta)\left(g^{-1} k\right) d k
$$

for $\eta \in \mathbf{C}^{\mathcal{W}}$ and $\lambda \in \mathfrak{a}_{q, c}^{*}$ (a priori $E$ and $E^{\circ}$ are just distributions, but we shall see soon that they are actually analytic functions on $G / H)$. These functions are $K$-invariant and we have for a $K$-invariant $f \in C_{c}^{\infty}(G / H)$ that its Fourier transform $\hat{f}(1: \lambda)$, from now on denoted just $\hat{f}(\lambda)$, is the linear form on $\mathbf{C}^{\mathcal{W}}$ given by

$$
\hat{f}(\lambda) \eta=\int_{X} f(x) E^{\circ}(-\lambda: \eta)(x) d x, \quad\left(\eta \in \mathbf{C}^{\mathcal{W}}\right)
$$

The functions $E(\lambda: \eta)$ (and their counterparts for other $K$-types) are called Eisenstein integrals and similarly the $E^{\circ}(\lambda: \eta)$ are called normalized Eisenstein integrals. They are meromorphic functions of $\lambda$ (in a suitable sense), and by Theorem 6.5 the normalized Eisenstein integral $E^{\circ}$ is nonsingular on $i \mathfrak{a}_{q}^{*}$. In the special case of $G / H=G / K$ the Eisenstein integrals are the spherical functions $\varphi_{\lambda}$, and the normalized Eisenstein integrals are the functions $\mathbf{c}(\lambda)^{-1} \varphi_{\lambda}$.

Just as the spherical functions are joint eigenfunctions for $\mathbf{D}(G / K)$ we have the following generalization. Recall from Lemma 4.6 that for $D \in$ $\mathbf{D}(G / H)$ we defined $\gamma_{q}(D) \in S\left(\mathfrak{a}_{q}\right)^{W}$ by

$$
\begin{equation*}
u \in(\mathfrak{n}+\mathfrak{m})_{c} U(\mathfrak{g})+T_{-\rho} \gamma_{q}(D)+U(\mathfrak{g}) \mathfrak{h}_{c} \tag{7.7}
\end{equation*}
$$

where $u \in U(\mathfrak{g})^{H}$ with $r(u)=D$.
Proposition 7.4. The $K$-invariant Eisenstein integrals are joint eigenfunctions for the invariant differential operators. More precisely, we have

$$
\begin{equation*}
D E(\lambda: \eta)=\gamma_{q}(D: \lambda) E(\lambda: \eta) \tag{7.8}
\end{equation*}
$$

for all $D \in \mathbf{D}(G / H), \lambda \in \mathfrak{a}_{q, c}^{*}$ and $\eta \in \mathbf{C}^{\mathcal{W}}$. The equation (7.8) also holds for the normalized Eisenstein integrals $E^{\circ}(\lambda: \eta)$.

Remark. The non- $K$-invariant Eisenstein integrals will in general only be $\mathbf{D}(G / H)$-finite.

Proof. In fact already the function $g H \mapsto j(P: 1: \lambda)\left(g^{-1}\right)$ satisfies the differential equation (7.8). To see this it suffices to consider the $\lambda$ 's where $j$ is defined by a continuous function and then prove that the smooth restriction to the open $P \times H$ cosets satisfies this equation. Now this restriction is given by namwh $\mapsto a^{\lambda+\rho} \eta_{w}$. For $w=e$ it follows easily from (7.7) that this is an eigenfunction for $D$ with eigenvalue $\gamma_{q}(D: \lambda)$. For other $w$ 's the independence of $\gamma_{q}(D)$ on the choice of positive system $\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ can be used. Now (7.8) follows. The independence on $\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ also implies that $g H \mapsto j(\bar{P}: 1: \lambda)\left(g^{-1}\right)$ satisfies (7.8), and the intertwining property of $A(\bar{P}: P: 1: \lambda)$ then gives that so does $g H \mapsto j^{\circ}(P: 1: \lambda)\left(g^{-1}\right)$, and hence also $E^{\circ}(\lambda: \eta)$.

Note that it follows from Proposition 7.4 that the Eisenstein integrals are analytic functions on $X$ (viewed as functions on $K \backslash G$ they are eigenfunctions for the Laplace operator, which is elliptic).

An essential tool for the proof of Theorem 7.1 is the existence of asymptotic expansions for the Eisenstein integrals. The purpose of these are to determine the behavior of $E(\lambda: \eta)(a)$ when $a \in A_{q}$ tends to infinity. Let me begin by specifying what is meant by this. Fix a positive set $\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ with corresponding parabolic subgroup $P$. Then $a \rightarrow \infty$ means that $\alpha(\log a) \rightarrow \infty$ for all $\alpha \in \Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$. Let $\mathfrak{a}_{q}^{+}$be the open positive chamber in $\mathfrak{a}_{q}$ corresponding to $\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)$ and let $A_{q}^{+}=\exp \mathfrak{a}_{q}^{+}$. Note that $A_{q}^{+}$is different from the $A_{q}^{+}$of the $K A_{q} H$-decomposition in Theorem 2.4; with the present definition of $A_{q}^{+}$this decomposition can be written as

$$
G=\cup_{w \in \mathcal{W}} K \overline{A_{q}^{+}} w H
$$

In order to control all the directions to infinity we must then consider the behavior as $a \rightarrow \infty$ of the functions $E(\lambda: \eta)(a w)=E(\lambda: \eta)\left(w^{-1} a w\right)$ for all $w \in \mathcal{W}$.

Regarding $A_{q}^{+}$as a submanifold of $X$ one can show that for each differential operator $D$ on $X$ there is a unique differential operator $\Pi(D)$ on $A_{q}^{+}$ such that $\left.(D f)\right|_{A_{q}^{+}}=\Pi(D)\left(\left.f\right|_{A_{q}^{+}}\right)$for all $K$-invariant functions $f \in C^{\infty}(X)$. The operator $\Pi(D)$ is called the radial part of $D$ (see the notes for a reference). On $A_{q}^{+}$we then have that the $K$-invariant Eisenstein integrals
satisfy the differential equation

$$
\begin{equation*}
\Pi(D) \Phi=\gamma_{q}(D: \lambda) \Phi \tag{7.9}
\end{equation*}
$$

for all $D \in \mathbf{D}(G / H)$. The first step is to consider formal power series solutions to this equation (actually taking $D=L$ would be sufficient here).

Proposition 7.5. Let $S$ denote the union of all the hyperplanes given by $\sigma_{\mu}=\left\{\lambda \in \mathfrak{a}_{q, c}^{*} \mid\langle 2 \lambda-\mu, \mu\rangle=0\right\}$, where $\mu \in \mathbf{N} \Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right) \backslash\{0\}$. There exists, for $\lambda \notin S$, a unique formal series

$$
\Phi_{\lambda}(a)=a^{\lambda-\rho} \sum_{\mu \in \mathbf{N}^{+}\left(\mathrm{a}_{q}, \mathfrak{g}\right)} a^{-\mu} \Gamma_{\mu}(\lambda)
$$

on $A_{q}^{+}$with $\Gamma_{\mu}(\lambda) \in \mathbf{C}, \Gamma_{0}=1$, which solves (7.9). The series converges absolutely and can be differentiated term by term.

For $R \in \mathbf{R}$ let

$$
\begin{equation*}
\mathfrak{a}_{q}^{*}(R)=\left\{\lambda \in \mathfrak{a}_{q, c}^{*} \mid \operatorname{Re}\langle\lambda, \alpha\rangle \leq R \text { for all } \alpha \in \Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)\right\} \tag{7.10}
\end{equation*}
$$

then the set $X_{R}=\left\{\mu \in \mathbf{N} \Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right) \backslash\{0\} \mid \sigma_{\mu} \cap \mathfrak{a}_{q}^{*}(R) \neq \emptyset\right\}$ is finite. Let $p_{R}(\lambda)$ be the polynomial

$$
p_{R}(\lambda)=\prod_{\mu \in X_{R}}\langle 2 \lambda-\mu, \mu\rangle,
$$

then $p_{R}(\lambda) \Phi_{\lambda}(a)$ is holomorphic as a function of $\lambda$ in $\mathfrak{a}_{q}^{*}(R)$. Moreover it satisfies the following bound. There exists a constant $c>0$ (depending on $R)$ such that for each $\epsilon>0$ the following holds. Let

$$
A_{q}^{+\epsilon}=\left\{a \in A_{q} \mid \alpha(\log a)>\epsilon \text { for all } \alpha \in \Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)\right\}
$$

There exists a constant $C$ such that

$$
\begin{equation*}
\left|p_{R}(\lambda) \Phi_{\lambda}(a)\right| \leq C(1+|\lambda|)^{c} a^{\operatorname{Re} \lambda-\rho} \tag{7.11}
\end{equation*}
$$

for all $a \in A_{q}^{+\epsilon}$ and all $\lambda \in \mathfrak{a}_{q}^{*}(R)$.

Remark. It is easily seen that there exists $R>0$ such that $S \cap \mathfrak{a}_{q}^{*}(R)$ is empty. For this value of $R$ it follows that $p_{R}=1$ and that $\Phi_{\lambda}$ is holomorphic on $\mathfrak{a}_{q}^{*}(R)$. In particular we have that $\Phi_{\lambda}$ is holomorphic on the set where $\operatorname{Re} \lambda \leq 0$, and that the estimate (7.11) holds on this set without the polynomial factor $p_{R}(\lambda)$. However, the analogous statement for the other $K$-types is false.

Theorem 7.6. There exists for each $s \in W$ a unique endomorphismvalued meromorphic function $\lambda \mapsto C^{\circ}(s: \lambda) \in \operatorname{End}\left(\mathbf{C}^{\mathcal{W}}\right)$ on $\mathfrak{a}_{q, c}^{*}$ such that

$$
E^{\circ}(\lambda: \eta)(a w)=\sum_{s \in W} \Phi_{s \lambda}(a)\left(C^{\circ}(s: \lambda) \eta\right)_{w}
$$

for $a \in A_{q}^{+}, w \in \mathcal{W}, \eta \in \mathbf{C}^{\mathcal{W}}$, as a meromorphic identity in $\lambda \in \mathfrak{a}_{q, c}^{*}$. Moreover we have

$$
\begin{equation*}
C^{\circ}(s: \lambda)^{*} C^{\circ}(s:-\bar{\lambda})=1 \tag{7.12}
\end{equation*}
$$

for all $s \in W$ and $\lambda \in \mathfrak{a}_{q, c}^{*}$. In particular we have that $C^{\circ}(s: \lambda)$ is unitary for purely imaginary $\lambda$.

Proof. The proofs of these results are too long to be given here. See the references in the notes and the examples below.

Remark. It follows from the remark above that $\Phi_{\lambda}$ is regular on $i \mathfrak{a}_{q}^{*}$. On the other hand, the final statement of Theorem 7.6 implies (by the Riemann boundedness theorem) that $C^{\circ}(s: \lambda)$ is also regular on this set. Hence we obtain from the expansion above that $E^{\circ}(\lambda: \eta)(a w)$ is regular on $i \mathfrak{a}_{q}^{*}$, for all $a, w$, and $\eta$ as above. From this it can be seen, independently of Theorem 6.5 , that $E^{\circ}(\lambda: \eta)$ is regular on $i \mathfrak{a}_{q}^{*}$. (Say there was a singularity at $\lambda_{0}$, then $\lambda \mapsto p(\lambda) E^{\circ}(\lambda: \eta)$ would be regular and nonzero (as a function on $G / H$ ) at $\lambda_{0}$ for a suitable polynomial $p$ in $\lambda$ with $p\left(\lambda_{0}\right)=0$. However, on the dense set of the points $x=k a w$, with $k \in K$ and $a, w$ as above, it would have to vanish at $\lambda_{0}$ by the regularity just obtained; being an eigenfunction for $\mathbf{D}(G / H)$, hence analytic, it would then have to vanish for all $x$, a contradiction.) For the non- $K$-invariant normalized Eisenstein integrals the statement of Theorem 7.6 is also valid, and the regularity on $i \mathfrak{a}_{q}^{*}$ can be derived (though not with the same ease) from (7.12), independently of Theorem 6.5. In fact, going backward the regularity in Theorem 6.5 is deduced from the regularity of the normalized Eisenstein integrals.

Example 7.5. Consider again the real hyperboloid with $q>1$. It can be seen that the radial part of the Laplace operator is given by

$$
\begin{equation*}
\Pi(L) \Phi=J^{-1 / 2}\left[L_{A}\left(J^{1 / 2} \Phi\right)-L_{A}\left(J^{1 / 2}\right) \Phi\right] \tag{7.13}
\end{equation*}
$$

where $J(t)=\cosh ^{p-1} t \sinh ^{q-1} t$ is the Jacobian in Theorem 2.5 and $L_{A}=$ $(d / d t)^{2}$ the Laplacian on $A$. It is convenient to introduce the function $\tilde{\Phi}_{\lambda}=J^{1 / 2} \Phi_{\lambda}$, which then satisfies the equation

$$
\begin{equation*}
\tilde{\Phi}_{\lambda}^{\prime \prime}-d^{\prime \prime} \tilde{\Phi}_{\lambda}=\left(\lambda^{2}-\rho^{2}\right) \tilde{\Phi}_{\lambda} \tag{7.14}
\end{equation*}
$$

where $d=J^{-1 / 2}\left(J^{1 / 2}\right)^{\prime \prime}$. We have $d(t)=\sum_{n=0}^{\infty} d_{n} e^{-n t}$ for some constants $d_{n}$, explicitly given by

$$
d_{0}=\rho^{2} \quad \text { and } \quad d_{n}=\left((q-1)(q-3)+(-1)^{n}(p-1)(p-3)\right) n
$$

In particular, we have $\left|d_{n}\right| \leq c_{0} n$ for some $c_{0}>0$. Now if

$$
\tilde{\Phi}_{\lambda}(t)=e^{\lambda t} \sum_{m=0}^{\infty} \tilde{\Gamma}_{m}(\lambda) e^{-m t}
$$

satisfies (7.14) then it follows by insertion that

$$
m(m-2 \lambda) \tilde{\Gamma}_{m}(\lambda)=\sum_{n=1}^{m} d_{n} \tilde{\Gamma}_{m-n}(\lambda)
$$

Hence if $\lambda \neq \frac{1}{2}, 1, \frac{3}{2}, \ldots$ then the $\tilde{\Gamma}_{m}$ can be determined recursively.
Consider for simplicity only the case where the real number $R$ in Proposition 7.5 is less than $1 / 2$. Then the set $X_{R}$ is empty, and we get for $m>0$ that

$$
\left|\tilde{\Gamma}_{m}(\lambda)\right| \leq \frac{c_{0}}{m(1-2 R)} \sum_{n=1}^{m} n\left|\tilde{\Gamma}_{m-n}(\lambda)\right| .
$$

Let $\epsilon>0$ be arbitrary, then a straightforward induction shows that there exists for each $m$ a constant $C_{m}>0$ such that $\left|\tilde{\Gamma}_{m}(\lambda)\right| \leq C_{m} e^{m \epsilon}$. I claim that $C_{m}$ in fact can be chosen independently of $m$. To see this let $C$ be the maximum of all the $C_{m}$ for which $m<c_{0}(1-2 R)^{-1} \sum_{1}^{\infty} n e^{-n \epsilon}$, and apply induction once more. We now have

$$
\begin{equation*}
\left|\tilde{\Gamma}_{m}(\lambda)\right| \leq C e^{m \epsilon} \tag{7.15}
\end{equation*}
$$

for all $m$ and all $\lambda$ with $\operatorname{Re} \lambda \leq R$.
It follows immediately from (7.15) that the series for $\tilde{\Phi}_{\lambda}(t)$ converges uniformly on the set $t>\epsilon$, with the sum bounded by $C^{\prime} e^{\operatorname{Re} \lambda t}$. It follows easily that $\Phi_{\lambda}$ is bounded by $C^{\prime \prime} e^{(\operatorname{Re} \lambda-\rho) t}$. The result is also easily generalized to the situation where $R$ is not necessarily less than $1 / 2$.

Now consider the statements of Theorem 7.6 for this case. Since $q>1$ we have that $\mathcal{W}$ only consists of the trivial element 1 . The first statement is then that there exist scalar-valued meromorphic functions $C_{ \pm}^{\circ}(\lambda)$ such that

$$
E^{\circ}(\lambda)=C_{+}^{\circ}(\lambda) \Phi_{\lambda}+C_{-}^{\circ}(\lambda) \Phi_{-\lambda}
$$

on $A^{+}$. It follows immediately from the fact that $E^{\circ}(\lambda)$ satisfies a secondorder ordinary differential equation on $A$, and that $\Phi_{\lambda}$ and $\Phi_{-\lambda}$ for generic $\lambda$ are linearly independent solutions to the same equation, that $E^{\circ}(\lambda)$ is a linear combination of $\Phi_{\lambda}$ and $\Phi_{-\lambda}$. It remains to be seen that the functions $C_{ \pm}^{\circ}(\lambda)$ are meromorphic. This follows easily from the meromorphicity of $E^{\circ}(\lambda)$ combined with the linear independence of $\Phi_{\lambda}$ and $\Phi_{-\lambda}$. Alternatively we have from the following proposition that $C_{+}^{\circ}(\lambda)=1$, and in the following lecture (see Example 8.1) we shall derive an explicit expression for $C_{-}^{\circ}(\lambda)$, from which it also follows that it is meromorphic. The identity of (7.12) will likewise follow from this expression.

The following result shows that the normalization of $E^{\circ}$ is determined so that it has particularly simple asymptotics.

Proposition 7.7. Let $\lambda \in \mathfrak{a}_{q, c}^{*}$ with $\operatorname{Re} \lambda$ strictly dominant, and let $w \in \mathcal{W}$. Then

$$
\begin{equation*}
a^{\rho-\lambda} E^{\circ}(\lambda: \eta)(a w) \rightarrow \eta_{w} \tag{7.16}
\end{equation*}
$$

as a $\rightarrow \infty$ in $A_{q}^{+}$. We have $C^{\circ}(1: \lambda)=1$ (the identity operator on $\mathbf{C}^{\mathcal{W}}$ ) for all $\lambda$.

Proof. The following formal computations can be justified. It is easily seen that $j(\bar{P}: 1: \lambda)(g)=j(P: 1:-\lambda)(\theta g)$, and hence by definition we have

$$
\int_{N} j^{\circ}(P: 1: \lambda)(g \bar{n}) d \bar{n}=j(P: 1:-\lambda)(\theta g) .
$$

Integration over $K$ gives

$$
\int_{\bar{N}} \int_{K} j^{\circ}(P: 1: \lambda)(g k \bar{n}) d k d \bar{n}=\int_{K} j(P: 1:-\lambda)(\theta(g) k) d k
$$

On the left we apply the Iwasawa decomposition to $\bar{n}$, and on the right we rewrite the integral over $K$ as an integral over $\bar{N}$, using [130, Eq. (5.25)]. The result is the equation

$$
\begin{aligned}
\int_{\bar{N}} & e^{(-\lambda-\rho) H(\bar{n})} d \bar{n} \int_{K} j^{\circ}(P: 1: \lambda)(g k) d k \\
& =\int_{\bar{N}} j(P: 1:-\lambda)(\theta(g) \bar{n}) e^{(-\lambda-\rho) H(\bar{n})} d \bar{n}
\end{aligned}
$$

Note that we now have $E^{\circ}(\lambda)\left(g^{-1}\right)$ present on the left side. Now if $g=$ $(a w)^{-1}$ with $w \in W$ and $a \in A_{q}^{+}$we have $a \bar{n} a^{-1} \rightarrow e$ as $a \rightarrow \infty$, and hence the integral on the right behaves as follows

$$
\begin{array}{rl}
\int_{\bar{N}} j & j(P: 1:-\lambda)\left(w^{-1} a \bar{n}\right) e^{(-\lambda-\rho) H(\bar{n})} d \bar{n} \\
& =a^{\lambda-\rho} \int_{\bar{N}} j(P: 1:-\lambda)\left(w^{-1} a \bar{n} a^{-1}\right) e^{(-\lambda-\rho) H(\bar{n})} d \bar{n} \\
& \sim a^{\lambda-\rho} j(P: 1:-\lambda)\left(w^{-1}\right) \int_{\bar{N}} e^{(-\lambda-\rho) H(\bar{n})} d \bar{n} .
\end{array}
$$

Now the integrals over $\bar{N}$ cancel and we get (7.16). The final statement is an immediate consequence.

Example 7.6. For $G / K$ we have Harish-Chandra's famous asymptotic expansion for the spherical functions:

$$
\varphi_{\lambda}(a)=\sum_{s \in W_{0}} \mathbf{c}(s \lambda) \Phi_{s \lambda}(a)
$$

Hence the normalized c-functions are given by $C^{\circ}(s: \lambda)=\mathbf{c}(\lambda)^{-1} \mathbf{c}(s \lambda)$. In particular we have $C^{\circ}(1: \lambda)=1$ as stated in Proposition 7.7. Since $\overline{\mathbf{c}(\lambda)}=$ $\mathbf{c}(\bar{\lambda})$ the statement of (7.12) comes down to the relation $\mathbf{c}(-s \lambda) \mathbf{c}(s \lambda)=$ $\mathbf{c}(-\lambda) \mathbf{c}(\lambda)$, which follows from the Gindikin-Karpelevic product formula for $\mathbf{c}(\lambda)$ (see [130, Section 7.5]).

I would like to end this lecture by mentioning the following result. We have seen in Proposition 7.4 that the $K$-invariant Eisenstein integrals are solutions to the eigenequation (7.8). One can prove in analogy with Theorem 6.4 that the map $\eta \mapsto E(\lambda: \eta)$ for generic $\lambda$ is a bijection of $\mathbf{C}^{\mathcal{W}}$ onto the space of $K$-invariant solutions to (7.8). See [167, Prop. 4.2] (the result is actually stated only for symmetric spaces of so-called $G / K_{\epsilon}$-type, but the proof can be adapted to the general case of $K$-invariant functions on $G / H)$.

## LECTURE 8

## Wave packets

In this final lecture I shall try to indicate some of the steps in the proof of Theorems 7.1, 7.2, and 7.3. The most important ingredient is the construction of a candidate for the "inverse" of the Fourier transform. As is well known, the inverse of the Euclidean Fourier transform

$$
f \mapsto \mathcal{F} f(\lambda)=\hat{f}(\lambda)=\int_{\mathbf{R}^{n}} f(x) e^{-i \lambda \cdot x} d x
$$

is given by the transform

$$
\varphi \mapsto \mathcal{J} \varphi(x)=\int_{\mathbf{R}^{n}} \varphi(\lambda) e^{i \lambda \cdot x} d \lambda,
$$

measures suitably normalized. One may regard $\mathcal{J} \varphi(x)$ as a superposition of the plane waves $e^{i \lambda \cdot x}$ with the amplitudes $\varphi(\lambda)$. For this reason it is called a wave packet.

In order to find the appropriate analog, recall first that to each $\lambda$ corresponds a $|\mathcal{W}|$ dimensional space of "waves" on $X$, the Eisenstein integrals $E(\lambda: \eta)(x)$ (as in the previous lecture I only consider the $K$-invariant Eisenstein integrals). Hence the amplitude function $\varphi$ has to be a $\mathbf{C}^{\mathcal{W}}$-valued function on $i \mathrm{a}_{q}^{*}$. The wave with "amplitude" $\eta$ is $E(\lambda: \eta)(x)$. As in the definition of the Fourier transform it is preferable to use here the normalized Eisenstein integral, because of the regularity on $i \mathfrak{a}_{q}^{*}$. This leads to the following definition of the wave packet corresponding to $\varphi$ :

$$
\begin{equation*}
\mathcal{J} \varphi(x)=\int_{i a_{q}^{*}} E^{\circ}(\lambda: \varphi(\lambda))(x) d \lambda . \tag{8.1}
\end{equation*}
$$

We first have to make this definition rigorous. For this we need an estimate of the normalized Eisenstein integral which is uniform in $\lambda \in i \mathfrak{a}_{q}^{*}$. At a later point we also need such an estimate on the set $-\mathfrak{a}_{q}^{*}(0)$ defined by

$$
-\mathfrak{a}_{q}^{*}(0)=\left\{\lambda \in \mathfrak{a}_{q, c}^{*} \mid\langle\operatorname{Re} \lambda, \alpha\rangle \geq 0 \text { for all } \alpha \in \Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)\right\}
$$

(see also (7.10)). Since in general $E^{\circ}$ has poles on this set we first have to cancel these.

Proposition 8.1. There exists a complex polynomial $p^{\circ}$ on $\mathfrak{a}_{q, c}^{*}$, which is a product of first-order polynomials of the form $\lambda \mapsto\langle\lambda, \alpha\rangle$ - constant, $\left(\alpha \in \Sigma\left(\mathfrak{a}_{q}, \mathfrak{g}\right)\right)$, such that $p^{\circ}(\lambda) E^{\circ}(\lambda: \eta)$ is holomorphic on a neighborhood of $-\mathfrak{a}_{q}^{*}(0)$, for all $\eta$.

Moreover, there exist constants $C, N$, and $s$ such that

$$
\begin{equation*}
\left|p^{\circ}(\lambda) E^{\circ}(\lambda: \eta)(a)\right| \leq C(1+|\lambda|)^{N} e^{(s+|\operatorname{Re} \lambda|)|\log a|}|\eta| \tag{8.2}
\end{equation*}
$$

for all $\lambda \in-\mathfrak{a}_{q}^{*}(0), \eta \in \mathbf{C}^{\mathcal{W}}$ and $a \in A_{q}$.
Remark. In particular it follows that there exists a constant $R$ such that $E^{\circ}(\lambda: \eta)$ is holomorphic in $\lambda$ on the set where $\langle\operatorname{Re} \lambda, \alpha\rangle \geq R$ for all $\alpha \in$ $\left.\Sigma^{+}\left(\mathfrak{a}_{q}, \mathfrak{g}\right)\right\}$.

Proof. This is derived by means of a functional equation for $j$, but it is too complicated to be given here. See the references in the notes, and the example below.

Example 8.1. The real hyperboloids, $q>1$. It follows from (7.13) that the differential equation for the $K$-invariant Eisenstein integrals $E(\lambda)(\exp t Y)$ and $E^{\circ}(\lambda)(\exp t Y)$ is given by

$$
\begin{equation*}
J^{-1 / 2}\left[\left(J^{1 / 2} f\right)^{\prime \prime}-\left(J^{1 / 2}\right)^{\prime \prime} f\right]=\left(\lambda^{2}-\rho^{2}\right) f \tag{8.3}
\end{equation*}
$$

where $J(t)=\cosh ^{p-1} t \sinh ^{q-1} t$. This differential equation is actually a well known equation; by the change of variables $z=-\sinh ^{2} t$ it becomes the hypergeometric equation

$$
z(1-z) u^{\prime \prime}+(c-(a+b+1) z) u^{\prime}-a b u=0
$$

with $a=\frac{1}{2}(\rho+\lambda), b=\frac{1}{2}(\rho-\lambda), c=\frac{1}{2} q$. One can show that this equation has a unique solution which is regular at $z=0$ with the value 1 . This solution is called the hypergeometric function $F(a, b ; c ; z)$. It follows immediately that the unnormalized Eisenstein integral $E(\lambda)$ is given by

$$
E(\lambda)(t)=E(\lambda)(0) F\left(a, b ; c ;-\sinh ^{2} t\right),
$$

but it takes some effort to compute the constant $E(\lambda)(0)$ (see for example [105, Appendix B]). The normalized Eisenstein integral $E^{\circ}(\lambda)$ is more easily
determined, because we know its asymptotic behavior from Proposition 7.7. It follows that

$$
E^{\circ}(\lambda)(t)=\left[\lim _{s \rightarrow \infty} e^{(\rho-\lambda) s} F\left(a, b ; c ;-\sinh ^{2} s\right)\right]^{-1} F\left(a, b ; c ;-\sinh ^{2} t\right)
$$

for $\operatorname{Re} \lambda>0$. The limit is determined from the identity (see [104, p. 63, Eq. (17)]):

$$
\begin{align*}
F(a, b ; c ; z) & =\frac{\Gamma(c) \Gamma(a-b)}{\Gamma(a) \Gamma(c-b)}(-z)^{-b} F\left(b, 1-c+b ; 1-a+b ; z^{-1}\right) \\
& +\frac{\Gamma(c) \Gamma(b-a)}{\Gamma(b) \Gamma(c-a)}(-z)^{-a} F\left(a, 1-c+a ; 1-b+a ; z^{-1}\right) \tag{8.4}
\end{align*}
$$

It follows that

$$
E^{\circ}(\lambda)(t)=\frac{\Gamma\left(\frac{1}{2}(\lambda+\rho)\right) \Gamma\left(\frac{1}{2}(\lambda-\rho+q)\right)}{\Gamma(\lambda) \Gamma\left(\frac{1}{2} q\right)} 2^{\lambda-\rho} F\left(a, b ; c ;-\sinh ^{2} t\right)
$$

In particular we can determine the poles from this expression; they are caused by the $\Gamma$-functions in the numerator (but some of them may be cancelled by the denominator). It is seen that there are only finitely many poles with positive real part (if $p<q+2$ there are none, otherwise they occur at $\rho-q, \rho-q-2, \ldots$ ), and (in accordance with Theorem 6.5) no purely imaginary poles (because of the $\Gamma(\lambda)$ in the denominator). This establishes the first statement of Proposition 8.1 for this case. Note also that we get from (8.4) that

$$
E^{\circ}(\lambda)(t)=\Phi_{\lambda}(t)+\Phi_{-\lambda}(t) C_{-}^{\circ}(\lambda)
$$

where

$$
\begin{equation*}
\Phi_{\lambda}(t)=(2 \sinh t)^{\lambda-\rho} F\left(\frac{1}{2}(\rho-\lambda), \frac{1}{2}(p-\rho-\lambda) ; 1-\lambda ;-\sinh ^{-2} t\right) \tag{8.5}
\end{equation*}
$$

and

$$
C_{-}^{o}(\lambda)=\frac{\Gamma\left(\frac{1}{2}(\rho+\lambda)\right) \Gamma(-\lambda) \Gamma\left(\frac{1}{2}(q-\rho+\lambda)\right)}{\Gamma\left(\frac{1}{2}(\rho-\lambda)\right) \Gamma(+\lambda) \Gamma\left(\frac{1}{2}(q-\rho-\lambda)\right)}
$$

in accordance with Theorem 7.6.
The estimate (8.2) is harder to obtain, but it can be deduced from [132, Lemma 2.3] (in fact this gives a stronger estimate).

In particular, by combining Proposition 8.1 with Theorem 6.5 , which implies that $E^{\circ}$ is not singular on $i \mathfrak{a}_{q}^{*}$, we get that

$$
\begin{equation*}
\left|E^{\circ}(\lambda: \eta)(a)\right| \leq C(1+|\lambda|)^{N} e^{s|\log a|}|\eta| \tag{8.6}
\end{equation*}
$$

for $\lambda \in i \mathfrak{a}_{q}^{*}$. This shows that the integral (8.1) converges provided $\varphi(\lambda)$ has a reasonable decay in $\lambda$, for example as a Schwartz function. Similar estimates for the derivatives of $E^{\circ}$ with respect to $x$ show that $\mathcal{J} \varphi$ is smooth.

Let us now return to the Fourier transform. Recall that for $K$-invariant functions we have

$$
\hat{f}(\lambda) \eta=\int_{X} f(x) E^{\circ}(-\lambda: \eta)(x) d x, \quad \eta \in \mathbf{C}^{\mathcal{W}}
$$

thus $\hat{f}(\lambda)$ is a linear form on $\mathbf{C}^{\mathcal{W}}$. It is actually more convenient to have a Fourier transform which takes its values in $\mathbf{C}^{\mathcal{W}}$. For this reason I define a new Fourier transform $\mathcal{F} f$ as follows,

$$
\langle\mathcal{F} f(\lambda) \mid \eta\rangle=\left\langle f \mid E^{\circ}(-\bar{\lambda}: \eta)\right\rangle, \quad f \in C_{c}^{\infty}(K \backslash G / H)
$$

for all $\eta$, where the sesquilinear product $\langle\cdot \mid \cdot\rangle$ on the left side is the standard inner product on $\mathbf{C}^{\mathcal{W}}$, and on the right is given by

$$
\begin{equation*}
\left\langle f_{1} \mid f_{2}\right\rangle=\int_{X} f_{1}(x) \overline{f_{2}(x)} d x \tag{8.7}
\end{equation*}
$$

for complex functions $f_{1}, f_{2}$ on $X$. It follows from (7.6) that

$$
\overline{E^{\circ}(-\bar{\lambda}: \eta)(x)}=E^{\circ}(-\lambda: \bar{\eta})(x)
$$

and hence $\mathcal{F} f(\lambda) \in \mathbf{C}^{\mathcal{W}}$ is simply the element for which $\hat{f}(\lambda) \eta=\mathcal{F} f(\lambda) \cdot \eta$ for all $\eta \in \mathbf{C}^{\mathcal{W}}$ (the dot denotes the standard bilinear product on $\mathbf{C}^{\mathcal{W}}$ ). Note that $\mathcal{F} f(\lambda)$ is meromorphic in $\lambda \in \mathfrak{a}_{q, c}^{*}$.

We can use Proposition 8.1 to obtain an estimate of $\mathcal{F} f$ for functions $f \in C_{c}^{\infty}(K \backslash G / H)$. Let $p^{\circ}$ be a polynomial on $\mathfrak{a}_{q, c}^{*}$ with the properties of this proposition and let $p(\lambda)=p^{\circ}(-\lambda)$. Then $p \mathcal{F} f$ is holomorphic on $\mathfrak{a}_{q}^{*}(0)$, and we have

$$
\begin{equation*}
|p(\lambda) \mathcal{F} f(\lambda)| \leq C(1+|\lambda|)^{N} e^{r|\operatorname{Re} \lambda|} \tag{8.8}
\end{equation*}
$$

for all $\lambda \in \mathfrak{a}_{q}^{*}(0)$, with constants $C, N, r$. Here $N$ is independent of $f$, whereas $C$ and $r$ depend on $f$. However, $r$ depends only on the size of the support of $f$. In fact we can take

$$
\begin{equation*}
r=\sup _{a \in \operatorname{supp} f \cap A_{q}}|\log a| \tag{8.9}
\end{equation*}
$$

There is an important duality between the transforms $\mathcal{F}$ and $\mathcal{J}$, expressed in the following lemma. As above let $\langle\cdot \mid \cdot\rangle$ denote the standard inner product on $\mathbf{C}^{\mathcal{W}}$. Furthermore let also

$$
\begin{equation*}
\left\langle\varphi_{1} \mid \varphi_{2}\right\rangle=\int_{i \mathrm{a}_{q}^{*}}\left\langle\varphi_{1}(\lambda) \mid \varphi_{2}(\lambda)\right\rangle d \lambda \tag{8.10}
\end{equation*}
$$

for $\mathbf{C}^{\mathcal{W}}$-valued functions $\varphi_{1}, \varphi_{2}$ on $i \mathfrak{a}_{q}^{*}$.
Lemma 8.2. Let $f \in C_{c}^{\infty}(X)$ be $K$-invariant and let $\varphi$ be a $\mathbf{C}^{\mathcal{W}}$-valued Schwartz function on $\boldsymbol{i} \mathfrak{a}_{q}^{*}$. Then

$$
\langle f \mid \mathcal{J} \varphi\rangle=\langle\mathcal{F} f \mid \varphi\rangle,
$$

where $\langle\cdot \mid \cdot\rangle$ is defined by (8.7) and (8.10), respectively.
Proof. This is a straightforward application of Fubini's theorem.
Now it is time to invoke the invariant differential operators. Recall from the previous lecture that we have

$$
D E^{\circ}(\lambda: \eta)=\gamma_{q}(D: \lambda) E^{\circ}(\lambda: \eta)
$$

for $D \in \mathbf{D}(G / H)$. It follows that

$$
\begin{align*}
D \mathcal{J} \varphi(x) & =\mathcal{J}\left(\gamma_{q}(D) \varphi\right) \quad \text { and }  \tag{8.11}\\
\mathcal{F}(D f) & =\gamma_{q}(D) \mathcal{F} f \tag{8.12}
\end{align*}
$$

Here the first equality is obvious, but for the second one needs the following relation for the formal adjoint $D^{*}$ of $D$. Define $v^{*} \in S\left(\mathfrak{a}_{q}\right)$ for $v \in S\left(\mathfrak{a}_{q}\right)$ by $v^{*}(\lambda)=v(-\lambda)$.

Lemma 8.3. Let $D \in \mathbf{D}(G / H)$. Then $\gamma_{q}\left(D^{*}\right)=\gamma_{q}(D)^{*}$.
Proof. Let $u \in U(\mathfrak{g})^{H}$ with $D=r(u)$. It is easily seen that $D^{*}=r(\check{u})$, where $v \mapsto \breve{v}$ is the principal antiautomorphism of $U(\mathfrak{g})$. Let $s: S(\mathfrak{g}) \rightarrow U(\mathfrak{g})$ be the symmetrization map, then it is known (this is part of the proof of Proposition 4.1) that we can choose $u=s(v)$ for an element $v \in S(\mathfrak{q})^{H}$. Since $s(v)^{\vee}=\sigma(s(v))$ we obtain $D^{*}=r(\sigma(u))$. It follows immediately from the definition of $\gamma_{q}$ that $\gamma_{q}(\sigma(u))^{*}$ equals the $\gamma_{q}(u)$ one would obtain from using the opposite positive system. Since $\gamma_{q}(D)$ is actually independent of the choice of positive roots, the lemma follows.

The equation for $\mathcal{F}(D f)$ can be used to improve the estimate (8.8).
Proposition 8.4. Let $p(\lambda)$ be as above. Let $f \in C_{c}^{\infty}(K \backslash G / H)$ and $n \in \mathbf{N}$. There exists a constant $C$ such that

$$
\begin{equation*}
|p(\lambda) \mathcal{F} f(\lambda)| \leq C(1+|\lambda|)^{-n} e^{r|\operatorname{Re} \lambda|} \tag{8.13}
\end{equation*}
$$

for all $\lambda \in \mathfrak{a}_{q}^{*}(0), \eta \in \mathbf{C}^{\mathcal{W}}$. Here $r$ is given by (8.9); in particular it depends only on the size of the support of $f$.

Proof. Just to give the idea, assume for simplicity that $\operatorname{dim} \mathfrak{a}_{q}=1$. It is easily seen that $\gamma_{q}(L: \lambda)=\langle\lambda, \lambda\rangle-\langle\rho, \rho\rangle$. By using suitably high powers of $L$ we can obtain a $D$ with $\left|\gamma_{q}(D: \lambda)\right| \geq(1+|\lambda|)^{N+n}$ for all $\lambda$. Applying (8.8) to $D f$ and using (8.12) we get (8.13).

The purpose of the polynomial $p(\lambda)$ in (8.13) is to cancel the singularities of $\mathcal{F} f(\lambda)$. Hence $p$ is not needed for $\lambda \in i \mathfrak{a}_{q}^{*}$ (because of Theorem 6.5), and it follows that $\mathcal{F} f(\lambda)$ is bounded by $C(1+|\lambda|)^{-n}$ for all $n$. Similar estimates for the derivatives with respect to $\lambda$ imply that $\mathcal{F} f$ is actually a Schwartz function on $i \mathfrak{a}_{q}^{*}$. In particular it makes sense to apply $\mathcal{J}$ to $\mathcal{F} f$. This is important, because as mentioned, the wave packet transform is the candidate for the "inverse" of the Fourier transform on $K$-invariant functions. As we shall see below, it is actually not the inverse of $\mathcal{F}$ in general (it will only be the inverse of the restriction of $\mathcal{F}$ to $L_{\mathrm{mc}}^{2}$ ). The main step in the proof of Theorems 7.1-7.3 consists of the following result, which shows that $\mathcal{J}$ is the inverse of $\mathcal{F}$ in a certain weak sense.

Theorem 8.5. There exists an invariant differential operator $D$ on $G / H$ for which $\operatorname{deg} \gamma_{q}(D)=\operatorname{order} D \neq 0$, and a positive constant $c$ such that

$$
\begin{equation*}
D \mathcal{J F} f=c D f \tag{8.14}
\end{equation*}
$$

for all $K$-invariant $f \in C_{c}^{\infty}(X)$.
Note that it follows from Theorem 4.7 that $D$ is injective as an operator on $C_{c}^{\infty}(X)$. Nevertheless, since $\mathcal{J F} f$ in general does not have compact support, one cannot conclude from (8.14) that $\mathcal{J F} f=c f$.

The rest of this final lecture will be spent on discussing the proof of this result, but before that let me indicate how it is applied to Theorems 7.1-7.3. First of all, Theorem 7.2 follows immediately, by means of the injectivity of $D$. To obtain Theorem 7.1 one has to introduce a notion of Schwartz functions on $X$. Without giving the details, let $\mathcal{C}(X)$ denote the space of such functions. A rather delicate refinement of the estimates for $E^{\circ}$ given above shows that $\mathcal{F}$ maps Schwartz functions on $X$ to Schwartz functions on $i \mathfrak{a}_{q}^{*}$, and vice versa for $\mathcal{J}$, and these operations are continuous. Applying $\mathcal{F}$ on both sides of (8.14) we get by means of (8.12) that $\gamma_{q}(D) \mathcal{F} \mathcal{J} \mathcal{F} f=c \gamma_{q}(D) \mathcal{F} f$, and hence by division with $\gamma_{q}(D)$ (which is permissible on meromorphic functions)

$$
\begin{equation*}
\mathcal{F} \mathcal{J} \mathcal{F} f=c \mathcal{F} f \tag{8.15}
\end{equation*}
$$

(Note that the Schwartz estimates are implicitly used when $\mathcal{F}$ is allowed to operate on $\mathcal{J} \mathcal{F} f$.) Normalizing measures suitably we may assume $c=1$. The relation (8.15) shows that $\mathcal{J F}$ is idempotent, by Lemma 8.2 it is symmetric, and hence it is a projection operator. Now Theorem 7.1 (a) is obtained by

$$
\begin{equation*}
\|\mathcal{F} f\|^{2}=\langle\mathcal{F} f \mid \mathcal{F} f\rangle=\langle\mathcal{J} \mathcal{F} f \mid f\rangle=\left\langle(\mathcal{J} \mathcal{F})^{2} f \mid f\right\rangle=\|\mathcal{J} \mathcal{F} f\|^{2} \leq\|f\|^{2} \tag{8.16}
\end{equation*}
$$

and (b) by noting that (8.15) implies that the kernel of $\mathcal{F}$ is identical with the kernel of the projection operator $\mathcal{J} \mathcal{F}$; hence $L_{\mathrm{mc}}^{2}$ is the image of this projection, on which it is easily seen that $\mathcal{F}$ is isometrical,

$$
\|\mathcal{F} \mathcal{J} \mathcal{F} f\|^{2}=\|\mathcal{F} f\|^{2}=\|\mathcal{J} \mathcal{F} f\|^{2}
$$

by (8.15) and (8.16). It follows that $\mathcal{F}$ embeds $L_{\mathrm{mc}}^{2}$ isometrically into the space

$$
\int_{\lambda \in i \mathrm{a}_{q}^{*}}^{\oplus} \mathcal{H}_{1, \lambda} \otimes \mathbf{C}^{\mathcal{W}} d \lambda
$$

(recall that we only consider $K$-invariant functions for simplicity). The fact that there are nontrivial intertwining operators between $\pi_{1, \lambda}$ and $\pi_{1, s \lambda}$ for $s \in W$ results in the existence of a simple relation between $\mathcal{F} f(\lambda)$ and $\mathcal{F} f(s \lambda)$ for $s \in W$, which implies that the image of $L_{\mathrm{mc}}^{2}$ is completely determined by its restriction to only one chamber. This shows that $L_{\mathrm{mIc}}^{2}$ is equivalent with a subrepresentation of the representation in the right-hand side of (c) in Theorem 7.1. The proof that it is actually equivalent with the full right-hand side requires a further analysis of the map $\mathcal{F} \mathcal{J}$, which I cannot give here.

Finally, let me sketch how to deduce Theorem 7.3 from Theorem 8.5. Let $D \in \mathbf{D}(G / H)$ be as in the latter theorem. As mentioned $\mathcal{F}$ and $\mathcal{J}$ extend continuously to Schwartz space, and hence (8.14) holds also for the $K$ invariant functions $f \in \mathcal{C}(X)$. In particular, if $f$ is orthogonal to $L_{\mathrm{mc}}^{2}$, which by definition means that $\mathcal{F} f=0$, then $D f=0$. If $\operatorname{dim} \mathfrak{a}_{q}=1$ the space of smooth $K$-invariant functions annihilated by $D$ has finite dimension, say $d$ (they satisfy an ordinary linear differential equation on $A_{q}$ ). It follows that the subrepresentation of $L^{2}(G / H)$ generated by $f$ is the sum of at most $d$ irreducible subrepresentations of $L^{2}(G / H)$ (otherwise it could be written as the direct sum of $d+1$ nontrivial invariant subspaces; one of these would necessarily have no $K$-fixed vectors, and hence would be orthogonal to $f$, a contradiction).

The relation between $\mathcal{F} f(s \lambda)$ and $\mathcal{F} f(\lambda)$ mentioned above is the following.

Proposition 8.6. We have

$$
\mathcal{F} f(s \lambda)=C^{\circ}(s: \lambda) \mathcal{F} f(\lambda)
$$

for all $f \in C_{c}^{\infty}(K \backslash G / H), s \in W$ and $\lambda \in \mathfrak{a}_{q, c}^{*}$.
Proof. This is easily obtained as a consequence of (7.12) and the relation

$$
\begin{equation*}
E^{\circ}\left(s \lambda: C^{\circ}(s: \lambda) \eta\right)=E^{\circ}(\lambda: \eta) \tag{8.17}
\end{equation*}
$$

for $s \in W, \lambda \in \mathfrak{a}_{q, .}$, and $\eta \in \mathbf{C}^{\mathcal{W}}$, of which I shall now sketch the proof. Consider the distribution

$$
R(s) A\left(s^{-1} P s: P: 1: \lambda\right) j^{\circ}(P: 1: \lambda)(\eta) \in C^{-\infty}(1: s \lambda),
$$

obtained by applying the intertwining operator of (5.15) to $j^{\circ}(P: 1: \lambda)(\eta)$. Since the operator is intertwining this is an $H$-fixed distribution, so for generic $\lambda$ it is given by

$$
R(s) A\left(s^{-1} P s: P: 1: \lambda\right) j^{\circ}(P: 1: \lambda)(\eta)=j^{\circ}(P: 1: s \lambda)\left(B^{\circ}(s: \lambda) \eta\right)
$$

for some endomorphism $B^{\circ}(s: \lambda)$ of $\mathbf{C}^{\mathcal{W}}$, meromorphic in $\lambda$. We evaluate this identity at $g^{-1} k$ and integrate over $k \in K$. On the right-hand side we obtain $E^{\circ}\left(s \lambda: B^{\circ}(s: \lambda) \eta\right)(g H)$. Let us compute the left-hand side by means of the formula (5.14) for the standard intertwining operator,

$$
\begin{aligned}
\int_{K} R(s) A\left(s^{-1} P s: P: 1: \lambda\right) & j^{\circ}(P: 1: \lambda)(\eta)\left(g^{-1} k\right) d k \\
& =\int_{K} \int_{\bar{N} \cap s^{-1} N s} j^{\circ}(P: 1: \lambda)(\eta)\left(g^{-1} k \tilde{s} \bar{n}\right) d \bar{n} d k
\end{aligned}
$$

where $\tilde{s}$, the representative in $K$ for $s$, immediately is swallowed by the $K$-integration. Disregarding all questions of convergence we exchange the order of the integrals. Furthermore we define $a(\bar{n}) \in A$ such that $\bar{n} \in$ $K M a(\bar{n}) N$, then it follows from (5.1) (with $\xi=1$ ) that the double integral splits as the product of

$$
\int_{K} j^{\circ}(P: 1: \lambda)(\eta)\left(g^{-1} k\right) d k=E^{\circ}(\lambda: \eta)(g H)
$$

and

$$
\int_{\bar{N} \cap s^{-1} N s} a(\bar{n})^{-\lambda-\rho} d \bar{n}
$$

Let $c(s: \lambda)$ denote the latter quantity, then we have obtained the identity

$$
\begin{equation*}
E^{\circ}\left(s \lambda: B^{\circ}(s: \lambda) \eta\right)=c(s: \lambda) E^{\circ}(\lambda: \eta) \tag{8.18}
\end{equation*}
$$

Apart from the justification of these formal manipulations, which I skip, it remains to be seen that $c(s: \lambda)^{-1} B^{\circ}(s: \lambda)=C^{\circ}(s: \lambda)$ in order to have (8.17). By meromorphy we may assume that $s \operatorname{Re} \lambda$ is strictly dominant. Then it follows from Proposition 7.7 and Theorem 7.6, respectively, that the two sides of (8.18), evaluated at $a w$, behave like $a^{s \lambda-\rho}\left(B^{\circ}(s: \lambda) \eta\right)_{w}$ and $a^{s \lambda-\rho} c(s: \lambda)\left(C^{\circ}(s: \lambda) \eta\right)_{w}$, respectively, when $a \rightarrow \infty$ in $A_{q}^{+}$. From this the
desired identity between $B^{\circ}$ and $C^{\circ}$ follows, since $c(s: \lambda)$ is not identically zero.

I am now ready to sketch the main steps leading to Theorem 8.5. Consider the integral (8.1) defining the wave packet $\mathcal{J} \varphi$. Inserting the expansion for $E^{\circ}(\lambda: \eta)$ from Theorem 7.6 we obtain

$$
\begin{aligned}
& \mathcal{J} \varphi(a w)=\int_{i_{q}^{*}} E^{\circ}(\lambda: \varphi(\lambda))(a w) d \lambda \\
&=\int_{i \mathfrak{a}_{q}^{*}} \sum_{s \in W} \Phi_{s \lambda}(a)\left(C^{\circ}(s: \lambda) \varphi(\lambda)\right)_{w} d \lambda
\end{aligned}
$$

For $\varphi=\mathcal{F} f$ we can use Proposition 8.6 and obtain

$$
\begin{align*}
& \mathcal{J F} f(a w)=\int_{i a_{q}^{*}} \sum_{s \in W} \Phi_{s \lambda}(a) \mathcal{F} f(s \lambda)_{w} d \lambda  \tag{8.19}\\
&=|W| \int_{i a_{q}^{*}} \Phi_{\lambda}(a) \mathcal{F} f(\lambda)_{w} d \lambda
\end{align*}
$$

We would like to use Cauchy's theorem on this integral in order to obtain

$$
\mathcal{J} \mathcal{F} f(a w)=|W| \int_{i \mathfrak{a}_{q}^{*}} \Phi_{\lambda+\mu}(a) \mathcal{F} f(\lambda+\mu)_{w} d \lambda
$$

for $\mu \in \mathfrak{a}_{q}^{*}$ antidominant, but of course this is not permitted since $\mathcal{F} f$ is only meromorphic. Recall however that $p \mathcal{F} f$ is holomorphic on a neighborhood of $\mathfrak{a}_{q}^{*}(0)$. We now need the following.

Lemma 8.7. There exists an element $D \in \mathbf{D}(G / H)$ such that $p$ divides $\gamma_{q}(D)$, and such that $\operatorname{deg} \gamma_{q}(D)=$ order $D \neq 0$.

Proof. Roughly the idea is that $\prod_{s \in W} p(s \lambda)$ is a Weyl invariant polynomial, hence in the image of $\gamma_{q}$. (This is not quite good enough, however, since actually $\gamma_{q}$ is not surjective on $S\left(\mathfrak{a}_{q}\right)^{W}$ in general.)

With $D$ as in this lemma, we now apply (8.19) to $D f$ instead of $f$. By means of (8.11-8.12) we then obtain

$$
D \mathcal{J F} f(a w)=\mathcal{J} \mathcal{F} D f(a w)=|W| \int_{i \mathrm{a}_{q}^{*}} \Phi_{\lambda}(a) \gamma_{q}(D)(\lambda) \mathcal{F} f(\lambda)_{w} d \lambda
$$

and (since $p$ divides $\gamma_{q}(D)$ ) the integrand has become holomorphic on a neighborhood $\mathfrak{a}_{q}^{*}(0)$. The estimates of Propositions 7.5 and 8.4 allow the use of Cauchy's theorem to conclude that

$$
\begin{equation*}
D \mathcal{J F} f(a w)=|W| \int_{i \mathrm{a}_{q}^{*}} \Phi_{\lambda+\mu}(a) \gamma_{q}(D)(\lambda+\mu) \mathcal{F} f(\lambda+\mu)_{w} d \lambda \tag{8.20}
\end{equation*}
$$

for $\mu$ antidominant. The strategy is now to let $\mu$ pass to infinity in this direction. It follows from the estimates that the integral is bounded by a constant times $a^{\mu} e^{r|\mu|}$, where $r$ is given by (8.9). Now if $a \in A_{q}^{+}$and $|\log a|>r$ then we can find an antidominant $\mu_{0}$ such that $\mu_{0}(\log a)<$ $-r\left|\mu_{0}\right|$. Taking $\mu$ proportional to $\mu_{0}$ it follows that the integral tends to zero, so that $D \mathcal{J F} f(a w)=0$. The conclusion we reach is that $D \mathcal{J F} f$ has compact support, and that this support has roughly the same size as the support of $f$.

Refining the argument given above it is actually possible to prove that if $S \subset \mathfrak{a}_{q}$ is a convex, compact, $W$-invariant set, then

$$
\begin{equation*}
\operatorname{supp} f \subset X_{S} \Longrightarrow \operatorname{supp} D \mathcal{J F} f \subset X_{S} \tag{8.21}
\end{equation*}
$$

(Recall that $X_{S}=K \exp S H$.) The next step in the proof of Theorem 8.5 consists of a strong improvement of this statement: we have actually

$$
\begin{equation*}
\operatorname{supp} D \mathcal{J} \mathcal{F} f \subset \operatorname{supp} f \tag{8.22}
\end{equation*}
$$

that is, (8.21) holds for all compact $W_{K \cap H}$-invariant sets $S$. Let me sketch the proof of this under the simplifying assumption that $W_{K \cap H}=W$. Let $\mathfrak{S}$ denote the collection of all closed $W$-invariant sets $S \subset \mathfrak{a}_{q}$ for which (8.21) holds for all $K$-invariant $f \in C_{c}^{\infty}(X)$. We know that the convex closed $W$-invariant sets $S$ belong to $\mathfrak{S}$. Now clearly $\mathfrak{S}$ is stable for taking intersections. Furthermore, if $S$ belongs to $\mathfrak{S}$, then the closure $S^{c}$ of its complement also belongs to $\mathfrak{G}$. To see this, first note that we may assume $D$ is formally selfadjoint (otherwise we replace it by $D^{*} D$ ). Then if $\varphi$ is any $K$-invariant smooth function with support in $X_{S}$ we have by (8.21) that $\operatorname{supp} D \mathcal{J F} \varphi \subset X_{S}$, and hence by Lemma $8.2\langle D \mathcal{J F} f \mid \varphi\rangle=\langle f \mid D \mathcal{J F} \varphi\rangle=0$ for all $K$-invariant $f \in C_{c}^{\infty}(X)$ with support in $X_{S^{c}}$. Hence the latter condition implies that $D \mathcal{J F} f$ vanishes on the interior of $S$, that is, $S^{c}$ belongs to $\mathfrak{S}$, as claimed. Combining this with the property of intersections,
it follows that the closure of a union of sets from $\mathfrak{S}$ again belongs to $\mathfrak{S}$. Now it is easily seen that any closed $W$-invariant set can be obtained by these operations starting with convex closed $W$-invariant sets. This establishes (8.22).

From (8.22) it follows by means of Peetre's theorem ([124, Thm. 1.4]) that the operator $D \mathcal{J F}$ is a differential operator $D^{\prime}$ on $G / H$ (more precisely, on the image of $A_{q}^{+}$in $\left.K \backslash G / H\right)$. It remains to be seen that $D^{\prime}=c D$ for some constant $c \neq 0$. This can be proved roughly as follows: Observe that $D^{\prime}$ commutes with all elements from $\mathbf{D}(G / H)$ (use (8.11-8.12)). This commutation relation may be seen as a system of differential equations on the coefficients of $D^{\prime}$. One can show that this system has a regular singularity at infinity. In particular this implies that $D^{\prime}$ is uniquely determined by its asymptotic behavior. Using the asymptotic expansion in Theorem 7.6 one can analyze how $D^{\prime}$ behaves at infinity: $\mathcal{F}$ and $\mathcal{J}$ become the Euclidean Fourier and inverse Fourier transforms, respectively, and hence they cancel each other (up to a positive constant $c$ ) and we obtain $D^{\prime} \sim c D$. As said, this implies $D^{\prime}=c D$. This finishes my sketch of the proof of Theorem 8.5 .

Example 8.2. For the Riemannian symmetric spaces $G / K$ we have that $\varphi_{\lambda}$ is holomorphic and $\mathbf{c}(\lambda)^{-1}$ has no poles in $-\mathfrak{a}_{0}^{*}(0)$. Hence we can take $p^{\circ}=1$ in Proposition 8.1, and hence also $D=1$ in Lemma 8.7 and in Theorem 8.5. It follows that $L_{\mathrm{mc}}^{2}(G / K)=L^{2}(G / K)$, as stated in (d) of Example 7.3.

Example 8.3. The real hyperboloids, $q>1$. We have seen in Example 8.1 that the poles of $E^{\circ}(\lambda)$ with positive real part are located at $\lambda=\lambda_{j}=$ $\rho-q-2 j$ where $j=0,1, \ldots$, say for $j \leq k$, and these poles are simple. Hence $\mathcal{F} f(\lambda)$ has poles at the negative of these locations (depending on $f$ only some of them may occur). Instead of introducing the operator $D$ in order to cancel these poles in (8.19) we can in this case perform the shift leading to (8.20), keeping track of the residues. Instead of (8.20) we obtain

$$
\begin{align*}
\mathcal{J F} f(a w)=|W| & \int_{i \mathrm{a}_{q}^{*}} \Phi_{\lambda+\mu}(a) \mathcal{F} f(\lambda+\mu)_{w} d \lambda  \tag{8.23}\\
& +2 \pi i|W| \sum_{j=0}^{k} \Phi_{-\lambda_{j}}(a) \operatorname{Res}_{\lambda=-\lambda_{j}} \mathcal{F} f(\lambda) .
\end{align*}
$$

By $[104$, p. $64,(22)]$ the expression (8.5) for $\Phi_{\lambda}$ can be rewritten as

$$
\begin{equation*}
\Phi_{\lambda}(t)=(2 \cosh t)^{\lambda-\rho} F\left(\frac{1}{2}(\rho-\lambda), \frac{1}{2}(q-\rho-\lambda) ; 1-\lambda ; \cosh ^{-2} t\right) \tag{8.24}
\end{equation*}
$$

and this hypergeometric function becomes a polynomial in $\cosh ^{-2} t$ exactly when $\lambda=-\lambda_{j}=q-\rho+2 j$ (the Taylor series for $F(a, b ; c, z)$ at $z=0$ (the Gauss summation formula) terminates when $a$ or $b$ is a negative integer). In particular, it is regular at $\cosh ^{-2} t=1$, and it follows that (8.24) for $\lambda=$ $-\lambda_{j}$ extends to a $K$-invariant smooth function on $X$, which is of Schwartz type (because of the factor $\left.(2 \cosh t)^{-\lambda_{j}-\rho}\right)$. Moreover, since $E^{\circ}(\lambda)$ has a simple pole at $\lambda_{j}$, its residue is also a smooth $K$-invariant eigenfunction, and hence it must be proportional to $\Phi_{-\lambda_{j}}$.

It follows from these remarks that the summation term in (8.23) is the restriction of a global Schwartz function on $X$. Let

$$
\mathcal{D} f=-2 \pi i \sum_{j=0}^{k} \operatorname{Res}_{\lambda=-\lambda_{j}} \mathcal{F} f(\lambda) \Phi_{-\lambda_{j}}
$$

It is now easily seen that the operator $\mathcal{D}$ commutes with the Laplace operator, and also that it is symmetric (use the above-mentioned proportionality). Following the argumentation in the general proof above we then obtain that

$$
(\mathcal{J F}+\mathcal{D}) f=c f
$$

the Plancherel formula for $X$; it shows how $f$ is decomposed into its $L_{\mathrm{mc}}^{2}$ part $\mathcal{J} \mathcal{F} f$ and its discrete series part $\mathcal{D} f$. Note that if we insert $D f$ instead of $f$ in this equation we obtain (8.14), because $\operatorname{Res}_{\lambda=-\lambda_{j}} \mathcal{F} D f(\lambda)=$ $\gamma_{q}(D)\left(-\lambda_{j}\right) \operatorname{Res}_{\lambda=-\lambda_{j}} \mathcal{F} f(\lambda)=0$, so that $\mathcal{D} D f=0$.

## Notes

Lecture 1. A readable introduction to the theory of semisimple symmetric spaces, with some more details on the geometric viewpoints, is given in the first chapter of [108]. Thorough treatments are given in the books [123], [124], [131, Chap. 9], [139], [177]. The example of the real hyperboloids (Example 1.6) has been treated thoroughly by several authors. See for example [170], [105], [178] (some further references can be found in the list of rank one symmetric spaces below). The account in [170] is particularly recommendable as a companion to these notes. In addition to these examples, other examples of harmonic analysis on particular semisimple symmetric spaces can be found, for example in [185] and [95] (see also the list below). Very much of the analysis done in the first of these lectures has been done in [167] for a class of semisimple symmetric spaces called $K_{\epsilon}$-type.

Research on the program of harmonic analysis on general semisimple symmetric spaces was basically begun in the late 1970's and developed rapidly in the 1980 's. An overview is given in [84]. Up to now, the part of the decomposition which is best understood is the discrete series. Below are given some hints and some references. These notes deal with the "opposite" part, the most continuous part. The basic references are the forthcoming papers [90,91], on which the final lectures ( 7 and 8 ) will be built. Finally, there are also series of representations that lie "between" the most continuous series and the discrete series. These series have only been studied quite recently, see [97], [101] and [98].

By definition, a discrete series representation of a locally compact group $G$ with respect to a homogeneous space $G / H$ is an irreducible representation $\pi$ of $G$, which can be embedded as a subrepresentation of $L^{2}(G / H)$ (it is assumed that $G / H$ has an invariant measure). Let $G / H$ be a semisimple symmetric space. It is known from the pioneering work of Flensted-Jensen [107] that the discrete series is nonempty if the rank of $G / H$ equals that of $K /(K \cap H)$ (here $K$ is a $\sigma$-invariant maximal compact subgroup of $G$, see Prop. 2.1 for its existence). In the cited paper a construction of "most" of the discrete series is given. The basic tool in the construction is the duality (see the proof of Thm. 4.3). The construction was extended by Oshima and

Matsuki [166], who showed that the mentioned rank condition is also necessary for the existence of the discrete series (a significant simplification of their proof is given in [141]). The construction of Flensted-Jensen, Oshima, and Matsuki (see also [85], [86]) gives a series of subrepresentations $\pi_{\lambda}$ of $L^{2}(G / H)$, whose span equals the span of the discrete series. For a few of the $\pi_{\lambda}$ it remained an open problem whether they are irreducible (a priori they might decompose as finite sums of irreducibles) and nonzero. The irreducibility was settled by Vogan in [188], and Matsuki gave in [141] some necessary conditions for the nonvanishing, and announced them also to be sufficient. The final problem is whether there are equivalences among the $\pi_{\lambda}$. The answer is believed to be no, and this has been confirmed by Bien [93] in all cases except for a handful of "exceptional" symmetric spaces. Differently put, this means that no irreducible representations occur more than once in $\ell$ (the discrete series have multiplicity one).

In the group case the discrete series was known beforehand from HarishChandra [117]. For a noncompact (that is, $G$ has no compact factors) Riemannian symmetric space there is no discrete series (also by HarishChandra).

As mentioned in the lecture, the basic method for finding the Plancherel decomposition in symmetric space of rank one is to use polar coordinates in which the Laplacian $L$ becomes an ordinary singular differential operator of the type treated by Weyl, Kodaira, and Titchmarsh. For a Riemannian symmetric space $G / K$ of rank one, the obvious way of obtaining polar coordinates comes from the Cartan decomposition $G=K \exp \mathfrak{a} K$, with the angular parameter being furnished by $K$ and the radial parameter by $\mathfrak{a}$. Thus the system of coordinates is obtained from the fact that the regular orbits of $K$ on $G / K$ constitute a one-dimensional family. The generalization to non-Riemannian spaces $G / H$ of rank one offers two possibilities: one can use the orbits of $K$ or the orbits of $H$ on $X$ to obtain polar coordinates. In both cases the regular orbits constitute one-dimensional families. These two ways of introducing coordinates on $X$ give rise to two essentially different ways of obtaining the spectral resolution of $L$ on $L^{2}(X)$.

The first method has only been applied successfully to the hyperbolic spaces (Example 1.6; the first four blocks of the list below). It was introduced by Limić et al. in [138]. The second method works for all rank one spaces, but it has the drawback of being more complicated. A method of this kind was first used by Molchanov in the announcement [144] (with
detailed proofs given in [147]). It is based on a study of spherical distributions on $X$ (i.e., generalized functions on $X$, which are $H$-invariant and are eigenfunctions for $L$ ), and the final result is a decomposition of the Dirac measure concentrated at the origin in terms of positive definite spherical distributions (that is, an explicit version of (5.10)). Faraut [105] gives a careful exposition of both methods, applied to the classical hyperbolic spaces.

Below is a list of all the non-Riemannian semisimple symmetric spaces of rank one (up to covering), with some references to papers treating the Plancherel formula. (The list of references is not complete, and some of the papers contain full proofs of the theorems, whereas others are announcements only.)


For all these spaces, the decomposition of $L^{2}(X)$ contains a discrete part and a continuous part (the discrete series and the principal series). In particular, one finds that the multiplicities are one, except when $X$ is (or covers) the real hyperbolic space $\mathrm{SO}_{e}(p, 1) / \mathrm{SO}_{e}(p-1,1)$ (cf. [184]), where the representations of the principal series have multiplicity 2.

Lecture 2. One of the first systematic studies of semisimple symmetric spaces is the paper [92] by Berger, which gives a classification of these spaces. Proposition 2.1 is in that paper. A proof is easily derived from [123, Thm. III.7.1] (see [177, Prop. 7.1.1]). The Cartan decomposition of Proposition 2.2 is from Mostow [153], and Theorems 2.4 and 2.5 are from

Flensted-Jensen [106, 107]. The proof of Theorem 2.5 consists of a root space computation of the Jacobian $J$ (see [177, Thm. 8.1.1]). Theorem 2.6 is from Rossmann [171], the proof (for the involution $\sigma \theta$ ) is also given in [177, Prop. 7.2.1] (see also [168]).

Lecture 3. For details on parabolic subgroups in general, see for example [130, Sect. 5.5], [187, Sect. II,6], or [189, Sect. 1.2]. The $\sigma$-minimal parabolic subgroups are introduced in Rossmann [171], where Theorem 3.3 is given as Cor. 17. The proof can be found in this paper, and also in Matsuki [140], where also the nonopen $P \times H$ cosets are determined (for further material on these coset decompositions see also [142]). For the proof Lemma 3.1 , and for more details about these parabolic subgroups, see [80, Sect. 2]. Theorem 3.4 is from van den Ban [77], where the full proof can be found. It was first found by Kostant [133] in the Riemannian case (cf. Example 3.5) (see also [124, Thm. IV,10.5]). Lemmas 3.6 and 3.7 are from Harish-Chandra [116, Lemmas 39, 43]; the proofs are based only on finite dimensional representation theory (for Lemma 3.7 see also [124, Cor. IV,6.6]). The proof of the properness of a based on Lemma 3.6 is taken from [167, Lemma 3.7]

Lecture 4. For generalities on invariant differential operators, see [124, Chap. II] where Proposition 4.1 is given as Theorem 4.6. The result is independent of our assumption that $H$ is connected, and then $U(\mathfrak{g})^{H}$ can also be replaced by $U(\mathfrak{g})^{H_{e}}$ (see [164, Lemma 2.1] or [81, Lemma 2.1]) so that in fact $\mathbf{D}(G / H)=\mathbf{D}\left(G / H_{e}\right)$. Theorem 4.2 is due to Harish-Chandra [116], for the proof see [124, Thm. II,5.17]. An alternative proof of the $W_{0^{-}}$ invariance (without the use of spherical functions) has been given in [137]. Theorem 4.3 and its proof are due to Helgason ([124, Thm. II,5.7]), but the "duality" used in the proof goes further back to Berger [92]. The use of this duality has been exploited by Flensted-Jensen (see [108] and references mentioned there). For example, the isomorphism between $\mathbf{D}(G / H)$ and $\mathbf{D}\left(G^{d} / K^{d}\right)$ appears as an algebraic isomorphism, but it can actually be given an analytic sense essentially by looking at $G / H$ and $G^{d} / K^{d}$ as submanifolds of the same complex symmetric space $G_{c} / H_{c}$. For the proof of Lemma 4.4, see [119] (see also [125]). Proposition 4.5 is from van den Ban [78]; the part of the proof given here is an elaboration of [170, Lemma 9]. Lemma 4.6 and Theorem 4.7 are from [89], where the full proof of the latter can be found. In the Riemannian case it goes back to Helgason [121].

Lecture 5. For more details on general principal series representations and the standard intertwining operators, see [130, Chap. 7], and for more details on the specialization to the $\sigma$-minimal case, see [ 80 , Sects. $3-4]$. The abstract integral decomposition theory can be found in [103] (see also [169] for (5.5)). For details on the application to $G / H$, see van den Ban [78] (where the full proof of Proposition 5.2 can be found) and [105, Sect. 1], [185]. The theory of spherical functions on $G / K$ (Example 5.1) can be found in [124, Chap. IV]. Lemma 5.3 is due to 'Olafsson [157] (for further discussions see also [88]). The irreducibility in Theorem 5.4 is due to Bruhat (see [96, p. 203, Thm. 4], and also [80, Prop. 3.7]). The idea of Bruhat's proof is sketched in [130, Sect. 7.3], and more thoroughly in [112]. See also [157, Thm. 3.7]. Proposition 5.5 and Theorem 5.6 are from [80, Sect. 4]; the proof of Theorem 5.6 is based on [130, Thm. 8.38], but matters simplify because $\xi$ is finite dimensional. The proof of Theorem 5.4 for the real hyperboloids (Example 5.5) can be found, for example, in [182] (see also [146]).

Lecture 6. The basic reference for this lecture is [80] (see also [157]). Proposition 6.1 and Theorem 6.2 are given in both these papers. The existence of the meromorphic extension of $f_{\lambda}$ was originally announced in [162]. See also [167, Prop. 3.8] for a special case. Theorems 6.3 and 6.4 are [80, Thms. 5.1 and 5.10]. In the proof of Theorem 6.4 a finite dimensional representation $\pi_{\mu}$ is used. The existence of this representation with the properties mentioned in the proof follows from a general theorem on finite dimensional representations of $G$ with both a nontrivial $K$-fixed vector and a nontrivial $H$-fixed vector (a $K \times H$-spherical representation). For $H=K$ these have been classified by Helgason, see [124, Thm. V,4.1]. For the generalization to arbitrary $H$, see [157] or [81] (the generalization is due to Hoogenboom). Theorem 6.5 is announced in [88, Thm. 2] under a certain Condition ( F ), which at the time of the announcement was needed for the proof of [80, Thm. 6.3] (the proof given in [80] has an error, which is easily repaired under the assumption of Condition (F) - see [88]). Since then van den Ban [82] has found a proof of this theorem independent of Condition (F). The proof of Theorem 6.5 will appear in [90].

Lecture 7. The definition of the Fourier transform is given in [90]. Theorems 7.1-7.3 are announced in [88] (see also [84]), their proofs (sketched in Lecture 8) will appear in [91]. Note that as a consequence of Theorem 7.3
and the known results for the discrete series (see the notes to Lecture 1), the full decomposition of $L^{2}(G / H)$ is known for symmetric spaces $G / H$ of split rank one. This class of spaces is considerably wider than that of symmetric spaces of rank one (a table is given in [168, p. 462]). In the Riemannian case (Ex. 7.3) the full Plancherel decomposition is obtained from Theorem 7.1. In this case, the result is well known and due to Harish-Chandra and Helgason (see [120], [121], [126]). A substantial simplification of the original proof was found by Rosenberg; this is the line of proof followed in [124, Thm. 7.5]. At the same time, a proof of Helgason's Paley-Wiener theorem for $G / K$ (that is, the description of the image $\mathcal{F}\left(C_{c}^{\infty}(G / K)\right)$ ) is obtained (see [124, Thm. 7.1]). The proof of Theorem 7.1 of these notes is built similarly; in particular, a Paley-Wiener theorem is also obtained for spaces $G / H$ of split rank one. However, major complications arise from the fact that the spherical distribution in general is not holomorphic in the parameter $\lambda$, and from fact that $\operatorname{dim} V(\xi)$ can be larger than one in general (so that the Plancherel decomposition will have multiplicities larger than one). The Eisenstein integrals (unnormalized as well as normalized) are defined and studied in [81] (see also [90]); Propositions 7.4 and 7.7 are from [81]. In the group case the Eisenstein integrals were introduced by Harish-Chandra [117, I]. The asymptotic expansions in Proposition 7.5 and Theorem 7.6 will be proved in [91]. For $G / K$ and $' G$, they were obtained by HarishChandra (see [124, Thm. 5.5] for the former case, and [189] for the latter). The relation (7.12), which is quite crucial, is established in [81, Thm. 16.3]. It was obtained by Harish-Chandra in the group case (the "Maass-Selberg relations" [117, III p. 153]), and in the Riemannian case by Helgason [121, Thm. 6.6]. For the general theory of radial parts of differential operators, see [124, Thm. II,3.6], and for the application to the Laplace operator in the $K A_{q} H$ decomposition, see [106, Eq. (4.12)], where (7.13) is proved for arbitrary semisimple symmetric spaces.

Lecture 8. Most of the material of this section will be published in [90] and [91]. The only exception is Proposition 8.1 which follows directly from [81, Prop. 10.3 and Cor. 16.2]. Example 8.1 shows that the $K$-invariant Eisenstein integrals on the real hyperboloids are hypergeometric functions; see [118] for the generalization to arbitrary semisimple symmetric spaces.
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## 1. Introduction

At the Roskilde conference in honor of the 65th birthday of S. Helgason the last lecture was given by E.P. van den Ban, who spoke about his joint work with $H$. Schlichtkrull on the spectral decomposition (of the most continuous part) of $L^{2}(G / H)$ with $G$ a reductive Lie group of Harish-Chandra class and $H$ an open subgroup of the fixed points of some involution $\sigma$ of $G$ [190-192, 209]. In order to limit technicalities only the decomposition of the $K$-spherical part $L^{2}(G / H)^{K}=L^{2}(K \backslash G / H)$ was discussed. Here $K$ is the maximal compact subgroup of $G$ fixed by a Cartan involution $\theta$ of $G$ commuting with $\sigma$. After the lecture J. Faraut brought up the question whether the spectral decomposition of $L^{2}(K \backslash G / H)$ could be described in terms of hypergeometric functions associated with a root system as developed by E.M. Opdam and the author (see [199] for a survey). In this paper we show that the answer to this question is yes.

In Section 2 we discuss the generalized Cartan decomposition in case $G$ is replaced by a compact real form $U$. These results were obtained by B . Hoogenboom in his thesis [201]. It follows from these results that there exists a root system $R$ and a multiplicity function $k$ such that the radial part of the Laplace-Bertrami operator on $G / H$ (acting on $K$-invariant functions) is exactly the same as the operator $L(k)$ associated with $R$ and $k$. Since the algebra $D(G / H)$ of invariant differential operators on $G / H$ is commutative it follows that the radial parts of an eigensystem of $D(G / H)$, plus invariance by $K$, gives rise to a commutative eigensystem for an algebra differential operators containing $L(k)$. Hence this system is a subsystem of the hypergeometric system (by the very definition of the latter). Since both systems are commutative and have finite dimensional solution spaces the conclusion is that $K$-invariant eigenfunctions for $D(G / H)$ are finite linear combinations of hypergeometric functions. In particular this applies to the $K$-invariant Eisenstein integrals.

In Section 3 we discuss the natural context of the spectral problem for the hypergeometric function associated with a root system. Partly this is a review of know results, and leads to a description of the spectral problem on noncompact vector groups. We give a little extra evidence that the spectral theory in the noncompact case works for all nonnegative values of the multiplicity parameter $k \in K$ rather than just some (integral or halfintegral) group values of $k$ (coming from harmonic analysis on $K \backslash G / H$ )
by checking that the Maass-Selberg relations just go through. In the group case of $G / H$ (not only for the trivial but for all $K$-types) the Maass-Selberg relations were obtained by E.P. van den Ban by a rank one reduction and certain manipulations with an integral formula [191, 209]. We also use rank one reduction, but instead of using an integral formula we use the Kummer relations for the Gaussian hypergeometric function. In Section 5 we end this paper with the discussion of some open problems.

We hope that the content of this paper will stimulate a further search for integral representations for the hypergeometric function associated with a root system, because these seem to be the main obstacle for dealing with the spectral problem [193, 195, 199, 210].

Finally I would like to thank E.P. van den Ban and H. Schlichtkrull for enlightening discussions about their work.

## 2. The generalized Cartan decomposition (after B. Hoogenboom)

Suppose $U$ is a compact, connected and simply connected Lie group. Let $\theta, \sigma: U \rightarrow U$ be a pair of commuting involutions of $U$, and denote $K=U^{\theta}$, $H=U^{\sigma}$ the respective groups of fixed points. It is known that both $K$ and $H$ are connected (see [200], Chap. VII, Theorem 8.2). On the Lie algebra level we have the corresponding decompositions

$$
\begin{equation*}
\mathfrak{u}=\mathfrak{k} \oplus i \mathfrak{p}=\mathfrak{h} \oplus i \mathfrak{q}=(\mathfrak{k} \cap \mathfrak{h}) \oplus(\mathfrak{k} \cap i \mathfrak{q}) \oplus(i \mathfrak{p} \cap \mathfrak{h}) \oplus i(\mathfrak{p} \cap \mathfrak{q}) \tag{2.1}
\end{equation*}
$$

Choose a maximal abelian subspace $\mathfrak{a}_{p q} \subset \mathfrak{p} \cap \mathfrak{q}$, and put $\mathfrak{t}_{p q}=i \mathfrak{a}_{p q}$. Then $T_{p q}:=\exp \left(\mathrm{t}_{p q}\right)$ is a torus in $U$ maximal with respect to the conditions $\theta(t)=t^{-1}, \sigma(t)=t^{-1}$ for all $t \in T_{p q}$. We also have the restricted root system

$$
\begin{equation*}
\Sigma_{p q}:=\Sigma\left(\mathfrak{g}=\mathfrak{u}_{c}, \mathfrak{a}_{p q}\right) \subset \mathfrak{a}_{p q}^{*} \tag{2.2}
\end{equation*}
$$

with corresponding Weyl group

$$
\begin{equation*}
W_{p q}:=W\left(\Sigma_{p q}\right) \cong N_{K}\left(\mathfrak{t}_{p q}\right) / Z_{K}\left(\mathrm{t}_{p q}\right) \cong N_{H}\left(\mathrm{t}_{p q}\right) / Z_{H}\left(\mathrm{t}_{p q}\right) \tag{2.3}
\end{equation*}
$$

Note that the group $W_{p q}$ acts on $T_{p q}$ in a natural way: $w(t)=n t n^{-1}$ if $w=n Z_{K}\left(t_{p q}\right) \in W_{p q}, n \in N_{K}\left(t_{p q}\right), t \in T_{p q}$. Since $w\left(t_{1}\right) w\left(t_{2}\right)=w\left(t_{1} t_{2}\right)$ we
can consider the semidirect product group $T_{p q} \rtimes W_{p q}$ with multiplication defined by $\left(t_{1}, w_{1}\right)\left(t_{2}, w_{2}\right)=\left(t_{1} w_{1}\left(t_{2}\right), w_{1} w_{2}\right)$. Note that $T_{p q} \rtimes W_{p q}$ acts on $T_{p q}$ by $\left(t_{1}, w\right) \cdot t_{2}=t_{1} w\left(t_{2}\right)$.

Definition 2.1. We put

$$
\begin{align*}
N=\left\{(t=k h, w) \in\left(T_{p q} \cap N_{K}\left(\mathfrak{t}_{p q}\right) N_{H}\left(\mathfrak{t}_{p q}\right)\right) \times W_{p q}\right.  \tag{2.4}\\
\left.w=k Z_{K}\left(\mathfrak{t}_{p q}\right)=h^{-1} Z_{H}\left(\mathfrak{t}_{p q}\right)\right\}
\end{align*}
$$

viewed as a subset of the group $T_{p q} \rtimes W_{p q}$.
Lemma 2.2. $N$ is a subgroup of $T_{p q} \rtimes W_{p q}$.
Proof. Suppose $\left(t_{1}=k_{1} h_{1}, w_{1}\right),\left(t_{2}=k_{2} h_{2}, w_{2}\right) \in N$. Then we have

$$
\begin{aligned}
\left(t_{1}, w_{1}\right)\left(t_{2}, w_{2}\right) & =\left(k_{1} h_{1} w_{1}\left(k_{2} h_{2}\right), w_{1} w_{2}\right)=\left(k_{1} h_{1} h_{1}^{-1} k_{2} h_{2} h_{1}, w_{1} w_{2}\right) \\
& =\left(k_{1} k_{2} h_{2} h_{1}, w_{1} w_{2}\right) \in N
\end{aligned}
$$

and hence also $(t=k h, w)^{-1}=\left(k^{-1} h^{-1}, w^{-1}\right) \in N$.
As a subgroup of $T_{p q} \rtimes W_{p q}$ the group $N$ also acts on $T_{p q}$. Written out explicitly this becomes $(k h, w) \cdot t=k t h$.

Lemma 2.3. If $k \in K, h \in H$, and $t_{1}, t_{2} \in T_{p q}$ with $k t_{1} h=t_{2}$ then $t_{2}^{4}=k t_{1}^{4} k^{-1}=h^{-1} t_{1}^{4} h$.

Proof. Suppose $k t_{1} h=t_{2}$ for $k \in K, h \in H, t_{1}, t_{2} \in T_{p q}$. Then by applying $\theta$ we get $k t_{1}^{-1} \theta(h)=t_{2}^{-1}$ or equivalently $\theta(h)=t_{1} k^{-1} t_{2}^{-1}$, and by applying $\sigma$ we get $\sigma(k) t_{1}^{-1} h=t_{2}^{-1}$ or equivalently $\sigma(k)=t_{2}^{-1} h^{-1} t_{1}$. Applying $\theta \sigma=\sigma \theta$ yields $\sigma(k) t_{1} \theta(h)=t_{2}$, and hence $t_{2}^{-1} h^{-1} t_{1} \cdot t_{1} \cdot t_{1} k^{-1} t_{2}^{-1}=t_{2}$ or equivalently $t_{2}^{3}=h^{-1} t_{1}^{3} k^{-1}$. In turn we get $t_{2}^{4}=t_{2} \cdot t_{2}^{3}=k t_{1}^{4} k^{-1}=t_{2}^{3} \cdot t_{2}=h^{-1} t_{1}^{4} h$.

Corollary 2.4. If we denote

$$
\begin{equation*}
L:=T_{p q} \cap Z_{K}\left(\mathfrak{t}_{p q}\right) Z_{H}\left(\mathfrak{t}_{p q}\right)=N \cap\left(T_{p q} \times\{1\}\right) \tag{2.5}
\end{equation*}
$$

then we have $T_{p q}[2] \subset L \subset T_{p q}[4]$, when for $m \in \mathbb{N}$ we write $T_{p q}[m]=\{t \in$ $\left.T_{p q} ; t^{m}=1\right\}$ for the points of order (divisor of) $m$.

Proof. Indeed $T_{p q}[2]=\left\{t \in T_{p q} ; t=t^{-1}\right\}=\left\{t \in T_{p q} ; t=\theta(t)\right\}=T_{p q} \cap K \subset$ $Z_{K}\left(\mathbf{t}_{p q}\right)$, and similarly for $H$. Hence $T_{p q}[2] \subset L$ is clear. Now suppose $t=k h \in T_{p q}$ for some $k \in K, h \in H$. Applying the previous lemma with $t_{1}=1, t_{2}=t$ yields $t^{4}=1$. Hence $L \subset T_{p q}[4]$.

In particular $L$ (and hence $N$ ) is finite.

Lemma 2.5. We have a short exact sequence of groups

$$
\begin{equation*}
1 \longrightarrow L \longrightarrow N \longrightarrow W_{p q} \longrightarrow 1 \tag{2.6}
\end{equation*}
$$

where $N \rightarrow W_{p q}$ is projection on the second factor.
Proof (Sketch). The only nontrivial point of this statement is that the map $N \rightarrow W_{p q}$ is onto. Since $W_{p q}$ is generated by reflections it suffices to prove that each reflection lies in the image, and this reduces to an $s u(2)$ computation (for more details see [201], Chap. 5 and Lemma 8.3).

Theorem 2.6. (Generalized Cartan decomposition). We have the decomposition $U=K T_{p q} H$. Moreover for $t_{1}, t_{2} \in T_{p q}$ there exist $k_{1}, k_{2} \in$ $K, h_{1}, h_{2} \in H$ with $k_{1} t_{1} h_{1}=k_{2} t_{2} h_{2}$ if and only if $n \cdot t_{1}=t_{2}$ for some $n \in N$.

Proof (Sketch). The proof of the decomposition $U=K T_{p q} H$ is similar to the corresponding decomposition $G=K A_{p q} H$ in the noncompact case. Moreover the component in $A_{p q}$ is now unique modulo the action by the reflection subgroup $N_{K \cap H}\left(\mathfrak{a}_{p q}\right) / Z_{K \cap H}\left(\mathfrak{a}_{p q}\right)$ of $W_{p q}=N_{K}\left(\mathfrak{a}_{p q}\right) / Z_{K}\left(\mathfrak{a}_{p q}\right)$ (see, e.g., [209], Theorem 2.4). For the proof of the second statement we restrict ourselves to the case that $t_{1} \in T_{p q}$ is generic. Then $k t_{1} h=t_{2}$ with $k=k_{2}^{-1} k_{1}, h=h_{1} h_{2}^{-1}$, and we conclude by Lemma 2.3 that $k \in N_{K}\left(\mathfrak{t}_{p q}\right)$, $h \in N_{H}\left(\mathfrak{t}_{p q}\right)$ and $t=k h \in T_{p q}$. By the very definition of $N$ this amounts to $n \cdot t_{1}=t_{2}$ for some $n \in N$.

Theorem 2.7. For suitably normalized Haar measures we have

$$
\begin{equation*}
d u=J(t) d t d k d h \tag{2.7}
\end{equation*}
$$

where $u=k$ th is the generalized Cartan decomposition, and the weight function $J$ on $T_{p q}$ is given by

$$
\begin{equation*}
J(t)=\prod_{\alpha \in \Sigma_{p q}^{+}}\left|t^{\alpha}-t^{-\alpha}\right|^{m_{\alpha}^{+}} \cdot\left|t^{\alpha}+t^{-\alpha}\right|^{m_{\alpha}^{-}} \tag{2.8}
\end{equation*}
$$

Here $m_{\alpha}^{+}=\operatorname{dim} \mathfrak{g}_{\alpha}^{+}, m_{\alpha}^{-}=\operatorname{dim} \mathfrak{g}_{\alpha}^{-}, m_{\alpha}=\operatorname{dim} \mathfrak{g}_{\alpha}=m_{\alpha}^{+}+m_{\alpha}^{-}$are the multiplicities of the root spaces

$$
\begin{aligned}
& \mathfrak{g}_{\alpha}=\left\{X \in \mathfrak{g}=\mathfrak{u}_{c} ;[H, X]=\alpha(H) X \quad \forall H \in \mathfrak{a}_{p q}\right\} \\
& \mathfrak{g}_{\alpha}^{+}=\left\{X \in \mathfrak{g}_{\alpha} ; \sigma \theta X=X\right\}, \quad \mathfrak{g}_{\alpha}^{-}=\left\{X \in \mathfrak{g}_{\alpha} ; \sigma \theta X=-X\right\}
\end{aligned}
$$

Proof. This is a calculation of the Jacobian $J$ entirely similar to the formula in the corresponding noncompact case (see [201], Chap. 9 and [209], Theorem 2.5).

Now the Jacobian $J$ on $T_{p q}$ is invariant under the action of the group $N$, i.e.,

$$
\begin{equation*}
J(n \cdot t)=J(t) \quad \forall n \in N, \forall t \in T_{p q} . \tag{2.9}
\end{equation*}
$$

Note that $(t=k h, w) \cdot 1=1$ if and only if $t=1$, or equivalently that $\operatorname{Stab}_{N}\left(1 \in T_{p q}\right)=N_{K \cap H}\left(\mathfrak{t}_{p q}\right) / Z_{K \cap H}\left(\mathfrak{t}_{p q}\right)$. Under the natural epimorphism $N \rightarrow W_{p q}$ this group maps bijectively onto the subgroup of $W_{p q}$ generated by the reflections $r_{\alpha} \in W_{p q}$ for which $m_{\alpha}^{+} \geq 1$. The invariance (2.9) near $t=1$ amounts to $m_{w \alpha}^{+}=m_{\alpha}^{+}, m_{w \alpha}^{-}=m_{\alpha}^{-} \forall w \in N_{K \cap H}\left(\mathfrak{t}_{p q}\right) / Z_{K \cap H}\left(\mathbf{t}_{p q}\right)$, $\forall \alpha \in \Sigma_{p q}$.

Now put in the notation of Corollary 2.4

$$
\begin{equation*}
T=L \backslash T_{p q}, W=N / L \tag{2.10}
\end{equation*}
$$

and let $W$ act on $T$ in the obvious way: $n L(L t)=L(n \cdot t) \forall n \in N, \forall t \in$ $T_{p q}$. One should keep in mind that the identity element $1 \in T$ is not necessarily fixed by all $w \in W$. However from the existence of special points (a consequence of the fact that $W$ is generated by $n=r k\left(\Sigma_{p q}\right)$ reflections, cf. [194] Chap. 5, §3, Prop. 10) we conclude the existence of a point $t_{0} \in T$ with $w\left(t_{0}\right)=t_{0} \forall w \in W$. In fact choosing $t_{0} \in T$ appropriately we can arrange that

$$
\begin{equation*}
J\left(t t_{0}\right)=\prod_{\alpha \in \Sigma_{p q}^{+}}\left|t^{\alpha}-t^{-\alpha}\right|^{n_{\alpha}^{+}} \cdot\left|t^{\alpha}+t^{-\alpha}\right|^{n_{\alpha}^{-}} \tag{2.11}
\end{equation*}
$$

for suitable integers $n_{\alpha}^{+}, n_{\alpha}^{-}$with $\left\{n_{\alpha}^{+}, n_{\alpha}^{-}\right\}=\left\{m_{\alpha}^{+}, m_{\alpha}^{-}\right\} \forall \alpha \in \Sigma_{p q}$. Moreover $n_{\alpha}^{+} \geq n_{\alpha}^{-} \forall \alpha \in \Sigma_{p q}^{0}=\left\{\alpha \in \Sigma_{p q} ; \frac{1}{2} \alpha \notin \Sigma_{p q}\right\}$, and $n_{w \alpha}^{+}=n_{\alpha}^{+}, n_{w \alpha}^{-}=$ $n_{\alpha}^{-} \forall w \in W, \forall \alpha \in \Sigma_{p q}$. By abuse of notation we have not distinguished between $t \in T$ and its representative $t \in T_{p q}$. Note that $t_{0}^{4 \alpha}=1 \forall \alpha \in \Sigma_{p q}$.

Now there exists a new (possibly nonreduced) root system $\Sigma$ with $\Sigma \subset$ $\Sigma_{p q} \cup 2 \Sigma_{p q}$ such that (2.11) can be rewritten in the form

$$
\begin{equation*}
J\left(t t_{0}\right)=\prod_{\alpha \in \Sigma^{+}}\left|t^{\alpha}-t^{-\alpha}\right|^{n_{\alpha}} \tag{2.12}
\end{equation*}
$$

by just using $\left(t^{\alpha}-t^{-\alpha}\right)\left(t^{\alpha}+t^{-\alpha}\right)=\left(t^{2 \alpha}-t^{-2 \alpha}\right)$. By $W$-invariance we have $n_{w \alpha}=n_{\alpha} \forall w \in W, \forall \alpha \in \Sigma$.

Finally in order to match with the notation used in the theory of hypergeometric functions associated with a root system we put $R=2 \Sigma$ and $k_{2 \alpha}=\frac{1}{2} n_{\alpha}$ for $\alpha \in \Sigma$. Then (2.12) becomes

$$
\begin{equation*}
J\left(t t_{0}\right)=\prod_{\alpha \in R}\left|t^{\frac{1}{2} \alpha}-t^{-\frac{1}{2} \alpha}\right|^{k_{\alpha}} \tag{2.13}
\end{equation*}
$$

and the point $t_{0} \in T$ satisfies $t_{0}^{2 \alpha}=1 \quad \forall \alpha \in R$. Let $V$ be an irreducible unitary representation of $U$ having a nonzero $K$-fixed vector $v_{K}$ and a nonzero $H$-fixed vector $v_{H}$. The matrix coefficient $U \ni u \mapsto\left(v_{k}, u v_{H}\right)$ is called a $(K, H)$-intertwining function. By restriction such a function gives a $W$-invariant Fourier polynomial on $T$. If $V$ runs over the set of equivalence classes of irreducible $(K, H)$-spherical representations of $U$ we obtain in this way an orthogonal basis of $L^{2}(K \backslash U / H, d u) \simeq L^{2}\left(T, J\left(t t_{0}\right) d t\right)^{W}$.

By a further analysis one can show that the restriction of the $(K, H)$ intertwining functions are obtained from the basis of monomial symmetric functions on $T$ by a triangular operation.

Conclusion 2.8. The restriction of the ( $K, H$ )-intertwining functions on $U$ to a split torus are Jacobi polynomials associated with the root system $R$ and with multiplicity parameter $k=\left(k_{\alpha}\right)_{\alpha \in R}$.

## 3. The spectral problems for hypergeometric functions associated with a root system

We start by fixing some notation, cf. [199]. Let $\mathfrak{a}$ be a Euclidean space with inner product $(\cdot, \cdot)$. Let $R \subset \mathfrak{a}^{*}=\operatorname{Hom}(\mathfrak{a}, \mathbb{R})$ be a possibly nonreduced root system, and $R^{\vee}=\left\{\alpha^{\vee}=\frac{2 \alpha}{(\alpha, \alpha)} ; \alpha \in R\right\} \subset \mathfrak{a}$ the dual root system (using the linear isomorphism $\mathfrak{a} \cong \mathfrak{a}^{*}$ coming from the inner product). The weight lattice

$$
P=\left\{\lambda \in \mathfrak{a}^{*} ;\left(\lambda, \alpha^{\vee}\right) \in \mathbb{Z} \quad \forall \alpha \in R\right\}
$$

of $R$ can be viewed as the character lattice of the complex torus $H=$ $\mathfrak{h} / 2 \pi i Q^{\vee}$. Here $\mathfrak{h}:=\mathbb{C} \otimes_{\mathbb{R}} \mathfrak{a}=\mathfrak{a} \oplus \mathfrak{t}, \mathfrak{t}:=i \mathfrak{a}$ and $Q^{\vee}=\mathbb{Z} R^{\vee} \subset \mathfrak{g}$ is the coroot lattice of $R$. Clearly $H=A T$ (unique decomposition) with $A:=\mathfrak{a}$
a vector group and $T:=\mathfrak{t} / 2 \pi i Q^{\vee}$ a torus. For $\lambda \in P$ we write $e^{\lambda}$ for the corresponding character of $H$, and the value of $e^{\lambda}$ at a point $h \in H$ is written as $h^{\lambda} \in \mathbb{C}^{*}$. Similarly for $\lambda \in \mathfrak{h}^{*}$ we write $e^{\lambda}$ for the corresponding character of $A$, and the value of $e^{\lambda}$ at a point $a \in A$ is denoted by $a^{\lambda}$. The group algebra $\mathbb{C}[P]$ of the abelian group $P$ now becomes identified with the ring of Laurent polynomials on $H$.

Consider the algebra $\mathcal{R}$ (with unit 1) generated by the functions of the form $\left(1-e^{-\alpha}\right)^{-1}$ for $\alpha \in R$. Note that the Weyl group $W$ acts on $\mathcal{R}$. Clearly $\mathcal{R}$ is invariant under the algebra $S \mathfrak{h}$ of linear differential operators on $H$ with constant coefficients. Hence the algebra $\mathcal{R} \otimes S \mathfrak{h}$ represents the algebra of differential operators on $H$ with coefficients in $\mathcal{R}$. Since $\left(1-e^{\alpha}\right)^{-1}=1-\left(1-e^{-\alpha}\right)^{-1} \mathcal{R}$ is generated by the functions $\left(1-e^{-\alpha}\right)^{-1}$ with $\alpha \in R_{+}$. Here $R_{+}$is a fixed set of positive roots corresponding to a positive chamber $\mathfrak{a}_{+} \subset \mathfrak{a}$. Writing $\left(1-e^{-\alpha}\right)^{-1}=1+e^{-\alpha}+e^{-2 \alpha}+\cdots$ $\forall \alpha \in R_{+}$we can expand any differential operator $P \in \mathcal{R} \otimes S \mathfrak{h}$ in the form $P=\gamma^{\prime}(P)+\cdots$ with $\gamma^{\prime}(P) \in S \mathfrak{h}$. Clearly these formal expansions in $\mathcal{R} \otimes S \mathfrak{h}$ (viewed as subalgebra of $\mathbb{C} \llbracket e^{-\alpha_{1}}, \ldots, e^{-\alpha_{n}} \rrbracket \otimes S \mathfrak{h}$ where $\alpha_{1}, \ldots, \alpha_{n}$ are the simple roots in $R_{+}$) are convergent on the positive chamber $A_{+}:=\mathfrak{a}_{+}$. The element $\gamma^{\prime}(P) \in S \mathfrak{h}$ is called the constant term of the differential operator $P$ along $A_{+}$. For example the differential operator

$$
\begin{equation*}
L(k):=\sum_{1}^{n} \frac{\partial^{2}}{\partial \xi_{j}^{2}}+\sum_{\alpha>0} k_{\alpha} \frac{1+e^{-\alpha}}{1-e^{-\alpha}} \cdot \frac{\partial}{\partial \alpha} \tag{3.1}
\end{equation*}
$$

has constant term along $A_{+}$equal to

$$
\begin{equation*}
\gamma^{\prime}(L(k))=\sum_{1}^{n} \frac{\partial^{2}}{\partial \xi_{j}^{2}}+\sum_{\alpha>0} k_{\alpha} \frac{\partial}{\partial \alpha} \tag{3.2}
\end{equation*}
$$

Here $\xi_{1}, \ldots, \xi_{n}$ is an orthonormal basis of $\mathfrak{a}$, and $k=\left(k_{\alpha}\right)_{\alpha \in R} \in K$ is a multiplicity function on $R$, i.e., $k_{\alpha} \in \mathbb{C} \forall \alpha \in R$ and $k_{w \alpha}=k_{\alpha} \forall w \in W$, $\forall \alpha \in R$. We also define a map

$$
\begin{equation*}
\gamma(k): \mathcal{R} \otimes S \mathfrak{h} \longrightarrow S \mathfrak{h} \tag{3.3}
\end{equation*}
$$

by the formulae

$$
\begin{align*}
& \gamma(k)(P)=e^{\rho(k)} \circ \gamma^{\prime}(P) \circ e^{-\rho(k)}  \tag{3.4}\\
& \rho(k)=\frac{1}{2} \sum_{\alpha>0} k_{\alpha} \alpha \in \mathfrak{h}^{*} \tag{3.5}
\end{align*}
$$

and call it the $k$-constant term along $A_{+}$. Obviously both $\gamma^{\prime}$ and $\gamma(k)$ are algebra homomorphisms. For the operator $L(k)$ given by (3.1) we get

$$
\begin{equation*}
\gamma(k)(L(k))=\sum_{1}^{n} \frac{\partial^{2}}{\partial \xi_{j}^{2}}-(\rho(k), \rho(k)) \tag{3.6}
\end{equation*}
$$

The advantage of $\gamma(k)$ over $\gamma^{\prime}$ is that (3.6) is independent of the choice of the positive Weyl chamber $A_{+}$. We put

$$
\begin{equation*}
\mathbb{D}(k)=\left\{P \in \mathcal{R} \otimes S \mathfrak{h} ; w P w^{-1}=P \quad \forall w \in W,[P, L(k)]=0\right\} \tag{3.7}
\end{equation*}
$$

for the algebra of all $W$-invariant differential operators commuting with $L(k)$. The following theorem is a crucial result (due to Opdam [205]; see also [198, 199] for a simplified proof).

Theorem 3.1. The $k$-constant term

$$
\begin{equation*}
\gamma(k): \mathbb{D}(k) \stackrel{\cong}{\longrightarrow} S \mathfrak{h}^{W} \tag{3.8}
\end{equation*}
$$

is an isomorphism of (commutative) algebras.
Hence the second-order operator $L(k)$ is part of a commutative set of $n$ algebraically independent differential operators. The map (3.8) is called the generalized Harish-Chandra isomorphism, because for special values of $k \in K$ (referred to as the group values) the isomorphism (3.8) is intimately connected with Harish-Chandra's description of the algebra of invariant differential operators on a Riemannian symmetric space. The map (3.8) is natural in the sense that it is independent of the choice of $A_{+}$.

The purpose of this section is to discuss the various spectral problems associated with the commutative algebra $\mathbb{D}(k)$. For this we will impose the restriction (always satisfied for group values)

$$
\begin{equation*}
k_{\alpha}+k_{2 \alpha} \geq 0 \quad \forall \alpha \in R \tag{3.9}
\end{equation*}
$$

Here we put $k_{\beta}=0$ if $\beta \notin R$. Consider the functions

$$
\begin{align*}
& \mu(k)=\prod_{\alpha>0}\left|e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right|^{2 k_{\alpha}}  \tag{3.10}\\
& \delta(k)=\prod_{\alpha>0}\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right)^{2 k_{\alpha}} \tag{3.11}
\end{align*}
$$

Because of (3.9) the function $\mu(k)$ is a nonnegative continuous function on all of $H$, whereas the function $\delta(k)$ is viewed as a multivalued holomorphic function on

$$
\begin{equation*}
H^{\mathrm{reg}}:=\left\{h \in H ; h^{\alpha} \neq 1 \quad \forall \alpha \in R\right\} \tag{3.12}
\end{equation*}
$$

obtained by analytic continuation of $\mu(k)$ on $A_{+} \subset H^{\mathrm{reg}}$.
Proposition 3.2. Let $k \in K$ vary subject to the condition (3.9). The function $\frac{\delta(k)}{\mu(k)}$ is locally constant on $T \cap H^{\text {reg }}$. For $t \in T$ the function $\frac{\delta(k)}{\mu(k)}$ is locally constant on $A t \cap H^{\mathrm{reg}}$ if and only if $t^{2} \in C$. Here

$$
\begin{equation*}
C:=\left\{h \in H ; h^{\alpha}=1 \quad \forall \alpha \in R\right\} \subset T \tag{3.13}
\end{equation*}
$$

is the central subgroup of $H$ associated with $R$ ( $C$ is a finite subgroup of $H$ of order equal to the index $[P: Q]$ of $Q$ in $P)$.

Proof. If we write $h \in H^{\mathrm{reg}}$ as $h=a t$ with $a \in A, t \in T$ then

$$
\begin{aligned}
\frac{\delta(k ; h)}{\mu(k ; h)} & =\prod_{\alpha>0} \frac{\left(h^{\frac{1}{2} \alpha}-h^{-\frac{1}{2} \alpha}\right)^{k_{\alpha}}\left(h^{\frac{1}{2} \alpha}-h^{-\frac{1}{2} \alpha}\right)^{k_{\alpha}}}{\left(h^{\frac{1}{2} \alpha}-h^{-\frac{1}{2} \alpha}\right)^{k_{\alpha}}\left(\overline{h^{\frac{1}{2} \alpha}-h^{-\frac{1}{2} \alpha}}\right)^{k_{\alpha}}} \\
& =\prod_{\alpha>0}\left(\frac{a^{\frac{1}{2} \alpha} t^{\frac{1}{2} \alpha}-a^{-\frac{1}{2} \alpha} t^{-\frac{1}{2} \alpha}}{a^{\frac{1}{2} \alpha} t^{-\frac{1}{2} \alpha}-a^{-\frac{1}{2} \alpha} t^{\frac{1}{2} \alpha}}\right)^{\alpha}
\end{aligned}
$$

On the one hand, if $a=1$ then $\frac{\delta(k ; t)}{\mu(k ; t)}=\prod_{\alpha>0}(-1)^{k_{\alpha}}$ is locally constant on $T \cap H^{\text {reg }}$. On the other hand, if $t \in T$ is fixed then $\frac{\delta(k ; a t)}{\mu(k ; a t)}$ is independent of $a \in A_{+}$if and only if

$$
\frac{a^{\frac{1}{2} \alpha} t^{\frac{1}{2} \alpha}-a^{-\frac{1}{2} \alpha} t^{-\frac{1}{2} \alpha}}{a^{\frac{1}{2} \alpha} t^{-\frac{1}{2} \alpha}-a^{-\frac{1}{2} \alpha} t^{\frac{1}{2} \alpha}}=t^{\alpha} \quad \forall \alpha>0 \Longleftrightarrow t^{2 \alpha}=1 \quad \forall \alpha>0 \Longleftrightarrow t^{2} \in C,
$$

and the proposition is proved.
By algebraic manipulations (see [199, Theorem 2.1.1]) it is not hard to show that

$$
\begin{align*}
& \delta(k)^{\frac{1}{2}} \circ\{L(k)+(\rho(k), \rho(k))\} \circ \delta(k)^{-\frac{1}{2}} \\
& =\sum_{1}^{n} \frac{\partial^{2}}{\partial \xi_{j}^{2}}+\sum_{\alpha>0} \frac{k_{\alpha}\left(1-k_{\alpha}-2 k_{2 \alpha}\right)(\alpha, \alpha)}{\left(e^{\frac{1}{2} \alpha}-e^{-\frac{1}{2} \alpha}\right)^{2}} \tag{3.14}
\end{align*}
$$

Now observe that the right-hand side of (3.14) is (formally) symmetric with respect to both Haar measures $d t$ on $T$ and $d a$ on $A$. In turn the following consequences can easily be derived.

Corollary 3.3. With $k \in K$ subject to (3.9) define an inner product $(\cdot, \cdot)_{k}$ on $C^{\infty}(T)^{W}$ by

$$
\begin{equation*}
(F, G)_{k}:=\frac{1}{|W|} \int_{T} F(t) \overline{G(t)} \mu(k ; t) d t \tag{3.15}
\end{equation*}
$$

where $d t$ is the normalized Haar measure on $T$. Then the algebra $\mathbb{D}(k)$ leaves invariant $C^{\infty}(T)^{W}$ and is invariant under taking adjoints with respect to (3.15). In fact under the generalized Harish-Chandra isomorphism (3.8) the adjoint corresponds to conjugation of $\mathrm{Sh}^{W}$ with respect to the real form $\mathfrak{a}$ of $\mathfrak{h}$.

Corollary 3.4. Let $k \in K$ satisfy (3.9). Fix $t \in T$ with $t^{2} \in C$, and put $W(t)=\{w \in W ; w(t)=t\}$ for the stabilizer of $t$ in $W$. Define the inner product $(\cdot, \cdot)_{k}$ on $C^{\infty}(A t)^{W(t)}$ by

$$
\begin{equation*}
(F, G)_{k}=\frac{1}{|W(t)|} \int_{A} F(a t) \overline{G(a t)} \mu(k ; a t) d a \tag{3.16}
\end{equation*}
$$

where da is a Haar measure on A (a natural choice could be the continuation of the normalized Haar measure $d t$ on $T)$. Then the algebra $\mathbb{D}(k)$ leaves invariant the space $C^{\infty}(A t)^{W(t)}$ and is invariant under taking adjoints with respect to (3.16). In fact under the generalized Harish-Chandra isomorphism (3.8) the adjoint corresponds to conjugation of $S \mathfrak{h}^{W}$ with respect to real form $\mathfrak{t}=i \mathfrak{a}$ of $\mathfrak{h}$.

The spectral problem connected with Corollary 3.3 has an exact solution due to Opdam and the author $[197,206]$ which we briefly recall. For $\lambda \in P_{+}$ the monomial symmetric functions $M(\lambda)=\sum_{\mu \in W \lambda} e^{\mu}$ form a basis of $\mathbb{C}[P]^{W}$. For $\lambda, \mu \in \mathfrak{h}^{*}$ write $\mu \leq \lambda$ if and only if $\lambda-\mu=k_{1} \alpha_{1}+\cdots+k_{n} \alpha_{n}$, with $k_{1}, \ldots, k_{n} \in \mathbb{Z}_{\geq 0}$. Then $\leq$ is a partial ordering on $P_{+}$(which is only a total ordering in case $n=1$ ).

Definition 3.5. For $\lambda \in P_{+}$the Jacobi polynomials $P(\lambda, k) \in \mathbb{C}[P]^{W}$ are defined by the following two properties:

$$
\begin{align*}
& P(\lambda, k)=\sum_{\mu \in P_{+}, \mu \leq \lambda} c_{\lambda \mu}(k) M(\mu), \quad c_{\lambda \lambda}(k)=1  \tag{3.17}\\
& (P(\lambda, k), M(\mu))_{k}=0 \quad \forall \mu \in P_{+}, \mu<\lambda \tag{3.18}
\end{align*}
$$

Definition 3.6. The meromorphic functions $\widetilde{c}, c^{*}: \mathfrak{h}^{*} \times K \rightarrow \mathbb{C}$ are defined by

$$
\begin{align*}
& \widetilde{c}(\lambda, k)=\prod_{\alpha>0} \frac{\Gamma\left(\left(\lambda, \alpha^{\vee}\right)+\frac{1}{2} k_{\frac{1}{2} \alpha}\right)}{\Gamma\left(\left(\lambda, \alpha^{\vee}\right)+\frac{1}{2} k_{\frac{1}{2} \alpha}+k_{\alpha}\right)}  \tag{3.19}\\
& c^{*}(\lambda, k)=\prod_{\alpha>0} \frac{\Gamma\left(-\left(\lambda, \alpha^{\vee}\right)-\frac{1}{2} k_{\frac{1}{2} \alpha}-k_{\alpha}+1\right)}{\Gamma\left(-\left(\lambda, \alpha^{\vee}\right)-\frac{1}{2} k_{\frac{1}{2} \alpha}+1\right)} . \tag{3.20}
\end{align*}
$$

Theorem 3.7. For all $P \in \mathbb{D}(k)$ and $\lambda \in P_{+}$we have

$$
\begin{equation*}
P(P(\lambda, k))=\gamma(k)(P)(\lambda+\rho(k)) \cdot P(\lambda, k) \tag{3.21}
\end{equation*}
$$

Hence the Jacobi polynomials are a complete orthogonal basis of the Hilbert space $L^{2}(T, \mu(k ; t) d t)^{W}$. Moreover their $L^{2}$-norms are given by

$$
\begin{equation*}
(P(\lambda, k), P(\lambda, k))_{k}=\frac{c^{*}(-(\lambda+\rho(k)), k)}{\widetilde{c}(\lambda+\rho(k), k)} \tag{3.22}
\end{equation*}
$$

This gives the solution of the simultaneous spectral problem problem of $D(k)$ in the context of Corollary 3.3. The first part of this theorem is an easy consequence of Theorem 3.1 and Corollary 3.3. The formula for the $L^{2}$-norm of $P(\lambda, k)$ as an explicit product of $\Gamma$-factors can be derived using so-called shift operators [206, 199]. For group values of the parameter $k \in K$ formula (3.22) goes back to Vretare [211].

We now consider the spectral problem related to Corollary 3.4. If $\lambda \in \mathfrak{h}^{*}$ with $\left(\lambda, \alpha^{\vee}\right) \notin \mathbb{Z} \forall \alpha \in R$ then the system of differential equations

$$
\begin{equation*}
P(u)=\gamma(k)(P)(\lambda) \cdot u \quad \forall P \in \mathbb{D}(k) \tag{3.23}
\end{equation*}
$$

has a basis of (formal) solutions of the form

$$
\begin{equation*}
\Phi(\mu, k)=\sum_{\nu \leq 0} \Gamma_{\nu}(\mu, k) e^{\mu-\rho(k)+\nu} \tag{3.24}
\end{equation*}
$$

where $\Gamma_{0}(\mu, k)=1$ and $\Gamma_{\nu}(\mu, k)$ is defined by recurrence relations $(\nu<0)$ and $\mu$ runs over the orbit $W \lambda \subset \mathfrak{h}^{*}$. These are called the Harish-Chandra series. The (power) series

$$
e^{-\mu+\rho(k)} \Phi(\mu, k)=\sum_{\nu \leq 0} \Gamma_{\nu}(\mu, k) e^{\nu}
$$

(in the variables $e^{-\alpha_{1}}, \ldots, e^{-\alpha_{n}}$ ) converges to a holomorphic function on the (polydisc) domain $A_{+} \times T$.

Now fix $t \in T$ with $t^{2} \in C$. If we specify $e^{\mu-\rho(k)}$ on $A_{+} t$ by

$$
e^{\mu-\rho(k)}(a t)=a^{\mu-\rho(k)}=e^{(\mu-\rho(k), \log a)}
$$

then the functions

$$
\begin{equation*}
\Phi\left(A_{+} t, \mu, k\right)=e^{\mu-\rho(k)} \sum_{\nu \leq 0} \Gamma_{\nu}(\mu, k) e^{\nu}, \quad \mu \in W \lambda \tag{3.25}
\end{equation*}
$$

are a basis for the solution space of (3.23) on $A_{+} t$. Let $V(A t, \lambda, k)$ denote the linear space of $W(t)$-invariant analytic solutions of (3.23) on At. Let $w_{1}=1, w_{2}, \ldots, w_{d} \in W$ be representatives for $W$ modulo $W(t)$ such that $\bigcup_{1}^{d} w_{j}\left(A_{+}\right)$is dense in the chamber in $A$ for $W(t)$ containing $A_{+}$. This latter chamber corresponds to $R_{+} \cap R(t)$ where $R(t)=\left\{\alpha \in R ; t^{\alpha}=1\right\}$. Define a linear map

$$
\begin{equation*}
C(\lambda, k): V(A t, \lambda, k) \longrightarrow \mathbb{C}^{d} \tag{3.26}
\end{equation*}
$$

by means of

$$
\begin{align*}
& C(\lambda, k)(u)=\left(c_{1}, \ldots, c_{d}\right)^{t} \Longleftrightarrow c_{j}=c\left(w_{j}, w_{j}\right) \text { with } \\
& \left.u\right|_{w_{j}\left(A_{+}\right) t}=\sum_{w \in W} c\left(w_{j}, w\right) \Phi\left(w_{j}\left(A_{+}\right) t, w \lambda, k\right) \quad \forall j \tag{3.27}
\end{align*}
$$

Proposition 3.8. For $(\lambda, k) \in \mathfrak{h}^{*} \times K$ generic the map (3.26) is a linear injection.

In fact what can be shown is the existence of a linear map (or matrix)

$$
\begin{equation*}
C^{0}(w: \lambda, k): \mathbb{C}^{d} \longrightarrow \mathbb{C}^{d}, \quad w \in W \tag{3.28}
\end{equation*}
$$

such that we have a commutative diagram

$$
\begin{array}{lll}
V(A t, \lambda, k) & = & V(A t, w \lambda, k) \\
\lfloor C(\lambda, k) & & \downarrow C(w \lambda, k) \\
\mathbb{C}^{d} & \xrightarrow[C^{o}(w: \lambda, k)]{ } & \mathbb{C}^{d} .
\end{array}
$$

Moreover the entries of the matrix $C^{0}(w: \lambda, k)$ are meromorphic in $(\lambda, k) \in$ $\mathfrak{h}^{*} \times K$. Indeed this immediately implies the proposition since a solution $u \in V(A t, \lambda, k)$ is completely determined on $A_{+} t$ (and hence on all of $A t$ ) by the numbers $c(1, w), w \in W$ in (3.27). The existence of the matrix (3.28) is immediate from the trivial relation

$$
\begin{equation*}
C^{0}\left(w_{1} w_{2}: \lambda, k\right)=C^{0}\left(w_{1}: w_{2} \lambda, k\right) C^{0}\left(w_{2}: \lambda, k\right) \tag{3.29}
\end{equation*}
$$

together with the construction of the matrix $C^{0}\left(r_{i}: \lambda, k\right)$ where $r_{i} \in W$ is a simple reflection (corresponding to $A_{+}$). For $j=1, \ldots, d$ there are two possibilities: either $w_{j} r_{i} w_{j}^{-1} \in W(t)$ or equivalently $w_{j} r_{i} \neq w_{j^{\prime}}$ for all $j^{\prime}=1, \ldots, d$, or $w_{j} r_{i} w_{j}^{-1} \notin W(t)$ or equivalently $w_{j} r_{i}=w_{j^{\prime}}$ for some $j^{\prime}=1, \ldots, d$. Let $e_{1}, \ldots, e_{d}$ denote the standard basis vectors for $\mathbb{C}^{d}$. In the former case the one-dimensional space $\mathbb{C} e_{j}$ is invariant under $C^{0}\left(r_{i} ; \lambda, k\right)$, whereas in the latter case the two-dimensional space $\mathbb{C} e_{j}+\mathbb{C} e_{j^{\prime}}$ is invariant under $C^{0}\left(r_{i}: \lambda, k\right)$. Moreover by taking boundary values the explicit computation of the matrix coefficients of $C^{0}\left(r_{i}: \lambda, k\right)$ reduces to the rank one case of the Gaussian hypergeometric function. The next result is also clear from the explicit form of these matrix coefficients.

Theorem 3.9. (Maass-Selberg relations). For all $\lambda \in \mathfrak{h}^{*}, k \in K$ and $w \in W$ we have

$$
\begin{equation*}
C^{0}(w:-\bar{\lambda}, \bar{k})^{*} C^{0}(w: \lambda, k)=I d \tag{3.30}
\end{equation*}
$$

with $\bar{\lambda}=\lambda_{1}-i \lambda_{2}$ the conjugate of $\lambda=\lambda_{1}+i \lambda_{2} \in \mathfrak{h}^{*}\left(\lambda_{1}, \lambda_{2} \in \mathfrak{a}^{*}\right)$ and the conjugate $\bar{k} \in K$ defined by $(\bar{k})_{\alpha}=\bar{k}_{\alpha} \quad \forall \alpha \in R$. Moreover the star ${ }^{*}$ denotes the adjoint (= conjugate and transposed) matrix. In particular for $\lambda \in i \mathfrak{a}^{*}$ purely imaginary and $k \in K$ real-valued (a fortiori if (3.9) holds) the matrix $C^{0}(w: \lambda, k)$ is unitary.

Example 3.10. The case $t=1$ is a simple and illuminating example. Under condition (3.9) the space $V(A, \lambda, k)$ is one-dimensional, and generated by the (hypergeometric) function

$$
\begin{equation*}
\widetilde{F}(\lambda, k ; \cdot)=\sum_{w \in W} \widetilde{c}(w \lambda, k) \Phi(w \lambda, k) \tag{3.31}
\end{equation*}
$$

with $\tilde{c}(\lambda, k)$ given by (3.19) and $\Phi(\mu, k)$ the Harish-Chandra series on $A_{+}$, cf. [199, Section 4.3]. With respect to this basis vector the matrix of $C(\lambda, k)$ just becomes $\widetilde{c}(\lambda, k)$, and in turn

$$
\begin{equation*}
C^{0}(w: \lambda, k)=\frac{\widetilde{c}(w \lambda, k)}{\widetilde{c}(\lambda . k)} \tag{3.32}
\end{equation*}
$$

The Maass-Selberg relations in this case follow from $\overline{\widetilde{c}(\lambda, k)}=\tilde{c}(\bar{\lambda}, \bar{k})$ and the fact that $\widetilde{c}(-\lambda, k) \widetilde{c}(\lambda, k)$ is a $W$-invariant function of $\lambda \in \mathfrak{h}^{*}$.

The standard Hermitian inner product on $\mathbb{C}^{d}$ can be transferred by the $\operatorname{map} C(\lambda, k)$ to a Hermitian inner product on $V(A t, \lambda, k)$, and for $\lambda \in i \mathfrak{a}^{*}$ purely imaginary and $k \in K$ real-valued it follows from the Maass-Selberg relations that this inner product only depends on the orbit $W \lambda$ (as does the system of differential equations (3.23) and the solution space $V(A t, \lambda, k)$ on $A t$ ). For $\lambda \in i \mathfrak{a}^{*}$ purely imaginary and $k \in K$ satisfying (3.9) this will be the canonical Hilbert space structure on $V(A t, \lambda, k)$.

Conjecture 3.11. The Hilbert space $L^{2}(A t, \mu(k ; a) d a)^{W(t)}$ has a closed subspace $L_{m c}^{2}$ (called the most continuous part of the Plancherel decomposition), which admits a direct integral decomposition

$$
\begin{equation*}
L_{m c}^{2}=\int_{W \backslash \mathfrak{a}^{*}}^{\oplus} V(A t, i \lambda, k) d \lambda \tag{3.33}
\end{equation*}
$$

Here $d \lambda$ is the regularly normalized Lebesgue measure on $\mathfrak{a}^{*}$. The orthocomplement of $L_{m c}^{2}$ has lower spectral dimension, which can be rephrased by saying that it is annihilated by a suitable differential operator.

For group values of $k \in K$ this has been proved by van den Ban and Schlichtkrull [192] (see also [209]) by a variation of the Helgason-GangolliRosenberg proof of the spherical Plancherel theorem on a Riemannian symmetric space. Their proof carries over to the situation of arbitrary $k$ satisfying (3.9) except that a suitable integral representation for functions in $V(A t, \lambda, k)$ is missing. In the group case these integral representations are precisely given by the ( $K$-invariant) Eisenstein integrals [190, 191].

Example 3.12. For $t=1$ we have $V(A, \lambda, k)=\mathbb{C} \widetilde{F}(\lambda, k ; \cdot)$. If in addition condition (3.9) is sharpened to

$$
\begin{equation*}
k_{\alpha} \geq 0 \quad \forall \alpha \in R \tag{3.34}
\end{equation*}
$$

then $L_{m c}^{2}$ should be equal to $L^{2}(A, \mu(k ; a) d a)^{W}$. The decomposition (3.33) can be written in the equivalent form

$$
\begin{equation*}
f(\cdot)=\int_{\mathfrak{a}_{+}^{*}}\left\{\int_{A_{+}} f(a) \widetilde{F}(-i \lambda, k ; a) \mu(k ; a) d a\right\} \widetilde{F}(i \lambda, k ; \cdot) \frac{d \lambda}{|\widetilde{c}(i \lambda, k)|^{2}} \tag{3.35}
\end{equation*}
$$

For group values of $k \in K$ this is Harish-Chandra's spherical Plancherel theorem.

## 4. The case of the Gaussian hypergeometric function

In the previous section the existence of the matrix $C^{0}(w: \lambda, k), w \in W$ was reduced to the rank one case. In this reduction one had to discuss two cases separately: either $w_{j} r_{i} w_{j}^{-1} \in W(t)$ or $w_{j} r_{i} w_{j}^{-1} \notin W(t)$. Since the former case is essentially covered by Example 3.10 we now look at the latter case. Consider three copies of the complex plane with coordinates $x, y$, and $z$ connected by $2-4 y=x+x^{-1}, z=4 y(1-y)$, and $2-4 z=x^{2}+x^{-2}$, respectively.

Consider the following scheme of exponents.

| points | -1 | 0 | 1 | $\infty$ |
| ---: | :---: | :---: | :---: | :---: |
| exponents in | 0 | $\lambda+k$ | 0 | $\lambda+k$ |
| the $x$-variable | $1-2 k$ | $-\lambda+k$ | $1-k$ | $-\lambda+k$ |
| exponents in |  | 0 | 0 | $\lambda+k$ |
| the $y$-variable | - | $\frac{1}{2}-k$ | $\frac{1}{2}-k$ | $-\lambda+k$ |
| exponents in |  | 0 | 0 | $\alpha=\frac{1}{2} \lambda+\frac{1}{2} k$ |
| the $z$-variable | - | $1-\gamma=\frac{1}{2}-k$ | $\frac{1}{2}$ | $\beta=-\frac{1}{2} \lambda+\frac{1}{2} k$ |

In the $z$-plane these are the exponents of the Gaussian hypergeometric equation with parameters $\alpha, \beta, \gamma$. The set $A t$ equals $i \mathbb{R}_{>0}$ in the $x$-plane,
and the system of differential equations (3.23) is the pull-back of the hypergeometric equation in the $y$-plane or $z$-plane. Let the functions

$$
\begin{equation*}
\varphi_{e}(z)=1+O(z-1), \quad \varphi_{0}(z)=(z-1)^{\frac{1}{2}}(1+O(z-1)) \tag{4.1}
\end{equation*}
$$

be a basis for the solution space near $z=1$, and let

$$
\begin{equation*}
\Phi_{\alpha}(z)=z^{-\alpha}\left(1+O\left(\frac{1}{z}\right)\right), \quad \Phi_{\beta}(z)=z^{-\beta}\left(1+O\left(\frac{1}{z}\right)\right) \tag{4.2}
\end{equation*}
$$

be a basis for the solution space near $z=+\infty(\alpha-\beta \notin \mathbb{Z})$. The Kummer relations give the connection between these two bases by analytic continuation along the interval $(1, \infty)$, and the outcome is [196, Section 2.9]:

$$
\begin{align*}
\varphi_{e} & =\frac{\Gamma\left(\frac{1}{2}\right) \Gamma(\beta-\alpha)}{\Gamma\left(\frac{1}{2}-\alpha\right) \Gamma(\beta)} \Phi_{\alpha}+\frac{\Gamma\left(\frac{1}{2}\right) \Gamma(\alpha-\beta)}{\Gamma\left(\frac{1}{2}-\beta\right) \Gamma(\alpha)} \Phi_{\beta}  \tag{4.3}\\
\varphi_{0} & =\frac{\Gamma\left(\frac{3}{2}\right) \Gamma(\beta-\alpha)}{\Gamma(1-\alpha) \Gamma\left(\frac{1}{2}+\beta\right)} \Phi_{\alpha}+\frac{\Gamma\left(\frac{3}{2}\right) \Gamma(\alpha-\beta)}{\Gamma(1-\beta) \Gamma\left(\frac{1}{2}+\alpha\right)} \Phi_{\beta} . \tag{4.4}
\end{align*}
$$

With respect to the basis $\left\{\varphi_{e}, \varphi_{0}\right\}$ of $V(A t, \lambda, k)$ the matrix of the operator $C(\lambda, k): V(A t, \lambda, k) \rightarrow \mathbb{C}^{2}$ takes the form

$$
C(\lambda, k)=: C(\alpha, \beta)=\left(\begin{array}{cc}
\frac{\Gamma\left(\frac{1}{2}\right) \Gamma(\beta-\alpha)}{\Gamma\left(\frac{1}{2}-\alpha\right) \Gamma(\beta)} & \frac{\Gamma\left(\frac{3}{2}\right) \Gamma(\beta-\alpha)}{\Gamma(1-\alpha) \Gamma\left(\frac{1}{2}+\beta\right)}  \tag{4.5}\\
\frac{\Gamma\left(\frac{1}{2}\right) \Gamma(\beta-\alpha)}{\Gamma\left(\frac{1}{2}-\alpha\right) \Gamma(\beta)} & -\frac{\Gamma\left(\frac{3}{2}\right) \Gamma(\beta-\alpha)}{\Gamma(1-\alpha) \Gamma\left(\frac{1}{2}+\beta\right)}
\end{array}\right),
$$

and a straightforward calculation yields

$$
\begin{align*}
C^{0}(\alpha, \beta): & =C(\beta, \alpha) C(\alpha, \beta)^{-1} \\
& =\frac{2^{2(\alpha-\beta)} \Gamma(1-2 \alpha) \Gamma(2 \beta)}{\Gamma(\beta-\alpha) \Gamma(\beta-\alpha+1)}\left(\begin{array}{cc}
\frac{\sin \pi(\alpha+\beta)}{\sin \pi(\alpha-\beta)} & 1 \\
1 & \frac{\sin \pi(\alpha+\beta)}{\sin \pi(\alpha-\beta)}
\end{array}\right) \tag{4.6}
\end{align*}
$$

In turn it is easy to check that

$$
\begin{equation*}
C^{0}(\beta, \alpha) C^{0}(\alpha, \beta)=I d \tag{4.7}
\end{equation*}
$$

Together with $\overline{C^{0}(\alpha, \beta)}=C^{0}(\bar{\alpha}, \bar{\beta})$ and $C^{0}(\alpha, \beta)^{t}=C^{0}(\alpha, \beta)$ this implies

$$
\begin{equation*}
C^{0}(\bar{\beta}, \bar{\alpha})^{*} C^{0}(\alpha, \beta)=C^{0}(\beta, \alpha)^{t} C^{0}(\alpha, \beta)=C^{0}(\beta, \alpha) C^{0}(\alpha, \beta)=I d \tag{4.8}
\end{equation*}
$$

which proves the Maass-Selberg relations (3.30).
Recall that $\alpha=\frac{1}{2} \lambda+\frac{1}{2} k, \beta=-\frac{1}{2} \lambda+\frac{1}{2} k$. Now if $\lambda=k-1, k-3, k-5, \ldots$ $\left(\beta=\frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots\right)$ then $\varphi_{e}$ is a multiple of $\Phi_{\alpha}$ by (4.3). Similarly if $\lambda=$ $k-2, k-4, k-6, \ldots(\beta=1,2,3, \ldots)$ then $\varphi_{0}$ is a multiple of $\Phi_{\alpha}$ by (4.4). If in addition $\lambda>0$ then $\Phi_{\alpha}$ becomes $\mu(k)$-square integrable on $A t$. In fact the condition (3.9) can be weakened to $k \in K$ being real-valued and $\mu(k)$ being locally integrable on At. In this rank one situation this simply means $k \in \mathbb{R}$ rather than $k \geq 0$. By a similar reasoning as before we have: If $\lambda=k, k+2, k+4(\beta=0,-1,-2, \ldots)$ then $\varphi_{e}$ is a multiple of $\Phi_{\beta}$. If $\lambda=k+1, k+3, k+5\left(\beta=-\frac{1}{2},-\frac{3}{2},-\frac{5}{2}, \ldots\right)$ then $\varphi_{0}$ is a multiple of $\Phi_{\beta}$. If in addition $\lambda<0$ then $\Phi_{\beta}$ becomes $\mu(k)$-square integrable on At. The conclusion is that for $k \in[0,1]$ there are no $\mu(k)$-square integrable eigenfunctions on $A t$, and the most continuous part $\mathcal{H}$ is equal to all of $L^{2}(A t, \mu(k ; a) d a)$ in the notation of Conjecture 3.9. For $k \in \mathbb{R}$ arbitrary the most continuous part $\mathcal{H}$ will always have finite codimension in $L^{2}(A t, \mu(k ; a) d a)$. Indeed this codimension, which is equal to the number of linearly independent $\mu(k)$-square integrable eigenfunctions, is given by $N \in \mathbb{N}$ if $k \in[-N,-N+1) \cup(N, N+1]$.

## 5. Open problems

Indeed compared with the case $t=1$ the general situation of the spectral problem on $A t$ with $t \in T$ and $t^{2} \in C$ gives rise to several complications caused by the fact that the space $V(A t, \lambda, k)$ of $W(t)$-invariant analytic solutions of (3.23) on At need no longer be one-dimensional.

Question 5.1. For $(\lambda, k) \in \mathfrak{h}^{*} \times K$ generic the solution space $V(A t, \lambda, k)$ has dimension $d:=|W / W(t)|$. Is this also true for all $\lambda \in \mathfrak{h}^{*}$ as long as $k \in K$ is restricted by condition (3.9), or more generally as long as $\mu(k)$ is locally integrable on $A t$ ?

Probably the answer to this question is yes. In fact one might even expect that a solution in $V(A t, \lambda, k)$ is uniquely characterized by prescribing its $W(t)$-invariant $W$-harmonic derivatives at the point $t$.

Question 5.2. Is the connection problem on $A t$ between the origin $t$ and the points at infinity explicitly solvable?

Although in the rank one case the answer is yes and given by formulas (4.3) and (4.4) I do not expect this to be possible in general, cf. [207].

Question 5.3. Is the subspace of $V(A t, \lambda, k)$ of $\mu(k)$-square integrable eigenfunctions always at most one-dimensional?

I do not even know what answer to expect for this question. In fact if we relax condition (3.9) to the weight function (3.10) being locally integrable on $A t$ then I am inclined to believe that the answer is negative. The reason is the following. There is an analogy between this type of question and a corresponding question for the Hecke algebra associated with an affine Weyl group (see [203], Section 5.3 ). Let $W_{I}, I=\{0,1, \ldots, n\}$ be an affine Weyl group with $I$ indexing the nodes of a connected extended Dynkin diagram, and let $W_{J}(J \subset I)$ be a parabolic subgroup where $J$ is obtained from $I$ by deleting either two nodes with mark 1 or one node with mark $\leq 2$. Here the marks come from the coefficients of the highest root. Indeed this is the analog of the condition $t^{2} \in C$ in Proposition 3.2. Then the reflection representation gives a counter example that each square integrable representation of the relative Hecke algebra $H\left(W_{I}, W_{J}, q\right)$ is one-dimensional (see $[202,204]$ ).

Recently Conjecture 3.11 has been solved by E.M. Opdam (see [208]) in the special case discussed in Example 3.12. The approach is very remarkable. Instead of having an integral representation (as for group values of $k \in K$ ) the desired estimates for the hypergeometric function can be obtained from the differential equation (by rewriting it as a Knizhnik-Zamolodchikov type differential equation).

Question 5.4. Can Conjecture 3.11 be solved in general by a similar approach?
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