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## Preface

Some years ago I came across the need for precise information concerning the basis properties of sets of special functions, and the methods available for testing for such properties. This material proved to be rather widely scattered, so I began a collection of notes on the subject which have formed the foundations of the present little book.

I hope that the book will prove useful to graduate students of mathematics, particularly those whose research interests are developing in the direction of bases in Hilbert and Banach spaces: it could bridge the gap that exists between the scant treatment this topic usually receives in standard texts on functional analysis on the one hand, and the rather formidable specialist books such as Marti (1969) and Singer (1970) on the other. There is no harm in having some experience on the practical side of the business before aiming to become managing director!

I hope the book will appeal to workers in other scientific fields as well. An appendix has been included which lists many of the standard results, and this may help to make the book useful as a source of reference.

It is assumed that the reader's education will have included the usual first courses in real variable (including Lebesgue integration) and complex variable. Although a knowledge of functional analysis would be an advantage it is not strictly necessary, and all the principles of functional analysis which are used in the text are listed in an appendix, along with certain other facts which do not fit easily into the presentation.

Introductory sections on metric and $L^{p}$ spaces have been included, in note form since it is assumed that most readers will already be familiar with this material. These sections are intended to serve as a 'run up' to the main part of the book.
[ ix ]

The subject matter touches upon many important topics in both pure and applied mathematics; for example, bases in Banach space, orthogonal series, properties of special functions, interpolation and approximation, eigenfunctions and boundary value problems, probability, and information theory. These, together with a variety of methods of proof both ancient and modern, give the subject a certain charm. This is a source of satisfaction to me, and I hope it will prove equally satisfactory to the reader; if so, my work will have been well rewarded.

I wish to express my gratitude for having been allowed some remission of teaching duties at the Cambridgeshire College of Arts and Technology for purposes of writing and research over a three-year period, during which parts of the book were written. I am particularly grateful to those of my colleagues who, as a consequence, had to shoulder an extra burden of work.

I would also like to thank Dr F. Smithies, fellow of St John's College, Cambridge, for reading the manuscript and making many valuable suggestions; as a result of this the book has been improved in every respect. Appreciation is also due to the staff of Cambridge University Press for accepting the book as a 'tract', and for their courteous efficiency.
J. R. Higains

March 1976

## 1. Foundations

The sets of functions which form the subject matter of this book are to be considered as sequences in metric spaces. Actually we shall be almost exclusively concerned with various $L^{p}$ spaces, particularly the case $p=2$, and with subspaces of such spaces. Although the notes which follow in § 1.1 and $\S 1.2$ contain sufficient metric space theory for an understanding of the rest of the book, the reader who is new to metric spaces may wish to fill in from a good text such as Copson (1967). For general background reading Simmons (1963) is also highly recommended.
Throughout the book an effort has been made to present theorems which are sufficiently general to be 'useful', but in a small introductory book of this kind a great deal of detail has to be left out; adequate references are given for those who want to consult more advanced sources.

### 1.1 Notes on metric spaces

1.1.1 Vector space $I t$ is assumed that the reader is familiar with elementary set theory. The word 'space' is used in mathematics to mean a set with some internal 'structure'. Let $V$ be a set whose elements are to be called vectors, and let $F$ be a field (the field of scalars; we will usually take it to be the field of complex numbers). The basic structure that we shall require for $V$ is that it be closed under an operation of addition of two vectors $u$ and $v$, denoted by $u+v$, and an operation of multiplication of a vector $u$ by a scalar $f$ of $F$, denoted by $f u$. If $V$ is to become a useful mathematical system we shall require more structure within it than the presence of these two operations. If in addition the two operations satisfy the following list of axioms, then $V$ is called a vector space.
(1) $u+v \in V$ for every $u$ and $v$ in $V$ ( $V$ is closed under the operation of addition).
(2) $u+(v+w)=(u+v)+w$ for every $u, v, w$ in $V$ (addition is associative).
(3) $u+v=v+u$ for every $u$ and $v$ in $V$ (addition is commutative).
(4) $V$ contains a vector $\theta$ such that $u+\theta=u$ for every $u$ in $V$ ( $\theta$ is the 'null vector' of $V$ ).
(5) For every $u \in V$ there is a vector $-u$ in $V$ such that $u+(-u) \equiv u-u=\theta$ (each vector has an additive inverse).
(6) $f u$ is in $V$ for every $f$ in $F$ and every $u$ in $V$ ( $V$ is closed under multiplication by scalars).
(7) Let 1 denote the multiplicative unit of $F$. Then $1 u=u$ for every $u$ in $V$.
(8) For every $u$ and $v$ in $V$ and $f$ and $g$ in $F$ we have
and

$$
\begin{aligned}
& f(u+v)=f u+f v \\
& (f+g) u=f u+g u \text { (distributive laws). }
\end{aligned}
$$

(9) $(f g) u=f(g u)$ for every $f$ and $g$ in $F$ and $u$ in $V$.

The first five axioms express the Abelian group character of $V$.
From now on, $V$ will denote a vector space; the definitions to follow give further structure to $V$.
1.1.2 Metric and norm A metric on $V$ is a real valued 'distance' function $\rho$, defined on pairs $(u, v)$ of vectors in $V$, such that for every $u, v, w$ in $V$ we have
(1) $\rho(u, v) \geqslant 0$, and $\rho(u, v)=0$ if and only if $u=v$;
(2) $\rho(u, v)+\rho(v, w) \geqslant \rho(u, w)$ (triangle inequality);
(3) $\rho(u, v)=\rho(v, u)$.

Note that a space need not be a vector space in order to define a metric on it.

A norm on $V$ is a real valued function defined on $V$ and denoted by \| \|, such that
(1) $\|u\| \geqslant 0,\|u\|=0$ if and only if $u=\theta$;
(2) $\|u+v\| \leqslant\|u\|+\|v\|$ (triangle inequality);
(3) $\|f u\|=|f|\|u\|$ for every complex number $f$.

The norm generalises the notion of absolute value of complex numbers. Evidently the choice $\rho(u, v)=\|u-v\|$ provides a metric on $V$, and this special metric is called the metric induced by the norm. A space possessing a metric is called a metric space and one possessing a norm is called a normed space. From now on unless otherwise stated $V$ will denote a normed vector space with metric induced by the norm.
1.1.3 Convergence Let $\left(u_{n}\right)$ be a sequence (see $\S 1.1 .10$ ) of elements of $V$. Then $\left(u_{n}\right)$ is said to be convergent if there exists $u$ in $V$, called the limit of the sequence, such that $\left\|u_{n}-u\right\| \rightarrow 0$ as $n \rightarrow \infty$. A convergent sequence has a unique limit. The reader must notice carefully that convergence means convergence in the norm of $V$ to an element of $V$. For example, one can construct a sequence of rationals which 'converges' to $\sqrt{ } 2$, but here convergence must be understood to take place within the normed vector space of real numbers, even though each member of the sequence is a rational number. If one were to speak only of the rationals, the sequence would not be convergent; it would be a 'Cauchy sequence', however, and these ideas lead to a most important and desirable property of metric spaces, that of 'completeness' (see § 1.1.5).
1.1.4 Closed sets Let $S \subset V$ and $u \in V$. Then $u$ is called a point of closure of $S$ if, given $\epsilon>0$, there exists an $s \in S$ such that $\|u-s\|<\epsilon$. The closure $\bar{S}$ of $S$ is the collection of all points of closure of $S . S$ is called closed if $S=\bar{S}$. For every $S$ we have $S \subset \bar{S}=\overline{\bar{S}}$.

Let ( $u_{n}$ ) be a sequence in $V$. Any expression formed from vectors of this sequence by use of the two basic operations of addition and of multiplication by a scalar is called a linear combination of those vectors. The collection $U$ of all such finite linear combinations is called the linear span of ( $u_{n}$ ) and $\bar{U}$ is called the closed linear span of $\left(u_{n}\right)$ frequently denoted by $\left[u_{n}\right]$. One sometimes says that $\left(u_{n}\right)$ spans $U$.
1.1.5 Cauchy sequences and completeness The sequence ( $u_{n}$ ) in $V$ is said to be a Cauchy sequence if, given $\epsilon>0$, there exists $N$ such that $\left\|u_{n}-u_{m}\right\|<\epsilon$ for every $n$ and $m$ greater than $N . V$ is said to be complete if every Cauchy sequence in it converges.
1.1.6 Dense subsets A subset $S \subset V$ is said to be dense in $V$ if for every $u \in \mathrm{~V}$ and $\epsilon>0$, there exists a vector $s \in S$ such that $\|u-s\|<\epsilon$. The reader may verify that if $S_{1} \subset S_{2} \subset V$ with $S_{1}$ dense in $S_{2}$ and $S_{2}$ dense in $V$, then $S_{1}$ is dense in $V$. We shall refer to this as the chain of dense subsets principle. If $V$ contains a countable dense subset then it is called separable.
1.1.7 Banach space In his well-known book, Théorie des opérations linéaires, Stefan Banach (1932) referred to certain spaces as 'les espaces du type ( $B$ )' and such spaces have carried his name ever since; we are now in a position to write down the definition: a normed vector space which is complete in the metric induced by the norm is called a Banach space.
1.1.8 Hilbert space Let $V$ be a vector space. A complex valued function defined on pairs of vectors of $V$ is called an inner product, and written ( $u, v$ ) for $u$ and $v$ in $V$, if it satisfies
(1) $\left(u_{1}+u_{2}, v\right)=\left(u_{1}, v\right)+\left(u_{2}, v\right) \quad\left(u_{1}, u_{2}, v \in V\right)$;
(2) $(c u, v)=c(u, v)$ for every $c \in F$; ((1) and (2) express ' linearity' in the first argument);
(3) $(u, v)=(\overline{v, u})$ (here a bar denotes complex conjugate; this is the 'Hermitian' symmetry property of the inner product);
(4) $(u, u) \geqslant 0$, and $(u, u)=0$ if and only if $u=\theta$.

A space $V$ in which each pair of vectors has an inner product is called an inner product space. Note that by (3) ( $u, u$ ) is real; in order to construct a norm for $V$ we may put $(u, u)^{\frac{1}{2}}=\|u\|$, and this choice does indeed provide a norm (see problem 1.4).

Theorem (Schwarz' inequality) Let V be an inner product
space with .norm given by $\|u\|=(u, u)^{\frac{1}{2}}$. Then $|(u, v)| \leqslant\|u\|\|v\|$ for every $u$ and $v$ in $V$.

Proof Assume that neither $u$ nor $v$ is null, since in this case the theorem is obvious. For any scalar $c$ we have $\|u+c v\|^{2} \geqslant 0$. As the proof proceeds we shall see how to choose an appropriate $c$. We have

$$
\begin{aligned}
0 & \leqslant(u+c v, u+c v) \\
& =\|u\|^{2}+|c|^{2}\|v\|^{2}+(c v, u)+(u, c v) \\
& =\|u\|^{2}+|c|^{2}\|v\|^{2}+2 \operatorname{Re} c(u, v) \text { by (1), (2) and (3) above. }
\end{aligned}
$$

Choose $\arg c$ such that $c(u, v)$ is real and negative; i.e. choose $\arg c=\pi-\arg (u, v)$. Then

$$
\|u\|^{2}+|c|^{2}\|v\|^{2} \geqslant-2 c(u, v)=2|c||(u, v)| .
$$

Now choose $|c|=\|u\| /\|v\|$, which yields the required result.
Let $V$ be an inner product space. If $V$ is a Banach space with respect to the norm defined by $\|u\|=(u, u)^{\frac{1}{2}}$, then $V$ is said to be a Hilbert space. Thus the Hilbert spaces form a subclass of the Banach spaces.

The reader cannot fail to have noticed that metric spaces appear to have 'geometrical' properties analogous to properties of ordinary finite dimensional Euclidean space. For example, the metric itself provides the notion of distance in $V$, the norm gives the distance from the 'origin' and is thus some measurement of the size of an element, and in Hilbert space the inner product generalises the dot product of ordinary vectors. Indeed, the bases which are the subject of this book are nothing but generalisations of the bases of unit vectors of finite dimensional vector spaces. The reader will find many more such geometrical facts in the following pages, and is enjoined to develop a geometrical way of thinking about Hilbert and Banach space.

## Problems

1.1 Show that in a metric space the triangle inequality

$$
\begin{array}{ll} 
& \|u+v\| \leqslant\|u\|+\|v\| \\
\text { is equivalent to } & \|u-v\| \geqslant|\|u\|-\|v\|| .
\end{array}
$$

1.2 Show that one has equality in Schwarz' inequality if and only if $u$ and $v$ are linearly dependent.
1.3 Formulate and prove a Pythagoras theorem in Hilbert space.
1.4 Show that the choice $\|u\|=(u, u)^{\frac{2}{2}}$ provides a norm for the inner product space $V$.
1.5 Prove the 'parallelogram identity'

$$
\|u+v\|^{2}+\|u-v\|^{2}=2\|u\|^{2}+2\|v\|^{2}
$$

in Hilbert space, and justify the name 'parallelogram'.
1.6 Show that if the norm of a Banach space satisfies the parallelogram identity then it is a Hilbert space. Hint: introduce an inner product by use of the 'polarisation identity'

$$
(u, v)=\frac{1}{4}\left(\|u+v\|^{2}-\|u-v\|^{2}+i\|u+i v\|^{2}-i\|u-i v\|^{2}\right) .
$$

1.7 Show that the norm is a continuous function on a Banach space to $\mathbb{R}$.
1.1.9 The projection theorem Let $H$ be a Hilbert space. A linear manifold or subspace of $H$ is a subset which is algebraically closed under the operation of taking linear combinations of its elements. The reader should check that this definition does lead to what he would expect from the word 'subspace'. A linear manifold which is closed as a subset of $H$ is called a closed linear manifold.

Two vectors of $H$ are said to be orthogonal if their inner product is zero; a vector is said to be orthogonal to a subspace if it is orthogonal to every vector of that subspace. The orthogonal complement $S^{\perp}$ of a subset $S$ of $H$ is the collection of all vectors orthogonal to $S$.

Let $S$ and $T$ be subspaces of $H$ such that $S \cap T=\{\theta\}$; then the set of all vectors of the form $u+v$ with $u$ in $S$ and $v$ in $T$ is called the direct sum of $S$ and $T$ and is written $S \oplus T$. The following theorem is a most satisfying result, and appeals to our geometrical way of thinking about Hilbert space.

Theorem (Projection theorem) Let $S$ be a subspace of Hilbert space $H$. Then $S \oplus S^{\perp}=H$.

For the proof, see Yosida (1965) p. 82.
1.1.10 Mappings The words mapping, function, functional, operator, transformation, etc. occur repeatedly in mathematical writing and, whilst their meanings have become fairly standard, no completely satisfactory standardisation has so far evolved. We shall adopt the following definitions.

A function on, mapping or transformation of, a set $V$ into a set $W$ is a rule $f$ which assigns a unique $w \in W$ to each $v \in V$. This association will be denoted by the usual functional notation $w=f(v) . V$ is called the domain of $f$ and $W_{1}=\{f(v): v \in V\}$ is called the range of $f$. The notation $f: V \rightarrow W$ is used to mean ' $f$ maps $V$ into $W$ '. Sometimes we call $w$ the image of $v b y f$, and this notation carries over to sets; thus the set

$$
\{f(v): v \in A \subset V\}=f(A)
$$

is called the image of $A$ by $f$.
If $W_{1}=W$ then $f$ is called a mapping onto $W$.
A mapping $f$ is called one-to-one if $v_{1} \neq v_{2}$ implies $f\left(v_{1}\right) \neq f\left(v_{2}\right)$.
If $V$ is a vector space, a mapping $f$ of $V$ is called linear if it preserves the two basic operations of addition and multiplication by scalars, that is, if $f\left(c_{1} v_{1}+c_{2} v_{2}\right)=c_{1} f\left(v_{1}\right)+c_{2} f\left(v_{2}\right)$ for every $c_{1}, c_{2}$ in $F$ and $v_{1}, v_{2}$ in $V$.

A functional is a mapping of $V$ to $\mathbb{R}$. If $V$ is a normed vector space a functional $f$ on $V$ is called bounded if there exists a real number $c$ such that, for every $v \in V,|f(v)| \leqslant c\|v\|$; the infimum of all such $c$ is called the norm of $f$ and written $\|f\|$.

If $f: V \rightarrow V$ then $f$ is called an operator on $V$.
A sequence in $W$ is a mapping of a subset $J$ of $\mathbb{R}$ into $W$. Usually, but not always (see, e.g. §2.2), $J$, the indexing set, is such that $J \subseteq \mathbb{N}$. If a sequence maps $n \in J$ to $\phi_{n} \in W$ then it is denoted by $\left(\phi_{n}\right)_{n \in J}$.

A mapping $f$ between two normed spaces is called an isometry if it is one-to-one and norm preserving, that is, whenever $w=f(v)$ then $\|w\|=\|v\|$.

A mapping which is one-to-one, linear and onto is called an isomorphism. A mapping which is both isometric and isomorphic is called an isometric isomorphism. An operator which is also an isometry on a Hilbert space is called a unitary operator.
1.1.11 The dual of a Banach space, strong and weak convergence Let $B$ be a Banach space. The class $B^{*}$ of all bounded linear functionals on $B$ is also a Banach space whose norm is the linear functional norm defined in $\S 1.1 .10 . B^{*}$ is called the dual space of $B$. One can define a linear functional on the dual space by the process of fixing $v$ in $B$ and forming

$$
F_{v}(f)=f(v)
$$

where $f$ varies over $B^{*}$. Then $F_{v}$ is obviously a bounded linear functional on $B^{*}$ for every $v \in B$. It may turn out that $B^{*}$ admits no other bounded linear functionals, in which case there is a natural one-to-one association of points $v \in B$ with points $F_{v}$ in $\left(B^{*}\right)^{*}=B^{* *}$, the second dual space of $B$. Banach spaces with this property are called reflexive. The $L^{p}$ spaces (see §1.2) are reflexive Banach spaces for $p>1$, but not for $p=1$.

Convergence in $B$ is often called strong convergence, that is, the sequence ( $v_{n}$ ) converges strongly to $v$ if $\left\|v_{n}-v\right\| \rightarrow 0$ as $n \rightarrow \infty$. There is a companion mode of convergence in $B$ called weak convergence, associated with the linear functionals on $B$. The sequence $\left(v_{n}\right)$ converges weakly to $v$ if $\left|f\left(v_{n}\right)-f(v)\right| \rightarrow 0$ as $n \rightarrow \infty$ for every $f \in B^{*}$. Strong convergence implies weak convergence to the same limit, for

$$
\left|f\left(v_{n}\right)-f(v)\right|=\left|f\left(v_{n}-v\right)\right| \leqslant\|f\|\left\|v_{n}-v\right\| .
$$

The converse is not true (find an example to show this!).

### 1.2 Notes on the $L^{p}$ spaces

In this section we present some of the basic facts about the $L^{p}$ spaces, again in note form.

Let $X$ denote any measurable subset of $\mathbb{R}$, of finite or infinite Lebesgue measure. For any real number $p$ such that $1 \leqslant p<\infty$, we are going to consider the class $L^{p}(X)$ of complex valued functions whose $p$ th powers are Lebesgue measurable and integrable over $X$. These classes can be generalised in various ways, e.g. by defining the functions on a $\sigma$-finite measure space.

Let $p$ be given, and $f$ lie in the class described above. Put

$$
\|f\|_{p}=\left\{\int_{X}|f|^{p}\right\}^{1 / p} .
$$

We have deliberately chosen the notation of the norm here. We shall also need $L^{\infty}(X)=\{f: f$ bounded except possibly on a set of measure zero, measurable on a set $X$ of finite measure, and ess sup $\left.|f|=\lim _{p \rightarrow \infty}\|f\|_{p}<\infty\right\}$.

Hölder's inequality Let $f \in L^{p}(X), \quad g \in L^{q}(X)$, $1 / p+1 / q=1, p \geqslant 1$. Then fg is integrable over $X$, that $i s, f g \in L^{1}(X)$, and

$$
\|f g\|_{1} \leqslant\|f\|_{p}\|g\|_{q} .
$$

Equality holds if and only if $f$ and $g$ are linearly dependent.
Minkowski's inequality Let both $f$ and $g$ belong to $L^{p}(X), p \geqslant 1$. Then $f+g \in L^{p}(X)$, and

$$
\|f+g\|_{p} \leqslant\|f\|_{p}+\|g\|_{p}
$$

Equality holds if and only if f and $g$ are linearly dependent.
There are various extensions of these inequalities, for example to the case of more than two functions, and to other values of $p$ (when $p<\mathbf{1}$ the inequalities are reversed; see Hardy, Littlewood and Polya (1952)).

For a given $p$, the class of functions and the formula for $\|f\|_{p}$ described above yield a Banach space $L^{p}(X)$ and its norm, provided that one more stipulation is made. This is that two functions $f$ and $g$ whose values differ only on a set of measure zero must be considered as the same Banach space element, since otherwise we should have more than one null element and this would contradict the definition of the norm. Thus $L^{p}(X)$ consists of equivalence classes, two functions being in the same equivalence class if they differ only on a set of measure zero.

Minkowski's inequality is the triangle inequality for the norm.
When $p=1$ we frequently omit the ' 1 ' from notation. When $1<p<\infty L^{p}(X)$ is a separable, reflexive Banach space whose dual space is isometrically isomorphic to $L^{q}(X), 1 / p+1 / q=1$; the completeness is a well-known theorem of Riesz and Fischer.

From Hölder's inequality we have $L^{p}(X) \subset L^{r}(X)$ if $r<p$ and $X$ is of finite measure.

In the special case $p=2$ we have

$$
\|f\|_{2}^{2}=\int_{X}|f|^{2}=\int_{X} f \bar{f} .
$$

We can define an inner product on $L^{2}(X)$ by putting

$$
(f, g)=\int_{X} f \bar{g}<\infty ;
$$

then $L^{2}(X)$ becomes a Hilbert space. Note that Schwarz' inequality for this Hilbert space is a special case of Hölder's inequality. We shall also need the Hilbert space $L^{2}(X, w)$ of (equivalence classes of) functions which are square integrable with respect to the 'weight function' $w$, i.e. those $f$ for which

$$
\int_{X}|f|^{2} w<\infty(\text { see } \operatorname{pp.} 28-33) .
$$

The weak convergence of the sequence $\left(v_{n}\right)$ to $v$ in $L^{2}(X)$ is equivalent to the condition

$$
\left(w, v_{n}\right) \rightarrow(w, v) \quad\left(w \in L^{2}(X)\right) .
$$

The continuous functions are dense in $L^{p}(a, b), 1 \leqslant p<\infty$, for a finite interval ( $a, b$ ) (so are they in $L^{p}\left(\mathbb{R}^{n}\right)$ ). The class $C(a, b)$ of all continuous functions on a closed finite interval $[a, b]$ is a Banach space with norm $\|f\|=\sup \{|f(x)|: x \in[a, b]\}$. Then the Weierstrass approximation theorem (Appendix $1,3(a)$ ) says that the polynomials are dense in $C$. Now if $f \in C$, then $f \in L^{p}(a, b)$ and a simple calculation shows that the polynomials are also dense in $C$ in the $L^{p}$ norm. From the chain of dense subsets principle ( $\$ 1.1 .6$ ) it follows that the polynomials are dense in $L^{p}(a, b)$, $1 \leqslant p<\infty$. Note that [ $a, b]$ must be a finite interval. We can now state an important result: The set $\left\{\Sigma a_{n} x^{n}\right\}$ of all linear combinations of powers $\left\{x^{n}: n=0,1,2, \ldots\right\}$ is dense in $L^{p}(a, b), 1 \leqslant p<\infty$. We shall return to this result and generalise it in $\S 2.1$.

### 1.3 Orthogonal sequences in Hilbert space

### 1.3.1 The theorems of Riesz-Fischer, Bessel and

 Parseval From now on $H$ will always denote a Hilbert space, with inner product (.,.). Let $J$ be an indexing set, and let $\left(\phi_{n}\right)_{n \in J}$ be a sequence with $\phi_{n} \in H(n \in J)$. This indexing set may have the cardinality of the continuum but we shall see later, in the context of the 'dimension' of $H$ (p.18), that it is usually sufficient that $J$ be a countable set (usually a set of integers).Definition The sequence $\left(\phi_{n}\right), \phi_{n} \neq \theta$, in $H$ is called orthogonal if $\left(\phi_{n}, \phi_{m}\right)=0$ for $n \neq m$. It is called normal if every $\phi_{n}$ has unit norm. These two properties are conveniently expressed by using the Kronecker delta symbol, $\delta_{n m}$, which equals 0 if $n \neq m$ and equals 1 if $n=m$; then a sequence which is orthogonal and normal satisfies $\left(\phi_{n}, \phi_{m}\right)=\delta_{n m}$. Such sequences are called orthonormal (written ON for short).

In this definition we have omitted mention of the indexing set and will continue to do so when this will not cause confusion. Also, it is not expected to cause confusion if we refer to the set $\left\{\phi_{n}\right\}$, meaning the range of the sequence $\left(\phi_{n}\right)$. Thus we speak of 'the expansion in the set $\left\{\phi_{n}\right\}$ ', or again of a 'set of special functions forming an ON sequence $\ldots$, , etc.

Let $\left(\phi_{n}\right)$ be any ON sequence in $H$, and $\left(\phi_{n}\right)_{1 \leqslant n \leqslant N}$ any finite subsequence relabelled with integer subscripts if necessary.

Lemma (Best approximation) For any $f \in H$
(i) $\left\|f-\sum_{n=1}^{N} a_{n} \phi_{n}\right\|$ is smallest when $a_{n}$ has the value $c_{n}=\left(f, \phi_{n}\right)$ for every $n$.
(ii) $\sum_{n=1}^{N}\left|c_{n}\right|^{2} \leqslant\|f\|^{2}$.

Where no confusion can arise the running index will be omitted from summation signs.

To prove (i) we have

$$
\begin{aligned}
0 & \leqslant\left\|f-\Sigma a_{n} \phi_{n}\right\|^{2} \\
& =\|f\|^{2}-2 \operatorname{Re} \Sigma \bar{a}_{n}\left(f, \phi_{n}\right)+\Sigma\left|a_{n}\right|^{2} \\
& =\|f\|^{2}-2 \operatorname{Re} \Sigma \bar{a}_{n} c_{n}+\Sigma\left|a_{n}\right|^{2} \\
& =\|f\|^{2}+\Sigma\left|a_{n}-c_{n}\right|^{2}-\Sigma\left|c_{n}\right|^{2} .
\end{aligned}
$$

This is obviously smallest for $a_{n}=c_{n}$, and with this choice (ii) follows.

The quantities $c_{n}=\left(f, \phi_{n}\right)$ are called the Fourier coefficients of $f$ with respect to $\left(\phi_{n}\right)$; the terminology is obviously borrowed from the classical Fourier analysis in which $\left(\phi_{n}\right)$ is the wellknown $O N$ sequence of trigonometrical functions. We show next that $f$ can have at most countably many non-zero Fourier coefficients. For if we are given any $f$ in $H$ and any positive integer $k$, we can choose the positive integer $N$ so large that $\|f\|^{2}<N / k$. Then by part (ii) of the previous lemma we have

$$
\sum_{n=1}^{N}\left|\left(f, \phi_{n}\right)\right|^{2}<N / k
$$

for all possible ways of selecting $N$ members of the sequence $\left(\phi_{n}\right)_{n \in J}$. Thus, the number of $\phi_{n}$ s for which $\left|\left(f, \phi_{n}\right)\right|^{2}>1 / k$ is less than $N$. Since $k$ is arbitrary the required result follows.

We now return to conclusion (i) of the previous lemma and assume that $f$ lies in $\left[\phi_{n}\right]_{n \in J}$, i.e. given $\epsilon>0$ there is some sequence of coefficients $\left(a_{n}\right)_{1 \leqslant n \leqslant N}$ such that

$$
\left\|f-\sum_{n=1}^{N} a_{n} \phi_{n}\right\|<\epsilon .
$$

Evidently $a_{n}=c_{n}$ is an admissible choice regardless of the $\epsilon$ chosen; since there are only countably many $c_{n} s$ associated with $f$ we may let $N \rightarrow \infty$ and obtain

$$
\lim _{N \rightarrow \infty}\left\|f-\sum_{n=1}^{N} c_{n} \phi_{n}\right\|=0 .
$$

This expresses the fact that $f$ has been expanded in a Fourier series in the sequence $\left(\phi_{n}\right)$, convergence being in the strong sense.

We shall now show that $f$ can have at most one such expansion, that is, that $f$ determines its Fourier coefficients uniquely by the formula $c_{n}=\left(f, \phi_{n}\right)$.

For if $\left(a_{n}\right)$ be any sequence of coefficients for which

$$
\left\|f-\Sigma a_{n} \phi_{n}\right\| \rightarrow 0
$$

then for each $n$ we have

$$
\begin{aligned}
\left|c_{n}-a_{n}\right| & =\left|\left(f, \phi_{n}\right)-a_{n}\right| \\
& =\left|\left(f-\sum_{m=1}^{N} a_{m} \phi_{m}, \phi_{n}\right)\right| \text { for all } N \geqslant n, \\
& \leqslant\left\|f-\sum_{m=1}^{N} a_{m} \phi_{m}\right\|\left\|\phi_{n}\right\| .
\end{aligned}
$$

We may let $N \rightarrow \infty$ and conclude that $a_{n}=c_{n}$ for every $n$.
This does not rule out the existence of an element $g$, distinct from $f$, for which $c_{n}=\left(g, \phi_{n}\right)$; actually we shall see that this cannot happen if there are 'sufficiently many' $\phi_{n} \mathrm{~s}$ (see the Riesz-Fischer theorem, § 1.3.2).

We may now return to conclusion (ii) of the 'best approximation' lemma, and there too let $N \rightarrow \infty$. We obtain

Bessel's inequality Let $f \in H,\left(\phi_{n}\right)_{n \in J}$ be an $O N$ sequence in $H$ and $\left(c_{n}\right)$ the (necessarily countable) sequence of Fourier coefficients of $f$ with respect to $\left(\phi_{n}\right)$.Then

$$
\sum_{n=1}^{\infty}\left|c_{n}\right|^{2} \leqslant\|f\|^{2} .
$$

A glance at the proof of conclusion (i) of the best approximation lemma yields

Parseval's theorem With the notations of Bessel's inequality, we have

$$
\sum_{n=1}^{\infty}\left|c_{n}\right|^{2}=\|f\|^{2}
$$

if and only iff lies in the closed linear span of $\left(\phi_{n}\right)$.
This equality is often called the Parseval relation; note that it implies $c_{n} \rightarrow 0$ as $n \rightarrow \infty$.

The following theorem is a sort of converse to the Bessel inequality and is sometimes called the Riesz-Fischer theorem. A stronger form is given in the next section.

Theorem Let $\left(\phi_{n}\right)$ be an ON sequence in $H$ and $\left(a_{n}\right)$ a sequence of scalars such that $\Sigma\left|a_{n}\right|^{2}<\infty$. Then $\Sigma a_{n} \phi_{n}$ converges to some $f$ in $H$.

Proof Put

$$
S_{N}=\sum_{n=1}^{N} a_{n} \phi_{n} .
$$

Then

$$
\left\|S_{N}-S_{M}\right\|^{2}=\left\|\sum_{n=N+1}^{M} a_{n} \phi_{n}\right\|^{2}=\sum_{n=N+1}^{M}\left|a_{n}\right|^{2}
$$

upon expanding the norm as an inner product and using orthonormality. But since $\Sigma\left|a_{n}\right|^{2}$ is convergent, its partial sums form a Cauchy sequence of reals, hence $\left(S_{N}\right)$ is a Cauchy sequence and the result follows by completeness of $H$.
1.3.2 Complete and total sets From the results of the previous section an important aspect of ON sets is beginning to emerge: it is the possibility of expanding a member of a space into a Fourier series with convergence in the strong sense. In this context it will be an important property of a sequence, ON or not, if we can assert that its closed linear span is the whole space. This property is called 'totality' (see definition below). A closely related property (in Hilbert space entirely equivalent) is that of 'completeness'. Before proceeding to the definitions and the proof of equivalence we must point out that the word 'completeness' has already been assigned a technical meaning; the present usage is fairly standard, however, and we shall not depart from it. Nevertheless, to add to the confusion some authors use 'completeness' for the property we shall call 'totality'; others have used 'closure', now mercifully outdated. Furthermore, the words 'maximal', 'minimal', 'fundamental' and 'basic' are also to be found in the literature associated with these or closely related properties. Forewarned is forearmed!

Definition A sequence $\left(\phi_{n}\right)_{n \in J}$ in $V$ (we require this
definition only for $V$ as described in $\S$ 1.1.2) is called total in $V$ if the class of all finite linear combinations $\Sigma a_{n} \phi_{n}$ is dense in $V$. This is the same as saying that $\left[\phi_{n}\right]=V$.

Definition A sequence $\left(\phi_{n}\right)_{n \in J}$ in a Hilbert space $H$ is called complete if the only element of $H$ which is orthogonal to every $\phi_{n}$ is the null element. That is,

$$
\left(f, \phi_{n}\right)=0 \quad(n \in J) \quad \Rightarrow f=\theta
$$

Note that these definitions apply to any sequences in $H$, orthogonal or not. The completeness property can also be formulated for $L^{p}$ spaces (see problem 1.8). We also note that if $\left(\phi_{n}\right)$ is an ON sequence, then it is total in $H$ if and only if Parseval's relation is satisfied for every fin $H$.

Theorem If $\left(\phi_{n}\right)$ is any sequence in $H$, orthogonal or not, then it is complete in $H$ if and only if it is total in $H$.

We give the proof of the case where ( $\phi_{n}$ ) is an ON sequence; the reader will have no difficulty in extending the proof to the case of non-orthogonal sequences by appeal to the GramSchmidt process (Appendix 1,7).

Proof (i) Completeness implies totality. Let $f \in H$. Now $c_{n}=\left(f, \phi_{n}\right)$ are, by Bessel's inequality, such that $\Sigma\left|c_{n}\right|^{2}<\infty$. Hence by the last theorem of the previous section there exists $g$ in $H$ such that

$$
\left\|g-\sum_{n=1}^{N} c_{n} \phi_{n}\right\| \rightarrow 0 \quad(N \rightarrow \infty) .
$$

Since $g$ determines its coefficients uniquely as Fourier coefficients, we find that the Fourier coefficients of $f$ are equal to those of $g$ and hence those of $f-g$ are all zero. Then by completeness, $f=g$. Hence every $f$ of $H$ has a Fourier expansion in the set $\left\{\phi_{n}\right\}$ which shows that $\left(\phi_{n}\right)$ is total in $H$.

As we have already remarked, the fact that every $f$ of $H$ has a Fourier expansion in the set $\left\{\phi_{n}\right\}$ is the key to the importance of complete orthogonal sequences in Hilbert space. It generalises the idea of representing a vector of a finite dimensional vector space in terms of its components with respect to a basis of unit
vectors. If the sequence $\left(\phi_{n}\right)$ is not orthogonal this Fourier expansion property may fail to hold, even if $\left(\phi_{n}\right)$ is complete, and it is this consideration which is behind the definition of a basis for Hilbert space (see definition, $\S 1.4$, and problem 1.14).

Proof (ii) Totality implies completeness. Let $c_{n}=\left(f, \phi_{n}\right)=0$ for every $n \in J$ and $\left(\phi_{n}\right)$ be total. Then $f$ has a Fourier expansion in the set $\left\{\phi_{n}\right\}$ with zero coefficients, and Parseval's theorem yields $f=\theta$. This completes the proof.

Henceforth we use the equivalence asserted by this theorem without further mention. We use the letters CON to denote a complete/total ON sequence in $H$. We are now in a position to strengthen the last theorem of § 1.3.1. See also problem 1.9.

Theorem (F. Riesz and E. Fischer) Let ( $\phi_{n}$ ) be an ON sequence in a Hilbert space $H$ and $\left(a_{n}\right)$ a sequence of scalars. Then
(i) In order that there exist $f \in H$ such that $\Sigma a_{n} \phi_{n}$ converges to $f$ it is necessary and sufficient that $\Sigma\left|a_{n}\right|^{2}<\infty$. Under either condition, $a_{n}=\left(f, \phi_{n}\right)$.
(ii) If $\left(\phi_{n}\right)$ is complete then there cannot exist $g \in H$, distinct from ffor which $a_{n}=\left(g, \phi_{n}\right)$ for every $n$.

Proof. Part (i) summarises results already to hand from the previous section. For part (ii) we merely note that if $a_{n}=\left(g, \phi_{n}\right)$ for every $n$, then $0=\left(g, \phi_{n}\right)-\left(f, \phi_{n}\right)=\left(g-f, \phi_{n}\right)$ and by completeness of $\left(\phi_{n}\right), f-g=\theta$, that is, $f=g$ and the proof is complete.

We have established the equivalence of completeness and totality in Hilbert space. For ON sequences there are five equivalent properties and a list of these follows; we have established all except the last whose proof is left as an exercise for the reader.

Let $\left(\phi_{n}\right)$ be an ON sequence in $H$. Then the following statements are equivalent.
(1) $\left(\phi_{n}\right)$ is complete.
(2) $\left(\phi_{n}\right)$ is total.
(3) The Parseval relation is satisfied for every $f \in H$.
(4) For every $f \in H, f=\Sigma c_{n} \phi_{n}$ with $c_{n}=\left(f, \phi_{n}\right)$.
(5) A more general Parseval relation is satisfied: for every $f$ and $g$ in $H$,

$$
(f, g)=\Sigma c_{n} \bar{d}_{n}
$$

where $c_{n}$ and $d_{n}$ are the Fourier coefficients of $f$ and $g$ respectively (see problem 1.9).

In view of the importance of complete orthonormal sets, the following theorem is one of the fundamental structure theorems for Hilbert space.

Theorem Every Hilbert space contains a complete orthonormal sequence.

Proof Let $O$ denote the collection of all ON sequences in $H$. $O$ is not empty; a single normalised element is an example of an ON sequence, and if $H$ contains linearly independent elements these can be orthogonalised by the Gram-Schmidt process. Then inclusion, in the set theoretic sense, is a partial order (see Appendix $1,6(a)$ ) on $O$. Let $L$ be a linearly ordered subset of $O$ and $M$ the union of all members of $L$. Then $M \in O$ and clearly $M$ is an upper bound for $L$. Zorn's lemma (Appendix $1,6(b)$ ) applies and we find that $O$ has a maximal element; this is a maximal ON sequence $\left(\phi_{n}\right)_{n \in J}$ in the sense that it isnot a proper subsequence of any other $O N$ sequence. As such, it must be complete, for if $f$ is orthogonal to every $\phi_{n}$ and $f$ is not the null element then the maximality of ( $\phi_{n}$ ) is contradicted; this establishes the result.

## Problems

1.8 Let $(a, b)$ be a finite interval and $\left(\phi_{n}\right)$ a sequence in $L^{q}(a, b)$, then $\left(\phi_{n}\right)$ is said to be complete on $L^{p}(a, b), p+q=p q$, if, for $f \in L^{p}(a, b)$

$$
\int_{a}^{b} f \phi_{n}=0 \text { for every } n
$$

implies $f$ null. Show that
(i) If $\left(\phi_{n}\right)$ is total in $L^{p}(a, b), 1 \leqslant p \leqslant \infty$, then it is complete
on $L^{q}(a, b)$. (The converse is also true, see Kaczmarz and Steinhaus (1935) p. 200.)
(ii) Let $1 \leqslant p<p^{\prime} \leqslant \infty$. Show that if ( $\phi_{n}$ ) is total in $L^{p^{\prime}}(a, b)$ then it is total in $L^{p}(a, b)$, whilst if $\left(\phi_{n}\right)$ is complete on $L^{p}(a, b)$ then it is complete on $L^{p^{\prime}}(a, b)$. Show that completeness on $L(a, b)$ implies completeness on, and totality in $L^{p}(a, b), p \geqslant 1$.
1.9 Let $\left(\phi_{n}\right)$ be orthogonal but not complete in a Hilbert space $H$. Show that there exist $f, g \in H$ with $\left(f, \phi_{n}\right)=\left(g, \phi_{n}\right)$ for every $n, f \neq g$ (cf. the Riesz-Fischer theorem).
1.10 Show that item 5 does belong in the list of equivalent properties of ON sequences on p .17 . Show that the convergence in this relation is absolute.
1.11 Show that any two members of a CON sequence in $H$ are distant $\sqrt{ } 2$ apart. Hence if $H$ is separable, every CON sequence in $H$ is countable.
1.12 Show that any two CON sequences in separable Hilbert space have the same cardinality.
1.13 Show that two Hilbert spaces are isomorphic if and only if they have the property that the cardinality common to all the CON sequences in one of them is equal to that of the other.

Definition The cardinality common to all CON sequences in separable Hilbert space (see problem 1.12) is called the dimension of the space (sometimes the Hilbert dimension).

There are examples of Hilbert spaces whose dimension is uncountable, the non-separable Hilbert spaces; they occur, for example, in the theory of almost periodic functions. However we shall assume throughout that all our Hilbert spaces are separable, of countably infinite dimension and that their field of scalars is the complex number field.

### 1.4 Biorthogonal systems in Hilbert space

In this section we introduce a class of sequences in Hilbert space which are not orthogonal but which have an associated 'biorthogonal' sequence according to the following definition.

Definition Let $\left(\phi_{n}\right)$ and $\left(\phi_{n}^{*}\right)$ be two sequences in a Hilbert space $H$. If $\left(\phi_{n}, \phi_{m}^{*}\right)=0, n \neq m$, then each sequence is said to have the other as a biorthogonal sequence, and if $\left(\phi_{n}, \phi_{n}^{*}\right)=1$, the collection $\left\{\phi_{n}, \phi_{n}^{*}\right\}$ is said to be normal. More compactly, if $\left(\phi_{n}, \phi_{m}^{*}\right)=\delta_{n m}$, then $\left\{\phi_{n}, \phi_{n}^{*}\right\}$ is called a biorthonormal system (BON system for short).

An objection might be raised here. We have the GramSchmidt orthogonalisation process, so why do we not just orthogonalise $\left(\phi_{n}\right)$ and obviate the necessity of dealing with non-orthogonal sequences altogether? Actually there are various reasons for not orthogonalising. One of these is the intrinsically complicated nature of the Gram-Schmidt process; the orthogonalised sequence may become quite unmanageable. (This is by no means always the case however; see § 2.1.) A more important consideration is that a non-orthogonal sequence may arise in some context where it has a particular property which would be destroyed by orthogonalisation; the upshot is that we must be able to deal directly with non-orthogonal sequences.

Two points about the definition of a BON system must be carefully noted. One is that it does not follow from the definition that either $\left(\phi_{n}\right)$ or $\left(\phi_{n}^{*}\right)$ is normalised in the sense that each member has unit norm; indeed, if they both are, then a BON system forming a basis (see below) degenerates to a CON sequence (see Marti (1969) p. 81). The second is that if ( $\phi_{n}$ ) is complete then ( $\phi_{n}^{*}$ ) is not necessarily complete; the following example illustrates the point.

Example (Kaczmarz and Steinhaus (1935) p. 262) Let $\left(\psi_{n}\right)_{n=1}^{\infty}$ be a CON sequence in $H$. Put

$$
\phi_{n}=\psi_{1}+\psi_{n+1} \quad(n=1,2, \ldots)
$$

and

$$
\phi_{n}^{*}=\psi_{n+1} \quad(n=1,2, \ldots)
$$

Then $\left\{\phi_{n}, \phi_{n}^{*}\right\}$ is obviously a BON system, but as we shall see $\left(\phi_{n}\right)$ is complete but $\left(\phi_{n}^{*}\right)$ is not. Now ( $\phi_{n}$ ) is a complete sequence, for, if $\left(f, \phi_{n}\right)=0$ for every $n$ and some $f \in H$, then

$$
\left(f, \psi_{1}\right)=-\left(f, \psi_{n+1}\right)
$$

for every $n$. But $\lim _{n \rightarrow \infty}\left(f, \psi_{n+1}\right)=0$ (see the remark following Parseval's theorem), hence $\left(f, \psi_{1}\right)=0$; it follows that $\left(f, \psi_{n}\right)=0$ for every $n$. But ( $\psi_{n}$ ) is complete, therefore $f=\theta$ and hence $\left(\phi_{n}\right)$ is complete. On the other hand, $\left(\phi_{n}^{*}\right)$ is not complete for $\psi_{1}$ is orthogonal to every $\phi_{n}^{*}$, and this completes the demonstration.

We have seen that the expansion theory for CON sequences in Hilbert space is very satisfactory, whereas if a sequence is complete but not orthogonal the situation is far less satisfactory. Indeed, if $\left(\phi_{n}\right)$ is total but not orthogonal the most we can say about an $f$ in $H$ is that, given $\epsilon>0$, there is some finite sequence of coefficients $\left(a_{n}\right)$, such that $\left\|f-\Sigma a_{n} \phi_{n}\right\|<\epsilon$; if a new $\epsilon$ is given, the whole set of coefficients may have to be changed. However, there are non-orthogonal sequences with a fruitful expansion theory and this leads us to the idea of a 'basis'. The two theorems which follow the definition are fundamental structure theorems for Hilbert space.

Definition The sequence $\left(\phi_{n}\right)$ in $H$ is called a basis for $H$ if for every $f \in H$ there exists a unique sequence of scalars ( $a_{n}$ ) such that

$$
f=\Sigma a_{n} \phi_{n}, \text { in the strong sense. }
$$

In particular, a CON sequence is a basis for Hilbert space.
Again it will be convenient to be rather free with the terminology and speak for example of a 'set of functions forming a basis...', it being understood that the set constitutes the range of the sequence under consideration.

Theorem The sequence $\left(\phi_{n}\right)$ is a basis for $H$ if and only if it has a unique biorthogonal sequence $\left(\phi_{n}^{*}\right)$ and $\Sigma\left(f, \phi_{n}^{*}\right) \phi_{n}$ converges to f for every f in $H$.

Proof (i) 'If' We show first that $\left(\phi_{n}\right)$ is a basis if it has a biorthogonal set for which $\Sigma\left(f, \phi_{n}^{*}\right) \phi_{n}$ converges to $f$ for every $f \in H$. We may assume that $\left\{\phi_{n}, \phi_{n}^{*}\right\}$ is normal as well as biorthogonal. We need only prove that the coefficients $c_{n}=\left(f, \phi_{n}^{*}\right)$ are unique. Indeed, if ( $b_{n}$ ) is any sequence of coefficients for which $\Sigma b_{n} \phi_{n}$ converges to $f$, then

$$
\begin{aligned}
\left|\left(f, \phi_{n}^{*}\right)-b_{n}\right| & =\left|\left(f-\sum_{m=1}^{N} b_{m} \phi_{m}, \phi_{n}^{*}\right)\right|, \quad N \geqslant n \\
& \leqslant\left\|f-\sum_{m=1}^{N} b_{m} \phi_{m}\right\|\left\|\phi_{n}^{*}\right\| \\
& \rightarrow 0 \text { as } N \rightarrow \infty, \text { for every } n,
\end{aligned}
$$

and this completes the first part.
The converse is the deeper part of the theorem. For this we shall need the idea of a 'coefficient functional'.

Definition Let $\left(\phi_{n}\right)$ be a basis for $H$, and $\left(a_{n}\right)$ the sequence of coefficients uniquely determined by $f \in H$. Then the $n$th coefficient functional with respect to $\left(\phi_{n}\right)$ is defined by

$$
\alpha_{n}(f)=a_{n} .
$$

Lemma For every $n, \alpha_{n}$ is a bounded linear functional.
Proof The reader will easily verify the linearity. We also leave it to the reader to verify that the collection of all sequences of scalars ( $a_{n}$ ) $=A$ for which $\Sigma a_{n} \phi_{n}$ converges is a vector space. We denote this space by $S$; then we have

$$
\sup _{N}\left\|\sum_{n=1}^{N} a_{n} \phi_{n}\right\|<\infty \quad(A \in S) .
$$

(i) The first part of the proof consists of showing that $S$ is complete, and hence that it is a Banach space, in the norm defined by

$$
\|A\|_{S}=\sup _{N}\left\|\sum_{n=1}^{N} a_{n} \phi_{n}\right\|
$$

To show this let ( $A^{(p)}$ ) be a Cauchy sequence in $S$, i.e. given $\epsilon>0$ there exists $M$ such that

$$
\begin{aligned}
\left\|A^{(p)}-A^{(q)}\right\|_{S} & =\sup _{N}\left\|\sum_{n=1}^{N}\left(a_{n}^{(p)}-a_{n}^{(q)}\right) \phi_{n}\right\| \\
& \leqslant \epsilon \quad(p, q>M)
\end{aligned}
$$

We are going to show, as an intermediate step, that for each integer $i,\left(a_{i}^{(p)}\right)$ is a Cauchy sequence of scalars; as such it will be convergent, to a limit to be denoted by $a_{i}$. Now

$$
\begin{aligned}
\left\|\left(a_{i}^{(p)}-a_{i}^{(q)}\right) \phi_{i}\right\| & =\left\|\left(\sum_{n=1}^{i}-\sum_{n=1}^{i-1}\right)\left(a_{n}^{(p)}-a_{n}^{(q)}\right) \phi_{n}\right\| \\
& \leqslant 2 \epsilon \text { for every } i \quad(p, q>M) .
\end{aligned}
$$

Therefore $\left|a_{i}^{(p)}-a_{i}^{(q)}\right|<\epsilon /\left\|\phi_{i}\right\|$, which gives the required Cauchy property. We have

$$
\left\|\sum_{n=1}^{i}\left(a_{n}^{(p)}-a_{n}^{(q)}\right) \phi_{n}\right\|<\epsilon \text { for every } i \quad(p, q>M) .
$$

Therefore letting $q \rightarrow \infty$ we have

$$
\left\|\sum_{n=1}^{i}\left(a_{n}^{(p)}-a_{n}\right) \phi_{n}\right\| \leqslant \epsilon \text { for every } i \quad(p>M)
$$

We want to show that the sequence $\left(a_{n}\right)=A$ that we have constructed lies in $S$. To do this we must show that the sequence ( $\Sigma_{N}$ ) of partial sums $\left(\sum_{n=1}^{N} a_{n} \phi_{n}\right)$ converges in $H$; by the completeness of $H$ it will be sufficient to show that $\left(\Sigma_{N}\right)$ is Cauchy. Consequently

$$
\begin{aligned}
& \left\|\sum_{n=i+1}^{i+k} a_{n} \phi_{n}\right\| \\
& \quad=\left\|\sum_{n=1}^{i+k}\left(a_{n} \phi_{n}-a_{n}^{(p)} \phi_{n}\right)-\sum_{n=1}^{i}\left(a_{n}-a_{n}^{(p)}\right) \phi_{n}+\sum_{n=i+1}^{i+k} a_{n}^{(p)} \phi_{n}\right\| \\
& \quad \leqslant 2 \epsilon+\left\|\sum_{n=i+1}^{i+k} a_{n}^{(p)} \phi_{n}\right\| .
\end{aligned}
$$

But $\Sigma a_{n}^{(p)} \phi_{n}$ is convergent, and so its partial sums form a

Cauchy sequence. This shows that $\left(\Sigma_{N}\right)$ is Cauchy. $S$ is indeed a Banach space, for ( $A^{(p)}$ ) converges because

$$
\begin{aligned}
\left\|A^{(p)}-A\right\|_{S} & =\sup _{N}\left\|\sum_{n=1}^{N}\left(a_{n}^{(p)}-a_{n}\right) \phi_{n}\right\| \\
& <\epsilon .
\end{aligned}
$$

In the second part of the proof the required boundedness of $\alpha_{n}$ will follow by applying the 'bounded inverse' theorem (Appendix 1,5 ) to the transformation $T: S \rightarrow H$ under which $A \rightarrow f=\Sigma a_{n} \phi_{n}$.

We note first that, since each $f$ has an expansion in the set $\left\{\phi_{n}\right\}$ with unique coefficients, $T$ is one-to-one and onto; thus $T^{-1}$ exists. Furthermore, $T$ is bounded, for

$$
\begin{aligned}
\|T(A)\| & =\left\|\Sigma a_{n} \phi_{n}\right\| \\
& \leqslant \sup _{N}\left\|\sum_{n=1}^{N} a_{n} \phi_{n}\right\| \\
& =\|A\|_{S} .
\end{aligned}
$$

Thus $T^{-1}$ is bounded, by the bounded inverse theorem. Hence

$$
\begin{aligned}
\left|a_{i}\right|\left\|\phi_{i}\right\| & =\left\|\left(\sum_{n=1}^{i}-\sum_{n=1}^{i-1}\right)\left(a_{n} \phi_{n}\right)\right\| \\
& \leqslant 2\|A\|_{S} \\
& =2\left\|T^{-1} f\right\|_{S} \\
& \leqslant 2\left\|T^{-1}\right\|\|f\| .
\end{aligned}
$$

Therefore $\left|\alpha_{i}(f)\right|=\left|a_{i}\right|$

$$
\leqslant K_{i}\|f\| \text { for every } i
$$

by uniqueness of the $a_{i}$ s. This completes the proof.
We can now complete the proof of the theorem.

Proof (ii) 'Only if' Since the coefficient functionals are bounded, the Riesz-Fréchet representation theorem (Appendix 1,4 ) shows that for each $n$ there exists a uniquely defined $\phi_{n}^{*} \in H$
such that $\alpha_{n}(f)=\left(f, \phi_{n}^{*}\right)$. Hence $\Sigma\left(f, \phi_{n}^{*}\right) \phi_{n}$ converges to $f$ for every $f$ in $H$. In particular,

$$
\phi_{k}=\Sigma\left(\phi_{k}, \phi_{n}^{*}\right) \phi_{n}
$$

and by uniqueness of the coefficients we must have

$$
\left(\phi_{k}, \phi_{n}^{*}\right)=\delta_{k n} .
$$

This completes the proof.
The final theorem of this chapter underlines how strong the property of being a basis really is, for as we have seen in the example of this section the corresponding result for sequences which are merely complete may fail to hold.

Theorem Let $\left\{\phi_{n}, \phi_{n}^{*}\right\}$ be a BON system in $H$. Then if $\left(\phi_{n}\right)$ is a basis, so is $\left(\phi_{n}^{*}\right)$.

Proof The proof is in three parts.
(i) Let $f$ and $g$ lie in $H$, put $b_{n}=\left(g, \phi_{n}\right)$ and let $\left(a_{n}\right)$ be a sequence of scalars such that $\Sigma a_{n} \phi_{n}$ converges weakly to $f$. Then $\Sigma \bar{a}_{n} b_{n}=(g, f)$, for

$$
\sum_{n=1}^{N} \bar{a}_{n} b_{n}=\sum_{n=1}^{N} \bar{a}_{n}\left(g, \phi_{n}\right)=\left(g, \sum_{n=1}^{N} a_{n} \phi_{n}\right) .
$$

If we now let $N \rightarrow \infty$ the required result follows.
(ii) Put $a_{n}=\left(f, \phi_{n}^{*}\right)$. If $\Sigma a_{n} \phi_{n}$ converges weakly to $f$ for every $f$ in $H$, then $\Sigma b_{n} \phi_{n}^{*}$ converges weakly to $g$ for every $g$ in $H$, since for every $f$ in $H$ we have

$$
\lim _{N \rightarrow \infty}\left(f, \sum_{n=1}^{N} b_{n} \phi_{n}^{*}\right)=\lim _{N \rightarrow \infty} \sum_{n=1}^{N} \bar{b}_{n} a_{n}=(f, g)
$$

by part (i).
(iii) With the notations of the previous part, we now show that, if $\Sigma a_{n} \phi_{n}$ converges weakly to $f$ for every $f$ in $H$, then $\Sigma b_{n} \phi_{n}^{*}$ converges strongly to $g$ for every $g$ in $H$.
We observe that $S_{m}(g)=\sum_{n=1}^{m} b_{n} \phi_{n}^{*}$ is, for every $m$, a linear operator on $H$; we shall apply the uniform boundedness principle
(Appendix 1,1 ) to the sequence ( $S_{m}(g)$ ). Now, each $S_{m}(g)$ is bounded, for

$$
\begin{aligned}
\left\|S_{m}(g)\right\| & =\left\|\sum_{n=1}^{m} b_{n} \phi_{n}^{*}\right\| \\
& \leqslant \sum_{n=1}^{m}\left|b_{n}\right|\left\|\phi_{n}^{*}\right\| \\
& \leqslant \sum_{n=1}^{m}\|g\|\left\|\phi_{n}\right\|\left\|\phi_{n}^{*}\right\| \\
& =\|g\| C_{m}
\end{aligned}
$$

Further, for every $g$ there exists a constant $B_{g}$ such that $\left\|S_{m}(g)\right\| \leqslant B_{g}$, since $g$ is the weak limit of $S_{m}(g)$ (Appendix 1,2 ). Hence the uniform boundedness principle applies, so that there exists a constant $A$ such that

$$
\left\|S_{m}(g)\right\| \leqslant A\|g\| \quad(g \in H)
$$

Also $g$ lies in the closed linear span of $\left\{S_{m}(g)\right\}$; this too follows from the fact that $g$ is the weak limit of $S_{m}(g)$ (Appendix 1,2) Therefore, given $\epsilon>0$, there exist coefficients $a_{m n}$ and an integer $M_{g}$ such that

$$
\left\|g-\sum_{n=1}^{m} a_{m n} S_{n}(g)\right\|<\epsilon \quad\left(n>M_{g}\right) .
$$

Now let $\sigma_{m}$ denote $\sum_{n=1}^{m} a_{m n} S_{n}(g)$; we leave it to the reader to verify that $S_{m}\left(\sigma_{m}\right)=\sigma_{m}$. We now use the various results of this third part of the proof to obtain

$$
\begin{aligned}
\left\|S_{m}(g)-\sigma_{m}\right\| & =\left\|S_{m}\left(g-\sigma_{m}\right)\right\| \\
& \leqslant A\left\|g-\sigma_{m}\right\| \\
& <A \epsilon \quad\left(m>M_{g}\right) .
\end{aligned}
$$

Finally, $\left\|g-S_{m}(g)\right\|=\left\|g-\sigma_{m}-S_{m}(g)+\sigma_{m}\right\|$

$$
\begin{aligned}
& \leqslant\left\|g-\sigma_{m}\right\|+\left\|S_{m}(g)-\sigma_{m}\right\| \\
& <\epsilon+A \epsilon \quad\left(m>M_{g}\right) .
\end{aligned}
$$

This completes the third part, and the result of the theorem now follows, for, if $\left(\phi_{n}\right)$ is a basis, then by the previous theorem $\Sigma a_{n} \phi_{n}$ converges strongly (hence weakly) to $f$ for every $f$ in $H$,
so that $\Sigma b_{n} \phi_{n}^{*}$ converges strongly to $g$ for every $g$ in $H$, and again by the previous theorem ( $\phi_{n}^{*}$ ) is a basis.

Some further remarks can be made following this theorem and its proof:
(1) Let $\left(\phi_{n}\right)$ be a basis for $H$ and for $f$ and $g$ in $H$ put $a_{n}=\left(f, \phi_{n}^{*}\right)$ and $b_{n}=\left(g, \phi_{n}\right)$. Since strong convergence implies weak convergence, part (i) of the above proof yields the more general Parseval relation

$$
\Sigma a_{n} \bar{b}_{n}=(f, g) .
$$

(2) With the notations as above, a sequence ( $\phi_{n}$ ) is called a weak basis for $H$ if $\Sigma a_{n} \phi_{n}$ converges weakly to $f$ for every $f$ in $H$. Then $\left(\phi_{n}\right)$ is a basis if and only if it is a weak basis. It is only necessary to show that a weak basis is a strong basis; but this follows immediately from part (iii) of the previous proof.
(3) There is an obvious duality, as far as basis properties are concerned, between ( $\phi_{n}$ ) and ( $\phi_{n}^{*}$ ); thus if either is a basis there are two series expansions $\Sigma a_{n} \phi_{n}$ and $\Sigma a_{n}^{*} \phi_{n}^{*}$ for every $f$ in $H$, where $a_{n}^{*}=\left(f, \phi_{n}\right)$.
(4) The concept of basis can be extended to Banach space; here the coefficients in the series are linear functionals in the dual space $B^{*}$. The reader will find it instructive to formulate the appropriate definition, and to extend the two previous theorems and their proofs to the case of Banach space (see Marti (1969) pp. 31-3).

## Problem

1.14 Show that every Hilbert space contains a complete sequence which is not a basis.

### 1.5 Postscript to chapter 1

The reader may wonder if the series we have been discussing are independent of the order in which they are written. The following definitions and remarks will help to clarify the situation, but we must refer the reader elsewhere, e.g. Marti (1969), for further details.

Definitions An unconditional basis ( $\phi_{n}$ ) for a Hilbert or, indeed, a Banach space is a basis such that, for every $f$ in the space, $\Sigma \alpha_{n}(f) \phi_{n}$ converges, regardless of the order in which the terms are written; here, $\alpha_{n}$ are the coefficient functionals associated with $\left(\phi_{n}\right)$. A conditional basis is one which is not unconditional. A basis ( $\phi_{n}$ ) is called an absolute basis if, for every $f$ in the space, $\Sigma\left\|\alpha_{n}(f) \phi_{n}\right\|$ converges.

An absolute basis is unconditional. Not all bases for a Hilbert space $H$ are unconditional and hence not all are absolute; however, a normal basis for $H$ is unconditional if and only if (with the notations of the previous theorem) both $\Sigma\left|a_{n}\right|^{2}$ and $\Sigma\left|a_{n}^{*}\right|^{2}$ converge for every $f$ in $H$; in particular every CON sequence in $H$ is an unconditional basis.

As we have seen, every Hilbert space possesses a CON sequence, that is, every Hilbert space has a basis; Banach (1932, p. 111) observed 'on ne sait pas si tout espace du type (B) séparable admet une base'. This 'basis problem', as it became known, remained one of the famous unsolved problems of mathematics until, four decades later, it was shown by Per Enflo (1973) that there exists a reflexive separable Banach space that fails to have the approximation property; this implies (see e.g. Singer (1970) p. 170) that it has no basis.

Nevertheless, many well-known Banach spaces have long been known to possess a basis; for example, the Haar system (see § 2.5) is a basis for $L^{p}(0,1), 1 \leqslant p<\infty$ (unconditional if $p>1$, conditional if $p=1$ ), and the Schauder system (Marti (1969) p. 49) is a conditional basis for $C(0,1)$. The trigonometrical system (see $\S 2.1$ ) is a basis for $L^{p}(-\pi, \pi), 1<p<\infty$, which is conditional for $p \neq 2$. The trigonometrical system is not a basis for $L(-\pi, \pi)$, indeed it is known that there are functions whose Fourier series diverge in the $L$ norm.

## 2. Orthogonal Sequences

We dealt with the theoretical aspects of bases in the first chapter, and now the reader will be anxious to see some concrete examples. Consequently this chapter and the next will be devoted to developing various methods for demonstrating completeness and basis properties, and to the application of these methods to particular examples. In the present chapter the methods are mostly designed to treat orthogonal sequences, and we leave a more detailed account of non-orthogonal sequences to Chapter 3.

### 2.1 Complete sequences of polynomials

Many of the standard $L^{2}$ spaces, for example those taken over finite or semi-infinite intervals of $\mathbb{R}$, or over $\mathbb{R}$ itself, have bases consisting of sequences of polynomials $\left(p_{n}\right)$ orthogonal with respect to a weight function $w$. This means that we have, for some measurable subset $E$ of $\mathbb{R}$,

$$
\int_{E} p_{n} p_{m} w=\delta_{n m}
$$

and that we can consider either $\left(p_{n}\right)$ to be a CON sequence in $L^{2}(E, w)$, or $\left(\sqrt{ }(w) p_{n}\right)$ to be a CON sequence in $L^{2}(E)$. Such sequences arise by orthogonalising the set of powers

$$
\left\{x^{n}: n=0,1, \ldots\right\}
$$

with respect to $w$ by the Gram-Schmidt orthogonalisation process. The completeness of the resulting set is not at once evident; consequently, we shall give a theorem in this section which guarantees completeness for suitably chosen weight functions. The uniqueness of the resulting sequence is guaranteed by the Gram-Schmidt process (see p. 117). The foregoing facts
serve to characterise certain sets of polynomials, in that for certain $L^{2}$ spaces they constitute the only possible orthogonal polynomial basis containing a polynomial of each degree. Some examples are: the orthogonal polynomials of Jacobin in $L^{2}((-1,1)$, $\left.(1-x)^{x}(1+x)^{\beta}\right), \alpha, \beta>-1$, which include several important special cases (see Appendix 2,5), those of Laguerre in $L^{2}\left(\mathbb{R}^{+}, e^{-x}\right)$, and those of Hermite in $L^{2}\left(\mathbb{R}, e^{-x^{2}}\right)$.
In order to approach the completeness problem, let us restate the result derived at the end of $\S 1.2$ in terms of completeness: the set of powers $\left\{x^{n}: n=0,1, \ldots\right\}$ forms a complete sequence in $L^{2}(a, b)$ for any finite interval ( $a, b$ ); indeed it is complete on $L^{p}(a, b), 1 \leqslant p<\infty$.
The completeness theorem for polynomials is a consequence of the following.

Lemma Let $w$ be integrable over $\mathbb{R}$ and such that $w(x)>0$ a.e. let flie in $L(\mathbb{R}, w)$ and suppose that

$$
\int_{\mathbb{R}} f(x) e^{i t x} w(x) d x=0 \quad(t \in \mathbb{R}) .
$$

Then fis null.
Proof For every trigonometrical polynomial

$$
t_{n}(x)=\sum_{|k| \leqslant n} c_{k} e^{2 \pi i k x \mid \omega}
$$

of period $\omega$ we have, by hypothesis,

$$
\int_{\mathbb{R}} t_{n}(x) f(x) w(x) d x=0
$$

The proof consists of extending this formula, in four stages, from trigonometrical polynomials to bounded measurable functions on $\mathbb{R}$. We can then apply it to the function $\operatorname{sgn} f$ and obtain

$$
\int_{\mathbb{R}} \operatorname{sgn} f(x) f(x) w(x) d x=\int_{\mathbb{R}}|f(x)| w(x) d x=0,
$$

from which we conclude that $f$ is null.
In the first stage we extend the formula to continuous,
$\omega$-periodic functions using the second form of the Weierstrass theorem (Appendix 1,3(b)). For, given such a function $c$, and an $\epsilon>0$, we can find a trigonometrical polynomial $t_{n}$ of period $\omega$ such that $\left|c-t_{n}\right|<\epsilon$ for each $x$ in the period interval and thus each $x$ in $\mathbb{R}$. Then a simple calculation yields

$$
\int_{\mathbb{R}} f(x) c(x) w(x) d x=0
$$

for every continuous $\omega$-periodic $c$ on $\mathbb{R}$.
The second stage is to extend this formula to functions which are continuous on $\mathbb{R}$ and which vanish outside a finite interval ( $a, b$ ), or, as we shall say, continuous functions with support on $(a, b)$. Given such a function $h$, pick $\omega$ so that $(a, b) \subset\left(-\frac{1}{2} \omega, \frac{1}{2} \omega\right)$ and put $h_{\omega}=h$ on ( $-\frac{1}{2} \omega, \frac{1}{2} \omega$ ) and extend $h_{\omega}$ to $\mathbb{R}$ by periodicity. Then $\lim _{\omega \rightarrow \infty} h_{\omega}=h$. Further, $\left|h_{\omega}\right| \leqslant \max |h|$, so that

$$
\int_{\mathbb{R}} h(x) f(x) w(x) d x=\lim _{\omega \rightarrow \infty} \int_{\mathbb{R}} h_{\omega}(x) f(x) w(x) d x
$$

by the Lebesgue dominated convergence theorem. We now have the extension

$$
\int_{\mathbb{R}} h(x) f(x) w(x) d x=0
$$

for every continuous $h$ with support on a finite interval.
The third extension is to step functions $s$ with support on a finite interval $I$. By an obvious construction there exists a sequence ( $h_{n}$ ) of continuous functions with support on $I$ such that $s=\lim h_{n}$ everywhere on $I$ except at the discontinuity points of $s$, that is, a.e. on $I$. Further, $\left|h_{n}\right| \leqslant|s|$ for every $n$ a.e. on $I$. Then by dominated convergence

$$
\int_{I} s f w=\lim \int_{I} h_{n} f w=0
$$

The final extension is to bounded measurable functions $g$ on $\mathbb{R}$. Define $g_{N}$ to be equal to $g$ on $(-N, N)$ and to vanish outside ( $-N, N$ ).

It is known that one can find a sequence ( $s_{N n}$ ) of step functions with support on ( $-N, N$ ) converging a.e. to $g_{N}$ and such that
the bounds of each $s_{N n}$ are equal to those of $g_{N}$. Then $\left(s_{N N}\right)$ is a sequence of step functions with $g=\lim _{N \rightarrow \infty} s_{N N}$ a.e. and, by dominated convergence,

$$
\int_{\mathbb{R}} g f w=\lim _{N \rightarrow \infty} \int_{\mathbb{R}} s_{N N} f w=0 .
$$

This completes the proof of the lemma.
Definition A set of polynomials $\left\{p_{n}: n=0,1,2, \ldots\right\}$ is called simple if, for every $n, p_{n}$ is of degree $n$.

Theorem (Completeness theorem for polynomials) Let $(a, b)$ be a finite or infinite interval of $\mathbb{R}$ and $w$ a non-negative measurable weight function on ( $a, b$ ) such that there exists $r>0$ for which

$$
\int_{a}^{b} e^{r|x|} w(x) d x<\infty .
$$

Then any simple set of polynomials $\left\{p_{n}: n=0,1, \ldots\right\}$ is complete in $L^{2}((a, b), w)$.

Proof It is necessary to check that under the hypotheses each $x^{n}$ is indeed a member of $L^{2}((a, b), w)$ : this follows at once, since for every $n$ and for every $r>0$ there exists a constant $A$ for which $|x|^{2 n}<A e^{r|x|}$ for all sufficiently large $x$. Obviously $w$ is integrable over $(a, b)$.
Assume that there is an $f \in L^{2}((a, b), w)$ which is not null and which is orthogonal to every $p_{n}$, or, equivalently, for which

$$
\int_{a}^{b} x^{n} f(x) w(x) d x=0, \quad n=0,1, \ldots
$$

Put

$$
F(z)=\int_{a}^{b} f(x) e^{i z x} w(x) d x, \quad z=x+i y
$$

then Schwarz's inequality shows that

$$
|F(z)|^{2} \leqslant \int_{a}^{b}|f(x)|^{2} w(x) d x \int_{a}^{b} e^{-2 y x} w(x) d x<\infty,|y|<r / 2 .
$$

Similarly,

$$
\left|F^{\prime}(z)\right|^{2} \leqslant \int_{a}^{b}|f(x)|^{2} w(x) d x \int_{a}^{b}|x|^{2} e^{-2 v x} w(x) d x<\infty
$$

for sufficiently small $|y|$, certainly for $|y|<r / 4$. Thus $F$ is a regular function for $|y|<r / 4$. On the other hand we can expand $F$ as a power series convergent for sufficiently small $|z|$ by writing

$$
F(z)=\int_{a}^{b} \sum_{k=0}^{\infty} \frac{(i z x)^{k}}{k!} f(x) w(x) d x
$$

and integrating term by term. This is permissible by Beppo Levi's theorem, since

$$
\begin{aligned}
\int_{a}^{b} & \sum_{k=0}^{\infty} \frac{|z x|^{k}}{k!} f(x) w(x) d x \\
& =\int_{a}^{b} e^{|z x|} f(x) w(x) d x \\
& \leqslant\left\{\int_{a}^{b} f^{2}(x) w(x) d x \int_{a}^{b} e^{2|z x|} w(x) d x\right\}^{\frac{1}{2}} \\
& <\infty \text { provided } 2|z|<r .
\end{aligned}
$$

That is, we have

$$
F(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{k!}\left\{\int_{a}^{b} x^{k} f(x) w(x) d x\right\}, \quad|z|<r / 2 .
$$

Hence $F(z)=0$ for $|z|<r / 2$, therefore $F(z) \equiv 0$ for $|y|<r / 4$ by the identity theorem for analytic functions. In particular

$$
F(t)=\int_{a}^{b} e^{i t x} f(x) w(x) d x=0 \text { for every } t \in \mathbb{R}
$$

If $(a, b)$ is not all of $\mathbb{R}, w$ and $f$ can be extended to $\mathbb{R}$ as functions with support on ( $a, b$ ). As such, $w \in L(\mathbb{R})$ and by Schwarz's inequality $f \in L(\mathbb{R}, w)$. Then the previous Lemma applies and $f$ is null; this contradiction completes the proof.

Note that the simple property of the set $\left\{p_{n}\right\}$ was used at the beginning of the proof to assert that if $f$ is orthogonal to every $p_{n}$ then it is orthogonal to every $x^{n}$. This may not be the case if $\left\{p_{n}\right\}$ is not simple, see for example problem 2.3 Many of the sets of polynomials arising in the special function theory are simple sets, and the completeness theorem applies to them whether or not they are orthogonal. Some examples are the polynomials of Bernoulli and of Euler, and many sets of hypergeometric type
including the very general polynomials of Sister Celine (see Rainville (1963) for the definitions and many more examples).

## Problems

2.1 Show that the completeness theorem for polynomials applies to the polynomials of Jacobi, Laguerre and Hermite in their respective $L^{2}$ spaces (see the first paragraph of $\S 2.1$ ). If $\propto$ and $\beta$ are only required to be positive, prove the completeness of the Jacobi polynomials by another method. Show also that it applies to the sequences obtained by orthonormalising the powers ( $x^{n}$ ) over $\mathbb{R}$ with respect to the weights $\left(1+x^{2 k}\right)^{x} e^{-x^{2 k}}, k$ a natural number, $\alpha \geqslant 0$ (such sequences arise in approximation theory (Nevai (1973), and evidently generalise the Hermite polynomials).
2.2 Show that the completeness theorem for polynomials holds, without further assumptions, for $L^{p}((a, b), w), 1<p<\infty$.
2.3 Find an example of a set of polynomials $\left\{p_{n}: n=0,1, \ldots\right\}$ on ( $a, b$ ) with the property that every power $x^{k}, k=0,1, \ldots$, occurs as a term in at least one of the $p_{n}$, but that $\left(p_{n}\right)$ fails to be complete in $L^{2}(a, b)$.
2.4 Find an orthogonal polynomial basis for $L^{2}(-1,1)$ other than the Legendre polynomial basis. Hint: refer to the theorem of Müntz, p. 95.

### 2.2 The Vitali completeness criterion

Let us define a sequence of step functions $\left(\mathcal{X}_{r}(x)\right)$ on the finite interval ( $a, b$ ) by the formula

$$
\chi_{r}(x)=\left\{\begin{array}{l}
1, a \leqslant x \leqslant r \\
0, r<x \leqslant b,
\end{array}\right.
$$

where $r$ may take any value between $a$ and $b$. We show that $\left(\chi_{r}\right)$ is complete in $L^{2}(a, b)$. To see this let $f$ be any member of $L^{2}(a, b)$ and suppose that

$$
\int_{a}^{b} \chi_{r}(x) f(x) d x=\int_{a}^{r} f(x) d x=0
$$

for every $r \in(a, b)$. That is,

$$
F(r)=\int_{a}^{r} f(x) d x \equiv 0 .
$$

Now $f$ is integrable on ( $a, b$ ) (since $L^{2}(a, b) \subset L^{1}(a, b)$ ), so that $f=F^{\prime}$ a.e. according to the well-known Lebesgue theory. But $F^{\prime}$ is null, thus the definition of completeness is satisfied.

The following modifications to the sequence $\left(\chi_{r}\right)$ are useful; the proofs of 2 and 3 are left as exercises for the reader.
(1) The set of functions defined by

$$
\xi_{r}(x)=\left\{\begin{array}{r}
1, a \leqslant x \leqslant r \\
-1, r<x \leqslant b,
\end{array}\right.
$$

where $r$ may take any value between $a$ and $b$ forms a complete sequence in $L^{2}(a, b)$. For

$$
\int_{a}^{b} \xi_{r} f=2 \int_{a}^{r} f-\int_{a}^{b} f
$$

hence, if

$$
F(r)=\int_{a}^{r} f-\frac{1}{2} \int_{a}^{b} f
$$

then $F^{\prime}(r)=f$ a.e. and the proof is completed as before.
(2) Let ( $a, b$ ) be a finite or infinite interval of $\mathbb{R}$, and

$$
g \in L^{2}((a, b), w)
$$

where $w$ is a positive continuous weight function. Then both $\left(g(x) \chi_{r}(x)\right)$ and $\left(g(x) \xi_{r}(x)\right)$ are complete in $L^{2}((a, b), w)$.
(3) Each of the sequences so far mentioned in this section remains complete if we select only those members for which $r$ ranges over the rational numbers in ( $a, b$ ) or, indeed, only those for which $r$ ranges over any dense subset of $(a, b)$.

A modification like this last one is only to be expected, since the complete sets mentioned up to there had been considerably over-populated in view of the separability of $L^{2}$ space.

Moving further towards a proof of the Vitali criterion, we now state and prove:

Lauricella's criterion Let $\left(\psi_{n}\right)$ (the indexing set may be uncountable) be total in $V$ ( $V$ as in § 1.1.2) and let $\left(\phi_{n}\right)$ be total
with respect to $\left(\psi_{n}\right)$, that is, each $\psi_{n}$ is arbitrarily close to some linear combination $\Sigma a_{n} \phi_{n}$. Then $\left(\phi_{n}\right)$ is total in $V$.

This is proved by taking $S_{2}$ to be the closed linear span of $\left\{\psi_{n}\right\}$ and $S_{1}$ to be the closed linear span of $\left\{\phi_{n}\right\}$ and applying the 'chain of dense subsets principle' ( $\$ 1.1 .6$ ).

Where $V$ is a Hilbert space $H$, it is not required that either $\left(\phi_{n}\right)$ or $\left(\psi_{n}\right)$ be orthogonal. If indeed ( $\phi_{n}$ ) is orthonormal it follows from Lauricella's criterion and Parseval's relation that a necessary and sufficient condition for it to be complete in $H$ is that

$$
\sum_{n}\left|\left(\phi_{n}, \psi_{k}\right)\right|^{2}=\left\|\psi_{k}\right\|^{2}
$$

hold for every $\psi_{k}$. When $H$ is $L^{2}(a, b)$, for example, this relation reads

$$
\sum_{n}\left|\int_{a}^{b} \phi_{n} \bar{\psi}_{k}\right|^{2}=\int_{a}^{b}\left|\psi_{k}\right|^{2} .
$$

If we now take $\left(\psi_{k}\right)$ to be the complete sequence of step functions $\left(\chi_{r}\right)$, we obtain

Vitali's completeness criterion Let

$$
\left\{\phi_{n}: n=1,2, \ldots\right\}
$$

form an ON sequence in $L^{2}(a, b), a$ and $b$ finite. Then $\left(\phi_{n}\right)$ is complete in $L^{2}(a, b)$ if and only if

$$
\Sigma\left|\int_{a}^{r} \phi_{n}\right|^{2}=r-a
$$

for every $r \in(a, b)$.
Corollary The Vitali criterion remains valid if $r$ is only required to range over a dense subset of $(a, b)$.

Proof The 'only if' part is obvious. The 'if' part follows at once from modification (3) above.

An application of this corollary will be found in the theory of Walsh and Haar functions (§ 2.4).

The philosophy behind the Vitali criterion is basically this: The Parseval relation is a fundamental completeness criterion but cannot usually be used to demonstrate the completeness of
a set since it would have to be verified for every member of the space $H$. Where this is not practicable, the Lauricella criterion is used to reduce the problem to that of verifying the Parseval relation only for every member of a complete set in $H$. In the $L^{2}$ case, the choice of a suitable class of step functions for this complete set yields the Vitali criterion. In turn, the Vitali criterion requires the summation of a series with parameter $r$ for at least countably many values of $r$. The Dalzell criterion, to be given in the next section, further reduces the problem to the summation of a series of constants. However, it involves extra integrals and, whilst it has its uses, may be no easier to use in practice than the Vitali criterion.

Difficulties arising from the integrals in either of these criteria can sometimes be mitigated by introducing extra terms into the integrand; such modifications arise from the modifications to the step functions ( $\chi_{r}$ ) already mentioned. These, and otherextensions to the case of $L^{2}$ spaces on regions in two and three dimensional Euclidean spaces, will be found in the problem sets. For an extension to $L^{2}(\mathbb{R}, \alpha)$ with discontinuous measure $\alpha$, see $\S 2.3$.1.

## Example The trigonometrical set

$$
\left\{e^{i n x} / \sqrt{ }(2 \pi): n=0, \pm 1, \pm 2, \ldots\right\}
$$

forms a complete sequence in $L^{2}(-\pi, \pi)$.
The orthonormality and the completeness of this very important sequence of functions are extremely well known. Here we shall show that the completeness can be easily demonstrated by Vitali's criterion, provided that two subsidiary formulae are known. These are Euler's formula

$$
\sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n^{2}} \cos n x=\frac{\pi^{2}}{12}-\frac{x^{2}}{4} \quad(x \in[-\pi, \pi]),
$$

and the special case

$$
\sum_{n=1}^{\infty} n^{-2}=\pi^{2} / 6 .
$$

According to Vitali's criterion we must show that

$$
\sum_{-\infty}^{\infty}\left|\int_{-\pi}^{r} \frac{e^{i n x}}{\sqrt{(2 \pi)}} d x\right|^{2}=\pi+r
$$

Now the term corresponding to $n=0$ in this sum is

$$
\left|\frac{1}{\sqrt{ }(2 \pi)} \int_{-\pi}^{r} d x\right|^{2}=\frac{1}{2 \pi}(\pi+r)^{2}
$$

and some elementary calculations yield

$$
\frac{1}{\pi n^{2}}\left(1-(-1)^{n} \cos r n\right)
$$

for the general term. Vitali's criterion now reads

$$
\frac{1}{2 \pi}(\pi+r)^{2}+\frac{2}{\pi} \sum_{n=1}^{\infty} \frac{1}{n^{2}}\left(1-(-1)^{n} \cos r n\right)=\pi+r
$$

and this is easily verified by using the Euler formulae.

## Problems

2.5 Show that the following form CON sequences in the $L^{2}$ space given:
(a) $\left\{e^{i n \pi x}: n=0, \pm 1, \ldots\right\}: L^{2}(-1,1)$.
(b) $\left\{e^{2 i n \pi x}: n=0, \pm 1, \ldots\right\}: L^{2}(0,1)$.
(c) $\left\{[2 /(b-a)]^{\frac{1}{2}} \sin [n \pi(x-a) /(b-a)]: n=1,2, \ldots\right\}: L^{2}(a, b)$.
(d) $\left\{[1 /(b-a)]^{\frac{1}{2}},[2 /(b-a)]^{\frac{1}{2}} \cos [n \pi(x-a) /(b-a)]: n=1,2 \ldots\right\}:$ $L^{2}(a, b)$.
(e) $\left\{\frac{1}{\sqrt{(2 \pi)}}, \frac{\cos n x}{\sqrt{ } \pi}, \frac{\sin \left(n-\frac{1}{2}\right) x}{\sqrt{ } \pi}: n=1,2, \ldots\right\}: L^{2}(-\pi, \pi)$.
2.6 Use Vitali's criterion to demonstrate the completeness of the Legendre polynomials in $L^{2}(-1,1)$.
2.7 Prove the following modified form of Vitali's criterion: Let $(a, b)$ be a finite or infinite interval of $\mathbb{R}$, let $g$ belong to $L^{2}((a, b), w), g \neq \theta$, where $w$ is a positive continuous weight function, and let $\left(\phi_{n}\right)$ be an ON sequence in $L^{2}((a, b), w)$. Then ( $\phi_{n}$ ) is complete in $L^{2}\left((a, b), u\right.$ ) (equivalently $\left(\phi_{n} \sqrt{ } w\right)$ is complete in $\left.L^{2}(a, b)\right)$ if and only if

$$
\sum_{n}\left|\int_{a}^{r} \phi_{n}(x) g(x) w(x) d x\right|^{2}=\int_{a}^{r}|g(x)|^{2} w(x) d x
$$

for every $r$ in $(a, b)$.
2.8 Show that the orthonormal associated Legendre functions

$$
\left[\frac{2 n+1}{2} \frac{(n-m)!}{(n+m)!}\right]^{\frac{1}{2}} P_{n}^{m}(x)
$$

$n=m, m+1, \ldots$ (Appendix 2,6) are complete in $L^{2}(-1,1)$, and hence obtain the formula

$$
\sum_{n=m}^{\infty} \frac{2 n+1}{2} \frac{(n-m)!}{(n+m)!}\left[\int_{r}^{1} P_{n}^{m}(x) d x\right]^{2}=1-r
$$

(Sansone (1959) p. 249).
2.9 Let $S$ denote the surface of the sphere of unit radius in 3 -space, and let ( $r, \phi, \theta$ ) denote the usual spherical polar coordinates ( $\phi$ the 'polar colatitude', $\theta$ the 'longitude'). Let $\left\{f_{n}\right\}$ be a set of functions which are orthonormal over $S$, i.e.

$$
\int_{S} f_{n} \bar{f}_{m}=\delta_{n m}
$$

Obtain the following spherical form of the Vitali completeness criterion: The ON sequence $\left(f_{n}\right)$ is complete in $L^{2}(S)$ if and only if

$$
\sum_{n}\left[\int_{0}^{l} d \theta \int_{0}^{p} f_{n}(\phi, \theta) \sin \phi d \phi\right]^{2}=l(1-\cos p)
$$

for every $l \in(0,2 \pi)$ and every $p \in(0, \pi)$ (Sansone (1959) p. 271).
2.10 Use the criterion of the previous problem to show that the set of 'spherical harmonics'

$$
\begin{gathered}
\left(\frac{2 n+1}{4}\right)^{\frac{1}{2}} P_{n}(\cos \phi) \\
\left(\frac{2 n+1}{2} \frac{(n-m)!}{(n+m)!}\right)^{\frac{1}{2}} P_{n}^{m}(\cos \phi) \cos m \theta \\
\left(\frac{2 n+1}{2} \frac{(n-m)!}{(n+m)!}\right)^{\frac{1}{2}} P_{n}^{m}(\cos \phi) \sin m \theta \quad(n=1,2, \ldots),
\end{gathered}
$$

is complete in $L^{2}(S)$. Hint: you will need the series of problem 2.7 (Sansone (1959) p. 271).
2.11 Formulate and prove a Vitali criterion applicable to $L^{2}(D)$, where $D$ is the unit disc in the complex plane. Give an example of a CON sequence in $L^{2}(D)$.

### 2.3 The Dalzell completeness criterion

Let us return for a moment to the example at the end of the previous section and note that the required Vitali relation could have been verified using only the second of the Euler formulae. This is seen by formally integrating the relation to be verified with respect to $r$ over ( $-\pi, \pi$ ), and obtaining

$$
\frac{4 \pi^{2}}{3}+4 \sum_{n=1}^{\infty} \frac{1}{n^{2}}=2 \pi^{2}
$$

a formula which is easily seen to be true from the second Euler formula only. The method of Dalzell is to get rid of the dependence of the Vitali criterion on $r$ by justifying such formal integrations.

Dalzell's completeness criterion (Dalzell, 1945a) Let $(a, b)$ be a finite interval and $\left(\phi_{n}\right)$ be an ON sequence in $L^{2}(a, b)$. Then $\left(\phi_{n}\right)$ is complete in $L^{2}(a, b)$ if and only if

$$
\frac{2}{(b-a)^{2}} \sum_{n} \int_{a}^{b}\left|\int_{a}^{r} \phi_{n}(t) d t\right|^{2} d r=1
$$

Proof 'Only if' Vitali's criterion may be integrated between $a$ and $b$ and the order of integration and summation interchanged on the left-hand side, by the Levi theorem.
'If' This process of integration can be 'undone', as follows. Put

$$
F(r)=a-r-\sum_{n}\left|\int_{a}^{r} \phi_{n}\right|^{2}
$$

then we have by hypothesis

$$
\int_{a}^{b} F(r) d r=0
$$

Now Bessel's inequality shows that $F$ is non-negative on $(a, b)$, hence $F(r)=0$, a.a. $r \in(a, b)$. But such a set of $r s$ is dense in ( $a, b$ ), so the proof is completed by appeal to the corollary to Vitali's criterion.

We have seen that the 'if' part of the Dalzell criterion provides a quick way of showing completeness of the trigonometrical
functions, given the Euler formula $\Sigma n^{-2}=\pi^{2} / 6$. From the 'only if' part it follows that this formula is actually equivalent to the completeness property of the trigonometrical functions.

## Problems

2.12 Use Dalzell's method to demonstrate the completeness in $L^{2}(-1,1)$ of the Legendre polynomials.
2.13 Obtain the following modified form of Dalzell's criterion: Let ( $a, b$ ) be a finite or infinite interval of $\mathbb{R}$, $\left(\phi_{n}\right)$ an ON sequence in $L^{2}(a, b), g \in L^{2}(a, b)(g \neq \theta)$ and $w$ a positive continuous weight function which is integrable over ( $a, b$ ). Then $\left(\phi_{n}\right)$ is complete in $L^{2}(a, b)$ if and only if

$$
\sum_{n}^{\Sigma} \int_{a}^{b}\left|\int_{a}^{r} \phi_{n}(x) g(x) d x\right|^{2} w(r) d r=\int_{a}^{b}\left\{\int_{a}^{r}|g(x)|^{2} d x\right\} w(r) d r .
$$

A more general form of this criterion was discovered independently by Graves (1952).

Orthogonal sequences tend to fall into certain obvious categories, and whilst we do not wish to attempt a complete scheme of classification it will be worth noting some of these categories. For example there are the various sets of trigonometrical functions, including the exponential functions $\left\{e^{i n x}\right\}$, constituting a category of elementary functions. Another category consists of polynomials, possibly 'weighted'. Again, there is a category containing higher transcendental functions typified by the example involving Bessel functions given below. Still other categories involve rational functions ( $\S 2.6 .4$ ), and discontinuous functions ( $\$ 2.4$ ). Non-orthogonal sequences fall into similar categories, particularly those formed by 'perturbing' ON sequences of a given category (see $\$ \S 3.1 .1,3.3,3.4$ ).

Example (completeness of the Fourier-Bessel functions) We shall use the modified Dalzell method (problem 2.13) to show that the set of ON Fourier-Bessel functions

$$
\left\{\frac{2^{\frac{1}{2}}}{\left|J_{\nu+1}\left(j_{n \nu}\right)\right|} x^{\frac{1}{2}} J_{\nu}\left(j_{n \nu} x\right): n=1,2, \ldots\right\},
$$

(see Appendix 2,9 for definitions) forms a complete sequence in $L^{2}(0,1)$.
The inner integral on the left-hand side of the criterion to be verified is, except for the normalising factor,

$$
\int_{0}^{r} x^{\frac{1}{2}} J_{\nu}\left(j_{n \nu} x\right) f(x) d x .
$$

The choice $f(x)=x^{p+\frac{1}{2}}$ yields the well-known integral (Magnus et al. (1966) p. 86)

$$
\int_{0}^{r} x^{\nu+1} J_{\nu}\left(j_{n \nu} x\right) d x=\frac{r^{\nu+1}}{j_{n v}} J_{\nu+1}\left(j_{n \nu} r\right)
$$

To continue we must square this and evaluate

$$
j_{n \nu}^{-2} \int_{0}^{1} r^{2 \nu+2} J_{\nu+1}^{2}\left(j_{n \nu} r\right) w(r) d r .
$$

The choice $w(r)=r^{-2 \nu-1}$ yields the known integral (Magnus et al. (1966) p. 88)

$$
\int_{0}^{1} r J_{v+1}^{2}\left(j_{n \nu} r\right) d r=-\frac{1}{2}\left\{\left[J_{v+1}^{\prime}\left(j_{n \nu}\right)\right]^{2}-\left[1+\left(\frac{(\nu+1}{j_{n v}}\right)^{2}\right] J_{v+1}^{2}\left(j_{n \nu}\right)\right\} .
$$

Now from the recurrence relation

$$
\frac{\nu}{z} J_{\nu}(z)+J_{\nu}^{\prime}(z)=J_{\nu-3}(z)
$$

we have

$$
\frac{-(\nu+1)}{j_{n \nu}} J_{\nu+1}\left(j_{n \nu}\right)=J_{\nu+1}^{\prime}\left(j_{n \nu}\right),
$$

so that the left-hand side of the Dalzell criterion reduces to $\Sigma j_{n j}^{-2}$. The right-hand side, with our particular choices for $f$ and $w$, reduces by elementary integrations to $1 /(4 v+1)$. The series can be summed by the method of residues, for the function

$$
\frac{1}{z^{2}} \frac{J_{v}^{\prime}(z)}{J_{\nu}(z)}=\frac{v}{z^{3}}-\frac{1}{z} \frac{1}{2(v+1)}+O(z), \quad|z| \rightarrow 0
$$

has a pole at the origin with residue $-1 / 2(\nu+1)$ and simple poles at $\pm j_{n \nu}$ with residues $j_{n \nu}^{-2}$. A sequence ( $C_{k}$ ) of contours can
be constructed so that

$$
\begin{aligned}
& \lim _{k \rightarrow \infty} \frac{1}{2 \pi i} \int_{C_{k}} \frac{1}{z} \frac{J_{\nu}^{\prime}(z)}{J_{\nu}(z)} d z=0 \\
& \quad=\lim _{k \rightarrow \infty} 2 \sum_{n=1}^{k} j_{n \nu}^{-2}-1 / 2(v+1) .
\end{aligned}
$$

That is

$$
\sum_{n=1}^{\infty} j_{n \nu}^{-2}=1 / 4(\nu+1),
$$

and this verifies the required criterion.
It is of interest to point out that, if we had used the Vitali method and stopped short of the second integration process, we should have had to verify

$$
\sum_{n=1}^{\infty}\left\{\frac{1}{j_{n v}} \frac{J_{p++1}\left(j_{n v} r\right)}{J_{v+1}\left(j_{n v}\right)}\right\}^{2}=1 / 4(v+1), \quad 0 \leqslant r \leqslant 1 .
$$

The fact that we have already proved completeness may be taken as a proof of this formula in the theory of the Bessel functions.

## Problem

2.14 Let $\left\{\alpha_{n}\right\}$ be the positive zeros of

$$
x J_{\nu}^{\prime}(x)+h J_{\nu}(x), \quad h+\nu>0 .
$$

Show that the set $\left\{\phi_{n}(x)\right\}=\left\{x^{\frac{1}{2}} J_{\nu}\left(\alpha_{n} x\right)\right\}$ is orthogonal over $(0,1)$. Calculate the normalising factors for $\left\{\phi_{n}\right\}$ and show that the resulting ON set is complete in $L^{2}(0,1)$ (Dalzell, 1945b).
2.3.1 The Poisson-Charlier polynomials Let $\sigma(x)$ be a step function which is zero on $\mathbb{R}^{-}$and takes the jumps $\sigma_{k}$ at $x=k, k=0,1, \ldots$, with $\sigma_{k}>0$ and $\sum_{n=0}^{\infty} \sigma_{k}=1$. Thus, we may regard $\sigma$ as a finite normalised measure on $\mathbb{R}$.

We shall consider the space $L^{2}(\mathbb{R}, \sigma)$. Note that the inner product of two members $f_{1}$ and $f_{2}$ of this space is given by

$$
\left(f_{1}, f_{2}\right)=\int_{\mathbb{R}} f_{1} \bar{f}_{2} d \sigma=\sum_{k=0}^{\infty} \sigma_{k} f_{1}(k) \bar{f}_{2}(k)
$$

and that $f$ is null if and only if $f(k)=0(k=0,1, \ldots)$.

We can develop a Vitali criterion for $L^{2}(\mathbb{R}, \sigma)$ as follows: first, the step functions $\left\{\chi_{r}\right\}$ (see p. 33) form a complete sequence in $L^{2}(\mathbb{R}, \sigma)$, for if $f$ is any member of this space, and

$$
\int_{\mathbb{R}} \chi_{r} f d \sigma=0 \text { for every } r
$$

then

$$
\int_{-\infty}^{r} f d \sigma=0 \text { for every } r
$$

i.e.

That is, $f$ is null.
Suppose now that $\left(\phi_{n}\right)$ is an ON sequence in $L^{2}(\mathbb{R}, \phi)$. As before, the Parseval relation and Lauricella criterion yield

$$
\sum_{n}\left|\int_{-\infty}^{r} \phi_{n} d \sigma\right|^{2}=\int_{-\infty}^{r} d \sigma \text { for every } r
$$

as a necessary and sufficient condition for the completeness of $\left(\phi_{n}\right)$ in $L^{2}(\mathbb{R}, \sigma)$. But this condition is

$$
\sum_{n}\left|\sum_{k=0}^{[r]} \sigma_{k} \phi_{n}(k)\right|^{2}=\sigma(r)=\sum_{k=0}^{[r]} \sigma_{k} \text { for every } r .
$$

Thus we have the
Vitali oriterion for $L^{2}(\mathbb{R}, \sigma)$ Let $\sigma$ be the step function defined above and $\left(\phi_{n}\right)$ an ON sequence in $L^{2}(\mathbb{R}, \sigma)$. Then in order that $\left(\phi_{n}\right)$ be complete in $L^{2}(\mathbb{R}, \sigma)$ it is necessary and sufficient that

$$
\sum_{n}\left|\sum_{k=0}^{r} \sigma_{k} \phi_{n}(k)\right|^{2}=\sum_{k=0}^{r} \sigma_{k} \quad(r=0,1, \ldots)
$$

Example (The Poisson-Charlier polynomials) Let $\alpha$ be a step function as above, with the jumps $\alpha_{k}=e^{-a} a^{k} / k!$ at $k=0,1, \ldots$. The measure $\alpha$ is associated with the Poisson distribution in the theory of statistics. Charlier introduced a set of polynomials defined on the non-negative integers and orthogonal in $L^{2}(\mathbb{R}, \alpha)$ by the formula

$$
p_{n}(r)=\frac{a^{n / 2}}{(n!)^{\frac{1}{2}}} \sum_{k=0}^{n}(-1)^{n-k}\binom{n}{k}\binom{r}{k} k!a^{-k} \quad(n=0,1, \ldots)
$$

(the sum actually terminates at the term for which $k=\min (n, r)$ ).

Now $\left(p_{n}\right)$ is also complete in $L^{2}(\mathbb{R}, \alpha)$, a result apparently due to Szegö but not stated in such terms (see Schmidt (1933) and the literature cited there). We prove the orthogonality of $\left(p_{n}\right)$, and as a consequence the completeness from the Vitali criterion just obtained, by the interesting and powerful method of generating functions.

We prove first the generating function relation

$$
G(k, w)=e^{-w}(1+w / a)^{k}=\sum_{n=0}^{\infty} \frac{a^{-n / 2} p_{n}(k) w^{n}}{(n!)^{\frac{1}{2}}}, \quad|w|<a .
$$

Now from the definition of $p_{n}$ this sum is

$$
\begin{aligned}
\sum_{n=0}^{\infty} & \sum_{m=0}^{n} \frac{(-1)^{n-m}}{n!}\binom{n}{m}\binom{k}{m} m!a^{-m} w^{n} \\
& =\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{(-1)^{n}}{(n+m)!}\binom{n+m}{m}\binom{k}{m} m!a^{-m} w^{n+m} \\
& =\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{(-1)^{n}}{n!}\binom{k}{m}\left(\frac{w}{a}\right)^{m} w^{n} \\
& =e^{-w} \sum_{m=0}^{\infty}\binom{k}{m}\binom{w}{a}^{m} \\
& =e^{-w}(1+w / a)^{k}, \text { as required. }
\end{aligned}
$$

Thus we shall have

$$
\begin{aligned}
\sum_{k=0}^{\infty} \alpha_{k} G(k, u) G(k, v) & =\sum_{k=0}^{\infty} \frac{e^{-a} a^{k}}{k!} e^{-u}(1+a / u)^{k} e^{-v}(1+a / v)^{k} \\
& =e^{-a-u-v} e^{a(1+u / a)(1+v / a)} \\
& =e^{u v / a},
\end{aligned}
$$

and by comparing powers of $u v$ on left- and right-hand sides, we find that

$$
\sum_{k=0}^{\infty} \alpha_{k} \frac{p_{n}(k)}{a^{n / 2}(n!)^{\frac{1}{2}}} \frac{p_{m}(k)}{a^{m / 2}(m!)^{\frac{1}{2}}}=\frac{\delta_{n m}}{a^{n} n!} .
$$

Thus, the orthogonality relation for the Poisson-Charlier polynomials is

$$
\sum_{k=0}^{\infty} \alpha_{k} p_{n}(k) p_{m}(k)=\delta_{n m}
$$

But, notice that from the definition

$$
(-1)^{n} \frac{(n!)^{\frac{1}{2}}}{a^{n / 2}} p_{n}(k)=(-1)^{k} \frac{(k!)^{\frac{1}{2}}}{a^{k / 2}} p_{k}(n),
$$

so that an alternative orthogonality relation is

$$
\sum_{k=0}^{\infty} p_{k}(n) p_{k}(m)=e^{-a} n!a^{-n} \delta_{n m}
$$

This last relation is useful when it comes to verifying the completeness of $\left(p_{n}\right)$, for the Vitali criterion (above) requires us to verify

$$
\sum_{m=0}^{\infty}\left\{\sum_{j=0}^{r} p_{m}(j) \frac{a^{j}}{j!}\right\}^{2}=e^{a} \sum_{j=0}^{r} \frac{a^{j}}{j!} \quad(r=0,1, \ldots),
$$

the left-hand side of which can be written

$$
\sum_{j=0}^{r}\left\{\sum_{m=0}^{\infty} p_{m}^{2}(j)\right\}\left(\frac{a^{j}}{j!}\right)^{2}+\sum_{\substack{i, j=0 \\ i<j}}^{r}\left\{\sum_{m=0}^{\infty} p_{m}(j) p_{m}(i)\right\} \frac{a^{i+j}}{(i+j)!}
$$

Now the alternative orthogonality relation shows that the second sum is zero, and that the first is

$$
e^{-a} \sum_{j=0}^{r} \frac{j!}{a^{j}}\left(\frac{a^{j}}{j!}\right)^{2}=\sum_{j=0}^{r} \frac{a^{j}}{j!} .
$$

This verifies the Vitali criterion, and we have shown that The Poisson-Charlier polynomials form a CON sequence in $L^{2}(\mathbb{R}, \alpha)$. This completes the example.

For further polynomials orthogonal over similar $L^{2}$ spaces, see Szegö (1939) and Carlitz (1960). Szegö proves a closure theorem for $L^{p}((a, b), \sigma),(a, b)$ a finite interval.

## Problem

2.15 Obtain a Dalzell criterion for $L^{2}(\mathbb{R}, \sigma)$, and apply it to the Poisson-Charlier polynomials.

### 2.4 The functions of Rademacher, Walsh and Haar

We have seen that the set $\{\sqrt{ } 2 \sin n \pi x: n=1,2, \ldots\}$ forms a CON sequence in $L^{2}(0,1)$ (problem 2.5(c)). Let us put

$$
s_{n}(x)=\operatorname{sgn}(\sin n \pi x)
$$



Fig. 1. The first two Rademacher functions.
$n=1,2, \ldots:$ then $\left(s_{n}\right)$ is a sequence of discontinuous functions which is not orthogonal over $(0,1)$ but which is complete in $L^{2}(0,1)$ (Harrington and Cell 1961). On the other hand that subset of $\left\{s_{n}\right\}$ consisting of the Rademacherfunctions, defined by

$$
r_{n}(x)=\operatorname{sgn}\left(\sin 2^{n} \pi x\right) \quad(n=1,2, \ldots),
$$

forms a sequence which is orthogonal over ( 0,1 ) (which the reader can easily verify) but is not complete in $L^{2}(0,1)$. The failure of completeness arises from the fact that there are many functions orthogonal to all the Rademacher functions; for example, $\cos 2 \pi x$ has this property and so does any $L^{2}$ function with the same symmetries.

The domain of the $n$th Rademacher function is divided into $2^{n-1}$ 'cycles' each of length $1 / 2^{n-1}$, over the first half of which $r_{n}$ takes the value +1 , and over the second, -1 .

In order to 'complete' the Rademacher functions Walsh adjoined certain other combinations of Rademacher functions to them.

Definition Let $r_{n}$ denote the $n$th Rademacher function; then we have the Walsif functions defined by

$$
\begin{aligned}
w_{1}(x) & \equiv 1 \\
w_{k+1}(x) & =r_{n_{1}+1}(x) r_{n_{2}+1}(x) \ldots r_{n_{S}+1}(x), \quad k=1,2, \ldots,
\end{aligned}
$$

where $k$ is given its dyadic representation

$$
k=2^{n_{1}}+2^{n_{3}}+\ldots+2^{n_{A}}, \quad n_{1}>\ldots>n_{N} \geqslant 0 .
$$

The cases $k=2^{n_{1}}, n_{1}=0,1, \ldots$, give the Rademacher functions themselves, so these are all contained in the Walsh system. An alternative definition in which the functions are 'sequency ordered', that is, the $k$ th function has $k+1$ zero crossings on $(0,1)$, has been developed for use in communication theory, where Walsh functions are used extensively (see Harmuth (1969) and Lackey and Meltzer (1971)). They are also important in the theory of probability.

Our present concern is with completeness properties, and our next theorem embodies the fundamental property of the Walsh functions.

Theorem The Walsh system forms a CON sequence in $L^{2}(0,1)$

Proof (i) Orthonormality A product of two Walsh functions will be of the form $\left(r_{m_{1}}\right)^{a_{1}}\left(r_{m_{2}}\right)^{a_{2}} \ldots\left(r_{m_{p}}\right)^{a_{p}}$, where the $m s$ are integers such that $m_{1}>m_{2}>\ldots m_{p} \geqslant 1$, and the as are all either 1 or 2 . For the normality, all $a$ s will be 2 , and since $r_{n}^{2}(x)=1$ a.e. for every $n$ it follows that the integral of the square of a Walsh function is 1 . For orthogonality, we may delete from the product of two Walsh functions any squared Rademacher function and relabel the remaining subscripts $m_{1}, m_{2}, \ldots m_{q}$. Now

$$
r_{m_{2}}(x) \ldots r_{m_{g}}(x)
$$

is constant on each of the $2^{m_{2}}$ half-cycles of $r_{m_{2}}$. A typical halfcycle $I_{m_{2}}$ is divided into $2^{m_{1}-m_{2}}$ half-cycles of $r_{m_{1}}$, in which $r_{m_{1}}$ is alternately +1 and -1 . Hence

$$
\int_{0}^{1} r_{m_{1}} \ldots r_{m_{q}}=\sum_{I_{m_{\mathbf{1}}}} \int_{I_{m_{\mathbf{1}}}}(\text { const. }) r_{m_{1}}=0,
$$

since

$$
\int_{I_{m_{1}}} r_{m_{1}}=0 .
$$

This proves the orthogonality.
(ii) Completeness To satisfy the definition of completeness, $\operatorname{let} f \in L^{2}(0,1)$ and set

$$
F(x)=\int_{0}^{x} f(t) d t .
$$



Fig. 2. A typical Haar function.
Then $F(0)=0$.

$$
\text { Suppose } \int_{0}^{1} f(x) w_{k+1}(x) d x=0 \quad(k=0,1, \ldots)
$$

then

$$
\begin{aligned}
& \int_{0}^{1} f(x) w_{1}(x) d x=0=F(1) \\
& \int_{0}^{1} f(x) w_{2}(x) d x=0=2\left[F\left(\frac{1}{4}\right)+F\left(\frac{3}{4}\right)\right]=0 \\
& \int_{0}^{1} f(x) w_{3}(x) d x=0=2\left[F\left(\frac{1}{4}\right)-F\left(\frac{3}{4}\right)\right]=0
\end{aligned}
$$

whence $F\left(\frac{1}{4}\right)=F\left(\frac{3}{4}\right)=0$. Continuing in this way, use of $w_{4}$ yields

$$
2\left[F\left(\frac{1}{8}\right)+F\left(\frac{3}{8}\right)+F\left(\frac{5}{8}\right)+F\left(\frac{7}{8}\right)\right]=0 ;
$$

use of $w_{5}, w_{6}$, and $w_{7}$ yields the three similar equations in which two of the pluses are replaced with minuses, hence

$$
F\left(\frac{1}{8}\right)=F\left(\frac{3}{8}\right)=F\left(\frac{5}{8}\right)=F\left(\frac{7}{8}\right)=0 .
$$

In general we see that $F=0$ on a dense subset of $(0,1)$. By continuity $F \equiv 0, f(x)=0$ a.e. and the proof is complete.

A more general completeness theorem of Rényi (Alexits (1961) p. 21) asserts that if $\left\{\phi_{n}(x)\right\}$ be any uniformly bounded set of measurable functions on $[a, b]$ which separates points of $[a, b]$ (i.e. given $x_{1}, x_{2}$ in $[a, b]$ then $x_{1} \neq x_{2}$ implies $\phi_{n}\left(x_{1}\right) \neq \phi_{n}\left(x_{2}\right)$ for some $n$ ), then $\left\{\phi_{1}^{m_{1}} \phi_{2}^{m_{2}} \ldots \phi_{n}^{m_{n}}\right\}$ forms a complete sequence in
$L^{2}((a, b), \mu)$, where $m_{k}=0,1, \ldots ; k=1,2, \ldots, n ; n=1,2, \ldots$ and $\mu$ is a bounded, positive, monotone increasing measure with a non-negative derivative vanishing at most on a set of measure zero (see problem 2.16).

As well as the $L^{p}$ theory there is a substantial literature on the pointwise convergence of series in Rademacher and Walsh functions. A similar system of discontinuous functions with an even more favourable convergence theory is that of Haar. The Haar functions are defined by

$$
\begin{aligned}
& h_{1}(x) \equiv 1 \\
& h_{2^{k}+l}(x)=\left\{\begin{array}{c}
2^{k \mid 2}, x \in\left[\frac{l-1}{2^{k}}, \frac{l-\frac{1}{2}}{2^{k}}\right) \\
-2^{k \mid 2}, x \in\left[\frac{l-\frac{1}{2}}{2^{k}}, \frac{l}{2^{k}}\right] \\
0 \text { otherwise, }
\end{array}\right.
\end{aligned}
$$

$l=1,2, \ldots, 2^{k} ; k=0,1, \ldots$
The domain of a typical Haar function is divided into $2^{k}$ cycles of length $1 / 2^{k}$. For each cycle there is a Haar function with a Rademacher-type 'plus/minus' alternation of amplitude $2^{k / 2}$ on that cycle, the function being 0 on all other cycles.

Theorem The Haar system forms a CON sequence in $L^{2}(0,1)$

Proof (a) Orthonormality The normality is obvious; the orthogonality follows from
(i) $h_{1}$ is orthogonal to all other Haar functions;
(ii) If $i \neq j, h_{2^{k_{+i}}} h_{2^{k}+j}=0$ a.e.;
(iii) If $n>m$, either $h_{2^{n}+1} h_{2^{m+1}}=0$ a.e., or

$$
\int_{0}^{1} h_{2^{n}+i} h_{2^{m}+j}= \pm 2^{m / 2} \int_{0}^{1} h_{2^{n+i}}=0 .
$$

(b) Completeness This can be proved by the direct method used to prove the completeness of the Walsh system; however, as an interesting contrast to this direct method we shall give a proof using the Vitali criterion.

The set of points $\left\{p / 2^{q}\right\}$, where $p$ is any odd positive integer and $q$ any positive integer such that $p<2^{q}$ is dense in ( 0,1 ). Then if we can verify that

$$
\sum_{r=1}^{\infty}\left\{\int_{0}^{p / 2^{q}} h_{r}(t) d t\right\}^{2}=p / 2^{q}
$$

Vitali's criterion (p. 35) will be satisfied. Put $r=2^{m}+k$ and $\int_{0}^{p / 2^{q}} h_{r}(t) d t=I(p, q, m, k)$. Now the non-zero values of $h_{r}$ occur on a cycle of length $2^{-m}$; hence $I(p, q, m, k)=0$ if $2^{-q} \geqslant 2^{-m}$, i.e. $I(p, q, m, k)=0$ unless $m \leqslant q-1$ (and hence $r \leqslant 2^{q}$ ). The equality to be verified now reads

$$
\sum_{r=2}^{2 q}\{I(p, q, m, k)\}^{2}=p 2^{-q}-\left(p 2^{-q}\right)^{2}
$$

the term corresponding to $r=1$ having been transposed to the right-hand side.

Now $p / 2^{q}$ lies in exactly one cycle of $h_{r}$, so that given $m$ there is exactly one $k$ for which $I(p, q, m, k) \neq 0$. This $k$ depends on $p, q$ and $m$, and we shall denote the non-zero value of the integral by $I(p, q, m)$. Thus we must verify that*

$$
\sum_{m=0}^{q-1}\{I(p, q, m)\}^{2}=p 2^{-q}\left(1-p 2^{-q}\right) .
$$

Our first task is to find an expression for $I(p, q, m)$. We give to $p$ its dyadic representation:

Put

$$
p=\sum_{n=0}^{q-1} a_{n} 2^{n}, \quad a_{n}=0 \text { or } 1 .
$$

$$
S_{q-m-1}=\sum_{n=0}^{q-m-1} a_{n} 2^{n}
$$

so that $p=S_{q-1}$, and define $S_{-1}=0$. Now we may write $p$ as $S_{q-m-2}$ plus terms with a common factor $2^{q-m-1}$, thus

$$
p=j^{q-m-1}+S_{q-m-2}
$$

[^0]for some $j$. It is obviously convenient to have the range of integration written as a multiple of $1 / 2^{m+1}$, so that
$$
\frac{p}{2^{q}}=\frac{p}{2^{q-m-1}} \frac{1}{2^{m+1}}=\left(j+S_{q-m-2} / 2^{q-m-1}\right) / 2^{m+1} .
$$

Now if $a_{q-m-1}=0, j$ is even and the integral over the range 0 to $j / 2^{m+1}$ is zero. The integral over the remaining range is, taking account of the normalising factor, $2^{m / 2} S_{q-m-2} / 2^{q}$. If $a_{q-m-1}=1, j$ is odd and the integral over the range 0 to $j / 2^{m+1}$ is $2^{m / 2} / 2^{m+1}$, the remainder giving $-2^{m / 2} S_{q-m-2} / 2^{q}$.

Since $a_{q-m-1}$ is either 0 or 1 , these results may be combined to give

$$
\begin{aligned}
I(p, q, m) & =2^{m / 2} a_{q-m-1} / 2^{m+1}+(-1)^{a_{q-m-1}} 2^{m / 2} S_{q-m-2} / 2^{q} \\
& =2^{m \mid 2}\left[a_{q-m-1} 2^{q-m-1}+(-1)^{a_{q-m-1}} S_{q-m-2}\right] / 2^{q},
\end{aligned}
$$

and this completes the first part of the proof.
For the second part we shall denote $I(p, q, m)$ by $I_{m}$ for brevity, and note two properties of the coefficients $a_{n}$ in the dyadic representation of $p$ : (i) $a_{n}^{2}=a_{n}$, and (ii) $(-1)^{a_{n}} a_{n}=-a_{n}$. Now since

$$
\begin{aligned}
& S_{q-m-1}=a_{q-m-1} 2^{q-m-1}+S_{q-m-2}, \\
& S_{q-m-1}^{2}=a_{q-m-1} 2^{2 q-2 m-2}+a_{q-m-1} 2^{q-m} S_{q-m-2}+S_{q-m-2}^{2}
\end{aligned}
$$

Furthermore,

$$
2^{q-m} I_{m}^{2}=a_{q-m-1} 2^{2 q-2 m-2}-a_{q-m-1} 2^{q-m} S_{q-m-2}+S_{q-m-2}^{2} .
$$

On adding these last two equations and rearranging, we get

$$
S_{q-m-1}^{2}-2 S_{q-m-2}^{2}+2^{2 q-m} I_{m}^{2}=a_{q-m-1} 2^{2 q-2 m-1}
$$

On multiplying this by $2^{m}$ and summing on $m$ from 0 to $q-1$, we get

$$
\sum_{m=0}^{q-1} 2^{m} S_{q-m-1}^{2}-\sum_{m=0}^{q-1} 2^{m+1} S_{q-m-2}^{2}+\sum_{m=0}^{q-1} 2^{2 q} I_{m}^{2}=\sum_{m=0}^{q-1} a_{q-m-1} 2^{2 q-m-1} .
$$

Thus

$$
S_{q-1}^{2}-2^{q} S_{-1}^{2}+2^{2 q} \sum_{m=0}^{q-1} I_{m}^{2}=2^{q} \sum_{m=0}^{q-1} a_{q-m-1} 2^{q-m-1}=2^{q} S_{q-1}
$$

or

$$
p^{2}+2^{2 q} \sum_{m=0}^{q-1} I_{m}^{2}=2^{q} p
$$

Finally,

$$
\sum_{m=0}^{q-1} I^{2}(p, q, m)=p 2^{-q}\left(1-p 2^{-q}\right)
$$

as required.
Not only is this equation sufficient for the completeness of the Haar system, it is also necessary, as the Vitali criterion shows.

## Problems

2.16 Use Rényi's theorem (p. 48) to show that the set

$$
\left\{\cos ^{n} x, \sin n x \cdot \cos ^{n} x: n=1,2, \ldots\right\}
$$

forms a complete sequence in $L^{2}((0,2 \pi), \mu)$. Deduce the completeness of the trigonometrical functions.
2.17 Show that
(i) $r_{k}(x)=2^{-\frac{1}{2}(k-1)} \sum_{j=1}^{2^{k-1}} h_{2^{k-1}+j}(x) \quad(k=1,2, \ldots)$
(ii) $w_{2^{k}+l}(x)=r_{k+1}(x) w_{l}(x) \quad\left(l=1,2, \ldots, 2^{k} ; k=0,1, \ldots\right)$
(iii) $w_{2^{k}+l}(x)=2^{-k \mathbf{l}^{2}} \sum_{j=1}^{2^{k}} w_{l}(x) h_{2^{k_{+j}}}(x)$

$$
\left(l=1,2, \ldots, 2^{k} ; k=0,1, \ldots\right)
$$

2.18 Show that both the Walsh system and the Haar system are total in $L^{p}(0,1),, 1 \leqslant p<\infty$. (Actually both are bases for $L^{p}(0,1)$, see Singer (1970) p. 13 and p. 405.)
2.19 Show that for the Walsh system to be complete it is necessary and sufficient that

$$
\sum_{m=1}^{q} 2^{m-1}\{J(p, q, m)\}^{2}=p 2^{-q}\left(1-p 2^{-q}\right),
$$

where

$$
J(p, q, m)=\int_{0}^{p / 2^{q}} r_{m}(t) d t,
$$

$r_{m}$ being the $m$ th Rademacher function (Higgins et al. 1975).
2.20 Let $g(x) \in L^{2}(0,1), g \neq \theta$ and be defined everywhere on $(0,1)$ except possibly on a set of measure zero. Let ( $g \chi_{r}$ ) be the
complete sequence obtained by letting $r$ take the values $1 / 2,1 / 4,3 / 4,1 / 8,3 / 8,5 / 8,7 / 8, \ldots$ (see p. 48). Find the first few members of the CON sequence for $L^{2}(0,1)$ obtained by orthogonalising this set over $(0,1)$. What happens if $g$ itself is expanded in the resulting CON sequence? If $g \equiv 1$, show that the CON sequence is neither the Walsh nor the Haar system, but that its members do have similar intervals of constancy.

### 2.5 CON sequences and the reproducing kernel

Certain Hilbert spaces possess a 'reproducing kernel', which gives them an even stronger structure than they would otherwise have. This kernel can be calculated from a CON sequence for the space. $L^{2}$ spaces do not normally possess a reproducing kernel, but we shall shortly meet certain subspaces of $L^{2}$ which do; consequently, we shall give the definition and a few important facts in this section.

Definition A Hilbert space $H$ of functions defined everywhere on a set $X$ is called a 'reproducing kernel Hilbert space' ('r.k. space' for short) if there exists a kernel $k(t, x)$ defined on $X \times X$, such that
(i) $k(t, x) \in H \quad(x \in X)$,
(ii) $f(x)=(f, k(., x)) \quad(f \in H)$, the reproducing equation.

Note the necessity of using a dot in the notation; in the $L^{2}$ case, this can be thought of as the dummy of integration. Before pointing out some of the properties of r.k. spaces we give a theorem and corollary which tell us when a Hilbert space will have a reproducing kernel.

Theorem A Hilbert function space is an r.k. space if and only if the evaluation functional is bounded on $H$, i.e.

$$
|f(x)| \leqslant M_{x}\|f\| \quad(f \in H) .
$$

Proof (i) Let $H$ be an r.k. space. Then

$$
|f(x)|=|(f, k(., x))| \leqslant\|f\|\|k(., x)\|
$$

so the evaluation functional is bounded.
(ii) Let the evaluation functional be bounded. Then by the Riesz-Fréchet representation theorem (Appendix 1,4), for each $x \in X$ there is a $g_{x} \in H$ such that $f(x)=\left(f, g_{x}().\right)$. Then $g_{x}(t)$ has the required reproducing property.

Corollary* If each $f \in H$ is continuous, then $H$ is an r.k. space.

Proof Define a set of linear functionals $\left\{T_{\epsilon}\right\}$ on $H$ by $T_{\epsilon}$ $f=\left(f, h_{\epsilon}\right)$ where $\left\{h_{\epsilon}=1\right.$ and $h_{\epsilon}(t)$ has support on $\{t:|x-t|<\epsilon\}$. Since $\left|\left(f, h_{\varepsilon}\right)\right| \leqslant\|f\|\left\|h_{\epsilon}\right\|$ we find that $\left\{T_{\varepsilon}\right\}$ is a set of bounded linear functionals on $H$. Furthermore, $\lim _{\epsilon \rightarrow 0} T_{\epsilon} f=f(x)$, since $f$ is continuous, hence there exists a constant $M_{f}$ such that

$$
\sup _{\epsilon}\left|T_{\epsilon} f\right|<M_{f} \quad(f \in H) .
$$

The uniform boundedness principle applies and there exists $M$ such that $\left\|T_{\epsilon}\right\|<M$ for every $\epsilon$, hence

$$
\left|T_{\epsilon} f\right|<\|f\| M
$$

We let $\epsilon \rightarrow 0$, then

$$
|f(x)| \leqslant\|f\| M
$$

and by the previous theorem $H$ is an r.k. space.
The converse of this corollary is not true; indeed, Lehto (1952) has given an example of an r.k. space which contains discontinuous functions.

Some useful properties of r.k. Hilbert spaces are listed; the reader will find that they follow readily from the definitions. For these and other properties, see Meschkowski (1962).
(a) The kernel $k(t, x)$ is unique.
(b) $k(t, x)=\overline{k(x, t)}$.
(c) $k(t, x)=(k(., t), k(., x))$; in particular $k(x, x)=\|k(., x)\|^{2}$.
(d) The weak and, hence, the strong convergence of a sequence $\left(f_{n}\right)$ to $f$ in an r.k. Hilbert space $H$ implies the pointwise

[^1]convergence of $f_{n}(x)$ to $f(x)(x \in X)$. The convergence is uniform over any subset of $X$ for which $k(x, x)$ is bounded.
(e) Let $\left(\phi_{n}\right)$ be a CON sequence in $H$. Then
$$
k(t, x)=\Sigma \phi_{n}(t) \overline{\phi_{n}(x)} \quad(x, t \in X) .
$$

It is usually difficult to relate two different modes of convergence, therefore ( $d$ ) is a remarkable feature of r.k. Hilbert spaces.

### 2.6 The method of isometric transformation

2.6.1 Description of the method Let $H$ and $K$ be two Hilbert spaces and $u: H \rightarrow K$ be an isometric isomorphism of $H$ onto $K$; thus $u$ preserves norms and hence inner products (see problem 2.21). It is evident then that $u$ preserves orthonormality: the image of an ON sequence in $H$ is an $O N$ sequence in $K$. The mapping $u$ also preserves completeness, whether the sequence is orthogonal or not, since every $k \in K$ is of the form $u(h)$ for some $h \in H$ and so if $\left(\phi_{n}\right)$ is complete in $H$, given $\epsilon>0$, there exists a finite sequence of scalars ( $a_{n}$ ) such that (using totality)

$$
\left\|h-\Sigma a_{n} \phi_{n}\right\|=\left\|k-\Sigma a_{n} u\left(\phi_{n}\right)\right\|<\epsilon .
$$

We could have started the argument with $K$ and used $u^{-1}$, thus we have the important result that, if $u$ is an isometric isomorphism between two Hilbert spaces $H$ and $K$, then a sequence in $H$ and its image by $u$ in $K$ both possess or both fail to possess any or all of the properties: completeness, orthogonality, normality (see also problem 2.21).

This is the essence of the isometric transform method, for, although $H$ and $K$ are, from the abstract point of view, entirely equivalent under $u$, this equivalence can be turned to good advantage in practice. For example, it may be easier to demonstrate completeness in $H$ of the image sequence by a judiciously chosen $u$ which maps $H$ onto itself, rather than that of the original sequence. One can often (but not always-see problem 2.25) generate a new CON sequence for $H$ in this way. A powerful application of the method is to the case where $u$ maps $L^{2}(\mathbb{R})$ to itself, carrying a subspace of functions which vanish over some
subset of $\mathbb{R}$ into a subspace which has some special property. In §2.6.3 a class of interpolating functions will be generated in this way, and in § 2.6.4 a class of rational functions.

## Problem

2.21 Show that an isometric isomorphism preserves (a) inner products, and (b) bases of Hilbert space.
An isometric isomorphism is not the most general type of mapping which preserves bases, see the Lemma on p. 75.
2.6.2 Examples of isometric transformations Before proceeding to illustrate the method, we shall give a few examples, some of which will be found useful later.
(i) The Fourier transform on $L^{2}(\mathbb{R})$. Plancherel's theory shows that if $f \in L^{2}(\mathbb{R})$ then the Fourier transform

$$
(F f)(x)=\operatorname{li.i.m.~}_{A \rightarrow \infty} \frac{1}{\sqrt{(2 \pi)}} \int_{-A}^{A} e^{-i x t} f(t) d t
$$

where l.i.m. stands for 'limit in the mean', and indicates a limit in the sense of $L^{2}$ norm, is in $L^{2}(\mathbb{R})$. The Parseval relation $(f, g)=(F f, F g)$ holds for every $f, g \in L^{2}(\mathbb{R})$ and $F$ is a unitary operator on $L^{2}(\mathbb{R})$. Under mild restrictions on $f$ the integral defining $F f$ exists both in the sense of li.im. and in the sense of the ordinary limit, the two values being equal (see e.g. Titchmarsh (1937) p. 83).
(ii) The Fourier sine transform

$$
\left(F_{s} f\right)(x)=\operatorname{l.i.m.~}_{A \rightarrow \infty} \frac{1}{\sqrt{(2 \pi)}} \int_{0}^{A} \sin x t f(t) d t
$$

the Fourier cosine transform

$$
\left(F_{c} f\right)(x)=\underset{A \rightarrow \infty}{\operatorname{li.m.}} \frac{1}{\sqrt{ }(2 \pi)} \int_{0}^{A} \cos x t f(t) d t
$$

and the Hankel transform

$$
\left(H_{\nu} f\right)(x)=\operatorname{li.i.m.}_{\Delta \rightarrow \infty} \int_{0}^{A}(x t)^{\frac{1}{2}} J_{\nu}(x t) f(t) d t, \quad v>-1,
$$

are all examples of unitary operators on $L^{2}\left(\mathbb{R}^{+}\right)$.

The examples (i) and (ii) are treated in detail by Titchmarsh (1937) together with more general classes of unitary integral operators.
(iii) Let the function $\phi(t)$ have a positive derivative everywhere on an interval $(c, d)$, with $\phi(c)=a$, and $\phi(d)=b$, and $\psi(t)$ be real and measurable. The mapping which takes $f(t)$ to $f(\phi(t))\left[\phi^{\prime}(t)\right]^{\frac{1}{2}} e^{i \psi(t)}$ provides an isometry of $L^{2}(a, b)$ into $L^{2}(c, d)$, as may easily be verified. When $\phi^{\prime}(t)$ is everywhere negative, the mapping $f(t) \rightarrow f(\phi(t))\left|\phi^{\prime}(t)\right|^{\frac{1}{2}} e^{i \psi(t)}$ takes $L^{2}(a, b)$ to $L^{2}(d, c)$; for example with $\phi(t)=e^{t}$ the first maps $L^{2}\left(\mathbb{R}^{+}\right)$to $L^{2}(\mathbb{R})$, and with $\phi(t)=-\log t$ the second maps $L^{2}\left(\mathbb{R}^{+}\right)$to $L^{2}(0,1)$.
O. Szász used several such transformations to study completeness properties of sequences ( $x^{\lambda_{n}}$ ) (see p. 97).
2.6.3 The functions of the cardinal series We shall use the isometric transform method to discuss the functions appearing in the series

$$
\sum_{-\infty}^{\infty} a_{n} \frac{\sin \pi(x-n)}{\pi(x-n)},
$$

which is called a cardinal series; we shall also point out some properties of this series. The method is due to Hardy (1941).

We have seen that $\left\{(2 \pi)^{-\frac{1}{2}} e^{i n x}: n=0,1, \ldots\right\}$, forms a CON sequence in $L^{2}(-\pi, \pi)$. Consider the set $\left\{\phi_{n}: n=0,1, \ldots\right\} \subset L^{2}(\mathbb{R})$ given by

$$
\phi_{n}(x)=\left\{\begin{array}{l}
(2 \pi)^{-\frac{1}{2}} e^{i n x}, \quad|x|<\pi \\
0, \quad|x|>\pi .
\end{array}\right.
$$

This forms an $O N$ sequence over $\mathbb{R}$, which is not of course complete in $L^{2}(\mathbb{R})$. Now

$$
\begin{aligned}
\hat{\phi}_{n}(x)=F \phi_{n}(x) & =\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{i n t-i x t} d t \\
& =\frac{\sin \pi(x-n)}{\pi(x-n)}
\end{aligned}
$$

and $\left\{\hat{\phi}_{n}: n=0,1, \ldots\right\}$, is ON over $\mathbb{R}$ by the isometric property of $F$. It does not form a complete sequence in $L^{2}(\mathbb{R})$ since $\left(\phi_{n}\right)$ does not. Can we, then, identify that subspace $F^{\pi}$ of $L^{2}(\mathbb{R})$ which is spanned by $\left(\hat{\phi}_{n}\right)$ ? To do this, we attempt to verify the definition of totality by taking $g \in L^{2}(\mathbb{R})$ and assuming that $\left(g, F \phi_{n}\right)=0$
$(n=0, \pm 1, \ldots)$. But this is equivalent to $\left(F^{-1} g, \phi_{n}\right)=0$ ( $n=0, \pm 1, \ldots$ ), where the definition of $\phi_{n}$ shows that the inner product is taken over [ $-\pi, \pi$ ]. Thus the completeness of $\left(\phi_{n}\right)$ when restricted to $L^{2}(-\pi, \pi)$ shows that $F^{-1} g$ is null on $[-\pi, \pi]$. It will be null on the whole of $\mathbb{R}$ if, and only if, $g$ belongs to that subclass of $L^{2}(\mathbb{R})$ whose inverse Fourier transform is null on the complement of $[-\pi, \pi]$. This provides us with the subspace $F^{\pi}$ that we are seeking. The functions $g$ of $F^{\pi}$ may thus be written

$$
\begin{equation*}
g(x)=\frac{1}{\sqrt{ }(2 \pi)} \int_{-\pi}^{\pi} f(t) e^{-i x t} d t \tag{1}
\end{equation*}
$$

Hardy called these the Paley-Wiener functions, in view of the well-known characterisation of such functions as entire functions of exponential type whose restriction to the real axis is in $L^{2}(\mathbb{R})$ (Paley and Wiener, 1934). $F^{\pi}$ is an r.k. Hilbert space (each $g \in F^{\pi}$ is continuous) in which

$$
\left\{\frac{\sin \pi(x-n)}{\pi(x-n)}: n=0, \pm 1, \ldots\right\},
$$

forms a CON sequence (see problem 2.22 for the reproducing kernel). The Fourier series in this CON sequence for any $g \in F^{\pi}$ is a cardinal series; from the reproducing kernel theory we find that the series converges pointwise and uniformly over $\mathbb{R}$, and therefore reduces to $a_{n}$ when $x$ is an integer $n$. That is, $a_{n}=g(n)$ so that the formula

$$
\begin{equation*}
g(x)=\sum_{-\infty}^{\infty} g(n) \frac{\sin \pi(x-n)}{\pi(x-n)} \tag{2}
\end{equation*}
$$

holds uniformly on $\mathbb{R}$ for each $g \in F^{\pi}$.
The above remarks have recently seen important application in the theory of communication of information: here $g$ is a signal (one writes $t$ instead of $x$ to denote time) and provided that the signal is 'band-limited', or 'slowly oscillating', i.e. contains no frequency outside the 'band' $[-\pi, \pi]$ as in the representation (1) then it can be completely constructed (theoretically at least) by the formula (2) using only its values at a set of equally spaced instants of time.

The cardinal series and its interpolating property were intro-
duced by E. T. Whittaker (1915) who also studied the slowly oscillating property of its sum.

## Problems

2.22 Show that the reproducing kernel for $F^{\pi}$ is

$$
\frac{\sin \pi(x-y)}{\pi(x-y)} .
$$

2.23 Show that there is an interpolation series involving Bessel functions analogous to the cardinal series by using the fact that the Hankel transform (p.56) is a unitary operator on $L^{2}(0, \infty)$, and by using the completeness of the FourierBessel functions in $L^{2}(0,1)$. Show also that the Hilbert space $B_{\nu}$ spanned by the functions of this series is that subspace of $L^{2}(0, \infty)$ consisting of functions whose Hankel transform of order $\nu$ is null outside ( 0,1 ) (Higgins, 1972).
2.24 Show that of the two ON sets of functions associated with the Bessel-Neumann series, namely,

$$
\left\{2^{-1}(2 n+1)^{\frac{1}{2}}(-1)^{n} x^{-\frac{1}{2}} J_{n+\frac{1}{2}}(x): n=0,1, \ldots, x \in \mathbb{R}\right\}
$$

and

$$
\left\{[2(\nu+2 n+1)]^{\frac{1}{2}} x^{-\frac{1}{2}} J_{\nu+2 n+1}(x): n=0,1, \ldots, x \in \mathbb{R}^{+}\right\}
$$

the first forms a CON sequence in $F^{\pi}$, the second in $B_{\nu}$. Hint: use the Hankel and the Fourier transform (Higgins, 1972).

### 2.6.4 The Laguerre polynomials and their Fourier

 Transforms Here we shall discuss the completeness of the generalised Laguerre polynomials, and use the isometric transform method to generate a class of rational functions which forms a CON sequence in $L^{2}(\mathbb{R})$.We have already observed that the completeness theorem for polynomials applies to the Laguerre polynomials in $L^{2}\left(\mathbb{R}^{+}, e^{-x}\right)$. It can be easily verified that the theorem also applies to the polynomials obtained by orthonormalising the set of powers $\left\{x^{n}: n=0,1, \ldots\right\}$ with respect to $L^{2}\left(\mathbb{R}^{+}, x^{a} e^{-x}\right)$, so that a CON sequence in $L^{2}\left(\mathbb{R}^{+}\right)$is formed from the set $\left\{l_{n}(x, \alpha): n=0,1, \ldots\right\}$,
where

$$
l_{n}(x, \alpha)=\left[\frac{n!}{\Gamma(1+n+\alpha)}\right]^{\frac{1}{2}} x^{\alpha / 2} e^{-x / 2} L_{n}^{(\alpha)}(x) .
$$

Here, $L_{n}^{(\alpha)}(x)$ is the $n$th generalised Laguerre polynomial (Appendix 2,7). The completeness can be made to depend (Tricomi, 1955) on the formula

$$
\begin{equation*}
r^{2(\alpha+1)} \sum_{n=1}^{\infty} \frac{n!}{\Gamma(2+n+\alpha)(1+n+\alpha)}\left\{L_{n}^{(\alpha+1)}(r)\right\}^{2}=\int_{0}^{r} x^{\alpha} e^{x} d x, \tag{3}
\end{equation*}
$$

known from the theory of the 'incomplete gamma function'. This connection emerges from using the modified Vitali criterion (p. 37) with $w(x)=e^{-x} x^{\alpha}$ and the choice $g(x)=e^{x}$. Then the equality to be verified is

$$
\sum_{n=1}^{\infty} \frac{n!}{\Gamma(1+n+\alpha)}\left\{\int_{0}^{r} x^{\alpha} L_{n}^{(\alpha)}(x) d x\right\}^{2}=\int_{0}^{r} e^{x} x^{\alpha} d x .
$$

Now if we substitute

$$
\int_{0}^{r} x^{\alpha} L_{n}^{(\alpha)}(x) d x=\frac{r^{\alpha+1}}{1+n+\alpha} L_{n}^{(\alpha+1)}(r)
$$

(Magnus et al. (1966) p. 241), the equality to be verified is just the formula (3). Thus the completeness of the Laguerre polynomials and the formula (3) are consequences of each other. A modified Dalzell method can also be used, but it too involves difficult integrals (Dalzell, 1945a).

At this point we shall introduce a further parameter into the definition of the Laguerre polynomials. By a simple change of variable in the integral expressing orthonormality of ( $L_{n}^{(\alpha)}$ ) we can show that a more general CON sequence in $L^{2}\left(\mathbb{R}^{+}\right)$is formed from the set $\left\{l_{n}(x, \alpha, a): n=0,1, \ldots\right\}$, where

$$
l_{n}(x, \alpha, a)=\left[\frac{a^{1+\alpha} n!}{\Gamma(1+n+\alpha)}\right]^{\frac{1}{2}} e^{-a x / 2} x^{\alpha / 2} L_{n}^{(\alpha)}(a x) .
$$

Next we calculate the Fourier transforms (see p. 56, (i) for the definition) of those functions which are equal to zero for negative arguments and equal to $l_{n}(x, \alpha, a)$ for positive arguments. We shall need

$$
I=\frac{1}{\sqrt{ }(2 \pi)} \int_{0}^{\infty}(a x)^{m} x^{\alpha / 2} e^{-a x / 2} e^{-i x y} d x
$$

since the polynomial representation (Appendix 2,7) for $L_{n}^{(\alpha)}$ is to be used. Put $x(i y+a / 2)=t$, then

$$
I=\frac{a^{m}}{\sqrt{ }(2 \pi)} \int_{C} t^{m+\alpha / 2} e^{-t}(i y+a / 2)^{-1-m-\alpha / 2} d t,
$$

where $C$ is a contour in the complex $t$-plane consisting of the whole ray $\arg t=2 y / a$. By considerations of regularity we may take $C$ to be the ray arg $t=0$, and using the definition of the gamma function (Appendix 2,1) we find that

$$
I=\frac{a^{m} \Gamma(1+m+\alpha / 2)}{\sqrt{(2 \pi)(i y+a / 2)^{1+m+\alpha / 2}}} .
$$

Hence

$$
\begin{align*}
& F l_{n}(., \alpha, a)(y) \\
& \quad=\left[\frac{a^{1+\alpha} n!}{2 \pi \Gamma(1+n+\alpha)}\right]^{\frac{1}{2}} \sum_{m=0}^{n}(-1)^{m}\binom{n+\alpha}{n-m} \frac{a^{m}}{m!} \frac{\Gamma(1+m+\alpha / 2)}{(i y+a / 2)^{1+m+\alpha / 2} .} \tag{4}
\end{align*}
$$

First consider the special case $\alpha=0, a=2$. We have

$$
\begin{aligned}
F l_{n}(., 0,2)(y) & =(\pi)^{-\frac{1}{2}} \sum_{m=0}^{n}\binom{n}{m} \frac{(-2)^{m}}{(1+i y)^{1+m}} \\
& =\frac{(\pi)^{-\frac{1}{2}}}{(1+i y)}\left[1-\frac{2}{(1+i y)}\right]^{n} \\
& =(\pi)^{-\frac{1}{2}} \frac{(i y-1)^{n}}{(1+i y)^{n+1}} \\
& =\rho_{n}(y), \text { say. }
\end{aligned}
$$

By an argument similar to that of the previous section, the set $\left\{\rho_{n}\right\}$ forms a CON sequence in that subspace $F^{+}$of $L^{2}(\mathbb{R})$ whose inverse Fourier transforms vanish on the negative real axis; such functions are important in time series analysis (Wiener, 1949).

For general $a$ and $\alpha$ the formulae in Appendix 2 for the binomial coefficient, the Pochhammer symbol and the hypergeometric function ${ }_{2} F_{1}$ may be used, together with

$$
(n-m)!=(-1)^{m} n!/(-n)_{n}
$$

to put (4) into the form

$$
\begin{aligned}
& {\left[\frac{a^{1+\alpha} n!\Gamma(1+n+\alpha)}{n!2 \pi}\right]^{\frac{1}{2}} \frac{1}{n!(i y+a / 2)^{1+\alpha}}} \\
& \quad \times\left[\sum_{m=0}^{n-1} \frac{(-n)_{m} a^{m} \Gamma(1+\alpha / 2)(1+\alpha / 2)_{m}}{m!\Gamma(1+\alpha)(1+\alpha)_{m}(i y+a / 2)^{m}}+\frac{(-1)^{n} a^{n}(1+n+\alpha / 2)}{\Gamma(1+n+\alpha)(i y+a / 2)^{n}}\right] \\
& =\left[\frac{a^{1+\alpha} \Gamma(1+n+\alpha)}{n!2 \pi}\right]^{\frac{1}{2}} \frac{\Gamma(1+\alpha / 2)}{\Gamma(1+\alpha)} \frac{1}{(i y+a / 2)^{1+\alpha}} \\
& \quad \times{ }_{2} F_{1}\left(-n, 1+\alpha / 2,1+\alpha, \frac{2 a}{2 i y+a}\right)
\end{aligned}
$$

This formula provides a class of CON sequences in $F^{+}$.
We now turn to the completeness of the rational functions $\left\{\rho_{n}: n=0,1, \ldots\right\}$ defined above. We have

$$
\overline{\rho_{-n}(x)}=-\frac{(i x-1)^{n-1}}{\sqrt{\pi(i x+1)^{n}}}=-\rho_{n-1}(x)
$$

and since $\rho_{n}(x)=F l_{n}(., 0,2)(x)$ we have

$$
\begin{aligned}
& \rho_{-n}(x)=-\overline{\rho_{n-1}(x)}=-\overline{F l_{n-1}(., 0,2)(x)} \\
& \quad=\frac{\sqrt{2}}{\sqrt{ }(2 \pi)} \int_{0}^{\infty} e^{-t} L_{n-1}(2 t) e^{i x t} d t=\frac{1}{\sqrt{\pi}} \int_{-\infty}^{0} e^{t} L_{n-1}(-2 t) e^{-i x t} d t
\end{aligned}
$$

This is the Fourier transform of the function equal to $\sqrt{ } 2 e^{t} L_{n}(-2 t)$ for negative arguments and equal to zero for positive arguments.

Lemma The set $\left\{\sqrt{ } 2 e^{t} L_{n}(-2 t): n=0,1, \ldots\right\}$ forms a CON sequence in $L^{2}\left(\mathbb{R}^{-}\right)$.

Proof (i) Orthonormality This is obtained from that of $\left(L_{n}(2 t)\right)$ over $\mathbb{R}^{+}$:
$2 \int_{0}^{\infty} e^{-2 t} L_{m}(2 t) L_{n}(2 t) d t=\delta_{n m}=-2 \int_{0}^{-\infty} e^{2 t} L_{m}(-2 t) L_{n}(-2 t) d t$.
(ii) Completeness Now the set $\left\{e^{-t} L_{n}(2 t)\right\}$ forms a complete sequence in $L^{2}\left(\mathbb{R}^{+}\right)$, therefore if $f$ is even and $f \in L^{2}(\mathbb{R})$,
$-\int_{0}^{-\infty} f(t) e^{t} L_{n}(-2 t) d t=\int_{0}^{\infty} f(t) e^{-t} L_{n}(2 t) d t=0 \quad(n=0,1, \ldots)$
implies that $f$ is null on $\mathbb{R}^{+}$, and hence null on $\mathbb{R}^{-}$. But every
member of $L^{2}\left(\mathbb{R}^{-}\right)$is the restriction to $\mathbb{R}^{-}$of an even member of $L^{2}(\mathbb{R})$.

By Fourier transformation we now see that $\left\{\rho_{-n}(x): n=1,2, \ldots\right\}$ forms a CON sequence in $F^{-}$, the class of $L^{2}$ functions whose Fourier transforms vanish on $\mathbb{R}^{+}$. But it is clear that

$$
L^{2}(\mathbb{R})=F^{+} \oplus F^{-},
$$

so that $\left\{\rho_{n}(x): n=0, \pm 1, \ldots\right\}$ forms a CON sequence in $L^{2}(\mathbb{R})$. We have shown that the set

$$
\left\{\frac{1}{\sqrt{ } \pi} \frac{(i x-1)^{n}}{(i x+1)^{n+1}}: n=0, \pm 1, \ldots\right\}
$$

forms a CON sequence in $L^{2}(\mathbb{R})$.

## Problems

2.25 Show that, apart from a factor $i^{n}$, the weighted Hermite polynomials

$$
\left(\pi^{\frac{1}{2}} n!2^{n}\right)^{-\frac{1}{2}} e^{-x^{2} / 2} H_{n}(x), \quad n=0,1, \ldots,
$$

(see Appendix 2,8 for the definition of $H_{n}$ ), which form a CON sequence in $L^{2}(\mathbb{R})$ (problem 2.1), are their own Fourier transforms.
2.26 Show that $\left(\rho_{n}(x)\right)$ is complete by the Dalzell criterion.
2.27 Let $\left\{\phi_{n}\right\}$ denote the weighted Laguerre polynomials on $\mathbb{R}^{+}$. Use the generating function relation

$$
(1-t)^{-1} \exp \left\{-\frac{1}{2}\left(\frac{1+t}{1-t}\right) x\right\}=\sum_{n=0}^{\infty} t^{n} \phi_{n}(x)
$$

to demonstrate the orthogonality of $\left(\phi_{n}\right)$. Use it also to show completeness in $L^{2}\left(\mathbb{R}^{+}\right)$, by the following steps:
(i) The series converges to the generating function in $L^{2}\left(\mathbb{R}^{+}\right)$norm, for $|t|<1$.
(ii) The set $\left\{\phi_{n}\right\}$ is total in the class of functions of the form $e^{-\alpha x}, x \in \mathbb{R}^{+}$, for any $\alpha \in \mathbb{R}^{+}$.
(iii) Consider the isometric transformation $L^{2}\left(\mathbb{R}^{+}\right) \rightarrow L^{2}(0,1)$ induced by $f(x) \rightarrow i f(-\log x) / \sqrt{ } x$ (see (iii) of p. 57); use the
completeness of the powers in $L^{2}(0,1)$, then reverse the transformation.

This method was suggested by J. von Neumann.
2.28 Show, by calculating the inner products directly, that

$$
\left\{\frac{(i x-1)^{n+\rho}}{(i x+1)^{n+1+\rho}}: n=0, \pm 1, \ldots, \rho \text { real }\right\}
$$

forms an orthogonal sequence over $\mathbb{R}$. Show that this sequence is also complete in $L^{2}(\mathbb{R})$.

Show also that

$$
\left\{\left(\frac{a-i x}{a+i x}\right)^{n}: n=0, \pm 1, \ldots\right\}
$$

forms a CON sequence in $L^{2}\left(\mathbb{R}, \frac{a}{\pi\left(a^{2}+x^{2}\right)}\right)$.

### 2.7 CON sequences of complex functions

In this section we shall investigate some CON sequences for $L^{2}$ spaces of functions regular in regions of the complex plane. Accordingly, let $R$ denote a region (an open connected set) of the complex plane and let $L_{r}^{2}(R)$ denote the Hilbert space of all functions which are regular in $R$ and such that

$$
\|f\|=\iint_{R}|f(z)|^{2} d x d y<\infty
$$

Note carefully that $L_{r}^{2}(R)$ is not the same as $L^{2}(R)$, the full $L^{2}$ space over $R$ (see problem 2.30).

We are going to show that a conformal mapping of the underlying region $R$ onto another region $R^{\prime}$ induces an isometric isomorphism of $L_{r}^{2}(R)$ onto $L_{r}^{2}\left(R^{\prime}\right)$. Readers wishing to strengthen their knowledge of conformal mapping should consult a good text, such as Nehari (1952).

Given a region $R$ of the complex plane it is natural to seek a CON sequence of polynomials for $L_{r}^{2}(R)$. To this end, we can orthonormalise the sequence of powers ( $z^{n}$ ) over $R$ to obtain an ON set of polynomials. A pleasant feature of $\left(z^{n}\right)$ is that it is already orthogonal over $D$, the unit disc. It is also complete in $L_{r}^{2}(D)$ (see the theorem to follow) these facts being particularly convenient since $D$ is the canonical region for the Riemann
mapping theorem. For general $R$ the ON sequence of polynomials will only be complete if $R$ is reasonably shaped (see theorem p. 68).

Theorem $\left\{\sqrt{ }(n / \pi) z^{n-1}: n=1,2, \ldots\right\}$ forms a CON sequence in $L_{r}^{2}(D)$.

Proof (i) Orthonormality Now if $n \neq m$,

$$
\left(z^{n}, z^{m}\right)=\iint_{D} z^{n} \bar{z}^{m} d x d y
$$

We can put $z=r e^{i \theta}$ and pass to polar coordinates to obtain the value zero for this integral. Alternatively, the very useful complex form of Green's theorem can be used, namely

$$
\iint_{R} f(z) \overline{g^{\prime}(z)} d x d y=\frac{1}{2 i} \int_{C} f(z) \overline{g(z)} d z
$$

where $C$ is the boundary of $R$ (not necessarily simply connected), and $f$ and $g$ are regular within and on $C$. Consequently,

$$
\begin{aligned}
\left(z^{n}, z^{m}\right) & =\frac{1}{2 i(m+1)} \int_{|z|=1} z^{n} \bar{z}^{m+1} d z \\
& =0
\end{aligned}
$$

A similar calculation with $m=n$ yields the normalising factor.
(ii) Completeness We shall verify Parseval's theorem directly. Green's theorem is used again, this time to find an expression for the Fourier coefficients ( $c_{n}$ ) for $f \in L_{r}^{2}(D)$ :

$$
\begin{aligned}
c_{n} & =\lim _{r \rightarrow 1} \sqrt{ }\left(\frac{n}{\pi}\right) \iint_{|z|<r} f(z) \bar{z}^{n-1} d x d y \\
& =\lim _{r \rightarrow 1} \frac{1}{2 i} \sqrt{ }\left(\frac{n}{\pi}\right) \int_{|z|=r} f(z) \frac{\bar{z}^{n}}{n} d x \\
& =\lim _{r \rightarrow 1} \frac{1}{\sqrt{ }(\pi n)} \frac{r^{2 n}}{2 i} \int_{|z|=r} \frac{f(z)}{z^{n}} d z .
\end{aligned}
$$

Now the coefficients $\left(b_{n}\right)$ in the power series expansion for $f$ are given by the formula
hence

$$
\begin{align*}
& b_{n-1}=\frac{1}{2 \pi i} \int_{|z|=r} \frac{f(z)}{z^{n}} d z, \quad r<1, \\
& c_{n}=\sqrt{ }\left(\frac{\pi}{n}\right) b_{n-1} \quad(n=1,2, \ldots) . \tag{5}
\end{align*}
$$

Next, by formal calculations, we have

$$
\begin{aligned}
\|f\|^{2} & =\iint_{D}|f(z)|^{2} d x d y \\
& =\int_{0}^{1} \int_{0}^{2 \pi}\left\{\sum_{n=0}^{\infty} b_{n} r^{n} e^{i n \theta}\right\}\left\{\sum_{n=0}^{\infty} \bar{b}_{n} r^{n} e^{-i n \theta}\right\} r d r d \theta \\
& =\int_{0}^{1} \int_{0}^{2 \pi} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} b_{n} \bar{b}_{m} r^{n+m} e^{i(n-m) \theta} r d r d \theta \\
& =\int_{0}^{1} \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} b_{n} \bar{b}_{m} \int_{0}^{2 \pi} e^{i(n-m) \theta} d \theta r^{n+m+1} d r \\
& =2 \pi \int_{0}^{1} \sum_{n=0}^{\infty}\left|b_{n}\right|^{2} r^{2 n+1} d r \\
& =\pi \sum_{n=0}^{\infty} \frac{\left|b_{n}\right|^{2}}{n+1} .
\end{aligned}
$$

These formalities can be justified by considerations of uniform and of absolute convergence; then because of (5) we have

$$
\|f\|^{2}=\pi \sum_{n=1}^{\infty} \frac{\left|b_{n-1}\right|^{2}}{n}=\sum_{n=1}^{\infty}\left|c_{n}\right|^{2}
$$

and the Parseval relation is verified.
For any region $R$ of the complex plane the Hilbert space $L_{r}^{2}(R)$ is an r.k. space, since all its members are continuous (corollary, p. 54). It was in the context of conformal mapping of the underlying region $R$ that the reproducing kernel was first introduced by Stefan Bergman. Indeed, kernels of this type are often called Bergman kernels; they have important connections with conformal mapping functions of the region $R$ and with Green's kernel for $R$.

Since we now have a CON sequence for $L_{r}^{2}(D)$, we can calculate the reproducing kernel $k_{D}(z, \zeta)$, using the formula of property (e) of § 2.5:

$$
\begin{aligned}
k_{D}(z, \zeta) & =\sum_{n=0}^{\infty} \frac{(n+1)}{\pi} z^{n} \bar{\zeta}^{n} \\
& =\frac{1}{\pi} \frac{d}{d(z \bar{\zeta})} \sum_{n=0}^{\infty}(z \bar{\zeta})^{n+1} \\
& =\frac{1}{\pi} \frac{d}{d(z \bar{\zeta})} \frac{z \bar{\zeta}}{1-z \bar{\zeta}}
\end{aligned}
$$

so that $k_{D}(z, \zeta)=1 /(1-z \bar{\zeta})^{2}$.

We now investigate the behaviour of CON sequences for $L_{r}^{2}(R)$ under conformal mapping of the region $R$.

Let $w(\zeta)$ be regular in a simply connected domain $R$ of the $\zeta=\xi+i \eta$ plane, $w^{\prime}(\zeta) \neq 0$ in $R$, and let $w$ map $R$ conformally onto $R^{\prime}$, a region in the $z$-plane. Then $\zeta=p(z)=w^{-1}$ is a conformal map of $R^{\prime}$ onto $R$ and

$$
\frac{d w}{d \zeta} \frac{d p}{d z}=1
$$

If $g \in L_{r}^{2}(R)$,

$$
\iint_{R^{\prime}}|g(z)|^{2} d x d y=\iint_{R}|g(w(\zeta))|^{2}\left|w^{\prime}(\zeta)\right|^{2} d \xi d \eta
$$

$\left|w^{\prime}\right|^{2}$ being the Jacobian of the mapping. In terms of norms, this is

$$
\|g\|_{R^{\prime}}=\left\|(g \circ w) w^{\prime}\right\|_{R}
$$

## Definition The association

$$
g \leftrightarrow(g \circ w) w^{\prime}
$$

is a mapping between $L_{r}^{2}(R)$ and $L_{r}^{2}\left(R^{\prime}\right)$, which we shall call the mapping induced by $w$, or just the induced mapping.

As we have just seen the induced mapping is norm preserving, and we wish to apply the ideas of § 2.6.1 to it. In fact, the induced mapping is an isometric isomorphism between $L_{r}^{2}(R)$ and $L_{r}^{2}\left(R^{\prime}\right)$. To complete the proof of this statement, we note that since the induced mapping is linear and norm preserving, and hence one-to-one from $L_{r}^{2}\left(R^{\prime}\right)$ into $L_{r}^{2}(R)$, we have only to show that it is also 'onto'. Consequently, let $F \in L_{r}^{2}(R)$ and $\operatorname{set} g(z)=F(p(z)) p^{\prime}(z)$ (recall that $p=w^{-1}$ ). Then

$$
\begin{aligned}
\iint_{R}|F(\zeta)|^{2} d \xi d \eta & =\iint_{R}\left|F(p(w(\zeta))) p^{\prime}(w(\zeta)) w^{\prime}(\zeta)\right|^{2} d \xi d \eta \\
& =\iint_{R}\left|g(w(\zeta)) w^{\prime}(\zeta)\right|^{2} d \xi d \eta \\
& =\iint_{R^{\prime}}|g(z)|^{2} d x d y<\infty
\end{aligned}
$$

That is, $g \in L_{r}^{2}\left(R^{\prime}\right)$ as required.

As an example of the foregoing remarks, we can generate a CON sequence for $L_{r}^{2}(R)$ where $R$ is any simply connected domain by mapping it onto the unit disc. If $w$ is the mapping function, the induced mapping associates

$$
\left\{\sqrt{\left(\frac{n}{\pi}\right)} \zeta^{n-1}: n=1,2, \ldots\right\}
$$

forming a CON sequence in $L_{r}^{2}(D)$ with

$$
\left\{\sqrt{ }\left(\frac{n}{\pi}\right)[w(z)]^{n-1} w^{\prime}(z): n=1,2, \ldots\right\}
$$

forming a CON sequence in $L^{2}(R)$.
In particular, we can generate another CON sequence for $L_{r}^{2}(D)$ by mapping $D$ onto itself by the linear fractional transformation

$$
w=\frac{z-a}{1-\bar{a} z},|a|<1 .
$$

$$
\frac{d w}{d z}=\frac{1-|a|^{2}}{(1-\bar{a} z)^{2}}
$$

so that another CON sequence is formed by the set

$$
\left\{\sqrt{ }\left(\frac{n}{\pi}\right)\left(\frac{z-a}{1-\bar{a} z}\right)^{n-1} \frac{1-|a|^{2}}{(1-\bar{a} z)^{2}}: n=1,2, \ldots\right\}
$$

Next we state a completeness theorem for complex polynomials.
Theorem If $R$ is a finite region of the complex plane, whose complement is a closed region, then the set of powers $\left\{z^{n}: n=0,1, \ldots\right\}$ forms a complete sequence in $L_{r}^{2}(R)$.

The proof is beyond our present scope; it may be found in Nehari (1952). As with the completeness theorem for real polynomials ( p .31 ), this theorem applies to any simple set of polynomials defined on $R$; in particular, to the ON sequence formed by orthonormalising $\left(z^{n}\right)$ over $R$.

We follow this with a remarkable
Example The Chebyshev polynomials of the second kind, $\left\{U_{n}(z)\right\}$ (Appendix 2), form a CON sequence for $L_{r}^{2}(E)$, where $E$ is the interior of the ellipse $b^{2} x^{2}+a^{2} y^{2}=a b$.

Proof The previous theorem gives the completeness, since $\left\{U_{n}\right\}$ is a simple set. As for the orthogonality, we can avoid the necessity of orthonormalising $\left(z^{n}\right)$ over $E$ by using a conformal mapping technique. The function $w=\cos ^{-1} z$ maps the region $E$ which has been cut from its foci to the boundary along the real axis conformally on the rectangular region $R=\{w: 0<u<\pi$, $|v|<c\}$ in the $w=u+i v$ plane, where $a=\cosh c$ and $b=\sinh c$.

We use the representation (Magnus et al. (1966) p. 257)

$$
U_{n}(z)=\left(1-z^{2}\right)^{-\frac{1}{2}} \sin \left[(n+1) \cos ^{-1} z\right]
$$

and the fact that the cuts do not affect the value of the inner product

$$
\left(U_{n}, U_{m}\right)=\iint_{E} U_{n}(z) \overline{U_{m}(z)} d x d y
$$

Thus from the mapping of $L_{r}^{2}(E) \rightarrow L_{r}^{2}(R)$ induced by $w$, we have

$$
\left(U_{n}, U_{m}\right)=\iint_{R} \sin (n+1) w \sin (m+1) w d u d v
$$

which, by the addition theorem for sine and by symmetry considerations, is readily found to be zero. Similarly, the normalising factor is found, and the result is that

$$
\left\{2\left[\frac{n+1}{\left(A^{n+1}-A^{-n-1}\right)}\right]^{\frac{1}{2}} U_{n}(z): n=0,1 \ldots\right\},
$$

where $A=(a+b)^{2}$, forms a CON sequence in $L^{2}(E)$.

## Problems

2.29 By using suitable mapping functions, find CON sequences for $L_{r}^{2}(R)$, where $R$ is $(a)$ the interior of the circle $|z-a|=r$; (b) the upper half-plane; (c) the interior of a square. Find CON sequences for $L_{r}^{2}(D)$ and $L_{r}^{2}(E)$ which have not already been derived in the text.
2.30 Let $L^{2}(D)$ denote the full $L^{2}$ space over the unit disc. Find a CON sequence for $L^{2}(D)$ and use the circular form of Vitali's criterion (p. 38) to prove the completeness. Find a CON sequence for $\bar{L}_{r}^{2}(D)$, the class of $L^{2}$ functions whose complex conjugates are regular in $D$, and show that an
element of $\bar{L}_{r}^{2}(D)$ can only have a constant component in common with an element of $L_{r}^{2}(D)$. Find an element of $L^{2}(D)$ which is orthogonal to $\bar{L}_{r}^{2}(D) \cup L_{r}^{2}(D)$.
2.31 Show that

$$
\left\{\frac{z^{n}}{\sqrt{ }\left(\pi n\left(1-r^{2 n}\right)\right)}: n= \pm 1, \pm 2, \ldots\right\},
$$

forms a CON sequence for $L_{r}^{2}(A)$, where $A$ is the annular region $\{z: 0<r<|z|<1\}$. The reader must take careful note that this is the first non-simply connected region that has been introduced.

## 3. Non-orthogonal sequences

In this chapter we shall give some methods for demonstrating completeness and basis properties of sequences which do not have the property of orthogonality. Thus we are forced to give up the very useful Parseval relation, and other types of criteria must be sought. The most useful of these involves the idea of 'stability', and we shall give a brief introduction to this topic in §3.1.

### 3.1 The stability of bases

We shall find that basis properties of sequences can sometimes be deduced from the fact that they are 'near' in some sense to a sequence already known to possess the required property. We list some types of nearness:
(i) $\left(\psi_{n}\right)$ is strictly near $\left(\phi_{n}\right)$ if $\Sigma\left\|\phi_{n}-\psi_{n}\right\|=\lambda<\infty$.
(ii) $\left(\psi_{n}\right)$ is quadratically near $\left(\phi_{n}\right)$ if $\Sigma\left\|\phi_{n}-\psi_{n}\right\|^{2}=\lambda<\infty$.
(iii) $\left(\psi_{n}\right)$ is $K L$ (Krein-Lyusternik) near the biorthogonal system $\left\{\phi_{n}, \phi_{n}^{*}\right\}$ if

$$
\Sigma\left\|\phi_{n}-\psi_{n}\right\|\left\|\phi_{n}^{*}\right\|=\lambda<\infty .
$$

(iv) $\left(\psi_{n}\right)$ is Paley-Wiener near $\left(\phi_{n}\right)$ if

$$
\left\|\Sigma a_{n}\left(\phi_{n}-\psi_{n}\right)\right\|<\lambda\left\|\Sigma a_{n} \phi_{n}\right\|,
$$

for all finite sequences of scalars $\left(a_{n}\right)$, and for some $\lambda<1$.
Definition A property of a sequence ( $\phi_{n}$ ) in Banach space is said to be stable if it conserved by all sequences sufficiently near to it in some sense.

Our main goal in this section is the Paley-Wiener stability theorem; from it we will be able to deduce, in §3.1.1, some
properties of the non-harmonic Fourier functions. Before this, however, we shall give some other typical stability theorems (A, B, C and D below); theorem A will be found useful later in the context of differential operators (see §4.1).

Theorem A Let $\left(\phi_{n}\right)$ be $a$ CON sequence in a Hilbert space $H$, and let $\left(\psi_{n}\right)$ be quadratically near to $\left(\phi_{n}\right)$. Then $\left(\psi_{n}\right)$ is complete in $H$.

Proof Choose $N$ so large that

$$
\sum_{n=N+1}^{\infty}\left\|\phi_{n}-\psi_{n}\right\|^{2}<1
$$

Now let us subtract from $\phi_{n}$ its component along the $\psi_{n}$ s for $n>N$, i.e. set

$$
\eta_{n}=\phi_{n}-\sum_{k=N+1}^{\infty}\left(\phi_{k}, \psi_{k}\right) \psi_{k} .
$$

In the first part of the proof we show that the set

$$
\left\{\eta_{n}: n=1, \ldots, N\right\} \cup\left\{\psi_{n}: n=N+1, \ldots, \infty\right\}
$$

forms a complete sequence in $H$. Suppose then that for $h \in H$, $h \neq \theta$, we have

$$
\begin{aligned}
\left(h, \eta_{n}\right) & =0, \\
\left(h, \psi_{n}\right) & =0, \\
& n=N+1,2, \ldots, N
\end{aligned}
$$

and
Then $h$ is also orthogonal to $\phi_{n}(n=1,2, \ldots, N)$ since

$$
0=\left(h, \eta_{n}\right)=\left(h, \phi_{n}\right)-\sum_{k=N+1}^{\infty}\left(\phi_{n}, \psi_{k}\right)\left(h, \psi_{k}\right)=\left(h, \phi_{n}\right) .
$$

Using the Parseval relation, we have

$$
\begin{aligned}
\|h\|^{2} & =\sum_{k=1}^{\infty}\left|\left(h, \phi_{k}\right)\right|^{2}=\sum_{k=\frac{N+1}{\infty}}^{\infty}\left|\left(h, \phi_{k}\right)\right|^{2} \\
& =\sum_{k=N+1}^{\infty}\left|\left(h, \phi_{k}-\psi_{k}\right)\right|^{2} \\
& \leqslant \sum_{k=N+1}^{\infty}\|h\|^{2}\left\|\phi_{k}-\psi_{k}\right\|^{2} \\
& <\|h\|^{2} \text { by the choice of } N
\end{aligned}
$$

This contradiction shows that the assumption $h \neq \theta$ is false, and completes the first part.

Secondly, set $S=\left[\psi_{N+1}, \ldots\right]^{\perp}$. Then $\eta_{n} \in S(n=1, \ldots, N)$ by construction; in fact by the first part $S$ is the closed linear span of $\left\{\eta_{n}: n=1, \ldots, N\right\}$ and so is of dimension $N$. But the mutually orthogonal elements $\psi_{1}, \psi_{2}, \ldots, \psi_{N}$ also lie in $S$, and therefore span $S$. Then $\eta_{1}, \ldots, \eta_{N}$ must be linear combinations of $\psi_{1}, \ldots, \psi_{N}$, and

$$
\begin{aligned}
{\left[\psi_{1}, \ldots, \psi_{N}, \psi_{N+1}, \ldots\right]^{\perp} } & =\left[\eta_{1}, \ldots, \eta_{N}, \psi_{N+1}, \ldots\right]^{\perp} \\
& =[\theta]
\end{aligned}
$$

by the first part. In other words, $\left(\psi_{n}\right)$ is complete in $H$.
Next we give without proof some stability theorems which are similar to the last one, but more powerful. For these we need the

Definition A sequence ( $\phi_{n}$ ) in Banach space is called $\omega$-linearly independent if

$$
\sum_{k=1}^{\infty} \phi_{k} \alpha_{k}=\theta \Rightarrow \alpha_{k}=0 \text { for every } k
$$

This evidently generalises the notion of linear independence in finite dimensional vector space.

Theorem B (Kato (1966) p. 265) Let ( $\phi_{n}$ ) be a CON sequence in a Hilbert space $H$, and $\left(\psi_{n}\right)$ an $\omega$-linearly independent sequence in $H$ that is quadratically near $\left(\phi_{n}\right)$. Then $\left(\psi_{n}\right)$ is a basis for $H$.

If $\sum_{n}\left\|\phi_{n}-\psi_{n}\right\|^{2}<1$, then $\left(\psi_{n}\right)$ is already $\omega$-linearly independent.

Theorem C (Kato (1966) p. 266) If $\left(\psi_{n}\right)$ is strictly near a CON sequence in Hilbert space, with $\lambda<1$, then it is a basis.

Theorem D (Singer (1970) p. 94) Let $\left(\psi_{n}\right)$ be a sequence in a Banach space $B$ which is $K L$ near a basis $\left\{\phi_{n}, \phi_{n}^{*}\right\}$ for $B$. Then (i) $\left(\psi_{n}\right)$ is a basis if and only if it is $\omega$-linearly independent; (ii) $\left(\psi_{n}\right)$ is a basis if and only if it is total in $B$.

In preparation for our study of the Paley-Wiener stability theorem we introduce certain special types of basis for Banach
space, described in the following definition; note that a CON sequence in Hilbert space is a basis of each of the three types listed, and the situation can be viewed as another illustration of the favourable properties enjoyed by CON sequences which may be lost along with orthogonality.

Definition Let $\left(\phi_{n}\right)$ be a basis for a Banach space $B$. Then
(i) $\left(\phi_{n}\right)$ is called a Bessel basis if

$$
\Sigma a_{k} \phi_{k} \text { convergent } \Rightarrow \Sigma\left|a_{k}\right|^{2}<\infty,
$$

or equivalently, if for some constant $C>0$,

$$
\stackrel{N}{\Sigma}\left|a_{k}\right|^{2} \leqslant C\left\|\sum^{N} a_{k} \phi_{k}\right\|^{2}
$$

for all finite sequences $\left(a_{n}\right)$ of scalars.
(ii) $\left(\phi_{n}\right)$ is called a Hilbert basis if

$$
\Sigma\left|a_{k}\right|^{2}<\infty \Rightarrow \Sigma a_{k} \phi_{k} \text { convergent },
$$

or equivalently, if for some constant $C^{\prime}>0$,

$$
\left\|\sum^{N} a_{k} \phi_{k}\right\|^{2} \leqslant C^{\prime} \sum^{N}\left|a_{k}\right|^{2}
$$

for all finite sequences ( $a_{n}$ ) of scalars.
(iii) $\left(\phi_{n}\right)$ is called a Riesz basis or Riesz-Fischer basis if it is both a Bessel and a Hilbert basis, or equivalently if there exist constants $A$ and $B, 0<A \leqslant B<\infty$ such that

$$
A\left\{\Sigma^{N}\left|a_{k}\right|^{2}\right\}^{\frac{1}{2}} \leqslant\left\|\Sigma^{N} a_{k} \phi_{k}\right\| \leqslant B\left\{\Sigma^{N}\left|a_{k}\right|^{2}\right\}^{\frac{1}{2}}
$$

for all finite sequences $\left(a_{n}\right)$ of scalars.
Proofs of the equivalences can be found in Singer (1970) p. 338.
Definition We call two sequences ( $\phi_{n}$ ) and $\left(\psi_{n}\right)$ in Banach space $B$ equivalent if there exists a bounded invertible operator $T$ on $B$ such that $\psi_{n}=T\left(\phi_{n}\right)$ for every $n$.

Note that by 'invertible' we mean that $T^{-1}$ exists and is bounded on all of $B$. As well as nearness in the various senses just described, equivalence is another way of linking two sets in $B$. The main reason for introducing equivalence is to be found in the following

Lemma If a sequence $\left(\psi_{n}\right)$ in a Banach space is equivalent to a basis ( $\phi_{n}$ ), it too is a basis.

Proof Let $T: B \rightarrow B, T\left(\phi_{n}\right)=\psi_{n}$ for every $n$ and $T^{-1}$ exist and be bounded on all of $B$. Let $f \in B$.
(i) $\left\|f-\sum^{N} a_{n} \psi_{n}\right\|=\left\|f-\sum^{N} a_{n}\left(T \phi_{n}\right)\right\|$

$$
\begin{aligned}
& =\left\|T F-\sum^{N} a_{n}\left(T \phi_{n}\right)\right\| \text { for some } F \in B, \\
& =\left\|T\left(F-\sum^{N} a_{n} \phi_{n}\right)\right\| \\
& \leqslant\|T\|\left\|F-\sum^{N} a_{n} \phi_{n}\right\| .
\end{aligned}
$$

This last expression tends to 0 as $N$ tends to $\infty$ if the $a_{n}$ are chosen to be the Fourier coefficients of $F$ with respect to $\left(\phi_{n}\right)$. Thus each $f \in B$ has an expansion in the set $\left\{\psi_{n}\right\}$.
(ii) The coefficients are unique, since if ( $a_{n}^{\prime}$ ) is any sequence of coefficients such that $\left\|f-\Sigma a_{n}^{\prime} \psi_{n}\right\| \rightarrow 0$ and ( $a_{n}$ ) is as in (i), then

$$
\left\|\Sigma\left(a_{n}^{\prime}-a_{n}\right) \psi_{n}\right\| \leqslant\left\|f-\Sigma a_{n}^{\prime} \psi_{n}\right\|-\left\|f-\Sigma a_{n} \psi_{n}\right\| \rightarrow 0
$$

Thus

$$
\begin{aligned}
\left\|\sum^{N}\left(a_{n}^{\prime}-a_{n}\right) \phi_{n}\right\| & =\left\|T^{-1} \sum^{N}\left(a_{n}^{\prime}-a_{n}\right) \psi_{n}\right\| \\
& \leqslant\left\|T^{-1}\right\|\left\|\sum^{N}\left(a_{n}^{\prime}-a_{n}\right) \psi_{n}\right\| \rightarrow 0 \text { as } N \rightarrow \infty,
\end{aligned}
$$

and since ( $\phi_{n}$ ) is a basis we must have $a_{n}^{\prime}=a_{n}$ for every $n$, and the proof is complete.

Gelfand showed, for example, that a basis of Hilbert space is absolute if and only if it is equivalent to a CON sequence.

## Problems

3.1 Give the finite dimensional vector space analogues of the previous lemma and of the result (p. 55) asserting the preservation of the CON property under unitary transformation of Hilbert space.
3.2 Show that the properties of being a Bessel, Hilbert or Riesz basis are preserved under equivalence.

Theorem (Paley-Wiener stability theorem) Let ( $\phi_{n}$ ) be a basis for a Banach space B and $\left(\psi_{n}\right)$ a sequence in B. Suppose that

$$
\begin{equation*}
\left\|\sum_{n} a_{n}\left(\phi_{n}-\psi_{n}\right)\right\| \leqslant \lambda\left\|\sum_{n} a_{n} \phi_{n}\right\| \tag{1}
\end{equation*}
$$

where $0<\lambda<1$ and $\left(\alpha_{n}\right)$ is any finite sequence of scalars; that is, $\left(\psi_{n}\right)$ is Paley-Wiener near $\left(\phi_{n}\right)$.Then $\left(\psi_{n}\right)$ is also a basis for $B$.

Note that, because of

$$
\left\|\Sigma a_{n}\left(\phi_{n}-\psi_{n}\right)\right\| \geqslant \mid\left\|\Sigma a_{n} \phi_{n}\right\|-\left\|\Sigma a_{n} \psi_{n}\right\| \|
$$

the hypothesis (1) implies

$$
\begin{equation*}
(1-\lambda)\left\|\Sigma a_{n} \phi_{n}\right\| \leqslant\left\|\Sigma a_{n} \psi_{n}\right\| \leqslant(1+\lambda)\left\|\Sigma a_{n} \phi_{n}\right\| . \tag{2}
\end{equation*}
$$

We note also that since

$$
\left\|\Sigma a_{n} \phi_{n}\right\|=\left\{\Sigma\left|a_{n}\right|^{2}\right\}^{\frac{1}{2}}
$$

if $B$ is a Hilbert space and $\left(\phi_{n}\right)$ a CON sequence, we can, using the definition of a Riesz basis, state the following useful form of the Paley-Wiener stability theorem:

Corollary Let $H$ be a Hilbert space with CON sequence $\left(\phi_{n}\right)$ and let $\left(\psi_{n}\right)$ be a sequence in H.If

$$
\left\|\Sigma a_{n}\left(\phi_{n}-\psi_{n}\right)\right\| \leqslant \lambda\left\{\Sigma\left|a_{n}\right|^{2 \frac{1}{2}}\right.
$$

with $\lambda<1$, for all finite sequences of scalars $\left(a_{n}\right)$, then $\left(\psi_{n}\right)$ is a Riesz basis for $H$. There are many other similar theorems; see e.g. Singer (1970).

Proof of the Paley-Wiener stability theorem. The method of proof is to show that, under the hypotheses, $\left(\psi_{n}\right)$ is equivalent to $\left(\phi_{n}\right)$ in the sense of the previous lemma. To do this we introduce the operator

$$
T: \Sigma a_{k} \phi_{k} \rightarrow \Sigma a_{n} \psi_{n}
$$

where $\left(a_{n}\right)$ is any finite sequence of scalars. We can extend $T$ to all of $B$ 'by continuity' (Appendix 1,8), since if $\left(F_{M}\right)=\left(\sum^{M} a_{n} \phi_{n}\right)$ converges in $B$ as $M \rightarrow \infty$, then $\left(G_{M}\right)=\left(T\left(F_{M}\right)\right)$ converges, since by (2) $\left(\sum^{M} a_{n} \psi_{n}\right)$ is a Cauchy sequence.

Also from (2) we find that

$$
\left\|T\left(\sum^{M} a_{n} \phi_{n}\right)\right\|=\left\|\sum_{n}^{M} a_{n} \psi_{n}\right\| \leqslant(1+\lambda)\left\|\sum^{M} a_{n} \phi_{n}\right\|
$$

from which it follows that $T$ as extended is bounded.
Obviously we have $T\left(\phi_{n}\right)=\psi_{n}$ for every $n$, so to establish equivalence it remains to be shown that $T$ is invertible. If $I$ denotes the identity operator on $B$ we have

$$
\left\|(I-T) \Sigma a_{n} \phi_{n}\right\|=\left\|\Sigma a_{n}\left(\phi_{n}-\psi_{n}\right)\right\| \leqslant \lambda\left\|\Sigma a_{n} \phi_{n}\right\|
$$

therefore $\|I-T\| \leqslant \lambda<1$, i.e. $T$ is 'sufficiently close to $I$ ' to be invertible (see Appendix 1,9). This completes the proof.

We may remark that the key to this proof was the fact that the closeness of $\left(\psi_{n}\right)$ to $\left(\phi_{n}\right)$ in the Paley-Wiener sense led to the fact that $T$ was sufficiently close to the identity to be invertible, leading in turn to the equivalence of $\left(\psi_{n}\right)$ and $\left(\phi_{n}\right)$. This proof, using as it does the theory of operators, makes an interesting contrast to the proof of the 'quadratic' stability theorem (A) which used only the geometry of Hilbert space in its arguments; so also did Paley's and Wiener's original proof of their stability theorem (which had the more modest aim of showing among other things, that if the ON sequence ( $\phi_{n}$ ) is complete in $L^{2}$ then so is $\left(\psi_{n}\right)$ ); this proof is to be found in Paley and Wiener (1934) p. 100 .

In order to make practical use of the theorem we must be able to verify the hypothesis (1) for particular sequences $\left(\phi_{n}\right)$ and ( $\psi_{n}$ ). Duffin and Eachus (1942) have given a method of 'separation of variables' suitable for application to Hilbert space, and the lemma which follows is a slightly modified version of their method; it is well suited to the study of the non-harmonic Fourier functions, as we shall see in the next section.

Lemma Let $\left(\phi_{n}\right)$ be a CON sequence in a Hilbert space $H$, and $\left(\psi_{n}\right)$ a sequence in $H$. Suppose that

$$
\begin{equation*}
\phi_{n}-\psi_{n}=\sum_{k=1}^{\infty} C_{n, k}\left(T_{k} \phi_{n}\right) \tag{3}
\end{equation*}
$$

strongly, where ( $C_{n, k}$ ) is a matrix of scalars with $\left|C_{n, k}\right|<c_{k}$, and $\left(T_{k}\right)$ is a sequence of bounded linear operators on $H$ with $\left\|T_{k}\right\|<t_{k}$.

Then $\left(\psi_{n}\right)$ is Paley-Wiener near $\left(\phi_{n}\right)$ if $\sum_{k=1}^{\infty} c_{k} t_{k}<1$, and con-
sequently $\left(\psi_{n}\right)$ is a Riesz basis for $H$. sequently $\left(\psi_{n}\right)$ is a Riesz basis for $H$.

Proof Since the norm is continuous on $H$ to $\mathbb{R}$, we have from (3)

$$
\left\|\sum_{n} a_{n}\left(\phi_{n}-\psi_{n}\right)\right\|=\lim _{N \rightarrow \infty}\left\|\sum_{n} a_{n} \sum_{k=1}^{N} C_{n, k} T_{k} \phi_{n}\right\| .
$$

Now

$$
\begin{aligned}
& \left\|\sum_{n} a_{n} \sum_{k=1}^{N} C_{n, k} T_{k} \phi_{n}\right\| \\
& \quad=\left\|\sum_{k=1}^{N} T_{k} \sum_{n} a_{n} C_{n, k} \phi_{n}\right\| \\
& \quad \leqslant \sum_{k=1}^{N}\left\|T_{k} \sum_{n} a_{n} C_{n} \phi_{n}\right\| \\
& \quad \leqslant \sum_{k=1}^{N} t_{k}\left\|\sum_{n} C_{n, k} a_{n} \phi_{n}\right\| \\
& \leqslant \sum_{k=1}^{N} t_{k} c_{k}\left\{\sum \sum_{n}\left|a_{n}\right|^{2}\right\}^{\frac{1}{2}},
\end{aligned}
$$

the last inequality being true because, if the orthogonality of $\left(\phi_{n}\right)$ be used twice, we get

$$
\begin{aligned}
\left\|\sum_{n} C_{n, k} a_{n} \phi_{n}\right\|^{2} & =\sum_{n}\left\|C_{n, k} a_{n} \phi_{n}\right\|^{2} \\
& \leqslant\left|c_{k}\right|^{2} \sum_{n}\left|a_{n}\right|^{2} .
\end{aligned}
$$

We now have

$$
\left\|\sum_{n} a_{n}\left(\phi_{n}-\psi_{n}\right)\right\| \leqslant\left(\lim _{N \rightarrow \infty} \sum_{k=1}^{N} t_{k} c_{k}\right)\left\{\sum_{n}\left|a_{n}\right|^{22 \frac{1}{2}}\right.
$$

and the hypotheses of the corollary to the Paley-Wiener stability theorem are satisfied with $\lambda=\sum_{k} t_{k} c_{k}$. This completes the proof.
3.1.1 The non-harmonic Fourier functions The functions $\left\{e^{i \lambda_{n} x}: n=0, \pm 1, \pm 2, \ldots\right\}$ are called the non-harmonic Fourier functions, or sometimes just complex exponentials; $\left(\lambda_{n}\right)$ is a given sequence of complex numbers. The study of these
functions was initiated by N. Wiener, and it was to them that Paley and Wiener applied their original stability theorem. They obtained the result that if the $\lambda_{n}$ are real and such that

$$
\left|\lambda_{n}-n\right| \leqslant D<\pi^{-2}
$$

then $\left\{e^{i \lambda_{n} x}: n=0, \pm 1, \ldots\right\}$ forms'a completesequence in $L^{2}(-\pi, \pi)$. Later Levinson (1936a) improved the result by enlarging the constant $\pi^{-2}$ to $\frac{1}{4}$. He treated the case of $L^{p}(-\pi, \pi), 1<p \leqslant 2$, and showed that the best possible value for $D$ is $(p-1) / 2 p$, in the sense that completeness holds on $L^{p}(-\pi, \pi)$ if

$$
\left|\lambda_{n}-n\right| \leqslant D<(p-1) / 2 p
$$

but may fail to hold if $\left|\lambda_{n}-n\right| \leqslant(p-1) / 2 p$.
The case of complex $\lambda_{n}$ was investigated by Duffin and Eachus (1942) using the separation of variables method. This is the content of our next

Example Let $\left(\lambda_{n}\right)$ be a sequence of complex numbers such that $\left|\lambda_{n}-n\right| \leqslant D<(\log 2) / \pi$. Then

$$
\left\{e^{i \lambda_{n} x}: n=0, \pm 1, \ldots\right\} \text { forms a Riesz basis for } L^{2}(-\pi, \pi)
$$

We have

$$
\begin{aligned}
e^{i n x}-e^{i \lambda_{n} x} & =\left(1-e^{i\left(\lambda_{n}-n\right) x}\right) e^{i n x} \\
& =-\sum_{k=1}^{\infty} \frac{\left[i\left(\lambda_{n}-n\right) x\right]^{k}}{k!} e^{i n x}
\end{aligned}
$$

strongly in $L^{2}(-\pi, \pi)$. With the notations of the previous lemma we find that $T_{k}$ is the operation of multiplication by $x^{k}$, and the norm of this operator is easily calculated to be $\pi^{k}$. Furthermore, $C_{n, k}^{\prime}=-\left[i\left(\lambda_{n}-n\right)\right]^{k} / k!$, and if we assume that $\left|\lambda_{n}-n\right| \leqslant D$ then $c_{k}=D^{k} / k$ !. Thus

$$
\sum_{k=1}^{\infty} c_{k} t_{k}=e^{\pi D}-1
$$

If this is to be less than 1 we shall have $e^{\pi D}<2$, or $D<(\log 2) / \pi$.

## Problem

3.3 Show that $\left\{e^{i \lambda_{n} x}: n=0, \pm 1, \ldots\right\}$ is orthogonal over $(-\pi, \pi)$ if and only if $\lambda_{n}=n+a, a$ real. Show that this orthogonal set forms a complete sequence in $L^{2}(-\pi, \pi)$. Now let $\lambda_{n}$ be complex; show that $\left\{e^{i \lambda_{n} x}\right\}$ forms a Riesz basis for $L^{2}(-\pi, \pi)$
if $\lambda_{n}-n$ lies in the closure of any region interior to a circle in the $x+i y$ plane with real centre and radius $(\log 2) / \pi$. In particular, if $\lambda_{n}$ is real, $\lambda_{n}-n$ is of the same sign for every $n$, and $\left|\lambda_{n}-n\right| \leqslant D<(2 \log 2) / \pi$ then $\left\{e^{i \lambda_{n} x}\right\}$ forms a Riesz basis for $L^{2}(-\pi, \pi)$.

If $\left|\lambda_{n}-n\right| \leqslant D$ and each $\lambda_{n}$ is real we have seen that $D<\frac{1}{4}$ is sufficient for $\left\{e^{i \lambda_{n} x}\right\}$ to form a complete sequence in $L^{2}(-\pi, \pi)$, and that $D<(\log 2) / \pi$ is sufficient for $\left\{e^{i \lambda_{n} x}\right\}$ to form a Riesz basis for $L^{2}(-\pi, \pi)$, even for complex $\lambda_{n}$. It is natural to ask whether $(\log 2) / \pi$ (which equals 0.22 approximately) can be improved. It turns out that for real $\lambda_{n}$ this constant can indeed be enlarged to $\frac{1}{4}$, the best possible value, with no consequent loss of the Riesz basis property. This remarkable fact was discovered by M. I. Kadec (1964) again using the separation of variables method as follows:

Example For real $\lambda_{n},\left\{e^{i \lambda_{n} x}: n=0, \pm 1, \ldots\right\}$ forms a Riesz basis for $L^{2}(-\pi, \pi)$ if $\left|\lambda_{n}-n\right| \leqslant D<\frac{1}{4}$.

We proceed as in the previous example but, instead of expanding $1-e^{i\left(\lambda_{n}-n\right) x}$ into power series, we expand in the set

$$
\left\{\frac{1}{\sqrt{ }(2 \pi)}, \frac{\cos k x}{\sqrt{ } \pi}, \frac{\sin \left(k-\frac{1}{2}\right) x}{\sqrt{ } \pi}\right\}
$$

(see p. 37) over ( $-\pi, \pi$ ). With $\lambda_{n}-n=\mu_{n}$ we obtain

$$
\begin{aligned}
1-e^{i \mu_{n} x}= & 1-\frac{\sin \pi \mu_{n}}{\pi \mu_{n}}+\sum_{k=1}^{\infty} \frac{(-1)^{k} 2 \mu_{n} \sin \pi \mu_{n}}{\pi\left(k^{2}-\mu_{n}^{2}\right)} \cos k x \\
& +i \sum_{k=1}^{\infty} \frac{(-1)^{k} 2 \mu_{n} \cos \pi \mu_{n}}{\pi\left[\left(k-\frac{1}{2}\right)^{2}-\mu_{n}^{2}\right]} \sin \left(k-\frac{1}{2}\right) x .
\end{aligned}
$$

Now let $T_{0}, T_{2 k+1}, T_{2 k}$, represent multiplication by $1, \cos k x$ and $\sin \left(k-\frac{1}{2}\right) x$ respectively.

Also let

$$
\begin{aligned}
C_{n, 0} & =1-\frac{\sin \pi \mu_{n}}{\pi \mu_{n}} \\
C_{n, 2 k+1} & =\frac{(-1)^{k} 2 \mu_{n} \sin \pi \mu_{n}}{\pi\left(k^{2}-\mu_{n}^{2}\right)} \\
C_{n, 2 k} & =\frac{i(-1)^{k} 2 \mu_{n} \cos \pi \mu_{n}}{\pi\left[\left(k-\frac{1}{2}\right)^{2}-\mu_{n}^{2}\right]}
\end{aligned}
$$

With the notations as in the previous lemma we have

$$
\begin{aligned}
t_{0} & =t_{2 k+1}=t_{2 k}=1 \\
c_{0} & =1-\frac{\sin \pi D}{\pi D} \\
c_{2 k+1} & =\frac{2 D \sin \pi D}{\pi\left(k^{2}-D^{2}\right)} \\
c_{2 k} & =\frac{2 D \cos \pi D}{\pi\left[\left(k-\frac{1}{2}\right)^{2}-D^{2}\right]},
\end{aligned}
$$

provided that $D$ is suitably restricted, certainly for $0<D<\frac{1}{4}$. Thus

$$
\begin{aligned}
\sum_{k=0}^{\infty} c_{k} t_{k}=1-\frac{\sin \pi D}{\pi D}+ & \sin \pi D \sum_{k=1}^{\infty} \frac{2 D}{\pi\left(k^{2}-D^{2}\right)} \\
& +\cos \pi D \sum_{\{k=1}^{\infty} \frac{2 D}{\pi\left[\left(k-\frac{1}{2}\right)^{2}-D^{2}\right]}
\end{aligned}
$$

The two series on the right-hand side are the well-known expansions for $(\pi D)^{-1}-\cot \pi D$ and for $\tan \pi D$ respectively, so that

$$
\begin{aligned}
\sum_{k=0}^{\infty} c_{k} t_{k} & =1-\cos \pi D+\sin \pi D \\
& <1
\end{aligned}
$$

if $D<\frac{1}{4}$, as required.
An extension to the case of complex $\lambda_{n}$ was also given by Kadec, but Young (1975) has pointed out an error in the proof; Young gives the following result:

Let $\lambda_{n}=\lambda_{n}^{\prime}+i \lambda_{n}^{\prime \prime}$, and C and D be constants such that

$$
\begin{aligned}
\left|\lambda_{n}^{\prime}-n\right| & \leqslant D<\frac{1}{4} \\
\left|\lambda_{n}^{\prime \prime}\right| & \leqslant C<\infty .
\end{aligned}
$$

Then $\left\{e^{i \lambda_{n} x}: n=0, \pm 1, \ldots\right\}$ forms a basis for $L^{2}(-\pi, \pi)$. Young's proof shows that this basis is in fact Riesz.

There follow some examples of the stability theorems on pp. 72-3 applied to the non-harmonic Fourier functions with real $\lambda_{n}$. To apply these theorems we shall need

$$
\begin{aligned}
(2 \pi)^{-\frac{1}{2}}\left\|e^{i n x}-e^{i \lambda_{n} x}\right\|_{L^{2}} & =(2 \pi)^{-\frac{1}{2}}\left\{\int_{-\pi}^{\pi}\left|e^{i n x}-e^{i \lambda_{n} x}\right|^{2} d x\right\}^{\frac{1}{2}} \\
& =2^{\frac{1}{2}}\left\{\frac{1-\sin \pi\left(\lambda_{n}-n\right)}{\pi\left(\lambda_{n}-n\right)}\right\}^{\frac{1}{2}} \\
& =\left(2 S_{n}\right)^{\frac{1}{2}}, \text { say. }
\end{aligned}
$$

We can now make the following deductions:
(1) From theorem A, if $\sum_{-\infty}^{\infty} S_{n}<\infty$, then $\left(e^{i \lambda_{n} x}\right)$ is complete in $L^{2}(-\pi, \pi)$.
(2) $\left(e^{i \lambda_{n} x}\right)$ is a basis for $L^{2}(-\pi, \pi)$ if either $\sum_{-\infty}^{\infty} S_{n}<\frac{1}{2}$, from theorem $B$, or $\sum_{-\infty}^{\infty} S_{n}^{\frac{t}{n}}<2^{-\frac{1}{2}}$, from theorem $C$.
(3) From theorem D , if $\sum_{-\infty}^{\infty} S_{n}^{\frac{1}{2}}<\infty$, then $\left(e^{i \lambda_{n} x}\right)$ is a basis for $L^{2}(-\pi, \pi)$ if it is complete.

Sequences $\left(\lambda_{n}\right)$ which validate the criteria in (1) or (3) above can easily be found, by taking account of $1+X^{-1} \sin X=O\left(X^{2}\right)$ as $X \rightarrow 0$. Thus, with $\lambda_{n}-n=\mu_{n}$ we may take $\mu_{n}=O\left(n^{-\alpha}\right)$, $n \rightarrow \infty, \alpha>\frac{1}{2}$, as a sufficient condition for the convergence in (1), and $\mu_{n}=O\left(n^{-\alpha}\right), n \rightarrow \infty, \alpha>1$, for the convergence in (3). Further to the result for (3), we note that if $\mu_{n}=O\left(n^{-\alpha}\right), n \rightarrow \infty$, $\alpha>1$, then $\left(e^{i \lambda_{n} x}\right)$ is complete in $L^{2}(-\pi, \pi)$. This can be deduced from two results of Levinson, one of which asserts that $\left(e^{i \lambda_{n} x}\right)$ is complete in $L^{2}(-\pi, \pi)$ if $\left|\mu_{n}\right| \leqslant D<\frac{1}{4}$, as we have already observed, the other (Levinson (1936b)) asserting that a sequence ( $e^{i \lambda_{n} x}$ ) which is total in $L^{p}(-\pi, \pi)$ remains total if any one $\lambda_{n}$ is replaced with some other number. (By using problem 1.8 (i), we can replace 'total' in this last assertion with 'complete'.)

To see this we observe that given any $D$ such that $0<D<\frac{1}{4}$, there exists $N$ such that $\left\{\lambda_{n}\right\}$ satisfies $\left|\mu_{n}\right| \leqslant D$ for all $n$ such that $|n|>N$. Consider the set

$$
\left\{\lambda_{n}:|n|>N\right\} \cup\{n:|n| \leqslant N\} .
$$

This set satisfies $\left|\mu_{n}\right| \leqslant D$ for every $n$, therefore

$$
\left\{e^{i \lambda_{n} x}:|n|>N\right\} \cup\left\{e^{i n x}:|n| \leqslant N\right\}
$$

forms a complete sequence in $L^{2}(-\pi, \pi)$. We now replace each
$n$ in the second member with $\lambda_{n}$, obtaining the complete sequence $\left(e^{i \lambda_{n} x}\right)_{-\infty<n<\infty}$.

These remarks can now be combined with the result (3) above to obtain: $\left(e^{i \lambda_{n} x}\right)$ is a basis for $L^{2}(-\pi, \pi)$ if $\lambda_{n}-n=O\left(n^{-\alpha}\right)$, $n \rightarrow \infty, \alpha>1$.

## Problems

3.4 Use similar arguments, involving the more general Levinson $L^{p}$-completeness criterion ( $\mathbf{p} .79$ ) and Hölder's inequality to show that if $\mu_{n}=O\left(n^{-\alpha}\right), n \rightarrow \infty, \alpha>1 / p$, then $\left(e^{i \lambda_{n} x}\right)$ is a basis for $L^{p}(-\pi, \pi)$.
3.5 Show that the first criterion of deduction (2) above is weaker than the second, but stronger than the criterion $\left|\lambda_{n}-n\right| \leqslant D<\frac{1}{4}$ of the previous example.
It is interesting to note the difference between the type of criterion of this last result and that of the Kadec result (p. 80) deduced from the Paley-Wiener stability theory. Instead of requiring all the $\lambda_{n}$ to be reasonably close to $n$, in the present discussion the first finitely many $\lambda_{n}$ can be any numbers whatever, but this must be compensated for by requiring that $\lambda_{n} \rightarrow n$ in a prescribed manner as $n \rightarrow \infty$.

As a postscript to this section, let us observe that the quantity $S_{n}$ occurring in the stability criteria has a familiar look, being the reproducing kernel $k(x, t)$ for $F^{\pi}$ (p. 59) with one of its arguments evaluated at $\lambda_{n}$. Indeed the stability theory for nonharmonic Fourier functions brings out an interesting connection with the reproducing kernel theory for $F^{\pi}$. The kernel $k(x, t)$ can be obtained from the calculation of

$$
\int_{-\pi}^{\pi} e^{i x w} e^{-i t w} d w
$$

that is, the $L^{2}(-\pi, \pi)$ inner product of the Fourier kernel with itself; this calculation was necessarily involved in calculating the norm of the difference $e^{i n x}-e^{i \lambda_{n} x}$. We have observed that ( $k(x, n)$ ) is a CON sequence in $F^{\pi}$, generated by taking Fourier transforms of members of the CON sequence (( $2 \pi)^{-\frac{1}{2}} e^{i n x}$ ) in $L^{2}(-\pi, \pi)$, and similarly we may observe that by the isometric character of the Fourier transform, any criterion guaranteeing
that $\left(e^{i \lambda_{n} x}\right)$ is a basis for $L^{2}(-\pi, \pi)$ is also a criterion guaranteeing that

$$
\left(\frac{\sin \pi\left(x-\lambda_{n}\right)}{\pi\left(x-\lambda_{n}\right)}\right)
$$

is a basis for $F^{\pi}$. These remarks generalise the remarks of $\S 2.6 .3$ to some extent; for an application to a problem in electrical engineering, see Higgins (1976).

A more general situation, of which we have just described a special case, is that of a subspace $M$ of $L^{2}(\mathbb{R})$ generated by an isometric integral transform with kernel $K(x, t)$ operating on those functions of $L^{2}(\mathbb{R})$ with the finite interval $[a, b]$ as compact support. If the kernel has the property that, for some sequence $\left(t_{n}\right),\left(K\left(x, t_{n}\right)\right)$ is a CON sequence in $L^{2}(a, b)$, then $M$ necessarily has a reproducing kernel given by the inner product of $K$ with itself over ( $a, b$ ), and there is an interpolation theory in $M$ analogous to the cardinal interpolation series in $F^{\pi}$. A further example of this is obtained by taking the Hankel transform and the associated Fourier-Bessel functions on ( 0,1 ) (see Higgins, 1972).

The literature on sets of non-harmonic Fourier functions is large and still growing; here we can only offer a small selection. A further example will be found in the next section.

### 3.2 A complex variable method

We have already met an application of complex function theory; this was when the identity theorem was used in the proof of the completeness theorem for polynomials (p. 31). In this section we shall use further powerful results from the theory of entire (integral) functions of exponential type, i.e. functions $f(z)$ regular in the whole plane, or in a sector of the plane, and for which there exist positive constants $c$ and $\tau$ such that $|f(z)|<c e^{\tau|z|}$ as $z \rightarrow \infty$. In outline the method runs as follows.

Let a sequence ( $\phi_{n}(x)$ ) to be tested for completeness, on $L^{p}$ say, be such that for every $n, \phi_{n}(x)=f\left(\lambda_{n} x\right)$ for some real number $\lambda_{n}$. Then for $g \in L^{p}$ we shall want the assumption

$$
\int_{a}^{b} f\left(\lambda_{n} x\right) g(x) d x=0 \quad \text { for every } n
$$

to imply that $g$ is null. Suppose $f(z)$ is of exponential type, then by Hölder's inequality so also is

$$
F(z)=\int_{a}^{b} f(z x) g(x) d x
$$

and $F\left(\lambda_{n}\right)=0$ for every $n$. Now there are theorems which assert that an entire function $F(z)$ of exponential type is identically zero if $F\left(\lambda_{n}\right)=0$ for certain sequences of points ( $\lambda_{n}$ ), and if one of these theorems can be applied, the completeness of $\left(f\left(\lambda_{n} x\right)\right)$ will have been demonstrated if we can show that $F(z) \equiv 0$ implies that $g$ is null.

Typical of the required type is the following
Theorem Let $f(z)$ be regular and of exponential type for $\operatorname{Re} z \geqslant \rho>0$, with zeros at the real points $\lambda_{1}, \lambda_{2}, \ldots$ Let $n(x)$ denote the number of zeros of $f$ not exceeding $x$ and $r$ and $s$ be two real valued functions such that
(i) $n(x) \geqslant x+r(x)$.
(ii) $\log |f(i y) f(-i y)| \leqslant 2 \pi\{|y|+s(|y|)\}$.
(iii) $\varlimsup_{R \rightarrow 0} \int_{\rho}^{R}\{r(y)-s(y)\} y^{-2} d y=+\infty$.

Then $f(z) \equiv 0$.
Proof The proof proceeds from Carleman's theorem, well known from elementary complex variable theory (see e.g. Titchmarsh (1939) p. 130) which we shall apply to $f(z)$ in the form

$$
\begin{aligned}
& \sum_{\lambda_{n} \leqslant R}\left\{\frac{1}{\lambda_{n}}-\frac{\lambda_{n}}{R^{2}}\right\} \leqslant \frac{1}{\pi \bar{R}} \int_{-\pi / 2}^{\pi / 2} \log \left|f\left(R e^{i \theta}\right)\right| \cos \theta d \theta \\
& \quad+\frac{1}{2 \pi} \int_{\rho}^{R}\left\{\frac{1}{y^{2}}-\frac{1}{R^{2}}\right\} \log |f(i y) f(-i y)| d y+O(1) \quad(R \rightarrow \infty) .
\end{aligned}
$$

Since $f$ is of exponential type, the first integral on the righthand side is $O(1)$ as $R \rightarrow \infty$; using hypothesis (ii) the second integral does not exceed

$$
\log R+\int_{\rho}^{R} s(y)\left\{\frac{1}{y^{2}}-\frac{1}{R^{2}}\right\} d y+O(1)
$$

so that the right-hand side does not exceed

$$
\log R+\int_{\rho}^{R} s(y)\left\{\frac{1}{y^{2}}-\frac{1}{R^{2}}\right\} d y+O(1) .
$$

Let us write the left-hand side as a Stieltjes integral, integrate by parts and then use hypothesis (i); these calculations yield

$$
\begin{aligned}
\mathrm{LHS} & =\int_{\rho}^{R}\left\{\frac{1}{x}-\frac{x}{R^{2}}\right\} d n(x) \\
& =\int_{\rho}^{R} n(x)\left\{\frac{1}{x^{2}}+\frac{1}{R^{2}}\right\} d x \\
& \geqslant \int_{\rho}^{R}(x+r(x))\left\{\frac{1}{x^{2}}+\frac{1}{R^{2}}\right\} d x \\
& =\int_{\rho}^{R} r(x)\left\{\frac{1}{x^{2}}+\frac{1}{R^{2}}\right\} d x+\log R+O(1) .
\end{aligned}
$$

We may now write the original inequality as

$$
\int_{\rho}^{R} r(x)\left\{\frac{1}{x^{2}}+\frac{1}{R^{2}}\right\} d x \leqslant \int_{\rho}^{R} s(y)\left\{\frac{1}{y^{2}}-\frac{1}{R^{2}}\right\} d y+O(1),
$$

or

$$
\int_{\rho}^{R}\{r(y)-s(y)\} \frac{1}{y^{2}} d y \leqslant O(1)
$$

This contradicts hypothesis (iii) unless $f \equiv 0$, so the proof is complete.

Example The non-harmonic Fourier functions

$$
\left\{e^{i \lambda_{n} x}: 0<\lambda_{1}<\lambda_{2}<\ldots\right\}
$$

form a complete sequence on $L(-a, a)$, and so on $L^{p}(-a, a)$, $p \geqslant 1$, if $\lim n / \lambda_{n}>a / \pi, a<\pi$.

Proof Set $F(z)=\int_{-a}^{a} e^{i z t} g(t) d t, g \in L(-a, a)$.
Then

$$
\begin{aligned}
|F( \pm i y)| & =\left|\int_{-a}^{a} e^{ \pm y t} g(t) d t\right| \\
& \leqslant e^{|y| a} \int_{-a}^{a}|g(t)| d t .
\end{aligned}
$$

Let $F\left(\lambda_{n}\right)=0(n=1,2, \ldots)$. We apply the previous theorem to $\phi(z)=F(\pi z / a)$, which has zeros at $z=\lambda_{n} a / \pi$. Then

$$
|\phi( \pm i y)| \leqslant e^{\pi|y|} \int_{-a}^{a}|g(t)| d t
$$

therefore $\log |\phi(i y) \phi(-i y)| \leqslant 2 \pi(|y|+$ constant $)$. Now if
then

$$
\lambda_{n} a / \pi<x<\lambda_{n+1} a / \pi
$$

$$
n(x) / x>n \pi / \lambda_{n+1} a,
$$

therefore

$$
\underline{\lim } \frac{n(x)}{x} \geqslant \frac{\pi}{a} \lim \left\{\frac{n+1}{\lambda_{n+1}}-\frac{1}{\lambda_{n+1}}\right\}>\frac{\pi}{a} \frac{a}{\pi}=1,
$$

therefore $\lim n(x) / x \geqslant 1+\alpha$, for some $\alpha>0$. Also, for every $\epsilon>0$, we have $n(x) / x>1+\alpha-\epsilon$, for sufficiently large $x$. We may choose $\epsilon<\alpha$, then $n(x)>x+(\alpha-\epsilon) x$ for all sufficiently large $x$. This condition is sufficient for the application of the previous theorem with $r(x)=(\alpha-\epsilon) x$; we also take $s=$ constant. Hence

$$
\begin{aligned}
& \varlimsup_{R \rightarrow \infty} \int_{1}^{R}\{r(y)-s(y)\} y^{-2} d y \\
& \quad=\varlimsup_{R \rightarrow \infty} \int_{1}^{R}(\alpha-\epsilon) y^{-1} d y+\mathrm{constant} \\
& \quad=+\infty .
\end{aligned}
$$

Therefore $\phi$, and hence $F$, is identically zero. From the $L^{1}$ theory of Fourier transforms (e.g. Titchmarsh (1937) p. 164), $g$ is null and the proof is complete.

Let us remark that if in the above example we take $\lambda_{n}=n$, then $\left\{e^{i n x}: n>0\right\}$ forms a complete sequence on $L^{p}(-a, a)$ if $a<\pi$. It is interesting to compare this with the standard result that $\left\{e^{i n x}: n=0, \pm 1, \pm 2, \ldots\right\}$ forms a complete sequence on $L^{p}(-\pi, \pi)$, where of course we cannot remove any member of the set without destroying the completeness; but if the interval $(-\pi, \pi)$ is shrunk by however small an amount to ( $-a, a$ ) we
can have a complete sequence with only 'half as many' members as in the standard case! On the other hand, the theorem from which we deduced the above example is not powerful enough to yield the standard result itself. Consequently we give below a stronger theorem from which deeper completeness results can be obtained, as in the next section.

Theorem (Boas and Pollard, 1947) Let
(i) $\left(\lambda_{n}\right)$ be a sequence of reals satisfying

$$
0<\lambda_{n} \leqslant n+\frac{1}{2} \alpha-\frac{1}{2}, n=1,2, \ldots ;
$$

(ii) $H(z)$ be an entire function such that $H\left( \pm \lambda_{n}\right)=0$ for every $n$;
(iii) $|H(x+i y)| \leqslant|y|^{-\gamma} \int_{0}^{\pi} h(t) s(t) e^{t|y|} d t$, where $h \in L^{p}(0, \pi)$, $1 \leqslant p<\infty$, and either
(a) $s(t) \equiv 1$, in which case we must have $\alpha \leqslant \gamma+1-1 / p$, or
(b) $s(t)=(\sin t)^{1-1 / p}$, in which case we must have $\alpha \leqslant \gamma+2-2 / p$.

Then $H(z) \equiv 0$.
As with the previous theorem the proof, which will be omitted, depends on one of the theorems of elementary complex variable theory, this time on that of Jensen.

### 3.3 The non-orthogonal Fourier-Bessel and Legendre functions

The sequence of trigonometrical functions $\left(e^{i n x}\right)$ is not the only orthogonal sequence for which the indexing parameter $n$ can be perturbed to yield non-orthogonal sequences which retain basis and completeness properties. In this section we shall consider sequences of perturbed Fourier-Bessel functions $x^{\frac{1}{2}} J_{\nu}\left(\lambda_{n} x\right)$ for sequences ( $\lambda_{n}$ ) other than the zeros of $J_{\nu}$, and perturbed Legendre functions $P_{\lambda_{n}}(x)$ for points ( $\lambda_{n}$ ) other than the integers. We rely heavily on the complex variable method of the previous section.

Example (Boas and Pollard, 1947) If $\nu>-\frac{1}{2}$, the set $\left\{x \delta_{\nu}\left(\lambda_{n} x\right)\right\}$ forms a complete (hence total) sequence in $L^{p}(0,1)$, $1 \leqslant p<\infty$, if for all sufficiently large $n$ we have

$$
\begin{aligned}
0<\lambda_{n} & \leqslant \pi\left(n+\frac{1}{4}+\frac{v}{2}-\frac{1}{2 p}\right) \\
& =\beta_{n}+\frac{1}{2 q}
\end{aligned}
$$

where $\beta_{n}=\pi\left(n+\nu / 2-\frac{1}{4}\right)$.
Before proving this result, let us observe that we can recover from it a completeness result for the ordinary Fourier-Bessel functions if $v \geqslant \frac{1}{2}$. To see this we use the asymptotic formula (Watson (1922) p. 506)

$$
j_{n \nu}=\beta_{n}-\frac{4 \nu^{2}-1}{8 \beta_{n}}\left\{1+\sum_{r=1}^{\infty} Q_{r} \beta_{n}^{-2 r}\right\}
$$

where $Q_{r}$ are constants depending only on $\nu$. Thus for sufficiently large $n$ we shall have

$$
\begin{aligned}
0 \leqslant j_{n \nu} \leqslant \beta_{n} & \text { if } \quad \nu^{2} \geqslant \frac{1}{4}, \\
j_{n \nu}>\beta_{n} & \text { if } \quad \nu^{2}<\frac{1}{4} .
\end{aligned}
$$

Thus the statement of the example applies to the ordinary orthogonal Fourier-Bessel functions if $v^{2} \geqslant \frac{1}{4}$ and does not apply if $v^{2}<\frac{1}{4}$.

Proof of the example By an obvious change of variable, the integral representation of Appendix 2,9, becomes

$$
\begin{equation*}
x^{\frac{1}{2}} J_{\nu}(\lambda x)=C x^{\frac{1}{2}-\nu} \int_{0}^{x}\left(x^{2}-u^{2}\right)^{\nu-\frac{1}{2}} \cos \lambda u d u, v>-\frac{1}{2}, \tag{4}
\end{equation*}
$$

where $C$ is a constant depending on $\nu$ and $\lambda$. For completeness we must show that, for $f \in L^{p}(0,1$,$) ,$

$$
\begin{equation*}
\int_{0}^{1} f(x) x^{\frac{1}{2}} J_{\nu}\left(\lambda_{n} x\right) d x=0 \text { for every } n \tag{5}
\end{equation*}
$$

implies $f$ null. By substitution from (4) and a formal interchange of the order of integration, (5) becomes
where

$$
C \int_{0}^{1} g(u) \cos \lambda_{n} u d u=0 \text { for every } n
$$

$$
g(u)=\int_{u}^{1} \frac{x^{\frac{1}{2}-\nu} f(x) d x}{\left(x^{2}-u^{2}\right)^{\frac{1}{2}-\nu}}
$$

We leave it to the reader to show that there is no loss of generality if we assume that this integral always exists and defines a function $g(u)$. The reader is also asked to justify the various interchanges in the order of integration used throughout the proof. That $g$ is in fact null follows from the previous theorem, for if we set

$$
H(z)=\int_{u}^{1} g(u) \cos z u d u
$$

then $H(z \pi)$ is an even entire function of exponential type with zeros at $\lambda_{n} / \pi, n=0,1, \ldots$ Furthermore, because

$$
|\cos z u \pi| \leqslant e^{i v \mid u \pi}(z=x+i y),
$$

and

$$
\left|t /\left(t^{2}-u^{2}\right)\right|^{\frac{1}{2}-\nu} \leqslant[2(t-u)]^{\nu-\frac{1}{2}}(u \leqslant t \leqslant 1),
$$

we have

$$
\begin{aligned}
2^{\frac{1}{2}-\nu}|H((x+i y) \pi)| & \leqslant \int_{0}^{1} e^{|v| u \pi}\left\{\int_{u}^{1}|f(t)|(t-u)^{\nu-\frac{1}{2}} d t\right\} d u \\
& =\int_{0}^{1}|f(t)|\left\{\int_{0}^{t} e^{|v| u \pi}(t-u)^{\nu-\frac{1}{2}} d u\right\} d t \\
& =\int_{0}^{1} e^{|\nu| t \pi}|f(t)|\left\{\int_{0}^{t} e^{-|y| u \pi} u^{\nu-\frac{1}{2}} d u\right\} d t \\
& <\Gamma\left(\nu+\frac{1}{2}\right) \pi^{-\nu-\frac{1}{2}} y^{-\nu-\frac{1}{2}} \int_{0}^{\pi} e^{|v| t \mid}|f(t / \pi)| d t
\end{aligned}
$$

using the gamma function integral (Appendix 2,1). In the theorem (p. 88), case (a), take $s(t)=1, \gamma=\nu+\frac{1}{2}$,

$$
h(t)=2^{\nu-\frac{1}{2} \pi^{\nu+\frac{1}{2}} \Gamma\left(\nu+\frac{1}{2}\right) f(t / \pi) \in L^{p}(0, \pi) . . . . . . . . ~}
$$

Now since $\lambda_{n} / \pi \leqslant n+1 / 4+\nu / 2-1 / 2 p$ we can take

$$
\alpha=\nu+3 / 2-1 / p,
$$

in which case $\alpha=\gamma+1-1 / p$ and the theorem shows that $H(z, \pi)$, and hence $H(z)$, is identically zero. By the uniqueness of Fourier cosine transforms $g$ is null.

We now show that this implies that $f$ too is null, which will complete the proof.

We treat first the case $-\frac{1}{2}<v<\frac{1}{2}$; in this case

$$
\begin{aligned}
0 & =\int_{y}^{1} \frac{u g(u) d u}{\left(u^{2}-y^{2}\right)^{\frac{1}{2}+\nu}} \\
& =\int_{y}^{1} \frac{u}{\left(u^{2}-y^{2}\right)^{\frac{1}{2}+\nu}}\left\{\int_{u}^{1} \frac{x^{\frac{1}{2}-\nu} f(x)}{\left(x^{2}-u^{2}\right)^{\frac{1}{2}-\nu}} d x\right\} d u \\
& =\int_{y}^{1} x^{\frac{1}{2}-\nu} f(x)\left\{\int_{y}^{x} \frac{u d u}{\left(u^{2}-y^{2}\right)^{\frac{1}{2}+\nu}\left(x^{2}-u^{2}\right)^{\frac{1}{2}-\nu}}\right\} d x \\
& =\frac{1}{2} \int_{u}^{1} x^{\frac{1}{2}-\nu} f(x)\left\{\int_{y^{2}}^{x^{2}} \frac{d t}{\left(t-y^{2}\right)^{\frac{1}{2}+\nu}\left(x^{2}-t\right)^{\frac{1}{2}-\nu}}\right\} d x \\
& =\frac{\pi}{2 \sin \left(\nu+\frac{1}{2}\right) \pi} \int_{y}^{1} x^{\frac{1}{2}-\nu} f(x) d x,
\end{aligned}
$$

using the beta function integral (Appendix 2,4), and the required conclusion follows.

When $v \geqslant \frac{1}{2}$, we can employ differentiation under the integral to reduce the case to one similar to that just treated; in fact the required conclusion follows from consideration of $g^{(k)}(u)$, where $k=\left[\nu-\frac{1}{2}\right]+1$, if $\nu+\frac{1}{2}$ is not an integer, and $k=\nu-\frac{1}{2}$, if $\nu+\frac{1}{2}$ is an integer.

## Problem

3.6 Formulate and prove a similar result to the previous example in which $J_{v}$ is replaced by the Struve function $\mathbf{H}_{v}$ (Appendix 2,10).

Example $\left\{P_{\lambda_{n}}(x): n=1,2, \ldots\right\}$ forms a complete sequence on $L^{p}(-1,1), 1<p \leqslant 2$, if $-\frac{1}{2}<\lambda_{n} \leqslant n-1 / r, 1 \leqslant r<p$ (cf. Boas and Pollard (1947) p. 375).

This example includes the completeness of the sequence of Legendre polynomials $\left(P_{n}(x)\right)$ for the given range of $p$, by taking $\lambda_{n}=n-1$; this is allowable since $r \geqslant 1$. Certain other sequences ( $\lambda_{n}$ ) also yield orthogonal sequences ( $P_{\lambda_{n}}(x)$ ) (see Hille, 1918) and the example also includes the completeness of these.

Proof of the example Set

$$
H^{*}(z)=\int_{-1}^{1} P_{z}(t) f(t) d t, f \in L^{p}(-1,1), z=x+i y .
$$

We must show that $H^{*}\left(\lambda_{n}\right)=0(n=1,2, \ldots)$ implies that $f$ is null. Using the integral representation (Appendix 2,6) for $P_{z}$ we have

$$
\begin{aligned}
\pi 2^{-\frac{1}{2}} H^{*}(z) & =\int_{-1}^{1} f(t)\left\{\int_{0}^{\cos ^{-1} t} \frac{\cos \left(z+\frac{1}{2}\right) \theta d \theta}{(\cos \theta-t)^{\frac{1}{2}}}\right\} d t \\
& =\int_{0}^{\pi}\left\{\int_{-1}^{\cos \theta} \frac{f(t) d t}{(\cos \theta-t)^{\frac{1}{2}}}\right\} \cos \left(z+\frac{1}{2}\right) \theta d \theta
\end{aligned}
$$

Set

$$
H(z)=\int_{0}^{\pi} G(\theta) \cos \approx \theta d \theta,
$$

where

$$
G(\theta)=\int_{-1}^{\cos \theta} \frac{f(t) d t}{(\cos \theta-t)^{\frac{1}{2}}} .
$$

In the first part of the proof we invoke the previous theorem to show that $H(z) \equiv 0$; in the second part we find that this implies that $G$ is null, and in the third part that $G$ null implies $f$ null. Thus the proof will be completed.

1st part $H(z)$ is an even entire function of exponential type with zeros at $\lambda_{n}+\frac{1}{2}$ by assumption. Further,

$$
\begin{aligned}
|H(x+i y)| & \leqslant \int_{0}^{\pi} e^{\theta|y|}\left\{\int_{-1}^{\cos \theta} \frac{|f(t)| d t}{(\cos \theta-t)^{\frac{1}{2}}}\right\} d \theta \\
& =\int_{-1}^{1}|f(t)|\left\{\int_{0}^{\cos ^{-1} t} \frac{e^{\theta|y|} d \theta}{(\cos \theta-t)^{\frac{1}{2}}}\right\} d t \\
& =\int_{-1}^{1}|f(t)|\left\{\int_{t}^{1} \frac{e^{|y| \cos ^{-1} u} d u}{\left(1-u^{2}\right)^{\frac{1}{2}}(u-t)^{\frac{1}{2}}}\right\} d t \\
& \leqslant \int_{-1}^{1}|f(t)| e^{i y \mid \cos ^{-1} t}\left\{\int_{t}^{1} \frac{d u}{\left(1-u^{2}\right)^{\frac{1}{2}}(u-t)^{\frac{1}{2}}}\right\} d t .
\end{aligned}
$$

Denote the inner integral by $I$. There are two cases. When $t \geqslant 0$ we have

$$
I \leqslant \int_{t}^{1} \frac{d u}{(1-u)^{\frac{1}{2}}(u-t)^{\frac{1}{2}}}=\pi,
$$

taking into account the special integral

$$
\begin{equation*}
\int \frac{d u}{(a+u)^{\frac{1}{2}}(1-u)^{\frac{1}{2}}}=2 \tan ^{-1}\left\{\frac{a+u}{1-u}\right\}^{\frac{1}{2}} . \tag{6}
\end{equation*}
$$

When $-1<t<0$ we have

$$
\begin{aligned}
I & \leqslant \int_{t}^{0} \frac{d u}{(u+|t|)^{\frac{1}{2}}(1+u)^{\frac{1}{2}}}+\int_{0}^{1} \frac{d u}{(u+|t|)^{\frac{1}{2}}(1-u)^{\frac{1}{2}}} \\
& =I_{1}+I_{2}, \text { say. }
\end{aligned}
$$

Using (6) again we find that $I_{2}<\pi$, whilst use of the special integral

$$
\int \frac{d u}{(a+u)^{\frac{1}{2}}(1+u)^{\frac{1}{2}}}=2 \log \left[(a+u)^{\frac{1}{2}}+(1+u)^{\frac{1}{2}}\right]
$$

yields $I_{1}=2 \log \left(1+|t|^{\frac{1}{2}}\right)-\log (1+t)$. In either case there is a constant $A$ such that $I \leqslant A+|\log (1+t)|$. We may therefore write

$$
|H(x+i y)| \leqslant \int_{0}^{\pi}|f(\cos u)| e^{|v| u}(|\log (1+\cos u)|+A) \sin u d u .
$$

For purposes of applying the previous theorem we write this integral as

$$
\int_{0}^{\pi}|f(\cos u)| e^{|v| u}(|\log (1+\cos u)|+A)(\sin u)^{1 / r}(\sin u)^{1-1 / r} d u,
$$

where $r$ is to be chosen. In fact we shall have

$$
|f(\cos u)|(\log (1+\cos u)+A)(\sin u)^{1 i r} \in L^{r}(0, \pi)
$$

because, in the first place,

$$
\begin{aligned}
& \int_{0}^{\pi}|f(\cos u)|^{r}|\log (1+\cos u)|^{r} \sin u d u \\
& \quad=\int_{-1}^{1}|f(t)|^{r}|\log (1+t)|^{r} d t \\
& \quad \leqslant\left\{\int_{-1}^{1}|f(t)|^{p} d t\right\}^{r \mid p}\left\{\int_{-1}^{1}|\log (1+t)|^{r p(p-r)} d t\right\}^{1-r / p},
\end{aligned}
$$

for $p / r>1$, i.e. $r<p$, and the last integral exists (by, for example, comparison with the gamma function integral). In the second place, that part of the integrand containing $A$ also lies in $L^{r}(0, \pi)$, and the required conclusion follows with $r$ chosen so that $1 \leqslant r<p$.

We now apply the previous theorem (case (b), $\gamma=0$ ) to show that $H(z)$, and hence $H^{*}(z)$, is identically zero, provided that $\alpha \leqslant 2-2 / r$, i.e.

$$
\begin{aligned}
0 & <\lambda_{n}+\frac{1}{2} \leqslant n+1-1 / r-\frac{1}{2}, \\
-\frac{1}{2} & <\lambda_{n} \leqslant n-1 / r, 1 \leqslant r<p .
\end{aligned}
$$

or
This completes the first part.
2nd part From the first part, that function equal to 0 for $\theta>\pi$ and equal to $G(\theta)$ for $0<\theta<\pi$ has a vanishing Fourier cosine transform. From the Fourier transform theory (see Titchmarsh (1937) p. 96) $G(\theta)$ will be null if it lies in $L^{s}$ for some $s$ such that $1<s \leqslant 2$. Indeed we show that $G(\theta) \in L^{s}(0, \pi)$ for every $s<p /(\mathbf{2}-p)$ :

$$
\begin{aligned}
& \int_{0}^{\pi}|G(\theta)|^{s} d \theta=\int_{-1}^{1} \frac{1}{\left(1-u^{2}\right)^{\frac{1}{2}}}\left|\int_{-1}^{u} \frac{f(x) d x}{(u-x)^{\frac{1}{2}}}\right|^{s} d u \\
& \quad \leqslant\left\{\int_{-1}^{1}\left|\int_{-1}^{u} \frac{f(x) d x}{(u-x)^{\frac{1}{2}}}\right|^{\alpha} d u\right\}^{s / \alpha}\left\{\int_{-1}^{1} \frac{d u}{\left(1-u^{2}\right)^{\alpha / 2(\alpha-s)}}\right\}^{(x-s) \alpha, \alpha}
\end{aligned}
$$

for any $\alpha$ such that $\alpha / s>1$. Now in the first term

$$
\int_{-1}^{u} \frac{f(x) d x}{(u-x)^{\frac{1}{2}}} \in L^{\alpha}(-1,1), \alpha \leqslant 2 p /(2-p), \quad 1<p<2,
$$

by a special result in the theory of the fractional derivative operator (Hardy et al. 1952), whilst in the second term the integral is finite if $\alpha / 2(\alpha-s)<1$; with $\alpha=2 p /(2-p)$ this is $s<p /(2-p)$. Thus we may always take an $s$ for which $1<s<2$, if $p<2$.

If $p=2$ then $f \in L^{p}(-1,1)$ for $p<2$, and the argument goes through as before.
$3 r d$ part Since $f \in L^{p}(-1,1)(1<p \leqslant 2), f \in L(-1,1)$. We have

$$
\pi \int_{-1}^{x} f(t) d t=\int_{-1}^{x} f(t)\left\{\int_{t}^{x} \frac{d u}{(x-u)^{\frac{1}{2}}(u-t)^{\frac{1}{2}}}\right\} d t
$$

upon using (6) again. Then for every $x \in(-1,1)$,

$$
\begin{aligned}
\pi \int_{-1}^{x} f(t) d t & =\int_{-1}^{x} \frac{1}{(x-u)^{\frac{1}{2}}} \iint_{-1}^{u} \frac{f(t) d t}{(u-t)^{\frac{1}{2}}} d u \\
& =\int_{\cos ^{-1} x}^{\pi} \frac{G(\phi) \sin \phi d \phi}{(x-\cos \phi)^{\frac{1}{2}}}=0 .
\end{aligned}
$$

This shows that $f$ is null and our proof is complete.

### 3.4 Some theorems of Müntz and Szász

The idea of perturbing the indexing parameter of a known complete set was first applied to the set of powers $\left\{x^{n}\right\}$ over $(0,1)$.We shall prove the classical Müntz' theorem, the proof of which provides a further example of geometrical arguments in Hilbert space, and quote some more general results of Szász (whose proofs are to be found in Paley and Wiener (1934)).

Theorem (Müntz) The set $\left\{x^{\lambda_{1}}, x^{\lambda_{2}}, \ldots: 1 \leqslant \lambda_{1}<\lambda_{2}<\ldots\right\}$ forms a complete sequence in $L^{2}(0,1)$ if and only if $\Sigma \lambda_{n}^{-1}=\infty$.

Proof Consider the closed linear ;manifold $M_{k}=\left[x^{\lambda_{1}}, \ldots, x^{\lambda_{k}}\right]$. Let $d_{k, m}$ denote the minimum distance of $x^{m}$ to $M_{k}$; then because of the totality of $\left(x^{m}\right)$ in $L^{2}(0,1)$ we obtain the totality of $\left(x^{\lambda_{m}}\right)$ if and only if the condition $\lim _{k \rightarrow \infty} d_{k, m}=0$ holds for every $m=1,2, \ldots$

Let $P_{k}$ denote orthogonal projection onto $M_{k}$, and suppose that

$$
P_{k} x^{m}=\sum_{i=1}^{k} a_{i} x^{\lambda_{i}}
$$

taking account of $x^{m}-P_{k} x^{m} \perp M_{k}$ we shall have

$$
\begin{equation*}
\left(x^{m}, x^{\lambda_{j}}\right)-\sum_{i=1}^{k} a_{i}\left(x^{\lambda_{i}}, x^{\lambda_{j}}\right)=0 \tag{7}
\end{equation*}
$$

and

$$
\begin{aligned}
d_{k, m}^{2} & =\left\|x^{m}-P_{k} x^{m}\right\|^{2} \\
& =\left(x^{m}-P_{k} x^{m}, x^{m}\right) \\
& =\left\|x^{m}\right\|^{2}-\sum_{i=1}^{k} a_{i}\left(x^{\lambda_{i}}, x^{m}\right) .
\end{aligned}
$$

We shall write this expression in a different form by introducing $G$, the Gram determinant of $\left\{x^{\lambda_{1}}, \ldots x^{\lambda_{k}}\right\}$ (see Appendix 1,7) and $G^{*}$, the Gram determinant of $\left\{x^{m}, x^{\lambda_{1}}, \ldots x^{\lambda} k\right\}$. Then

$$
\frac{G^{*}}{G}=\frac{1}{G}\left\{\left(x^{m}, x^{m}\right) G-\left(x^{m}, x^{\lambda_{1}}\right) M_{1}+\ldots+(-1)^{k}\left(x^{m}, x^{\lambda_{k}}\right) M_{k}\right\}
$$

where $M_{i}$ is the minor of $\left(x^{m}, x^{\lambda_{i}}\right)$ in $G^{*}$. In fact $M_{i}=(-1)^{i-1} G^{(i)}$, where $G^{(i)}$ is obtained from $G$ by replacing its $i$ th column with ( $x^{m}, x^{\lambda_{j}}$ ); therefore

$$
\begin{aligned}
\frac{G^{*}}{G} & =\left\|x^{m}\right\|^{2}-\sum_{i=1}^{k}\left(x^{m}, x^{\lambda_{i}}\right) \frac{G^{(i)}}{G} \\
& =d_{k, m}^{2},
\end{aligned}
$$

since $a_{i}=\frac{G^{(i)}}{G}$ from (7) and Cramer's rule.
Now $G^{*}$ and $G$ can be evaluated; for

$$
\left(x^{p}, x^{q}\right)=\int_{0}^{1} x^{p+q} d x=(p+q+1)^{-1},
$$

and an $n \times n$ determinant such as $\Delta_{n}=\operatorname{det}\left(\frac{1}{\alpha_{i}+\beta_{j}}\right)$ can be evaluated by subtracting the last row from each of the others and removing common factors, then again subtracting the last column and removing common factors, to obtain the recurrence relation

$$
\Delta_{n}=\frac{\prod_{i=1}^{n-1}\left(\alpha_{n}-\alpha_{i}\right)\left(\beta_{n}-\beta_{i}\right)}{\prod_{i=1}^{n}\left(\alpha_{n}+\beta_{i}\right) \prod_{i=1}^{n-1}\left(\alpha_{i}+\beta_{n}\right)} \Delta_{n-1}
$$

from which $\Delta_{k}$ is evaluated. Such calculations yield

$$
d_{k, m}^{2}=\frac{\prod_{i=1}^{k}\left(\lambda_{i}-m\right)^{2}}{(2 m+1)^{2} \prod_{i=1}\left(m+\lambda_{i}+1\right)^{2}}
$$

Then our condition becomes

$$
\lim _{k \rightarrow \infty} \sum_{i=1}^{k}\left\{\log \left(1-\frac{m}{\lambda_{i}}\right)-\log \left(1+\frac{m+1}{\lambda_{i}}\right)\right\}=-\infty \text { for every } m
$$

Now $\Sigma \log \left(1+u_{i}\right)$ and $\Sigma u_{i}$ converge or diverge together, and the result follows from this.

Theorem (Szász) Let $\left(\lambda_{n}\right)$ be a sequence of complex numbers such that $\operatorname{Re} \lambda_{n}>-\frac{1}{2}(n=1,2, \ldots)$. Then $\left(x^{\lambda_{n}}\right)$ is complete in $L^{2}(0,1)$ if and only if

$$
\sum_{n=1}^{\infty} \frac{1+2 \operatorname{Re} \lambda_{n}}{1+\left|\lambda_{n}\right|^{2}}=\infty .
$$

Theorem (Szász) Let $\left(\lambda_{n}\right)$ be a sequcnce of complex numbers such that $\operatorname{Re} \lambda_{n}>0(n=1,2, \ldots)$. Then $\left(\frac{1}{1+\lambda_{n}^{2} x}\right)$ forms a complete sequence in $L^{2}(0, \infty)$ if and only if

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\operatorname{Re} \lambda_{n}}{1+\left|\lambda_{n}\right|^{2}}=\infty . \tag{8}
\end{equation*}
$$

Theorem (Szász' form of Müntz' theorem) Let $\left(\lambda_{n}\right)$ be a sequence of complex numbers such that $\operatorname{Re} \lambda_{n}>0(n=1,2, \ldots)$. Then $\left(x^{\lambda_{n}}\right)$ is total in $C(0,1)$ if (8) holds, and fails to be total if the series converges.

Whilst it is our declared purpose to concentrate on the $L^{2}$ and $L^{p}$ aspects of completeness and basis properties, the presence of the Banach space $C(0,1)$ in the above theorems may serve as a reminder that there is a substantial body of results concerning the pointwise convergence of expansions in the sets we have been studying. A large amount of information can be traced through the references in the bibliography; e.g. see Sz.-Nagy (1965), Alexits (1961), Titchmarsh (1946) and the more recent Olevskiĭ (1975).

## 4. Differential and integral operators

This chapter is intended to provide the reader with an appreciation of at least one area of applied mathematics in which complete sets have a natural place. To this end we shall give several examples of boundary value problems involving differential operators in which complete orthogonal sequences appear as eigenfunctions of the system; we shall also look very briefly at the analogous situation for integral operators. The presentation is intended to be rather more a collection of useful facts than a detailed introduction to the subject; much will be quoted but little proved. Adequate references to more detailed sources are given; for example, Sagan (1961) is a good introductory text.

If $T$ is an operator mapping a Hilbert space $H$ to itself, it may happen that there is an $f \in H$ with the particularly simple property of being mapped by $T$ onto a scalar multiple of itself, i.e.

$$
\begin{equation*}
T f=\lambda f \tag{1}
\end{equation*}
$$

The structure of $T$ is very closely tied up with sets of $f s$ and $\lambda_{s}$ for which (1) holds, as revealed by the so-called spectral theory of operators. Here we shall be concerned with a fairly simple situation, that in which there is a collection $\left\{\lambda_{n}\right\}$ of isolated points on the real axis such that for every $n$

$$
\begin{equation*}
T f_{n}=\lambda_{n} f_{n} \tag{2}
\end{equation*}
$$

for a certain non-null $f_{n}$, or collection of $f_{n}$, corresponding to $\lambda_{n}$. Then $\left\{\lambda_{n}\right\}$ is called the point spectrum of $T$ and the individual $\lambda_{n}$ s the eigenvalues of $T$. An $f_{n}$ for which (2) is true is called an eigenvector of $T$, or eigenfunction if $H$ is a function space. There may be several $f_{n}$ corresponding to the same $\lambda_{n}$; the collection of all such $f_{n}$ is called the eigenspace $E_{n}$ corresponding to $\lambda_{n}$.

The examples of this chapter will chiefly be of the type where $T$ of (1) is a differential operator so that (1) is a differential equation, and this will be accompanied by a suitable set of boundary conditions. These so-called boundary value problems arise typically in problems where one of the standard partial differential equations of Physics, e.g. Laplace's equation (in three dimensions)

$$
\nabla^{2} \phi=0 \quad\left(\nabla^{2} \equiv \frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}\right)
$$

the wave equation

$$
\nabla^{2} \phi=\frac{1}{c^{2}} \frac{\partial^{2} \phi}{\partial t^{2}}
$$

or the equation of heat conduction

$$
\nabla^{2} \phi=\frac{1}{a^{2}} \frac{\partial \phi}{\partial t},
$$

is cast into an appropriate coordinate system and then solved by the very well-known method of separation of variables (not to be confused with the method of the same name in §3.2). Ordinary differential equations in each of the separate variables result, the solutions of which represent certain fundamental 'modes', e.g. of vibrations of a mechanical system. This is why the word 'spectrum' (from the Latin spectare, to look) has been borrowed from Physics, where it is used to mean an image of those fundamental parts into which a source of radiation can be decomposed by a certain physical process, and arranged in sequence according to wavelength.

It is the 'finite energy' condition, familiar from the theory of vibrations and wave motion in general, which provides the main reason for taking an $L^{2}$ space as the natural Hilbert space upon which the operators of this chapter should be considered to act. The finite energy condition is readily illustrated by an example taken from signal theory. Suppose that a signal is to be passed through a transmitting device; a standard engineering procedure is to take the signal $f(t)$ as being proportional to a voltage amplitude. If $E$ (volts) denotes e.m.f. and $R$ (ohms) denotes resistance then a well-known formula shows that power (watts) $=E^{2} / R$. That is, the power (the rate of expenditure of
energy) is proportional to $|f(t)|^{2}$. The total energy of the signal must be finite, so that

$$
\int_{-\infty}^{\infty}|f(t)|^{2} d t<\infty
$$

Thus a finite energy signal is just an element of $L^{2}(\mathbb{R})$.
It need not concern us that differential operators are not everywhere defined on $L^{2}$ spaces; their domains are dense in such spaces and this is usually all that is required from the point of view of the theory of operators.

We shall introduce certain theorems guaranteeing the completeness of sequences of eigenfunctions, and these can sometimes be used to demonstrate completeness of a sequence already known to consist of the eigenfunctions of a suitable system. This method is of rather limited practical use, owing in large measure to the difficulties associated with singular systems (see the remarks beginning §4.2.) However, it does provide a convenient method for treating the Mathieu functions (p. 104): see also Dahlberg (1973) where the 'flat-clamped-plate modes' (Appendix 3,24) are treated.

### 4.1 Sturm-Liouville systems

If $T$ is taken to be a differential operator, given by

$$
(\Gamma y)(x)=\left(p_{0}(x) D^{n}+\ldots+p_{n-1}(x) D+p_{n}(x)\right) y(x)
$$

then $T y=\lambda y$, accompanied by a suitable set of boundary conditions, is called an eigenvalue problem. The situation is illustrated by the following example, which we shall discuss in some detail in order to exhibit some of the favourable properties that such boundary value problems possess.

$$
\text { EXAMPLE }\left\{\begin{array}{l}
-y^{\prime \prime}=\lambda y \\
y^{\prime}(0)=y^{\prime}(\pi)=0 .
\end{array}\right.
$$

First, let us assume that, for two different values $\lambda_{m}$ and $\lambda_{n}$ of $\lambda$ there are corresponding solutions $y_{m}$ and $y_{n}$ of the differential equation (eigenfunctions of the problem), i.e. we have

$$
-y_{m}^{\prime \prime}=\lambda_{m} y_{m} \quad \text { and } \quad-y_{n}^{\prime \prime}=\lambda_{n} y_{n}
$$

If we multiply the first equation by $y_{n}$ and the second by $y_{m}$ and then subtract we obtain

$$
\left(\lambda_{n}-\lambda_{m}\right) y_{n} y_{m}=y_{n} y_{m}^{\prime \prime}-y_{m} y_{n}^{\prime \prime} .
$$

The right-hand side of this equation is $\left(y_{n} y_{m}^{\prime}\right)^{\prime}-\left(y_{m} y_{n}^{\prime}\right)^{\prime}$ so that integration from 0 to $\pi$ yields

$$
\left(\lambda_{n}-\lambda_{m}\right) \int_{0}^{\pi} y_{n}(t) y_{m}(t) d t=\left[y_{n}(t) y_{m}^{\prime}(t)-y_{m}(t) y_{n}^{\prime}(t)\right]_{0}^{\pi}=0
$$

by the boundary conditions. Since $\lambda_{n} \neq \lambda_{m}$ we have shown that $y_{n}$ is orthogonal to $y_{m}$ in the $L^{2}(0, \pi)$ sense. The reader will appreciate that we have obtained this important orthogonality property of the eigenfunctions without actually solving the differential equation for them!

It is easy to see that all eigenvalues must be real, for if $\lambda_{n}$ is a complex eigenvalue with $y_{n}$ as eigenfunction, then $\bar{\lambda}_{n}$ is an eigenvalue with $\bar{y}_{n}$ as eigenfunction; but no non-null function can be orthogonal to its complex conjugate.

We now show that such eigenfunctions do indeed exist, by solving for them. There are three separate possibilities:
(i) $\lambda<0$. The solution of the equation is

$$
y=A e^{\sqrt{ }(-\lambda) x}+B e^{-\sqrt{ }(-\lambda) x} .
$$

The boundary conditions give
and

$$
\begin{gathered}
A-B=0 \\
A e^{\sqrt{ }(-\lambda) \pi}-B e^{-\sqrt{ }(-\lambda) \pi}=0 .
\end{gathered}
$$

For a non-trivial solution for $A$ and $B$ we must have

$$
\left|\begin{array}{ll}
1 & -1 \\
e^{\sqrt{ }(-\lambda) \pi} & -e^{-\sqrt{ }(-\lambda) \pi}
\end{array}\right|=0
$$

or

$$
\cosh \sqrt{ }(-\lambda) \pi=0 .
$$

But this equation has no solution, hence $A=B=0$, and the problem has only the trivial solution $y \equiv 0$.
(ii) $\lambda=0$. The solution of the equation is $y=A x+B$. The boundary conditions yield $A=0$ and the problem has solution $y=$ constant.
(iii) $\lambda>0$. The solution is

$$
y=A \sin \sqrt{ }(\lambda) x+B \cos \sqrt{ }(\lambda) x .
$$

The boundary conditions yield $A=0$, and

$$
B \sin \sqrt{ }(\lambda) \pi=0
$$

To obtain a non-trivial solution we must have $B \neq 0$; then $\sqrt{ } \lambda=n, n= \pm 1, \pm 2, \ldots$, i.e. $\lambda=n^{2}, n=1,2, \ldots$ The corresponding solutions are $y_{n}=B_{n} \cos n x, n=1,2, \ldots$

To summarise, we find that the original eigenvalue problem has eigenvalues $n^{2}$ with corresponding eigenfunctions $B_{n} \cos n x$, $n=0,1, \ldots$, which form an orthogonal sequence in $L^{2}(0, \pi)$.

These eigenfunctions are of course also complete in $L^{2}(0, \pi)$ as we already know, and although the orthogonality could have been verified independently as well, it is of interest to ask whether there is a class of eigenvalue problems having both orthogonality and completeness of the eigenfunctions as an intrinsic property. There do indeed exist such classes, the most important of which is the class defined as follows:

Definition A second order Sturm-Liouville problem is a boundary value problem of the form

$$
\left\{\begin{array}{l}
\left(p(x) y^{\prime}\right)^{\prime}+q(x) y+\lambda w(x) y=0 \\
c_{1} y(a)+c_{2} y^{\prime}(a)=0 \\
c_{3} y(b)+c_{4} y^{\prime}(b)=0
\end{array}\right.
$$

on the finite interval $[a, b]$, in which $p, p^{\prime}, q$ and $w$ are continuous on $[a, b], p$ and $w$ are strictly positive on $[a, b], c_{1}$ and $c_{2}$ are scalars, not both zero, and similarly $c_{3}$ and $c_{4}$.

The differential equation is evidently an eigenvalue equation of the form (1). It is often convenient to transform this equation into Liouville normal form

$$
\frac{d^{2} u}{d t^{2}}+\left[\lambda-q^{*}(t)\right] u=0 \quad \text { on } \quad[0, c]
$$

by the substitutions $y(x)(p(x) w(x))^{\frac{1}{2}}=u(t)$ and

$$
t=\int_{a}^{x}(w(\tau) / p(\tau))^{\frac{1}{2}} d \tau
$$

where $q^{*}=q w^{-1}+(p w)^{-\frac{1}{1}} \frac{d^{2}}{d t^{2}}\left((p w)^{\frac{1}{2}}\right)$, and $c=\int_{a}^{b}(w / p)^{\frac{1}{2}}$.

The facts contained in the following theorem are to be found in the literature on Sturm-Liouville systems (e.g. Birkhoff and Rota, 1969) and their proofs will be omitted except for the interesting proof of the completeness of the eigenfunctions.

Theorem (i) The eigenvalues of a second order SturmLiouville problem are real, countably infinite and have no finite point of accumulation. To each eigenvalue there corresponds one and only one (up to a constant factor) eigenfunction; the collection of normalised eigenfunctions constitutes a CON sequence in $L^{2}((a, b), w)$.
(ii) The eigenvalues ( $\lambda_{n}$ ) and eigenfunctions ( $\phi_{n}$ ) of a second order Sturm-Liouville problem on $[a, b]$ in which the differential equation is in Liouville normal form satisfy, respectively, the asymptotic formulae

$$
\lambda_{n}=n /(b-a)+O(1) / n
$$

and

$$
\phi_{n}(x)=[2 /(b-a)]^{\frac{1}{2}} \cos [n \pi(x-a) /(b-a)]+O(1) / n
$$

as $n \rightarrow \infty$.
These properties bring out the essential character of the Sturm-Liouville problem; it is seen that all the properties we found for our previous example carry over to the more general case, either directly or in asymptotic form. It is from the asymptotic form for the eigenfunctions that we can deduce their completeness:

Proof of the completeness of the eigenfunctions First we transform to Liouville normal form. The substitutions involved induce a mapping of $L^{2}((a, b), w)$ onto $L^{2}(0, c)$ which is an isometric isomorphism: for example norms are preserved since, if $y$ of $L^{2}((a, b), w)$ is transformed into $u$, we have

$$
\begin{aligned}
\int_{a}^{b}|y(x)|^{2} w(x) d x & =\int_{a}^{b}|y(x)|^{2}[p(x) w(x)]^{\frac{1}{2}}[w(x) / p(x)]^{\frac{1}{2}} d x \\
& =\int_{0}^{c}|u(t)|^{2} d t .
\end{aligned}
$$

We have seen that CON sequences correspond under an isometric isomorphism, so to complete the proof we must show that the eigenfunctions ( $\phi_{n}$ ) of the problem in Liouville normal
form are complete in $L^{2}(0, c)$. The asymptotic formula of the previous theorem together with the stability theorem A (p. 72) contain all the hard work and it merely remains to note that

$$
\left\{\xi_{n}(t)\right\}=\left\{c^{-\frac{1}{2}},(2 / c)^{\frac{1}{2}} \cos (n \pi x / c): n=1,2, \ldots\right\}
$$

forms a CON sequence in $L^{2}(0, c)(\mathbf{p} .37)$, and

$$
\sum_{n=1}^{\infty}\left\|\phi_{n}-\xi_{n}\right\|^{2} \leqslant \text { const }+(\text { const }) \sum_{n=1}^{\infty} n^{-2}<\infty .
$$

Example Completeness of the periodic Mathieu functions. The differential equation

$$
\frac{d^{2} y}{d x^{2}}+(\lambda-2 \theta \cos 2 x) y=0
$$

is called Mathieu's equation. It arises when the two-dimensional wave equation (p.99) is separated in elliptic coordinates; thus it arose in Mathieu's researches into the vibrations of an elliptic membrane. In such problems of mechanical vibrations it turns out that, for fixed $\theta$, there are certain special values of $\lambda$ for which the equation has periodic solutions; it is with these special solutions that we are concerned in this example. The equation occurs in many other physical problems as well, such as orbit problems in astronomy, electrical circuits with varying resistance, and vibrations of a string with varying tension. Solutions of the equation for various values of the parameters $\lambda$ and $\theta$ are called Mathieu functions (see McLachlan (1947) for a comprehensive account of both theory and applications).

For a fixed value of $\theta$ the equation is evidently of the SturmLiouville type. In fact if $\theta=0$, it is just the familiar oscillation equation $y^{\prime \prime}+\lambda y=0$, the sine and cosine solutions of which can be thought of as special cases of the periodic Mathieu functions, with which they have several points of analogy which we now quote:

For certain values $\left\{\lambda_{n}\right\}$ of $\lambda$ (these values depend on $\theta$ of course; when $\theta=0, \lambda_{n}=n^{2}$ ), Mathieu's equation has solutions denoted by

$$
c e_{0}(x, \theta), c e_{n}(x, \theta), s e_{n}(x, \theta), \quad n=1,2, \ldots,
$$

such that
(i) they reduce to

$$
1, \cos n x, \sin n x
$$

respectively, when $\theta=0$;
(ii) they are periodic with period $2 \pi$;
(iii) the set $\left\{c e_{0}, c e_{n}, s e_{n}\right\}$ forms an orthogonal sequence in $L^{2}(-\pi, \pi)$.

One naturally conjectures that this sequence is also complete in $L^{2}(-\pi, \pi)$; this is indeed the case and will follow readily from the Sturm-Liouville theory. We need to quote one further fact from the theory of Mathieu's equation (see e.g. Erdélyi et al. (1953) p. 112), namely that the functions $\left\{s e_{n}(x, \theta): n=1,2, \ldots\right\}$ are determined up to a constant factor as solutions of the boundary value problem

$$
\left\{\begin{array}{l}
y^{\prime \prime}+(\lambda-2 \theta \cos 2 x) y=0 \\
y(0)=y(\pi)=0
\end{array}\right.
$$

and likewise $\left\{c e_{n}: n=0,1, \ldots\right\}$ from

$$
\left\{\begin{array}{l}
y^{\prime \prime}+(\lambda-2 \theta \cos 2 x) y=0 \\
y^{\prime}(0)=y^{\prime}(\pi)=0 .
\end{array}\right.
$$

Note that $c e_{n}$ and $s e_{n}$ could have been generated by imposing periodic boundary conditions on $(-\pi, \pi)$, i.e. $y(-\pi)=y(\pi)$ and $y^{\prime}(-\pi)=y^{\prime}(\pi)$, but these are not of the Sturm-Liouville type and the theory would not have been applicable. The complete orthogonal character of Sturm-Liouville eigenfunctions now shows that both $\left\{s e_{n}: n=1,2, \ldots\right\}$ and $\left\{c e_{n}: n=0,1, \ldots\right\}$ form complete orthogonal sequences in $L^{2}(0, \pi)$. Then by obvious extensions to ( $-\pi, \pi$ ) we have ( $s e_{n}$ ) complete orthogonal in $L_{o}^{2}(-\pi, \pi)$ (the odd functions of $L^{2}(-\pi, \pi)$ ), and ( $c e_{n}$ ) complete orthogonal in $L_{e}^{2}(-\pi, \pi)$ (the even functions of $L^{2}(-\pi, \pi)$ ). Now from $L^{2}=L_{o}^{2} \oplus L_{e}^{2}$ we obtain the required result: The periodic Mathieu functions $\left\{c e_{0}, c e_{n}, s e_{n}\right\}$ form a complete orthogonal sequence in $L^{2}(-\pi, \pi)$.

## Problems

4.1 Show that the following areSturm-Liouville systems with the eigenvalues $\lambda_{n}$ and eigenfunctions $\phi_{n}$ as shown. Also deduce the seriesexpansionsgiven for each by use of Vitali's criterion:
(i) $\left\{\begin{array}{l}y^{\prime \prime}+\lambda y=0 \\ y(0)=y^{\prime}(\pi)=0\end{array}\right\} \begin{aligned} & \lambda_{n}=\left(n-\frac{1}{2}\right)^{2}, n=1,2, \ldots \\ & \phi_{n}=A_{n} \sin \left(n-\frac{1}{2}\right) x .\end{aligned}$

$$
\sum_{n=1}^{\infty}\left\{\frac{1-\cos \left(n-\frac{1}{2}\right) x}{n-\frac{1}{2}}\right\}^{2}=\pi x / 2, x \in(0, \pi)
$$

(ii) $\left\{\begin{array}{l}y^{\prime \prime}+\lambda y=0 \\ y^{\prime}(0)=y(\pi)=0\end{array}\right\} \begin{aligned} & \lambda_{n}=\left(n-\frac{1}{2}\right)^{2}, n=1,2, \ldots \\ & \phi=A_{n} \cos \left(n-\frac{1}{2}\right) x .\end{aligned}$

$$
\sum_{n=1}^{\infty}\left\{\frac{\sin ^{2}\left(n-\frac{1}{2}\right) x}{n-\frac{1}{2}}\right\}^{2}=\pi x / 2, x \in(0, \pi) .
$$

(iii) $\left\{\begin{array}{l}y^{\prime \prime}+\lambda y=0 \\ y(0)+y^{\prime}(0)=0 \\ y(\pi)+y^{\prime}(\pi)=0\end{array}\right\} \begin{aligned} & \lambda_{0}=-1, \text { and } \lambda_{n}=n^{2}, n=1,2, \ldots \\ & \phi_{0}=e^{-x}, \text { and } \phi_{n}=\sin n x-n \cos n x \text {. }\end{aligned}$

$$
\begin{gathered}
\frac{\left(1-e^{-x}\right)^{2}}{1-e^{-2 \pi}}+\frac{1}{\pi} \sum_{n=1}^{\infty}\left(\frac{\cos n x}{n}+\sin n x-\frac{1}{n}\right)^{2} /\left(n^{2}+1\right)=\frac{x}{2} . \\
\sum_{n=1}^{\infty} \frac{1}{\left(2 n^{2}-2 n+1\right)(2 n-1)^{2}}=\frac{\pi^{2}}{4}-\frac{\pi}{2} \frac{1-e^{-\pi}}{1+e^{-\pi}} .
\end{gathered}
$$

4.2 Show that the following are Sturm-Liouville problems, and find their eigenvalues and eigenfunctions:
(i) $\left\{\begin{array}{l}y^{\prime \prime}+2 y^{\prime}+(1+\lambda) y=0 \\ y(0)=y^{\prime}(a)=0 .\end{array}\right.$
(ii) $\left\{\begin{array}{l}x^{2} y^{\prime \prime}+x y^{\prime}-\lambda y=0 \\ y(1)=y(e)-e y^{\prime}(e)=0 .\end{array}\right.$
(iii) $\left\{\begin{array}{l}\left(x^{2} y^{\prime}\right)^{\prime}+\frac{\lambda y}{x^{2}}=0 \\ y(1)=y(2)=0 .\end{array}\right.$
(iv) $\left\{\begin{array}{l}x^{2} y^{\prime \prime}+\lambda y=0 \\ y(1)=y\left(e^{\pi}\right)=0 .\end{array}\right.$

### 4.1.1 Generalisation of the Sturm-Liouville problem

 We mention briefly that the scope of the Sturm-Liouville problem can be considerably widened in both the order of the equation and the nature of the boundary conditions, whilst still retaining the 'regular' character of the original problem, provided that certain conditions of 'self-adjointness' are satisfied.Together with the differential operator

$$
T=p_{0} D^{n}+\ldots+p_{n}
$$

we have its formal adjoint, given by

$$
T^{*} y=(-1)^{n}\left(\bar{p}_{0} y\right)^{(n)}+(-1)^{n-1}\left(\bar{p}_{1} y\right)^{(n-1)}+\ldots+\bar{p}_{n} y .
$$

If $T$ coincides with its formal adjoint it is called self-adjoint.
Let there be associated with $T$ the $n$ homogeneous boundary conditions

$$
\mathscr{B}_{j} y=\sum_{k=1}^{n} M_{j k} y^{(k-1)}(a)+N_{j k} y^{(k-1)}(b)=0 \quad(j=1,2, \ldots, n)
$$

with matrices of coefficients $M=\left(M_{j k}\right)$ and $N=\left(N_{j k}\right)$.
We define $B(t)$ as being the matrix of coefficients ( $B_{j k}(t)$ ) obtained when the formal expression

$$
[u v](t)=\sum_{m=1}^{n} \sum_{j+k=m-1}(-1)^{j} u^{(k)}(t)\left(p_{n-m} \bar{v}\right)^{(j)}(t)
$$

is written

$$
\sum_{j, k=1}^{n} B_{j k}(t) u^{(k-1)}(t) v^{(j-1)}(t) ;
$$

then $B$ is such that

$$
B_{j k}(t)=\left\{\begin{array}{l}
0, \quad j+k>n+1 \\
(-1)^{j-1} p_{0}(t), \quad j+k=n+1,
\end{array}\right.
$$

and $\operatorname{det} B(t)=\left[p_{0}(t)\right]^{n}$ so that $B$ is non-singular.
Definition The system

$$
\left\{\begin{aligned}
T y & =\lambda y \quad\left(p_{j} \in C^{n-j} ; j=0 \quad 1, \ldots n ; p_{0} \neq 0 \text { in }[a, b]\right) \\
\mathscr{B}_{j} y & =0 \quad(j=1, \ldots, n)
\end{aligned}\right.
$$

is called a regular self-adjoint boundary value problem if $T$ is self-adjoint, and the $\mathscr{B}_{\boldsymbol{B}}$ satisfy the self-adjointness condition

$$
M B^{-1}(a) M^{\prime}=N B^{-1}(b) N^{\prime}
$$

where ${ }^{\prime}$ denotes the conjugate transpose.
Whilst not all of the Sturm-Liouville features carry over to this more general case, two of the most important ones for our purposes do so, namely the orthogonality of eigenfunctions corresponding to distinct eigenvalues and the completeness of the sequence of eigenfunctions. The eigenspaces may not all be one-dimensional, however, but we can always orthogonalise a set of linearly independent eigenfunctions spanning a multidimensional eigenspace, and indeed we may state: a regular self-adjoint boundary value problem possesses a set of eigenfunctions forming a CON sequence in $L^{2}(a, b)$. There are generalisations of this result, for example, to the case of $L^{2}((a, b), w)$, and even to non-self-adjoint problems in which the eigenfunctions form a Riesz basis for $L^{2}(a, b)$, with the eigenfunctions of the adjoint problem as biorthogonal set. For further information see Coddington and Levinson (1955) and Naimark (1968); the latter reference contains a synthesis of the pioneering work of G. D. Birkhoff, Tamarkin, Stone et al. dating from the early years of this century.

Example We generate the familiar trigonometrical set $\{1, \cos n x, \sin n x\}$ on $(-\pi, \pi)$ from the boundary value problem

$$
\left\{\begin{array}{l}
y^{\prime \prime}+\lambda y=0 \\
y(-\pi)=y(\pi) \\
y^{\prime}(-\pi)=y^{\prime}(\pi)
\end{array}\right.
$$

Here we have imposed periodic boundary conditions which, as we have already noted are not of the Sturm-Liouville type; the consequence is that we do not retain the Sturm-Liouville onedimensional eigenspace feature. The calculations are very similar to those of the first example of §4.1, and we merely quote the results:
(i) $\lambda<0$ : trivial solution $y \equiv 0$ only.
(ii) $\lambda=0$ : solution $y=$ constant.
(iii) $\lambda>0$ : general solution $y=A \sin \sqrt{ }(\lambda) x+B \cos \sqrt{ }(\lambda) x$, subject to the condition $\sin \sqrt{ }(\lambda) \pi=0$. Therefore when $\lambda=n^{2}$, $n=1,2, \ldots$, there are two linearly independent eigenfunctions, so that in this case each eigenspace is of dimension 2.
This problem, although not Sturm-Liouville, is self-adjoint according to the above definition. For the equation is obviously self-adjoint, and as for the boundary conditions we have

$$
M=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] \quad N=\left[\begin{array}{rr}
-1 & 0 \\
0 & -1
\end{array}\right] \quad B=\left[\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right]
$$

and the self-adjointness condition is readily verified from these. We have another proof of the completeness in $L^{2}(-\pi, \pi)$ of the trigonometrical functions.

### 4.2 Singular boundary value problems

Our examples of boundary value problems up to this point have been 'regular', that is they have involved a differential equation on a finite interval with no singularities, and with the exception of the Mathieu functions, there has been a marked lack of interesting sets of eigenfunctions. It frequently happens that boundary value problems arising in practice involve a differential equation with singularities, or on a basic interval which is infinite in extent; with suitable boundary conditions (which may not be expressible in convenient formulae as in the regular case) such problems are called singular boundary value problems. Needless to say the convenient properties of the regular problem cannot always be expected to carry over to these singular cases, or not without a struggle if they do, and this is a pity because the singular cases constitute a class 'which seems to include all the most interesting examples', as E. C. Titchmarsh (1946) points out in his introduction. For example the spectrum of a singular problem may consist of a continuum rather than a set of discrete points; in such cases the eigenfunction expansion may be replaced with an integral representation.
If a countable set of eigenfunctions does exist, its orthogonality may often be established directly from the equation as in our previous examples, provided that the boundary conditions make
the integrated term vanish. Completeness of the eigenfunctions is not so readily obtained however; it may sometimes be established by regarding the singular problem as a limit of a sequence of regular problems (see Coddington and Levinson (1955) p. 224). If it is required to demonstrate completeness of a sequence of eigenfunctions arising from a singular boundary value problem it may be just as easy to proceed independently of the theory of differential equations altogether, especially if the set is orthogonal, possibly by using one of the methods of the previous chapters.

Examples of singular boundary value problems with complete sets of eigenfunctions:
(1) Three standard cases arise from separating Laplace's equation $\nabla^{2} \phi=0$ in (i) cartesian, (ii) cylindrical polar, and (iii) spherical polar coordinates. The standard oscillation equation
$y^{\prime \prime}+\lambda y=0$ arises in all three cases.
In case (i) no other equation arises.
In case (ii) there arises the Bessel equation

$$
y^{\prime \prime}+\frac{1}{x} y^{\prime}+\left(\lambda-\frac{\nu^{2}}{x^{2}}\right) y=0
$$

with a singularity at $x=0$. If we put this into Liouville normal form and attach a natural boundary condition we get the singular boundary value problem

$$
\left\{\begin{array}{l}
y^{\prime \prime}+\left(\lambda-\frac{4 \nu^{2}-1}{4 x^{2}}\right) y=0 \\
y \text { bounded at } x=0
\end{array}\right.
$$

on $[0,1]$, with eigenvalues $\lambda_{n}=j_{n}^{2}, n=1,2, \ldots$ (where $J_{\nu}\left(j_{n}\right)=0$, $j_{n} \neq 0$ ) and the complete orthogonal Fourier-Bessel functions $\left\{x^{\frac{1}{\geq}} J_{\nu}\left(j_{n} x\right)\right\}$ as corresponding eigenfunctions.

In case (iii) there arises the associated Legendre equation with singularities at 1 and -1 . This yields the singular problem

$$
\left\{\begin{array}{l}
\left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+\left(\lambda-m^{2}\left(1-x^{2}\right)^{-1}\right) y=0 \\
y \text { bounded at } x= \pm 1
\end{array}\right.
$$

on $[+1,1]$, with eigenvalues $\lambda_{n}=n(n+1), n=0,1, \ldots$, and the complete orthogonal associated Legendre functions $\left\{P_{n}^{m}(x)\right\}$ as corresponding eigenfunctions.
(2) The differential equation

$$
y^{\prime \prime}+(\lambda-\phi(x)) y=0,
$$

in which $\phi$ is called a potential function, is the one-dimensional Schrödinger equation which occurs in quantum theory. The equation is already in Liouville normal form, and it will give rise to a singular problem if the basic interval is taken to be infinite in extent, for example the whole real axis. Such problems may or may not possess a countable set of eigenfunctions, owing to the peculiar nature of the spectrum. We illustrate with two examples:
(I) zero potential:

$$
\left\{\begin{array}{l}
y^{\prime \prime}+\lambda y=0 \text { on } \mathbb{R} \\
y \text { bounded on } \mathbb{R} .
\end{array}\right.
$$

As in previous examples involving this equation there are three cases:
(i) $\lambda<0$. Solutions of the equation are $\sinh \sqrt{ }(\lambda) x$ and $\cosh \sqrt{ }(\lambda) x$ neither of which are bounded on $\mathbb{R}$.
(ii) $\lambda=0$. The only bounded solution is $y=$ constant.
(iii) $\lambda>0$. Bounded solutions are $\sin \sqrt{ }(\lambda) x$ and $\cos \sqrt{ }(\lambda) x$ for any positive real $\lambda$ (these are not in $L^{2}(\mathbb{R})$ of course).

Thus the spectrum consists of the continuum $\lambda \geqslant 0$. The usual eigenfunction expansion is replaced by the Fourier integral representation.
(II) potential proportional to $x^{2}$ : the singular problem

$$
\left\{\begin{array}{l}
y^{\prime \prime}+\left(\lambda+x^{2}\right) y=0 \\
y \rightarrow 0 \text { as } x \rightarrow \pm \infty
\end{array}\right.
$$

is that of the so-called 'harmonic oscillator' on $\mathbb{R}$. The eigenvalues are $\lambda_{n}=2 n+1, n=0,1, \ldots$, with corresponding eigenfunctions $\left\{\exp \left(-x^{2} / 2\right) H_{n}(x)\right\}$, the complete orthogonal Hermite functions.

In this last example the spectrum was again discrete; however Schrödinger's equation can lead to spectra with an even more peculiar character than that of example (1) above. For example there are cases of spectra consisting of a discrete part with a finite point of accumulation, and a continuous part.

Many other similar examples are to be found treated in some detail by Vogel (1953).

## Problems

Show that the following differential equations are self-adjoint, and find boundary conditions yielding the singular boundary value problems with the eigenvalues and corresponding eigenfunctions indicated (see Meux, 1966).

$$
\begin{aligned}
& 4.3 \begin{array}{l}
\left((1-x)^{2}(1+x)^{2} y^{\prime \prime}\right)^{\prime \prime}+\left(2\left(x^{2}-1\right) y^{\prime}\right)^{\prime}+\lambda y=0 \quad \text { on } \quad\left[\begin{array}{ll}
-1, & 1
\end{array}\right] ; \\
\lambda_{n}=-n^{2}(n+1)^{2} ;\left\{P_{n}(x)\right\}, n=0,1, \ldots
\end{array}
\end{aligned}
$$

$4.4\left(x^{2} e^{-x} y^{\prime \prime}\right)^{\prime \prime}-\left(x e^{-x} y^{\prime}\right)^{\prime}-\lambda e^{-x} y=0$ on $\mathbb{R}^{+} ; \lambda_{n}=-n^{2}$;

$$
\left\{e^{-x} L_{n}^{n}(x)\right\}, \quad n=0,1, \ldots
$$

$4.5\left(\exp \left(-x^{2} / 2\right) y^{\prime \prime}\right)^{\prime \prime}-\left(\exp \left(-x^{2} / 2\right) y^{\prime}\right)^{\prime}-\lambda \exp \left(-x^{2} / 2\right) y=0$ on $\mathbb{R} ; \lambda_{n}=-n^{2} ;\left\{\exp \left(-x^{2} / 2\right) H_{n}(x)\right\}, n=0,1, \ldots$

### 4.3 Integral operators

The purpose of this section is to quote some facts from the Hilbert-Schmidt theory of Fredholm integral equations in order to illustrate how complete sets can arise as eigenfunctions of certain integral operators. This material is available in many standard texts on integral equations, see e.g. Kanwal (1971) and Lovitt (1950).

If the operator $T$ of our general eigenvalue equation $T f=\lambda f$ is taken to be the integral operator

$$
I f=(I f)(x)=\int_{a}^{b} K(x, t) f(t) d t
$$

then the equation becomes $I f=\lambda f$. From the point of view of the theory of integral equations it is usually more convenient to replace $\lambda$ with its reciprocal and write

$$
\begin{equation*}
\lambda I f=f \tag{3}
\end{equation*}
$$

The definition of $I$ is purely formal; if it is to define an operator on, say, $L^{2}(a, b)$ then $K$ must be such that $I f \in L^{2}(a, b)$ for $f \in L^{2}(a, b)$. This will certainly be the case if $K$ is continuous in the finite square $S=\{a \leqslant x \leqslant b, a \leqslant t \leqslant b\}$. Actually it is sufficient that $K$ be an $\mathscr{L}^{2}$ kernel, viz.

$$
\iint_{S}|K|^{2}<\infty
$$

$K(x, t)$ is called the kernel of the operator, and (3) is called a homogeneous Fredholm integral equation. There is a theory of eigenvalues and eigenfunctions (which are usually said to 'belong to $K^{\prime}$ ) of such equations analogous to that of the differential equations of the previous sections. For simplicity we restrict attention to real $L^{2}$ space in this section.

Perhaps the most obvious consequence of (3) is that if $K$ is symmetric, that is $K(x, t)=K(t, x)$, then eigenfunctions corresponding to distinct eigenvalues are orthogonal. For if $f_{n}=\lambda_{n} I f_{n}$ and $f_{m}=\lambda_{m} I f_{m}$ then

$$
\begin{aligned}
\int_{a}^{b} f_{n}(x) f_{m}(x) d x & =\lambda_{n} \int_{a}^{b} \int_{a}^{b} K(x, t) f_{n}(t) f_{m}(x) d t d x \\
& =\lambda_{m} \int_{a}^{b} \int_{a}^{b} K(x, t) f_{m}(t) f_{n}(x) d t d x
\end{aligned}
$$

By interchange of $x$ and $t$ and use of the symmetry of $K$, we find that these two double integrals are equal, and by subtraction must be zero if $\lambda_{n} \neq \lambda_{m}$. This gives the required result.

We now quote three important theorems concerning the integral operator $I$. We shall need the following

Definition The $\mathscr{L}^{2}$ symmetric kernel $K$ is called nonnegative definite if

$$
\int_{a}^{b} \int_{a}^{b} K(x, t) f(x) f(y) d x d y \geqslant 0
$$

for all $f \in L^{2}(a, b)(f \neq \theta)$. If $K$ satisfies the above relationship with $\geqslant$ replaced by $>$ then it is called positive definite.

Theorem Let the kernel $K$ be $\mathscr{L}^{2}$ and symmetric over the finite square S. Then it possesses at least one eigenvalue, all eigenvalues are real, constitute a countable set, and have no finite point of accumulation. The eigenfunctions corresponding to distinct eignevalues are orthogonal, and each eigenspace is of finite dimension.

Theorem (Hilbert-Schmidt) Let $K(x, t)$ be a symmetric kernel, continuous on the finite square $S$, let $g$ be piecewise continuous and

$$
f(x)=\int_{a}^{b} K(x, t) g(t) d t .
$$

Then f can be expanded in the absolutely and uniformly convergent eigenfunction expansion

$$
f(x)=\sum_{n=1}^{\infty}\left(f_{n}, f\right) f_{n}(x)
$$

Theorem (i) $A$ non-null symmetric $\mathscr{L}^{2}$ kernel is nonnegative definite if and only if all its eigenvalues are positive.
(ii) A non-null symmetric $\mathscr{L}^{2}$ kernel is positive definite if and only if all its eigenvalues are positive and in addition the totality of eigenfunctions is complete in $L^{2}(a, b)$.

Note that the eigenfunctions may not be complete without the added criterion of positive definiteness which is equivalent to assuming ( $I f, f$ ) $=0 \Rightarrow f$ null. Bearing as it does a formal similarity to the assumption of completeness, this criterion will probably be no easier to verify in practice than completeness itself.

## Problem

4.6 Show that there is a 'duality' between the two eigenvalue problems

$$
\left\{\begin{array}{l}
y^{\prime \prime}+\lambda y=0  \tag{i}\\
y(0)=y(1)=0
\end{array}\right.
$$

and

$$
\begin{equation*}
\lambda \int_{0}^{1} T(x, t) f(t) d t=f(x) \tag{ii}
\end{equation*}
$$

## Integral operators

where $T$ is the 'triangular' kernel

$$
T(x, t)= \begin{cases}(1-x) t & (0 \leqslant t \leqslant x \leqslant 1) \\ x(1-t) & (0 \leqslant x \leqslant t \leqslant 1)\end{cases}
$$

in the sense that they have the same spectrum and the same eigenfunctions.

For more on such duality properties see Lovitt (1950).

## Appendix 1

## Supplementary theorems

This appendix contains a list of various facts and principles which are needed in the text but which do not fit naturally into the presentation. Most of the details can be found in Yosida (1965).

1 The uniform boundedness principle Let $\left(T_{n}\right)$ be a sequence of bounded linear transformations of one Banach space $B$ to another. For each $f \in B$, suppose there exists $M_{f}$ such that $\left\|T_{n} f\right\| \leqslant M_{f}$ for every $n$. Then there exists $M$ such that $\left\|T_{n}\right\| \leqslant M$.

## 2 Properties of weakly convergent sequences If ( $f_{n}$ )

 converges weakly tof in a Banach space, then(i) there exists $M$ such that $\left\|f_{n}\right\|<M$ for every $n$, and
(ii) $f \in\left[f_{n}\right]$.

## 3 The Weierstrass approximation theorems

(a) Let $f$ be a continuous complex valued function on the finite interval $[a, b]$. Then there exists a sequence of polynomials converging to $f$ uniformly on $[a, b]$.
(b) Let $f$ be a continuous complex valued function of period $2 \pi$ defined on $\mathbb{R}$. Then there exists a sequence $\left(p_{n}\right)$ of trigonometrical polynomials, i.e. $p_{n}(x)=\sum_{|k| \leqslant n} c_{k} e^{i k x}$, converging uniformly to $f$.

4 The Riesz-Fréchet representation theorem Let $F$ be a bounded linear functional on a Hilbert space H. Then there exists $g_{F} \in H$ such that $F f=\left(f, g_{F}\right)$ for every $f \in H$.

Conversely, for fixed $g \in H,(f, g)$ defines a bounded linear functional on $H$.

5 The 'bounded inverse' theorem Let $T$ be a bounded linear transformation, mapping a Banach space $B$ onto another Banach space $C$ in a one-to-one manner. Then $T^{-1}$ exists as a bounded linear transformation of $C$ onto $B$.

## 6 Zorn's lemma

(a) Let $r$ be a relation on a set $S$ (i.e. a collection of ordered pairs of members of $S$; we write $x r y$ to mean $(x, y) \in r)$ such that, for all $x$ and $y$ in $S$ :
(i) $x r x$;
(ii) $x r y$ and $y r x \Rightarrow x=y$;
(iii) $x r y$ and $y r z \Rightarrow x r z$.

Then $S$ is said to be partially ordered by $r$.
If $S$ is partially ordered by $r$ and either $x r y$ or $y r x$ for every $x, y \in S$, then $S$ is said to be linearly ordered.

Let $S$ be partially ordered by $r$. If $S^{\prime} \subset S$, and there exists $z \in S$ such that $x r z$ for every $x \in S^{\prime}$, then $z$ is called an upper bound for $S^{\prime}$. If there exists $z \in S$ such that $z r x \Rightarrow x=z$, then $z$ is called a maximal element of $S$.
(b) Zorn's lemma. Let a non-empty set $S$ be partially ordered by $r$. If every linearly ordered subset of $S$ has an upper bound in $S$, then $S$ has at least one maximal element.

7 The Gram-Schmidt orthonormalisation process Let $\left(u_{n}\right)$ be a sequence of linearly independent elements in a Hilbert space $H$. One forms an orthonormal sequence ( $v_{n}$ ) by taking certain linear combinations of $u_{n} 8$; there are two approaches:
(i) The 'geometrical' approach. We take $v_{1}=\left\|u_{1} / u_{1}\right\|$ and define $v_{n+1}$ inductively by subtracting from $u_{n+1}$ its components along the previous (normalised) $v \mathrm{~s}$, viz.

$$
v_{n+1}=\left(u_{n+1}-\sum_{k=1}^{n}\left(u_{n+1}, v_{k}\right) v_{k}\right) /\left\|\left(u_{n+1}-\sum_{k=1}^{n}\left(u_{n+1}, v_{k}\right) v_{k}\right)\right\| .
$$

(ii) The 'linear algebra' approach. One expresses $v_{n+1}$ as a linear combination of $u \mathrm{~s}$, imposes the orthogonality condi-
tions, and calculates the coefficients by Cramer's rule. The result is

$$
v_{n+1}=\left|\begin{array}{cccc}
\left(u_{1}, u_{1}\right) & \ldots & \left(u_{1}, u_{n}\right) & u_{1} \\
\vdots & & \vdots & \vdots \\
\left(u_{n+1}, u_{1}\right) & \ldots & \left(u_{n+1}, u_{n}\right) & u_{n+1}
\end{array}\right| / \sqrt{ }\left(G_{n} G_{n+1}\right)
$$

where

$$
G_{n}=\left|\begin{array}{ccc}
\left(u_{1}, u_{1}\right) & \ldots\left(u_{1}, u_{n}\right) \\
\vdots & \vdots \\
\left(u_{n}, u_{1}\right) \ldots\left(u_{n}, u_{n}\right)
\end{array}\right|
$$

and is called the Gram determinant of ( $u_{n}$ ).
The same result is obtained from either approach, indeed the ON sequence ( $v_{n}$ ) is unique subject to certain restrictions such as a fixed ordering of ( $u_{n}$ ), etc.
8. The extension of an operator 'by continuity' Let $H$ be a Hilbert space and let $T$ be an operator defined on the dense set $D \subset H$. Syppose that $\left(f_{n}\right) \subset D$, and $f_{n} \rightarrow f \neq D$. Suppose also that $T f_{n} \rightarrow g$. Then we may extend $T$ by the formula $T f=g$.

9 The invertibility theorem of C. Neumann Let T be a linear operator on a Hilbert space, and let I be the identity operator. Then if $\|I-T\|<1, T^{-1}$ exists, is bounded, and is unique.

10 Useful theorems for the $\mathrm{L}^{\boldsymbol{p}}$ theory of convergence and completeness We have made no use of these in the text but they are sometimes useful and are included for reference. Theorem A is a theorem of F. Riesz; the two parts generalise the theorems of Parseval and Riesz-Fischer (q.v.) respectively. Theorem B is due to O. Szász (1947). In both theorems (a,b) is a finite interval of $\mathbb{R}$, and $p+q=p q$.

A Let $\left(\phi_{n}\right)$ be an orthogonal sequence in $L^{2}(a, b)$ such that $\left|\phi_{n}\right|<M$ for every $n$. Let $\left(a_{n}\right)$ be the sequence of Fourier coefficients of $f$ with respect to $\left(\phi_{n}\right)$, and set $\left[\Sigma\left|a_{n}\right|^{q}\right]^{1 / q}=\|a\|_{q}$. Let $1<p \leqslant 2$. Then
(i) if $f \in L^{p}(a, b)$, then

$$
\|a\|_{q} \leqslant M^{(2-p) / p}\|f\|_{p}
$$

(ii) if $\|a\|_{p}<\infty$, then there exists $f \in L^{a}(a, b)$ such that

$$
\|f\|_{q} \leqslant M^{(2-p) / p}\|a\|_{p}
$$

See Zygmund (1959) p. 102 for necessary and sufficient conditions for equality to occur. Note that the results may fail if $p>2$.
B Let $\phi(x)$ be bounded on $[a, b]$, and let $\phi(n x)(n=1,2, \ldots)$ be orthogonal over ( $a, b$ ) and complete on $L^{p}(a, b), 1<p \leqslant 2$. Let $\psi \in L^{q}(a, b)$ and have Fourier coefficients $\left(a_{n}\right)$ with respect to $(\phi(n x))$ such that (i) $a_{m} a_{n}=a_{m n}$ and (ii) $\Sigma\left|a_{n}\right|^{p}<\infty$. Then $(\psi(n x))$ is complete on $L^{p}(a, b)$.

## Appendix 2

## Definitions of special functions

This list contains the definitions of most of the special functions used in the text; where there is a choice between several equivalent definitions that one which is most appropriate to the context has been preferred. For further information see, for example, Magnus et al. (1966).

## 1 Gamma function

$$
\begin{gathered}
\Gamma(z)=\int_{0}^{\infty} e^{-t} t^{z-1} d t, \quad \operatorname{Re} z>0 \\
\Gamma(z) \Gamma(1-z)=\pi / \sin \pi z \text { (functional equation). }
\end{gathered}
$$

## 2 Pochhammer's symbol

$$
\begin{aligned}
& (a)_{n}=a(a+1) \ldots(a+n-1)=\frac{\Gamma(a+n)}{\Gamma(a)} \quad(n=1,2, \ldots) ; \\
& (a)_{0}=1 .
\end{aligned}
$$

## 3 Binomial coefficient

$$
\binom{\alpha}{n}=\frac{\Gamma(1+\alpha)}{n!\Gamma(1+\alpha-n)} \quad(n=1,2, \ldots)
$$

## 4 Beta function

$$
\begin{aligned}
B(x, y) & =(a-b)^{-x-y+1} \int_{b}^{a}(t-b)^{x-1}(a-t)^{y-1} d t \\
& =\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)} .
\end{aligned}
$$

## 5 Jacobi polynomials

$$
\begin{aligned}
P_{n}^{(\alpha, \beta)}(x)=2^{-n} \sum_{k=0}^{n} & \binom{n+\alpha}{k}\binom{n+\beta}{n-k} \\
& \times(x+1)^{k}(x-1)^{n-k} \quad(n=0,1, \ldots) . \\
& {[120] }
\end{aligned}
$$

Special cases are:
(i) $\alpha=\beta$, the Gegenbauer polynomials;
(ii) $\alpha=\beta=-\frac{1}{2}$, the Chebyshev polynomials of the 1 st kind, $T_{n}(x)$;
(iii) $\alpha=\beta=\frac{1}{2}$, the Chebyshev polynomials of the 2nd kind, $U_{n}(x)$;
(iv) $\alpha=\beta=0$, the Legendre polynomials $P_{n}(x)$.

## 6 Legendre functions

Legendre function: $P_{z}(x)=\frac{\sqrt{ } 2}{\pi} \int_{0}^{\cos ^{-1} x} \frac{\cos \left(z+\frac{1}{2}\right) t}{(\cos t-x)^{\frac{1}{2}}} d t$.
The special cases $z=0,1, \ldots$, yield the Legendre polynomials $P_{n}(x)$. Associated Legendre function:

$$
P_{n}^{m}(x)=\left(1-x^{2}\right)^{\frac{1}{2} m} \frac{d^{m}}{d x^{m}} P_{n}(x),
$$

$m$ a positive integer.

## 7 Generalised Laguerre polynomials

$$
L_{n}^{(\alpha)}(x)=\sum_{k=0}^{n}(-1)^{k}\binom{n+\alpha}{n-k} \frac{x^{k}}{k!}, \quad \alpha>-1 .
$$

The special cases $L_{n}^{(0)}(x) \equiv L_{n}(x)$ are called the Laguerre polynomials.

## 8 Hermite polynomials

$$
H_{n}(x)=n!\sum_{k=0}^{[n / 2]} \frac{(-1)^{k}(2 x)^{n-2 k}}{k!(n-2 k)!} .
$$

## 9 Bessel function

$$
J_{\nu}(x)=\frac{2(x / 2)^{\nu}}{\Gamma\left(\nu+\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)} \int_{0}^{1}\left(1-t^{2}\right)^{\nu-\frac{1}{2}} \cos x t d t, \quad v>-\frac{1}{2} .
$$

10 Struve function

$$
\mathbf{H}_{\nu}(x)=\frac{2(x / 2)^{\nu}}{\Gamma\left(\nu+\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)} \int_{0}^{1}\left(1-t^{2}\right)^{\nu-\frac{1}{2}} \sin x t d t, \quad \nu>-\frac{1}{2} .
$$

11 Hypergeometric ${ }_{2} \mathbf{F}_{1}$

$$
{ }_{2} F_{1}(a, b, c ; x)=\sum_{k=0}^{\infty} \frac{(a)_{k}(b)_{k}}{(c)_{k}} \frac{x^{k}}{k!} .
$$

## Appendix 3

## Some complete sequences of special functions

Most of the better known sets of special functions which form CON sequences in an $L^{2}$ space (or a subspace) are listed. $L^{p}$ information can sometimes be obtained by using problem 2.2 or problem 1.8. It can also be found through the references to external sources; so can the definitions of the functions involved if they are not found in Appendix 2. Normalising factors are usually omitted; again, these can be traced through the references. The list is not intended to be exhaustive.

Properties of non-orthogonal sequences do not lend themselves easily to tabulation; references to more detailed information are given with each listing.

| Orthogonal sequences |  | Complete in | Reference |
| :---: | :---: | :---: | :---: |
| Elementary functions | $1 e^{\text {ina }} ; n=0, \pm 1, \ldots$. | $L^{2}(-\pi, \pi)$ | p. 36 and Marti (1969) p. 51 |
|  | $2 e^{2 \pi i n x} ; n=0, \pm 1, \ldots$. | $L^{2}(0,1)$ | p. 37 |
|  | $3 \sin [n \pi(x-a) /(b-a)] ; n=1,2, \ldots$. | $L^{2}(a, b)$ | p. 37 |
|  | $41, \cos [n \pi(x-a) /(b-a)] ; n=1,2, \ldots$. | $L^{2}(a, b)$ | p. 37 |
|  | $5 \quad \cos ^{n} x, \sin n x \cos ^{n} x ; n=1,2, \ldots$. | $L^{2}((0,2 \pi), \mu)$ | p. 52 |
|  | 6 sin $\left(n-\frac{1}{2}\right) x ; n=1,2, \ldots$. | $L^{2}(0, \pi)$ | p. 106 |
|  | $7 \quad \cos \left(n-\frac{1}{2}\right) x ; n=1,2, \ldots$. | $L^{2}(0, \pi)$ | p. 106 |
|  | $8 e^{-\infty}, \sin n x-n \cos n x ; n=1,2, \ldots$. | $L^{2}(0, \pi)$ | p. 106 |
| Polynomials | $9 \quad P_{n}^{(\alpha, \beta)}(x) ; n=0,1, \ldots$. | $L^{2}\left((-1,1),(1-x)^{\alpha}(1+x)^{\beta}\right)$ | p. 33 |
|  | $10 P_{n}^{m}(x) ; n=m, m+1, \ldots$. | $L^{2}(-1,1)$ | p. 38 |
|  | $11 \quad L_{n}^{(\alpha)}(x) ; n=0,1, \ldots$. | $L^{2}\left(\mathbb{R}^{+}, x e^{-\infty}\right)$ | p. 33 |
|  | $12 H_{n}(x) ; n=0,1, \ldots$. | $L^{2}\left(\mathbb{R}, e^{-x^{2}}\right)$ | p. 33 |
|  | $13 z^{n} ; n=0,1, \ldots, z=x+i y$. | $L_{r}^{2}(D)$ | p. 65 |
|  | $14 \quad U_{n}(z) ; n=0,1, \ldots$. | $L_{r}^{2}(\mathbb{L})$ | p. 68 |
|  | $15 \quad p_{n}(r) ; n=0,1, \ldots$. | $L^{2}(\mathbb{R}, \alpha)$ | p. 43 |
| Rational functions | $16 \frac{(i x-1)^{n+\rho}}{(i x+1)^{n+1+\rho}} ; n=0, \pm 1, \ldots$. | $L^{2}(\mathbb{R})$ | p. 64 |
|  | $17\left(\frac{a-i x}{a+i x}\right)^{n} ; n=0, \pm 1, \ldots$. | $L^{2}\left(\mathbb{R}, a j \pi\left(a^{2}+x^{2}\right)\right)$ | p. 64 |


| Orthogonal sequences |  | Complete in | Reference |
| :---: | :---: | :---: | :---: |
| Higher transcendental functions | $18 x^{\frac{1}{1} J_{\nu}\left(j_{n \nu} x\right) ; ~} n=1,2, \ldots$ | $L^{2}(0,1)$ | p. 40 |
|  | $\begin{gathered} 19 \quad x^{1} J_{\nu}\left(\alpha_{n} x\right) ; n=1,2, \ldots, \text { where } \\ \alpha_{n} J_{\nu}^{\prime}\left(\alpha_{n}\right)+h J_{\nu}\left(\alpha_{n}\right)=0, \end{gathered}$ | $L^{2}(0,1)$ | p. 42 |
|  | $h+\nu>0$. |  |  |
|  | $20 \quad x^{-1} J_{n+1}(x) ; n=0,1, \ldots$. | $F^{\pi}$ | p. 59 |
|  | $21 x^{-1} J_{\nu+2 n+1}(x) ; n=0,1, \ldots$. | $B_{\nu}$ | p. 59 |
|  | $22 s e_{n}(x) ; n=1,2, \ldots$. | $L^{2}(0, \pi)$ | p. 104 |
|  | $23 \quad c e_{n}(x) ; n=0,1, \ldots$. | $L^{2}(0, \pi)$ | p. 104 |
|  | $24\left\{I_{\nu}\left(\lambda_{n} x\right) / I_{\nu}\left(\lambda_{n}\right)-J_{\nu}\left(\lambda_{n} x\right) / J_{\nu}\left(\lambda_{n}\right)\right\}$ | $L^{2}(0,1)$ | Dahlberg (1973) |
| Discontinuous functions | $25 \quad w_{n}(x) ; n=1,2, \ldots$. <br> (Walsh functions) | $L^{2}(0,1)$ | p. 47 |
|  | $26 \quad h_{n}(x) ; n=1,2, \ldots$ <br> (Haar functions) | $L^{2}(0,1)$ | p. 49 and Singer (1970) |
|  | 27 'Square wave' functions. | $L^{2}(0,2)$ | Harrington and Cell (1961) |
| Interpolating functions 2 | $28 \frac{\sin \pi(x-n)}{\pi(x-n)} ; n=0, \pm 1, \ldots$ | $F^{\pi}$ | p. 58 |
| Higher dimensions 2 | 29 spherical harmonics | $L^{2}$ (sphere) | p. 38 |


| Non-orthogonal sequences |  |  | Information |
| :---: | :---: | :---: | :---: |
| Elementary functions | 30 | $\left\{e^{i \lambda_{n} x}\right\}$ | §3.1.1. |
|  | 31 | $e^{i n x} ; n=1,2, \ldots$. | p. 87 |
|  | 32 | 1, $\log \|2 \sin n \pi x\| ; n=1,2, \ldots$. | Complete on $L^{p}\left(0, \frac{1}{2}\right), p>1 ;$ Szász (1947) |
| Polynomials and powers | 33 | simple sets | p. 31 |
|  | 34 | $z^{n} ; z=x+i y, n=0,1, \ldots$. | p. 68 |
|  | 35 | $x^{n} ; n=0,1, \ldots$. | p. 29 |
|  | 36 | $\left\{x^{\lambda_{n}}\right\}$ | §3.4. |
| Higher transcendental functions | 37 | $\left\{x^{\left.\frac{1}{1} J_{\nu}\left(\lambda_{n} x\right)\right\}}\right.$ | p. 89 |
|  | 38 | $\left\{P_{\lambda_{n}}(x)\right\}$ | p. 91 |
|  | 39 | $1, c n(m x, l) ; m=1,2, \ldots$ | $\text { Complete in } L^{2}(0,2 K)$ |
|  | 40 | $\operatorname{sn}(m x, k) ; m=1,2, \ldots$ <br> $s n$ and $c n$ are the Jacobian elliptic functions. | $\int$ Craven(1971) |
| Piecewise linear functions | 41 | $\left\{\chi_{r}(x)\right\}$ | p. 33 |
|  | 42 | $n x-[n x]-\frac{1}{2} ; n=1,2, \ldots .$ <br> (Sawtooth functions) | Complete on $L^{p}\left(0, \frac{1}{2}\right), p>1 ;$ Szász (1947) |
|  | 43 | $\operatorname{sgn}(\sin n \pi x) ; n=1,2, \ldots$ <br> ('square sine' waves) | Complete on $L^{p}(0,1), p>1 ;$ Szász (1947) |
|  | 44 | Schauder system | Basis for $C[0,1]$; Singer (1970), p. 11 |
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## Index

associated Legendire equation, 110
associated Legendre functions, 38, 123
definition of, 121
Banach space, 4
dual, 8
reflexive, 8,9
second dual, 8
basis
absolute, 27
Bessel, 74
conditional, 27
for Banach space, 26
for Hilbert space, 20
Hillbert, 74
Riesz, 74
unconditional, 27
weak, 26
basis problein, 27
Bergman kernel, 66
Bessel function, 124, 125
definition of, 121
Bessel-Neumann functions, 124
coinpleteness of, 59
Bessel's equation, 110
Bessel's inequality, 13
beta function, 91
definition of, 120
binomial coefficient, definition of, 120
biorthogonal system, 19
biorthonormal (BON) system, 19
boundary value problem, 99
regular self-adjoint, 108
singular, 109
'bounded inverse' theorem, 23
statement of, 117
cardinal series, 57
interpolating funotions of, 124

Cauchy sequence, 4
Chebyshev polynomials, first kind, definition of, 121
Chebyshev polynomials, second kind, 68, 123
definition of, 121
closed linear span, 3
complete orthonormal sequence, 16
complete vector space, 4
completeness oriterion
Dalzell's, 39, 40
Lauricella's, 34
Vitali's, 35, 37, 38, 43, 69
coinpleteness theorein
for complex polynomials, 68
for polynomials, 31
of Rényi, 48
convergence, 3
strong, 8
weak, 8
Dalzell completeness oriterion, 39
modified form of, 40
dense subsets, chain of, 4
dimension (Hilbert), 18
direct sum, 6
discontinuous functions, 124
eigenfunctions, 98
asymptotic form of, 103
complete orthonormal property of, 103
eigenspace, 98
eigenvalue, 98
asymptotic form of, 103
problein, 100
eigenvector, 98
equivalent sequences, 74
finite energy condition, 99
flat clamped plate modes, 100, 124
Fourier coefficient, 12
Fourier series, 12
Fourier transform, 56
Fourier-Bessel functions, 40, 110, 124
completeness of, 40,89
non-orthogonal, 89, 125
Fredholm equation, 113
functional, 7
bounded, 7
coefficient, 21
norm of, 7
gamma function, 90,93
definition of, 120
incomplete, 60
Gegenbauer polynomials, definition of, 121
Gram determinant, 95
Gram-Schmidt orthonormalisation process, 17, 19, 28
statement of, 117
Green's theorem, 65
Haar system, 27, 124
completeness of, 49
Hankel transform, 56
harmonic oscillator, 111
heat conduction equation, 99
Hermite polynomials, 29, 33, 121, 123
completeness of, 29
Hilbert space, 4
reproducing kernel, 53
Hilbert-Schmidt theorem, 114
Hölder's inequality, 9
hypergeometric function, 61
definition of, 121
inequality
Bessel's, 13
Hölder's, 9
Minkowski's, 9
Schwarz', 4
triangle, 3, 5, 9
inner product, 4
interpolating functions, 58-9, 124
completeness of, 58
isometric transformation, 7
examples of, 56
method of, 55
isomorphism, 7

Jacobi polynomials, 29
completeness of, 29, 33
definition of, 120
Jacobian elliptic functions, 125
kernel
eigenvalues of, 113-14
non-negative definite, 113
positive definite, 113
reproducing, 53, 83
triangular, 115
$L^{p}$ space, 8-9
complete sequence on, 17
total sequence in, 17
Laplace's equation, 99, 110
Laguerre polynomials, 29, 33
completeness of, 29,33
definition of, 121
generalised, 60, 63: completeness of, 60,63 ; definition of, 121
Lauricella's criterion, 34
Legendre function, definition of, 121
Legendre functions
associated, 111: completeness of, 38; definition of, 121
non-orthogonal, 91
orthogonal, 91
Legendre polynomials, 33, 91, 123
completeness of, 37
definition of, 121
linear manifold, 6
closed, 6
Liouville normal form, 102
mappings, 7
Mathieu functions, 104, 124
completeness of, 104
Mathieu's equation, 104
metric, 2
Minkowski's inequality, 9
Müntz' theorem, 95
Szász' form of, 97
nearness (Krein-Lyusternik, PaleyWiener, quadratic, and strict), 71
non-harmonic Fourier functions, 78$84,86,125$
norm, 2
on a vector space, 2
on an $L^{p}$ space, 9
operator, 7
densely defined, 100
differential, 100: formal adjoint of, 107
extension by continuity of, 118
integral, 112
invertibility of, 118
kernel of, 113
self-adjoint, 107
unitary, 7
orthogonal complement, 6
orthogonal sequence, 11
orthogonal vectors, 6
Paley-Wiener functions, 58
Paley-Wiener stability theorem, 76
parallelograin identity, 6
Parseval's theorem or relation, 13
$L^{p}$ form of, 118
unore general form of, 17
piecewise linear functions, 125
Pochhamıner's symbol, definition of, 120
Poisson-Charlier polynomials, 43
completeness of, 45
definition of, 43
polarisation identity, 6
polynomials
Chebyshev, 68, 121, 123
completeness theorem for, 31
complex, completeness theorein for, 68
Gegenbauer, 121
Herinite, 29, 33, 121, 123
Jacobi, 29, 33, 120, 123
Laguerre, 29, 33, 60, 63, 121 : generalised, 121, 123
Legendre, 33, 37, 91, 121, 123
Poisson-Cbarlier, 43, 45
simple sets of, 31, 125
powers
non-integral, 57, 95-7, 125
of a complex variable, 65, 68, 70, 123,125
sequence of, $10,29,125$
projection theorem, 6
Rademacher functions, 46
rational functions, 123
completeness of, 62,64
of a complex variable, completeness of, 68

Rényi's coinpleteness theorein, 48
reproducing kernel, 53, 83
Hilbert space, 53
Riesz basis, 74, 76, 80
Riesz-Fischer theorem, 14
$L^{p}$ form of, 118
strong form of, 16
Riesz-Fróchet representation
theorem, 23
statement of, 116
sawtooth functions, 125
Schauder systein, 27, 125
Schrödinger's equation, 111
Schwarz' inequality, 4
separable vector space, 4
separation of variables, 77
sequences, 7
biorthogonal, 19
complete, 15
complete on $L^{p}, 17$
complete orthonorinal (CON), 16
equivalent, 74
norinal, 11
ortbogonal, 11
orthonorinal (ON), 11
total, 14
total in $L^{p}, 17$
simple sets of polynoinials, 31, 125
spectrum, 99
continuous, 111
point, 98
spherical harinonics, 38, 124
'square wave' functions, 124
stability, 71
theoreins, 72-3, 76
Struve function, 91
definition of, 121
Sturın-Liouville problein, 102, 106
subspace, 6
Szász' form of Müntz' theoreın, 97
Szász theorein, on $L^{p}$ coinpleteness, 119
on non-integral powers, 97
total sequence, 14
triangle inequality, 3, 5, 9
trigonometrical system, $27,108,123$, 125
completeness of, 36, 109
uniforin boundedness principle, 116
vector space, 1
Vitali completeness criterion, 35 circular form of, 38,69 for $L^{2}(\mathbb{P}, \sigma), 43$ modified form of, 37 spherical form of, 38

Walsh system, 46, 124
completeness of, 47
wave equation, 99
Weierstrass approximation theorems, 116
weight function, 10
Zorn's leinina, 17
stateinent of, 117

## Paperback Re-issue

This tract presents an exposition of methods for testing sets of special functions for completeness and basis properties, mostly in $\mathrm{L}^{2}$ and $\mathrm{L}^{2}$ spaces.

The first chapter contains the theoretical background to the subject, largely in a general Hilbert space setting, and theorems in which the structure of Hilbert space is revealed by properties of its bases are dealt with.

Later parts of the book deal with methods: for example, the Vitali criterion, together with its generalisations and applications, is discussed in some detail, and there is an introduction to the theory of stability of bases.

The last chapter deals with complete sets as eigenfunctions of differential and integral operators. An appendix contains a table of a wide variety of bases and complete sets of special functions.

Dr Higgins' account will be useful to graduate students of mathematics and professional mathematicians, especially those interested in bases of Hilbert and Banach spaces. The emphasis on methods of testing and their applications will also interest scientists and engineers engaged in fields such as the sampling theory of signals in electrical engineering and boundary value problems in mathematical physics.



[^0]:    * The author would like to thank Mr R. E. Abraham for supplying the elegant demonstration of this equality.

[^1]:    * This result is due to Professor J. I. Richards, who communicated it to the author whilst supervising his doctoral research.

