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Preface

The introduction to the 1st International Conference on Computers for Handi-
capped Persons (Vienna, 1989) by A Min Tjoa (University of Vienna) and Roland
Wagner (University of Linz) finished with the following mission statement on the
“Future Direction on Computers for Handicapped Persons”:

“The different themes show that a lot of problems are solved by the usage of
computer technology for helping handicapped persons, for instance for the blind
and visually handicapped. A consequence of the discussed themes there are two
directions which should be done in the next years. One direction is obvious. The
tools must be improved and research and development work should be extended
to all groups of handicapped (even if they are numerically not so large as for
instance the blind or visually handicapped persons). On the other side in the area
of social implications there is an increasing demand on social science studies on
overall computer use among disabled persons. Because sources are in principle
missing today about disabled persons work tasks, research in this field must
begin by trying to survey this aspect. Particular attention should be paid to
the extent and character of computer use among the handicapped in work life.
There are a lot of questions, which should be answered during the next years for
reaching the aim of rehabilitation.”

Fifteen years later the 9th International Conference on Computers Helping
People with Special Needs (Paris, 2004) offered a comprehensive and deepened
view on general awareness, special research and individual applications concern-
ing disabled people and their participation in our society.

Remarkable changes are to be registered:

Besides blindness and visual impairment, deafness and hearing impairment,
mobility impairment, cognitive, speed and learning impairment will be fo-
cused on.
Increased research and special training should be dedicated to elderly people
and their disabilities.
The early years’ mission towards assistive technology for disabled individ-
uals has changed over to a holistic approach towards accessibility in the
whole environment. Smart houses, designs for all, and the transition from
human interfaces to humane interfaces characterize accessibility and the new
generation of Web development tools.
Does this summary mean success, fulfillness and the realization of those
topics evoked by the pioneers from 1989?
Concerning people with disabilities – and their right to equal education and
adequate jobs – are the above topics being realized?
Has their daily discrimination finished?
Are adapted living conditions and partnerships via democratic society solved?
Surely not. Looking around, we have to confess that, despite a lot of progress,
the new challenges demand continuity, consequent action and persistence.



VI Preface

The European Union declared 2003 to be the “European Year of People
with Disabilities” in order to raise awareness about the situation of its mil-
lions of disabled citizens. The feedback from this initiative – gathered in a
EU barometer – was the following:
38 million citizens of the EU (10%) suffer from a disability;
97% of Europeans express their opinion that it is still very difficult for people
with disabilities to participate in social life and that further activities are
necessary to improve their integration;
93% demand more money to overcome barriers in public buildings;
76% register that physical access to public buildings and institutions (for
example public service buildings, universities, schools) is far from being ac-
ceptable, although 57% confess a remarkable improvement in the last decade.

Continuing the biannual conferences, ICCHP 2004 took over this comprehen-
sive responsibility and brought together a community from around the world to
share their thoughts at the various presentation and communication opportuni-
ties. ICCHP 2004 took place under the high patronage of Mr. Jacques Chirac,
President of the French Republic, and was sponsored by the European Union as
well as by private and public companies and institutions. Our thanks go to:

The General ICCHP 2004 Chair, H. J. Murphy (Founder and Former Director
of the Centre on Disabilities, California State University, Northridge, USA
and International Ambassador, Pulsedata International)
The Programme Chairs:

A. Karshmer (University of South Florida at Tampa, USA)
A.M. Tjoa (Technical University of Vienna, Austria)
R. Vollmar (Universitaet Karlsruhe (TH), Germany)
R. Wagner (University of Linz, Austria)

The Programme Committee:

Alquie, G.
Andrich, R.
Arató, A.
Arató P.
Archambault, D.
Azevedo, L.
Batusic, M.
Bidaud, P.
Blenkhorn, P.

Bothe, H.-H.
Bühler, C.

Université Pierre et Marie Curie
SIVA Fondazione Don Carlo Gnocchi Onlus
Hungarian Academy of Science
TU Budapest
Université Pierre et Marie Curie
Instituto Superior Tecnico
University of Linz
Université Pierre et Marie Curie
University of Manchester
Institute of Science and Technology
Technical University of Denmark
Forschungsinstitut
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Portugal
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France

United Kingdom
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Germany
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VIII Preface

The Organizing Committee:

We thank the Austrian Computer Society for announcing and sponsoring the
Roland Wagner Award on Computers Helping People with Special Needs.

The Austrian Computer Society decided in September 2001 to endow this
award in honour of Prof. Dr. Roland Wagner, the founder of ICCHP. He is the
founder and head of the Institute of the Austrian-wide institute of “integrated
study”, offering services for print-disabled students at Austrian universities. He is
the founder of the working group “ICT for/with People with Disabilities” of the
Austrian Computer Society, the group that established the ICCHP conference
as an outstanding international event.

Prof. Wagner is one of the pioneers in ICT for people with disabilities in
Austria and has been pushing the field forward for years. His early visionary
understanding of the role of ICT to change the perspectives of people with
special needs and his dedication to fighting for equal rights for this target group
has had important impacts on awareness and on beginning changes in society.
This award should give further incentives and should support the important
work which has been the passion of Prof. Wagner over decades.

The Roland Wagner Award is a biannual award and will be in the range of
3000 Euros. It will be handed over at the ICCHP conferences.

Award winners:

Award 0 was handed over to Prof. Dr. Roland Wagner on the occasion of
his 50th birthday.
Award 1 was won by WAI-W3C. It was handed over to Judy Brewer at
ICCHP 2002.
Special Award 2003; A special award was handed over to Prof. Dr. A Min
Tjoa, one of the founders of ICCHP, on the occasion of his 50th birthday in
2003.

Altogether we feel a common responsibility to advance a global understanding
of human partnership and the inclusion of all human beings and providing for
their personal fulfillment and welfare.

July 2004 Joachim Klaus, Klaus Miesenberger,
Dominique Burger,and Wolfgang Zagler (Publishing Chairs)

University of Linz Université Pierre et Marie Curie INSERM/BrailleNet
Arrer, B.
Batusic, M.
Feichtenschlager, P.
Herramhof, S.
Köttstorfer, M.
Miesenberger, K.
Ortner, D.
Petz, A.
Schüler, C.
Stöger, B.

Békefi, B.
Bigot, R.
Lafont, R.
Merle, D.
Poutier, C.

Burger, D.
Pinto, S.
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Abstract: Today’s GUIs and their familiar methods are far from optimal for
typical users, wasting time, causing unnecessary errors, exacerbating repetitive
stress injuries, and inducing frustration and annoyance. These problems are of-
ten amplified when standard interface methods are used in systems for less-
abled users. We must not be distracted from good interface design by the strait-
jackets of present paradigms. To this end we employ insight, ingenuity, and
testing – but they are not enough. Cognetic tools, which are quantitative and ob-
jective instead of being based on heuristics and subjective judgment, can play
an important role in increasing accessibility, even where we use existing hard-
ware.

1 Introduction

In a very real way, even a person with superb visual acuity is as handicapped as the
unseeing when using present computer interfaces. Let me give an example. If you
have a computer, its keyboard probably has a “Caps Lock” key, which when tapped
puts the keyboard into a mode where any letter you type subsequently is appears as a
upper case instead of a lowercase letter. In this state, a light illuminates to show you
that the Caps Lock mode is engaged.

It sometimes happens that we hit the Caps Lock key accidentally. We are then sur-
prised, and often annoyed, when our typing suddenly appears in all caps. Upon catch-
ing this, we have to erase and retype some portion of whatever we were typing. The
light doesn’t help us: in fact, we almost never notice it in these situations, even though
it is plainly visible. Anybody who types a lot does not look at the keyboard: we are
blind to an indicator on the keyboard when looking at the computer’s display. A simi-
lar event happens when a dialog box appears on the display you are not looking at
when using a dual-screen computer: Apparently, the computer has frozen. Even indi-
cators on the screen we are using are often missed.

A similar, and even more important, blindness occurs when we are paying attention
to something; we can be blind (and deaf) to many events, depending on our degree of
absorption in our task. Elizabeth Loftus [1] has written eloquently on this topic and a
number of examples are given in [2].

This is a blindness that can affect any of us, regardless of physical conditions, and
we must design our interfaces to allow us to work in spite of this universal human
handicap. The field of cognetics and its results can help us avoid this and other inter-

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 1–5, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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face design traps. Cognetics is the engineering of products to accommodate human
mental abilities and limitations; it is an analog of ergonomics, which guides the de-
sign of products to match human physical attributes.

Enormous energy is being put into devices for the blind and to compensate for
other physical and mental differences that take individuals away from center of the
ergonomic and cognetic bell curves. This effort is both noble and necessary, but it
also needs to be paralleled with a solution to more basic problems with human-
computer interaction that make using technology more difficult than it need be for all
humans. It is only a half-solution to make a system for, say, a blind person, work as
well as it does for a sighted person when the system doesn’t work all that well for the
sighted person in the first place.

Douglas Adams, in his delightful “Hitchhiker’s Guide to the Galaxy” spoke about
his imaginary “Sirius Cybernetics Corporation” but was clearly describing today’s
systems when he said, “This is the rock-solid principle on which the whole of the
Corporation’s success is founded – their fundamental design flaws are completely
hidden by their superficial design flaws.” My point is that we are so taken with fixing
the superficial flaws in creating systems for people with special needs that we are
missing the essential need to fix some deeper design flaws that handicap all of us.
These pervasive problems constitute a double burden on the disabled.

For example, a user who must type one character at a time with a stylus held in the
mouth wants to use the minimum number of characters conceivable in order to per-
form a task. In their case, it is obvious that the cost of wasted user actions is very
high. But wasted actions are a cost to all of us. The wasted effort required by present
software designs is enormous, but goes largely unnoticed. The problem is that when
designing software, we tend to use the familiar paradigms we grew up with as we
learned to use computer technology. If those paradigms are faulty, so will anything
we build using them. But because they are familiar, they seem inevitable, natural, and
obvious. Any change can be upsetting, even if it is a change for the much better.

In general people with physical disabilities have the same mental faculties as those
who do not. This leads to the conclusion that if some aspect of a computer interface
that is not affected by the disability is difficult for a fully-abled person, then that same
aspect will be difficult for the disabled. This seems obvious, but the implication is that
where present interfaces are troublesome for the majority of users, they are at least as
troublesome – and possibly much more troublesome – for those who have physical
impediments to using computers. We need but one more fact: today’s interfaces, such
as Windows or the Mac OS, are full of major design errors that increase error rates,
cause and exacerbate repetitive stress injuries, and require far more effort (in terms of
time, keystrokes, and mouse moves and clicks) than is necessary to complete almost
any of the tasks we do with them.

Building software or an apparatus that makes it easier to deal with, say, Microsoft
Windows, is a useful endeavor, but providing an environment that is far more effi-
cient and pleasant can have even greater returns in terms of usability.

2 About Efficiency

Efficiency is defined as how much work needs to be done divided by the amount of
work that is actually done. It is always a number between 0 and 1. If a system has an



We Are All Blind: Cognetics and the Designing of Interfaces for Accessibility 3

efficiency of 0.5, then you are doing twice as much work as necessary. For anybody,
interfaces with low efficiency wastes their time and effort. For a person who finds
physically interacting with computers difficult, a high degree efficiency can make the
difference between a usable and an unusable system.

Efficiency of an interface can be precisely measured, allowing you to judge the
quality of an interface design even before it has been implemented. The definition of
efficiency of an interface is identical to that of efficiency in thermodynamics, as
Claude Shannon discovered [2, 3].

An example of extreme loss of efficiency is in the desktop model of present GUIs
[4]. If the task is, for example, to edit a memo, one must start in the desktop, navigate
to the memo, and then “launch” the memo (or, in cruder systems, launch the word
processor and “open” the memo). When done editing, one must “save” the memo and
often you have to give it a name. None of this effort adds to the content of the memo
and is wasted (it is also technically unnecessary). The historical reasons that the desk-
top model came about are clear, but irrelevant. We can and should do better now,
especially for those for whom operating a computer is physically challenging. More
efficient approaches are available but as that is in itself a book-length topic [2], it
cannot be discussed in the space allotted for this paper.

3 About Time

It is also possible to predict the time it will take a user to achieve a goal with a given
interface. This can be done based on the specifications of the interface, before it is
built. While not all design decisions can be made without building and testing actual
software and hardware, the use of these tools can greatly speed development and help
the developer to avoid numerous difficulties. The work of Card, Moran, and Newell
was the first major exploration of this, and their GOMS model [5] and its more recent
extensions [6] are well validated.

While the constants in these models sometimes have to be adjusted experimentally
for individuals with special needs, they are well established for the majority of the
population.

Classic laws of psychology that yield numerical results include Fitts’s law which
relates time to make a gesture to the overall size of the gesture and the size of the
target toward which the gesture is aimed.

Screen layout can often be optimized by applying Fitts’s law. Hick’s law gives a
measure of the time it takes to make a sequence of decisions. For example, when
deciding between an interface modeled as a deep tree with few branches at each node
or as a broad tree with few nodes but many branches, this law comes into play. These
laws have been discussed widely [2, 5].

4 About Habituation

Habituation is a universal property of humans (and many other organisms). In humans
it can be characterized by a shift, caused by near-identical repetition of a task, from
having to do the task with conscious attention to being able to do it without conscious
attention. Learning to juggle three balls is a typical example. At first it seems nearly
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impossible and requires your full attention; any distraction will cause the beginner to
lose control of the balls. With practice, the juggler can walk, talk, and perform other
tasks while juggling. An expert can nearly forget that he or she is juggling: it has
become automatic, a habit has been formed.

Humans can pay conscious attention to only one task at a time (though we can
sometimes switch between tasks quickly). This key property of cognition has been
largely ignored in interface design. It should be central in every interface designer’s
mind. Only a very severe head injury or disease can affect habituation, so designing
interfaces to take account of habituation applies to almost any class of user, whether
able-bodied or not.

To work effectively, we must form habits, and thus protect our attention from be-
ing distracted from the content of our task by what should be routine operations.

Habituation can take place only in a stable environment, where the same gesture
always produces the same results. Unfortunately, this is not a characteristic of most
computer systems. Without getting into technical detail (discussed in [2]), we can
observe that present computer software has modes. A mode is where the same gesture
(such as typing a “control-C”) has one meaning (for example, to “cut” the selection
from the text), but in another mode of the system that same gesture can mean to adjust
the contrast of an image. Another way that systems frustrate habit formation is by
having the same task done in two ways. In one application “N” might mean to create a
“New” document, in another application “G” might mean to “Get” a new document.

The user, concentrating on his or her task, if both applications are frequently used,
will not be able to form a habit. If one application is used more than the other, they
might form the habit of using, say, “N” automatically, and thus give the wrong com-
mand when in the other application. This is the principle that underlies the usual
search for the somewhat ill-defined concept of “consistency”.

We must design systems which, unlike those available today, allow users to form
safe, helpful habits.

If we do not they will either (1) not form habits and thus be distracted from their
tasks or (2) they will form habits that will cause them to make errors, which also dis-
tract them from what they are doing. This is true for both able-bodied and disabled
users. In other words, present interfaces don’t work properly for anybody.

Overuse of the Mouse

One of the difficulties facing many of the disabled is the use of pointing devices.
Whether it is due to the tremor of Parkinson’s disease or a lack of clarity of vision, a
graphic input device (GID) presents difficulties.

Less well known is that GIDs also cause difficulties for the fully-able user. Studies
have shown that most repetitive stress injuries from computer use are associated with
GID use and not with keyboard use [7]. Lastly, use of a GID is slower for nearly all
users in applications such as choosing menu items, clicking at on-screen buttons and
palettes, and pointing in text. GIDs are appropriate and necessary for those situations
where true graphic input is necessary (as when drawing in a drawing program) and
where a person cannot physically use a keyboard. Methods for avoiding GID use
while maintaining or improving usability are in reference [2].

Overuse of the mouse has led to overuse of icons, which are symbols that are often
universally incomprehensible. This is why many programs have words that pop up
when you point at an icon. Notice that icons are not used to explain words. The logi-
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cal conclusion is that buttons should be labeled with words and not with icons. This
does make internationalization of software more difficult for the group producing it,
but it makes using the software easier for the end user. The ethical question is: which
is more damaging, causing a few days or weeks of additional effort for a small devel-
opment group or causing years of additional effort for a large group of users?

5 The Need for Better Development Systems

It is my belief that, having made the honorable choice of working to increase the
accessibility of technology, we should apply all that we know to the task. It is very
difficult to do so, as the development tools that are widely available reinforce some
very poor interface methods. Worse, they often prevent or make it very difficult to do
things in new and better ways. In developing The Humane Interface (THE) [8], we
ran into this difficulty time after time. For example, in one design it would have been
advantageous to be able to detect the shift keys independently. We found that every
operating system mapped both to the same code, and had to abandon that interface
design.

Designing for accessibility requires the utmost in flexibility from software and
hardware systems. While USB is a far better electronic interface in many ways than
the old parallel ports, it is much harder to write software for.

If you are designing an electromechanical device to solve an individual’s needs,
you will have it working much sooner from a parallel port than from a USB port.
Even if you use a commercial USB-to-parallel port electronic interface, the software
will be more complex.

Similarly, if you wish to avoid the multitude of methods you need to control win-
dows because you wish to offer the user the full screen, today’s operating systems will
try to force you to work within windows anyway.

If computer companies are truly interested in accessibility, it is not enough to pro-
vide add-on applications, they must give developers the ability to do whatever they
wish with the hardware and software and keep it open source so that we can change
what needs to be changed to help people with special needs.
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Abstract. Aphasia is an impairment of language, affecting the production or
comprehension of speech and the ability to read or write. Most common cause
of aphasia is – about 23–40 % of stroke survivors - acquired aphasia. The reha-
bilitation of aphasia is a medical, special treatment (speech therapy), which is
the task of a psychologist. It needs long and intensive therapy. More detailed in-
formation about therapy can be found in [2,6]. In this paper we present our im-
plementation or realization of interactive multimedia educational software to
develop readiness of speech for helping the therapy within the frame of youth
scientific and MSc thesis works. The first program was developed in Flash, the
second in Macromedia Director. The goal of our software is to teach the most
important everyday words. The software will be a useful device in the educa-
tion of children with heavy mental deficiencies. Reading the program you can
learn how it works and what current results we have achieved.

1 What Is Aphasia?

Aphasia is an impairment of language. An acquired communication disorder that
impairs a person’s ability to process language, but does not affect intelligence. It also
impairs ability to speak and understand others and most people with aphasia experi-
ence difficulty in reading and writing. While aphasia is most common among older
people, it can occur in people of all ages, races, nationalities and gender. Further
information about Aphasia can be found in [5].

1.1 Types of Aphasia [8]

Global Aphasia is the most severe form. Patients with this type of aphasia produce
only few recognizable words, can understand little or no spoken speech at all and
they can neither read nor write. These symptoms can usually be seen after a patient
has suffered a stroke and they may rapidly improve if the damage has not been too
extensive and there has not been greater brain damage or more severe and lasting
disability.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 6–13, 2004.
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Broca’s Aphasia means that speech output is severely reduced limited mainly to
short utterances of less than four words. As a result vocabulary access is limited, the
formation of the sounds is often laborious and clumsy. Patients with Broca’s aphasia
may understand speech and be able to read but the quality of speech is halting and
effortful. Furthermore, they are very limited in writing.

Mixed non fluent aphasia means sparse and effortful speech resembling Broca’s
aphasia. Patients of this illness are limited in comprehension of speech and they do
not read or write beyond elementary level.

In case of Anomic Aphasia persons are left with a persistent inability to supply
words for the things that they want to talk about. Mainly they have problems with
nouns and verbs. However they can understand speech well and in most cases they
can read adequately. Unfortunately they have poor writing ability.

1.2 What Causes Aphasia?

Most common cause of aphasia – about 23–40 % of stroke survivors acquire aphasia.
It can also result from head injury, brain tumour or other neurological causes. It is
estimated that about one million people in the United States have acquired aphasia,
or 1 in every 250 people.

More common than Parkinson’s Disease, cerebral palsy or muscular dystrophy.
About of severely head-injured persons have aphasia. However, most people
have never heard of it.

1.3 Recovery from Aphasia

After stroke – If symptoms last longer than two or three months, complete recovery is
unlikely. However, it is important to note that some people continue to improve over
a period of years and even decades. Improvement is a slow process that usually in-
volves both helping the individual and the family understand the nature of aphasia
and learning compensatory strategies for communicating.

How do you communicate with a person with aphasia? Communication Do’s and Don’ts.
First and foremost, a person with aphasia has to be considered as a normal human
being, so talk to them as an adult not as a child. Minimizing or eliminating back-
ground noises helps a lot in understanding. Before starting communication make sure
you have the person’s attention. To make them feel confident encourage them all the
time. Use all modes of communication: speech, writing, drawing and yes-or-no re-
sponses to avoid being boring during studying. Give them enough time to talk and
permit a reasonable amount of time to respond as well. It is essential that you should
accept all communication attempts. Keep your own communication simple but adult-
like. It is better to use simplified sentence structures and keep in mind to reduce your
rate of speech. Keep your voice at a normal level and do emphasize key words. If it is
possible, use a lot of gestures and aids during communication. Do not hesitate to
repeat any statement when it is necessary but never ever attempt to finish the patients’
statements for them.
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2 Software Development

2.1 Developing Environment

The first program was developed in Flash MX, the second in Macromedia Director.
The Flash MX has more useful tools, which helped programming the subtasks.

The Flash MX is suitable to develop interactive multimedia programs, too, in contrast
with other programming languages. As a matter of fact, the Flash MX is an animated
software which supports the vector graphical and “raster” based pictures. This is a
development environment constructing interactive programs by means of its ability to
be programmed. With the help of the animated software called Flash MX interactive
programs including extremely fast and spectacular multimedia elements can be cre-
ated. Further information about Macromedia Flash MX can be found in [9].

The Macromedia Director alloys efficacy of a high-level programming language
with the spectacle of animation studios. Macromedia Director is a widely used mul-
timedia developing environment, which combines the effectiveness of high level
programming languages with the show of animation studios. This developing interac-
tive multimedia program is considerably complicated and takes a lot of time with
conventional programming languages, such as Pascal or C++, but with the help of
Director these applications can be written more easily and quickly. Further informa-
tion about Macromedia Director can be found in [9].

We will make a comparison between both developing pieces of software so that
the user can decide which one has more advantages for them and is worth further
development. The major characteristic feature of the program developed in Flash MX
is its extraordinary quickness that can be achieved with not using much memory. Due
to the low number of kbytes it can be used through the Internet very easily. What
helps the Aphasic patients the most is that they do not need to study in rehabilitation
centres but owing to the flexibility of the program they can also practise in their
homes. Though they need the guidance of a teacher in every case. The comparison
and analysis of developing environments is not the theme of this article.

2.2 Progress of Development

First of all, I got acquainted with the topic through several books my consulant of-
fered me. Naturally, after immersing in studying the disease itself I consulted with the
therapists in the school a couple of times. Their confirmations meant an essential step
during the process of developing of the program since from their feedback I knew
that the main idea of the program functioned smoothly, it just needed some polishing
at certain parts. The basis of the multimedia software are the books “Everyday tasks”
by Jacqueline Stark [4] and “Speak without fear” by Takácsné Csór Marianna [7].
The second book has more exercises becoming more and more difficult through the
whole book. After collecting the tasks into several groups we designed the main
menu. We took the following items into account: simplicity, easy to survey, easy to
use, do not distract the attention.
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The programming was started after the searching for simple figures and illustra-
tions easy to survey. At the beginning we had to consider that there were a lot of
similar exercises. The program had to be terminable. The number of the visible pic-
tures on the screen is not the same in every task therefore we had to watch out for
their sizes. The order of the cast members on the stage was also important. The pic-
tures are randomly arranged in every skill level of the program. In this way protection
against monotony is assured. By using the interactivity of our software the computer
informs the user about the right or wrong solution. Both cases are marked with ade-
quate figure and sound.

3 The Introduction of the Software

The application of an educational software can have difficulties in Hungarian schools
and rehabilitation institutes because of the low number and quality of the computers.
Unfortunately the situation is the same with the equipment of the psychologist and
special teachers who take care of the aphasia patients. It was an important point of
view that the programs should also run easily on an average computer to avoid any
difficulties. Considering these factors we have chosen programming on HTML basis
because of its being modular and having a small size. The Microsoft Windows
operating system is generally installed on school computers. The objects and their
interactivities were made with Flash MX which does not need a compiler and
building large executable files, only the downloading of the Flash Player 6.

We can direct the interactive objects of the film in the Director, as a fictive direc-
tor. The action is taking place on the stage and it is visible for the user. The cast
members are pictures, video clips, music and all of the buttons and tools. Events can
be added to the objects and with them we can handle the information received by the
computer.

The program starts in both cases with choosing one of the tasks. The user may not
be able to use the software alone in this phase of the rehabilitation, so a teacher or a
therapist’s guidance is inevitable. Answering the questions does not happen in a fixed
order, so it is possible to begin the practice from his (or her) own skill level.

We take care of the interactive participation using the possibilities of the manipula-
tion technique in every task. The number of the right answers isn’t displayed with
points but only with illustrating animations. The programs are user friendly, they do
not require special knowledge and everybody is able to acquire how to use them in a
few seconds. Requirements: Pentium class or equivalent CPU, SVGA display with
800*600 resolution, Windows operating system with included Internet Explorer WEB
browser, Mouse, Macromedia Flash Player 6.

3.1 The Structure of the Menus

There are two pictures in the main menu of the first program (Fig. 1). Here the patient
or the teacher can choose from the house or the city with a mouse click. The second
program shows only the objects of the house. The main menu of the second program
starts with a user’s guide (Fig. 2).
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Fig. 1. Main menu (Flash version) Fig. 2. Main menu (Director version)

Fig. 3. The rooms – submenu (Flash) Fig. 4. The task level in a room (Flash)

In the first program, after the first choice there is a second choice from the prem-
ises of the house if the user choose the house earlier. (Fig. 3) (This choice is the first
step of the first program.) This is in a pop-up window on the left up corner. (Fig. 2)

If the city was chosen in the first program, the patient can practise the orientation
in the street for example in a post office, in a hospital, etc. The back function to the
main menu works from every submenus, and then one can choose another task too.

3.2 The User Interface Design

The good arrangement and the harmony of the colours were important view-points at
the design of the user interface. The sizes, colours and elaboration of the pictures
have to be taken into consideration, but it should not distract the user’s attention from
the task. That is why too strong colours are not used in the program.

4 The Tasks

The main task of both pieces of software is to teach the everyday words of the house
or of the environment near the house. (Fig. 4) In every submenu there are 4 skill lev-
els.
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The first level makes the user acquainted with the objects of the room. (Fig. 5 and
Fig. 6) If the user points with the mouse to an object, the name of the object appears
on the screen and it can be read. This first skill level trains the user’s memory power.

Fig. 5. skill level (Flash) Fig. 6. skill level (Director)

The second level shows an uncoloured picture. The program asks the user to show
the named objects. (Fig. 7 and Fig. 8) If the user manages to find the asked object,
that turns into a coloured one. In this way the user can make the whole picture colour-
ful. If the user is unsuccessful, the program sends an error message and the user can
continue.

Fig. 7. skill level (Flash) Fig. 8. skill level (Director)

The user’s ability is also controlled on the third level. The earlier learned room is
in the background, but it is pale. (Fig. 9 and Fig. 10) The program shows three figures
randomly and the user has to choose one with answering a question. This is essential
because the user cannot recall its name but only its place properly. The real knowl-
edge is examined at this level.

If the user could not answer, the program sends an error picture and asks a new
question. This third level asks questions as long as the user or the teacher does not
choose another skill level.
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Fig. 9. skill level by right answer
(Flash) (Which is the bin?)

Fig. 10. The question of skill level
(Director) (Show the door!)

The fourth level asks more difficult questions than the third level. The questions
deal with the handling of the objects. (Fig. 11 and Fig. 12) If the user can find the
object, the program asks its name and the user has to write it into an input row on the
screen. After the right answer the program asks a new question.

Fig. 11. skill level (Flash) Fig. 12. skill level (Director)

The starting level and the tasks are chosen by the therapist. It can be used with the
therapist’s assistance.

5 Summary

Within the frame of youth scientific and MSc thesis works we have prepared interac-
tive multimedia educational pieces of software to develop the readiness of speech for
helping the therapies. The software package contains two programs. The first pro-
gram was developed in Flash, the second in Macromedia Director. The goal of our
software is to teach the most important everyday words. We made the first tests in the
Kozmutza Flora Special Primary School and Talent Developing / Training Collage.
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We have tested only the user interface design so far. In the second step during second
term in the 2003/2004 academic year we are going to make the efficiency examina-
tion not only in this school but in the National Centre of Brain Vein Diseases too. We
will report on the result of the efficiency examinations during the conference.

One result of the first test is that the software is a useful device not only in the
education of aphasic but heavy mental deficient children too. Moreover, it can be
used easily by both the children and the teachers themselves. Considering the advice
of the teachers helping us during the program the children needs some motivating
animation reassuring the right answer and increasing their interests for the oncoming
items. On the contrary, adults do not require such motivating exercises or tasks. The
English and German versions and the audio confirmation of the words are being de-
veloped at present.
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Abstract. Two multimodal speech teaching and training programs have been
developed for 6-10 years old hearing handicapped children. The first program is
“Now I know already what its name is”. The main menu has eight topics. For
example school, Christmas, Eastern, garden, summer, in the hospital and so on.
In the sub menu of a topic there are two other sub menus. The painting and the
talking sub menus. Every talking submenu has a cartoon like presentation. The
second program has been developed during the last school year and has been
prepared to increase the vocabulary of the school children. The main menu has
five sub-menus: vocabulary, one item that is not in place, a fairy-tale, painting,
and a short description for the teacher how to use the program. The task of both
multimedia software is to teach the everyday words.

1 Introduction

In Hungary there are more then 300 thousand hearing impaired people. It is more then
3% of the population of Hungary. The most difficult task is to teach a child with se-
vere hearing problems how to articulate the words. The problem is that we learn to
speak by imitating the persons in our environment. The deaf – or nearly deaf child
does not hear the voice of the grown-up, and thus does not learn to speak. But to be
able to communicate with other persons and to be integrated into the society, deaf
children have to learn to speak too. Without being able to speak they would have
extra difficulties in learning. But simple everyday tasks, as buying something, dis-
cussing a problem in an office, just to be able to have a job would be very difficult for
somebody who can not speak.

The main task in the kindergarten for the 3 to 6 years old deaf children is to learn to
speak. They have almost no time for other occupations. Even during the school years,
between 6 and 16 years of age the teaching of speaking continues. They have to deal
with this subject besides of their normal school subjects. In Hungary deaf children
have special schools, where much emphasis is given to teach them to speak. This
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special task continuous beside of the general educational subjects and the teaching of
vocational subjects during the years between 16 and 19 years of age. From all this you
can see that deaf children have much less time for other activities, to play or to make
physical exercises then healthy children. If we can help them to learn to speak and
increase their vocabulary by playing with the computer, it will be a big help for them.

Teachers of deaf children have special tasks not occurring in this form with healthy
children:

To increase listening comprehension,
Differentiated improvement of talents,
Increasing the vocabulary,
Increasing their ability to express themselves,

Naturally these are tasks also in normal schools, only with deaf children the
communication with them is different and more complicated then with healthy
children.

In this paper I show you two programs we have developed for children with severe
hearing difficulties (almost completely deaf children), who are in their lower school
grades.

We developed two multimedia programs to help these children to learn the most
important every day words.

The deficiencies of the auditory sense in the hearing-impaired raises the question:
to what extent does this deficiency affect their cognitive and intellectual skills. Re-
searchers have found, that in regard with reasoning, particularly when the process of
induction is required, hearing-impaired children usually have some difficulties [6].
Although it may seem that hearing-impaired people are similar to normal hearing
people in the structure of their thoughts and in their cognitive capabilities, auditory
and language deficiencies may lead to lower verbal functioning and an overall lack of
appropriate experience. The consequence, it is suggested, can be lower results in Con-
clusive Thinking and in reaching reasoned conclusion using inductive processing [4],
[6]. Researchers studied the ability of hearing-impaired children to think flexibly both
verbally and in terms of shapes. This study relates solely to non-verbal ability [8].
Also King and Quigley [7] claim that hearing children surpass deaf, and hard-of-
hearing children in creative ability. In recent years, however, there have been growing
efforts for intervening in the cognitive capabilities of the deaf children to improve
intellectual functioning, but the base of these tasks is to teach the meaning of the
words for these children.

Obviously, it is not a simple task to assess the effectiveness of a multimedia teach-
ing system. There are some organizations, which published techniques for the evalua-
tion of multimedia teaching software [10], [3]. For example the Evaluation Outline
Team (Evalutech) [3] is very good, giving detailed questionnaires about the Installa-
tion, Content, Design and Navigation, Easy of use, Special needs, Courseware etc.
These questionnaires are very important, and the answers help the software develop-
ment, but they are too general and usually concern the usage or outward appearance.
In recent years many software were developed in Hungary too [2], [5], [9]. Our goal
was to develop not only educational software, but games too. There can be used easily
without any informatics knowledge.



16 C. Sik Lányi et al.

2 The Software

The first program is “Now I know already what its name is”. The main menu has
eight topics. For example school, Christmas, Eastern, garden, summer, in the hospital
and so on (Fig. 1).

Fig. 1. The main menu of the first program. (The mouse is pointing to the school sub menu).

Fig. 2. One of the sub menus of the first program.

If you click on a picture, you can go into a sub menu. In the sub menu of a topic
there are two other sub menus. The painting and the talking sub menus (Fig. 2). Every
talking submenu has a cartoon like presentation, (Fig. 3) because we saw, when we
were in the special school for deaf children that they like to read cartoons. Why?
Because it has a lot of pictures and not so much sentences. The painting sub menu is
the real task for the children. The picture shows a scene, where objects are shown
only in black and white. The program asks a question, written below the picture. For
example – Show where is the cake? (Fig. 4) If the child clicks on the right place in
the screen, it will be coloured. If she or he can identify every object, all of them will
be coloured.
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Fig. 3. One figure from the talking submenus.

Fig. 4. One figure from the painting submenus.

Based on the good reception of this first program we started a second one. The sec-
ond program has been developed during the last school year and has been prepared to
increase the vocabulary of the school children. The main menu has five sub-menus:
vocabulary, one item that is not in place, a fairy-tale, painting, and a short description
for the teacher how to use the program (Fig. 5). The vocabulary sub-menu contains in
14 sections the most important words of our everyday life (Fig. 6).

These are grouped into the following sections: animals, the parts of the human
body, seasons, fruits, the house, domestic animals, verbs, school, traffic, at the doctor,
clothing, sports, flowers, vegetables. In the next part of the program we test whether
the child has learned the name of the objects correctly: Several objects are shown, and
the sentence at the bottom of the page asks the child to show one item in the picture
(Fig. 7). The child has to point on the item with the mouse. Deaf children might have
difficulty with this identification. In addition there are tales and colouring submenus.
In the tale submenu there are well known tales (Fig. 8). The tale is depicted in 4 to 5
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Fig. 5. The main menu of the 2nd program.

Fig. 6. One page from the vocabulary submenu.

Fig. 7. One item that is not in place submenu.



Multimedia Programs for Children with Hearing Difficulties 19

slides, with the tale itself written at the bottom of the slide, and above the text there is
a picture showing an episode from the tale. In the colouring submenu an episode be-
comes seen with a question. Below the picture there is a question, e.g. asking the child
to point onto an object in the picture. If the child points with the cursor to the correct
object the black and white part of the picture turns into colour, and a new question is
seen under the picture (Fig. 9).

Fig. 8. The tale submenu.

Fig. 9. The painting submenu of the second program.

3 Efficiency Test

The efficiency test of both software were performed in the Török Béla Kindergarten,
Elementary School and Special Trade School in Budapest. The students of this school
have various type and intensity hearing difficulties. This test was performed with
children in the age group of 5-7 years. These children had normal mental ability. It
would be interesting to make the test in the mentally handicapped population too.
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Both softwares were very popular in the 5-7 years age group. They were used in the
individual and sensitive training of the mother language classes. Both softwares de-
velop primarily the active and passive vocabulary. At the same time they have more
possibilities. They can be used for the development of reading- and hearing skills.
These help together the speech learning.

The advantages of the software are the easy navigation and easy tasks. The children
understood the tasks very quickly. They worked in pairs together, but they can solve
the tasks alone too. Learning the use of the next and the back button was very easy.
Accordingly the motivation of the children was dynamic. The first attempt is very
important for every child and the success is an affirmation.

The topics of the first “Now I know it’s name” software suit to the mother language
curriculum of this age group. Accordingly the children selected easily the tasks and
orientated themselves well in the main menu.

As regard the figures, Firstly we used here very simple pictures, because the design
of the pictures they have used preciously were overcrowded, and therefore the naviga-
tion in them was difficult. The children did not missed the overcrowded and very
coloured figures. The simple figures, like children-drawings were reassuring for the
children, therefore they could easily and bravely navigate in the simple figures. In
every topic there were 3 or 4 words that have not got into in the children’s vocabulary
yet. They followed the learning way accurately, and in this way at the third or fourth
time many of children could find the questioned objects. After the painting submenu,
if every object was coloured, and the written name of the objects vanished, the task
was an ear-training, i.e. they had to find the details leaning only on their auditive
channel, excluding lip-reading.

After that there was a speech training, the children had to recite the name of the ob-
jects. In this developing period the main goal was the correct articulation.

Children enjoyed especially the school, beach, Christmas and at the doctor’s topics.
The second software offered different possibilities to the expansion of the vocabu-

lary, explanation of the words, their auditive differentiation, the training based on
hearing. Children could easily orient themselves in the menu. To find the odd words
caused difficulty only for the children with heavy impairments, but for them it pro-
vided further new knowledge. The influence of the rewarding with the animations was
very typical, the success was so big, that the children in most cases jumped and in
front of the mirror they imitated the movement and dancing of the animals. (The
dancing animals were the reward.)

4 Conclusion

The teachers gave a summarised opinion about our software. The general experiences
of the teachers are the following:

Children can use both softwares by themselves very easily and they use it with
enjoyment, which is a very important factor from the point of view of efficiency.
The system is a useful tool for teachers in the individual linguistic training. It
gives possibility to train in small groups too and pupils can use the system them-
selves and practice alone.
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The simple drawings like children drawings are more favourable, than the pro-
fessional figures.
The most hearing impaired children require the sounds too.

To sum up the children used the software with pleasure and success, they wish
more software were like these software in the school.
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Abstract. At present autism is beyond recovery, thus the only way that autistic
children can adapt themselves to grown-up life is rehabilitation. As the applica-
tion of computers becomes more and more general in teaching healthy children
so does it in teaching children with learning disabilities. Thence a multimedia
and virtual reality software package was designed for the rehabilitation of autis-
tic children. This paper presents the developed programs and the results of their
usability test.

1 Introduction

Autism is a sever aberration of mental activity, which affects the elementary areas of
development and is perpetual. It occurs in lack of social behaviour, communication,
imaginational functioning and flexible logic.

The cause of autism is unknown yet, but according to several researchers’ opinion
it can be traced back to the smaller size of the cerebellum. Thus, this mental disorder
is not curable, and although it can be compensated, it lasts a life long. That is why
rehabilitation is so important, a way that children should be able to adapt themselves
into grown-up life to become independent and should be able to work. Autistic people
are abnormally self-centred, introverted; their contact to others is weak or missing.
They lack social acquaintance and show dim or no response for social signals.

The range of autism is wide. It ranges from serious deficiency to mild social dis-
ability. The most acute symptoms can be observed in the ages three to five. Their
approach to the environment and adaptation skill can be improved however the basic
problem still remains. Only five percent of autistic children become self-sustaining,
independent adults these days, and thirty of hundred can be significantly improved
[9].

One of the hypotheses of the phenomenology of autism is that the cause of the
symptoms is the lack of coherence in processing new information [4]. This and the
fragmentation of their perception results that they seem to live in a virtual world, with
special rules. Therefore it is possible that a properly designed virtual environment has
the potential to support their rehabilitation.

Using multimedia and virtual reality in teaching healthy children is getting more
and more general. Along with this the application of computers for teaching children
with learning disabilities is also getting started. Some primary advantages of these
technologies can be deduced based on former applications and other studies in this
domain. An interactive computer program encourages the users to active participation
and gives them the experience of control over the learning process [5]. This is espe-
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cially important in the case of children with learning disabilities, because they are
susceptible to passive behaviour.

Thence a multimedia and virtual reality software package (a virtual environment
helping to learn shopping, and two interactive multimedia software for teaching cloth-
ing and public transport) was designed at the University of Veszprém that can be used
in rehabilitation and can help the work in the school, but can also be applied at home.
These programs were created to help autistic children to acquire the habits of every-
day life.

2 Computer Aided Education of Everyday Life

Other virtual reality applications were prepared before for the purpose of teaching
integration for autistic children and people with learning disabilities [1]. Some pri-
mary advantages of the technology can be deducted based on these projects and other
studies in this domain. Cromby (1996) and Stricland (1997) identified the main char-
acteristics that confirm the right of virtual environments in the education [7], [8], [3]:

Immersing into the computer created environment can exclude the annoying sur-
roundings, helping the child to focus on the task.
Virtual reality can teach rules and concepts without the use of language or sym-
bol-systems. The function of an object can be discovered by direct interaction. It
may ease the understanding of concepts by practice, without abstract thinking or
combining.
The complexity of a virtual world is controllable.
It allows the guided and successive adjustment of the scene, which supports gen-
eralisation of activities.
These environments allow the child to learn from his or her mistakes without
suffering the humiliating or even dangerous consequences of them. These scenes
can be much more tolerant but similarly realistic.
The thought patterns of autistic children are mostly visual, which can be effec-
tively exploited by virtual reality.
The vision and hearing of autistic children are very effective in understanding
abstract concepts, and actual virtual environment technologies are concentrating
on the visual and auditory stimuli instead of the haptic or other ones.
The system can be adjusted according to the behaviour and response of the autis-
tic user. Since many of them never succeed to learn how to communicate, a sys-
tem with these characteristics may have the possibility of interaction with the en-
vironment without the verbal support of the educator.

By developing the software package we pursued these benefits of computer educa-
tion.

3 The Software Package

The software package consists of a virtual environment based on DirectX API, and
two multimedia applications. These programs aim the improvement of regions that
are elemental and necessary for grown-up life. These are: shopping, clothing and
public transport.
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3.1 Virtual Shop Scenario

The Virtual Shop scenario is teaching the process of shopping to autistic children. A
main characteristic of autism is the special, uneven development of psychological
skills, which occurs in unusual weaknesses and advantages. Our educational software
builds on these advantages aiming the improvement of weak points.

The scenario is a virtual reality program with simplified navigation and interaction
interface. It applies the most general control devices that are available at the special
schools with adjustable settings. The users can practice shopping in a virtual envi-
ronment without suffering the dangerous consequences of their mistakes.

The verbal communication with autistic children is limited. They do not compre-
hend spoken language or do not pay attention to the words. Therefore the teaching of
everyday life is not solvable with simple dialogs.

This fact leads to the evolution of an alternative communication system, which
combines the verbal communication with an advanced skill of the autistic children.
One such major ability is the visual perception [1]. In this respect the application of
symbol-cards proved to be useful in practice. These cards may provide solution when
spoken language cannot support learning.

Fig. 1. An application of symbol-cards in the scenario.

According to these, the Virtual Shop project aims their visual perception, applying
symbol-cards (Fig. 1) and an audio-visual virtual environment. The goal of preparing
the software was to produce a serviceable support for the education. The application
is designed to be used in the teaching process or even at home - with the help of a
monitoring person - as a playful way of learning.

Based on the advice of teachers educating autistic children, the software uses
speech in guidance of the user with the combination of visual support, aiming the
amelioration of verbal comprehension and communication.

Throughout the development of the virtual environment we paid special attention
to make it open to improvement. It is possible to create all new shops only by altering
external files.
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This is important because the exercises could become boring, or in worse case the
children could con the solution, and the tasks will not work their thinking. Besides
that, practising shopping in different situations enhances their generalising skill. The
possibility to change the language of the program makes the software accessible for a
larger audience.

3.2 Clothing and Public Transport Scenarios

Communication between autistic people and their environment is often limited. Autis-
tic children frighten, discourage the people trying to communicate with them, because
they cannot adjust themselves to their customs, requirements and they seldom break
their sphere of interest. Important consequences of these are learning difficulties even
in basic every-day activities like clothing or bathing. Parts of the software package are
two multimedia programs, with the purpose of teaching two of these basic activities:
clothing and public transport. These programs are to improve skills needed in every-
day life in a playful manner.

The application of colours and the continuous movement of the graphical elements
serve the purpose of sustaining the interest (Fig. 2.). The animation of the characters
plays a great role in demonstrating chronological order and dependence of an effect
upon a case. The autistic child becomes immediate response to his action, thus he
doesn’t lose his tune and élan for solving the exercises. Like in the Virtual Shop sce-
nario the user obtains positive confirmation, praise for his correct solutions.

Fig. 2. The Clothing scenario.
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Besides that, there are several other features implemented with teaching nature at
the suggestion of the teachers caring about autistic children. One of these is for exam-
ple the motion of the head of the characters, which gets the child on focusing on the
human face, what is essential in real life.

4 Investigation of Usability

At present we are investigating the usability of the software. The observation of the
test persons and discussions with teachers and some autistic users help us to adjust the
scene to reach the accessible efficiency.

The analysis of the software focuses on the following four domains [6]:

Usability, the options of interaction with the computer generated environment.
Enjoyment, the motivation of the autistic children to use the software.
Learning, the understanding of skills.
Transfer of skills learnt from the virtual reality to the real world [2].

4.1 Evaluation of the Virtual Shop Scenario

The tasks to be carried out by the children consist of three types of subtasks; these are
the understanding of the exercise, the navigation and the interaction with the virtual
environment.

The comprehension of the task is supported by verbal guidance and the cards men-
tioned above, minimising the role of the monitoring teacher.

The group of autistic children testing the software was very wide from the point of
acquaintance and handling a computer. Thence the control of the completed program
had to be adjustable. Therefore it uses the controlling devices generally used in
schools (keyboard, mouse and joystick) with variable sensitivity.

Interaction with the virtual environment is simplified to such a degree, that it
doesn’t need more support from the monitoring teacher than it could require in the
real world scenario. We kept the number of controlling keys low; as a matter of fact
the software offers the interaction to the user (Fig. 3), so he or she needs to use only
one key.

Motivating children to use the software is in cases limited by the original aversion
towards computer, but the playful way of application eases this antipathy.

The target of our work, the evaluation of transferring the skills learnt from the vir-
tual environment to the real world scenario requires a long-term study, at present we
are investigating this problem but have no particular result yet.

The software was handed to several special schools in Hungary that are teaching
children with learning disabilities. We are improving the programs relying on the
opinion of these teachers. After some filled out inquiry forms and case studies sent
back by them, we can say that the reaction of the teachers is positive, they found the
package useful.
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Fig. 3. Realisation of interactivity.

5 Conclusion

As a result of our work we developed a multimedia and virtual reality software pack-
age for rehabilitation of autistic children. We have also investigated the special design
requirements and guidelines of these kinds of educational applications. With these in
mind we produced a program that can be amended according to the changing de-
mands.

Teachers of children with learning disabilities confirm the usefulness of the pack-
age, and it can be a practical resort for further investigations in computer education of
autistic children.

We hope that multimedia and virtual reality will become a part of rehabilitation of
autistic people in the near future.
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Abstract. The availability of mobile information and communication technolo-
gies is increasing rapidly and provides huge opportunities for home monitoring
applications. This paper presents a new human-computer interface concept
which is based on digital camera enabled mobile phones. Only two keystrokes
are necessary to take a photo of a medical measurement device, for example a
blood pressure meter, and to send the photo to a remote monitoring centre
where specifically designed algorithms extract the numeric values from the
photo and store them to a database for further processing. The results of a feasi-
bility study indicates the potential of this new method to give people access to
mobile phone based, autonomous recording and documentation of health pa-
rameters at home.

1 Introduction

Chronic diseases like hypertension, heart failure or diabetes are common among the
elderly. Patients suffering from those and other diseases face a reduced quality of life
and a high risk for severe events like myocardial infarction or stroke. Such events
often lead to severe disabilities and dramatically change the lives of the affected per-
sons [1]. To prevent or at least postpone such events, methods are needed which allow
to optimise the therapy of chronic diseases. Ideally, such methods give patients’ the
means to participate in and to contribute to the management of their chronic diseases.

1.1 The Role of the Patient in Managing Chronic Diseases

Patients suffering from chronic diseases have to be active participants in the treatment
because they are inevitably responsible for their own day-to-day-care.

Nowadays patients are asked to track their key measures like blood pressure, pulse,
diabetes relevant data or events by daily writing them down onto a piece of paper –
called a health data or diabetes diary. The captured data are expected to show trends
in the illness patterns and to help the doctor in guiding the patient to the best possible
health status.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 29–36, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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However, patients’ compliance using the conventional method in self-management
is often poor and so are data representation and feedback. This is hardly surprising if
patients are confronted with complex documents and instructions [2]. Therefore an
easy-to-use and home based data acquisition system would be helpful to guide the
patient through data capturing and the complex process of self management.

Particularly elderly or disabled patients are asked to capture their health data con-
tinuously to avoid an aggravation in their illness patterns and to ensure appropriate
medical decisions at the earliest possible stage. Therefore and because these patients
are often very unskilled an easy-to-use system for data acquisition at home is urgently
required.

1.2 Management of Chronic Diseases Utilizing Information Technologies

Home monitoring using information and communication technologies is particularly
suitable for managing chronic diseases since it permits observing patient’s health
parameters in regular intervals using standard measuring devices like blood glucose
meters, blood pressure meters or scales in conjunction with a telecommunication
system [3, 4]. The basic idea is to track the patient’s personal health status using a
home monitoring terminal (HMT) to send the data to a remote monitoring centre
(Fig. 1). An automated monitoring process checks the values and gives feedback in
order to guide the patient through the self managing process and to turn the doctor’s
or other caregivers’ attention to the patient when necessary by means of notifications
and alerts.

Fig. 1. Overview of a home monitoring system facilitating an additional way of communication
between patients and physicians by means of a remote monitoring centre.

Today, wireless telecommunication services like GSM (Global System for Mobile
Communications), GPRS (General Packet Radio Service) and UMTS (Universal
Mobile Telecommunications Systems) are or will soon be ubiquitously available. The
possibility to use the mobile phone for standard voice communication as well as
transmission of a variety of multimedia information like text, audio, images and
video, makes it the HMT of choice for home based interactive communication appli-
cations. Recent statistics [5] on the in-home availability of devices with the potential
to serve as HMT in the general population indicate that - with an availability of 75% -
the mobile phone is second only to TV sets (94%) and beats the PC (49%) and Inter-
net Access (36%) by huge margins (Fig. 2).
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The objective of this paper has been to present a unique mobile phone based hu-
man-computer interface concept and to compare this to other such technologies con-
sidered for the broad usage as HMT, in particular for elderly or disabled patients. This
concept is based on digital camera enabled mobile phones and Multimedia Messaging
Service (MMS) and is called “MoniCam” – Monitoring Camera.

Fig. 2. Availability of devices with the potential to serve as home monitoring terminal in the
general population (Source: STATISTICS AUSTRIA, European Survey on ICT usage in
households 2003).

2 Methods

2.1 Health Data Management System

We developed a person centred health data management concept for regular and home
based measurement and transmission of health parameters like blood pressure, body
weight, symptoms, medication, etc. as shown in Fig. 1. The system has been built
using mostly standard components and state-of-the-art Internet technology and com-
prises of:

medical measurement devices - to measure health parameters (blood pressure
measuring device, glucose meter, weight scale, etc.),
patient terminal – mobile phone based human computer interface featuring vari-
ous methods to record and transmit the health data to a health monitoring centre,
health monitoring centre – 24/7 accessible server system to receive and store the
data and to provide those data to the caregivers in a standardised and easily com-
prehensible format,
caregiver terminal - a web-based user interface which gives authorized persons
access to the health data,
data processing and alert system - to analyse incoming data, to check for alert
conditions and to send automatic notification and reminder messages if neces-
sary.
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2.2 The MoniCam Principle

The general workflow of the MoniCam based data acquisition process is depicted in
Fig. 3. The patient uses his/her blood pressure meter (BPM) to measure systolic and
diastolic blood pressure as well as the heart rate. The measured values show up on the
display of the BPM. Next the patient uses the camera of the mobile phone to take a
photo of the display. This photo is automatically sent to the health monitoring centre
via MMS.

Fig. 3. General workflow of the MoniCam based home monitoring procedure

A special Symbian [6] based software, running on the mobile phone, helps the user to
handle this data acquisition process in the easiest possible way. The picture section
which eventually will be represented at the photo is marked with a red rectangle in
order to help the user to navigate the camera (Fig. 4). Once the display of the BPM
fits the rectangle the photo can be taken and sent to the monitoring centre via MMS
with only two keystrokes. After the first keystroke a preview of the resulting photo is
shown on the mobile phone’s display. The user can decide to send this picture by a
second key press or to take a new photo in case of bad contrast or reflections.

Thus, there is no need to enter an email address, telephone number or being famil-
iar with sending MMS at all. All necessary configurations are made by the program
automatically. If an online connection to the data carrier service (GPRS, UMTS) at a
given location and time is not available, the mobile phone repeatedly tries to send the
data until the message has been sent successfully.

At the monitoring centre the MMS arrives as a photo attached to an email. The
subject of this email contains the IMEI (International Mobile Station Equipment Iden-
tity) of the mobile phone. Thus, the photo can unambiguously be assigned to a patient.
Other important parameters like capturing date and time are also stored within the
email.

A Java based application, running on the web server, fetches the email available on
the mail server, extracts the photo and moves it to the local file system. Subsequently,
the incoming photo is registered to the database and assigned to the corresponding
patient.
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A special character extraction algorithm starts to process the photo in order to ex-
tract the numerical values. In case of successful character extraction the values are
also stored to the database and the report processing unit is started. Graphs and trends
are generated and limit checks are performed. Finally, all information is made acces-
sible via the web-interface to authorised users. In case of unsuccessful character ex-
traction or failed plausibility check the user may receives a message via SMS (Short
Message Service) to repeat the measurement.

2.3 Character Extraction Algorithm

This complex process can be divided into two tasks:

Display identification process - After grey value conversion of the image, the mobile
phone specific lens distortion is corrected. A median filter is applied to suppress small
details before the image undergoes canny edge detection. By means of the radon
transformation the six strongest vertical and horizontal lines are identified. These
lines are combined in the right way to compose the borders of the assumed display.
This method allows the detection of displays, even if they are distorted by perspective
projection. This gives the user more flexibility in the picture acquisition process but
has to be corrected prior to the succeeding character recognition process.

Fig. 4. The two subsequent stages of the character extraction algorithm: display identification
and character recognition.

Character recognition – Once the image of the display is identified and corrected,
further pre-processing is done to improve contrast. Then the values are recognised by
2D correlation. The respective correlation templates are stored within the file system
and have to be predefined.

An second algorithm seeks for rapid changes of the grey value along certain lines
and serves as a plausibility measure in the decision process.

3 Results

After the algorithms had been developed based on an initial series of images, we
asked five test users with four different blood pressure devices and two different cam-
era enabled mobile phones to use the system and to document a number of blood
pressure recordings. The MMS based transmissions succeeded in all cases.

Table 1 gives an overview on the outcome of the automated value extraction proc-
ess at the remote monitoring centre.
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The results in Table 1 indicate that the rate of correct value extraction varied consid-
erably with respect to the type of the BPM device but was comparable for the two
different mobile phone types. For two types of BPM devices the method was capable
to determine the correct values in well above 90% of the cases.

4 Discussion

Many of the components necessary for home-based health monitoring application are
readily available or can be designed and developed based on standard state-of-the-art
Internet technology. The most challenging part still is the HMT, i.e. to provide the
user with a method to enter the measured data into the system. Ideally, this human
computer interface would have the following properties:
1.

2.

3.

easy to learn and use with well structured graphical design (metaphoric), intuitive
navigation (elderly, technically unskilled and handicapped persons should be able
to use the method intuitively)
low-cost (should be based on technology universally available without significant
set-up expenses or extra costs)
error-resistant (allowing source data verification or leave no room for data tran-
scription errors)

A major focus of our research activities has been to develop and test new ways to
utilize mobile phones for home based health data acquisition. Basically, mobile
phones provide several technical possibilities for the usage as HMT:

WAP (Wireless Application Protocol): The WAP browser prompts the user to
enter data into an input template generated by WML (Wireless Markup Language)
syntax in order to be sent to the remote monitoring centre.
HTTP (Hyper Text Transfer Protocol): The input template is generated by HTML
(Hyper Text Markup Language) syntax whereby a mobile phone based WEB
browser, e.g. Opera 6.1, is necessary. If supported, it is also possible to run Java or
Symbian based data acquisition software on mobile phones. For data transmission
to the remote monitoring centre a HTTP connection is initiated by the application
automatically.
SMS (Short Message Service): Data are entered by editing a predefined character
template using the numeric keypad. The resulting character string is sent to the re-
mote monitoring centre via SMS-Gateway.
MMS (Multimedia Messaging Service): Recent mobile phones provide a build in
camera in order to send taken pictures to other (mobile) subscribers. This technol-
ogy is used for data acquisition in the presented MoniCam application.
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Two previous studies [7, 8] had been performed utilising WAP/WML and HTTP
combined with Java 2 Platform, Micro Edition (J2ME) as graphical user interface
(GUI) technologies.

Although - in contrast to WML - Java based GUI allowed the use of graphical ele-
ments (metaphoric, colourful) and the design of intuitive menu items and input fields
both technologies required basic knowledge in handling a mobile phone and using the
numeric keypad which some - in particular elderly - people did not have. Thus type
errors, missing or incompletely inputs were common.

Because of these limitations we developed a camera and MMS technology based
data acquisition method to provide particularly unskilled patients an easy and com-
fortable way to capture their health data.

Table 2 indicates that the MoniCam method offers advantages with respect to us-
ability and is less affected by temporary lack of network availability. It is unique since
it provides source data verification based on inspection of the images of the measure-
ment device displays. The proposed method is actually very intuitive and easy-to-use,
given that most people are used to take photos. In the future - if the current trend
persists - an increasing number of mobile phones will have the necessary technical
features required to perform this procedure at no extra costs.

Of course, there is still a lot of work to be done to improve the flexibility with re-
spect to different measuring devices (BPM, glucose meter, weight scale, ect.) from
different manufacturers. Furthermore the character extraction algorithm has to be
continuously improved regarding the resolution and colour depth of the cameras of
upcoming mobile phones. Nevertheless, the results of our feasibility study indicate
that there is a good chance to improve the algorithms to a point where the automated
value extraction process reaches a sufficiently high percentage of success. Correct
values in about 19 out of 20 cases could be considered to be sufficiently high for
routine application and has already been achieved for two types of BPM.
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5 Conclusion

If the results obtained in the present feasibility study for particular blood pressure
measuring devices can be confirmed in a representative group of patients this concept
may develop into an easy-to-use, in-expensive and readily available method. This
gives people access to mobile phone based, autonomous recording and documentation
of health parameters and could improve the treatment not only for patients suffering
from hypertension but also from other chronic diseases like diabetes or congestive
heart failure.
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Abstract. Since the amount of special input devices on the assisitive technol-
ogy market is growing the selection of the right device for an individual user
becomes more and more difficult. Once a device is selected and seems to be
suitable it may be possible that it cannot be operated any more after a certain
time due to changing user needs as result of a progressive disease. A system for
the assessment of the user interaction with input devices under certain condi-
tions and the possible usage of the resulting data for further evaluation and for
the development and simulation of adaptive input systems will be described by
the authors.

1 Background

The assistive technology market provides an amount of different alternative input
devices for people with disabilities to operate the computer or other equipment. Very
often the user chooses the device that seems to be the most comfortable or a device
suggested by another person.

In some cases the device works well but in other cases the user is not able to inter-
act successfully in practice or after a certain time a progressive disease necessitates a
new alternative.

The latter case leads to strive for new solutions and investigate the development of
adaptive devices that adjust automatically to the user needs. Before contemplating the
development of such systems we have to be aware that there is a lack of detailed
information in rehabilitation technology research about how users operate alternative
input devices, and that the problems and coping strategies developed by the user must
be clarified first.

The presented research work intends to identify methods to gain the requested ba-
sic data and to objectify the interaction between user and input device.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 37–44, 2004.
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2 Methods

For the evaluation of the usage of pointing devices users have to fulfil a set of differ-
ent tasks. These tasks must contain common procedures that are usually required for
the operation of a personal computer but may also contain other, more difficult tasks
that require an increased ability in handling the input device and may reflect difficul-
ties operating the device over a longer period of time.

It was decided to develop an assessment software which is able to provide test bat-
teries for navigating the cursor to a target which is either static or dynamic and has a
variable size. These batteries should be similar to the normal computer operation
tasks. For additional testing of long term tasks a target tracking task appeared to be
appropriate.

During all tasks the current position of the target (i.e. a square) and of the mouse
cursor is recorded for data analysis.

Pointing and point & click tasks will result in the movement of the cursor from the
origin (centre of screen) to the target and the length and speed of the cursor motion
being calculated. To allow a comparison the index of difficulty (ID) according to
Fitts’ law (1) [1, 2] is calculated. This equation describes the ID as a function of the
target width (W) and the distance from the origin to the target (A).

For tracking tasks the percentage of the cursor staying on track, the total time and
the orthogonal index (OI) are processed. The target moves with an angle of 45 de-
grees (equivalent increment of X and Y coordinates), it can be expected that the cur-
sor movement also shows a similar angle. As a calculate measure of performance of
this 45 degree motion the orthogonal index figures out the percentage of cursor
movements that occur only parallel to the X or Y axis (corresponding 0 or 90 de-
grees).

To obtain more specific information to support the interpretation of the recorded
sessions it was decided to additionally record electrophysiological data like ECG,
EMG and EOG. The ECG was recorded with disposable Ag-AgCl electrodes attached
to the right arm (RA), left leg (LL) and right leg (RL) resulting in ECG lead II ac-
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Fig. 1. Orthogonal Index

cording to Eindhoven’s triangle [3]. The ECG signal was primarily used to calculate
the heart rate (HR). This calculation was done with a QRS detector to figure out the R
waves of the electrocardiogram and to calculate the inter-beat-interval (IBI) between
them [4].

For detection of muscle activities while operating the input device two EMG chan-
nels were derived from the left and right m. trapezius and a third channel measured
the EMG from the m. frontalis. Many psychophysiological studies, especially bio-
feedback applications, use the EMG derived from the m. frontalis, which may be used
to generalize muscle tonus of the whole body. In conjunction with the additional
measurement of the heart a detection of activation [5, 6] is possible. To make the
changes in the EMG channels more evident a moving average filter was applied to
every EMG signal after recording, delivering the envelope of the signal.

Longitudinal and transversal electrooculography (EOG) were used to track eye
movements.

For EMG and EOG recording gold cup electrodes with conductive paste were used
which are smaller than the disposable Ag-AgCl electrodes and can be applied more
precisely on the correct anatomical locations without disturbing the user.

A short questionnaire was used to get the users subjective impression about the
difficulty of the different tasks with the various input devices. The difficulty of point-
ing, clicking and tracking had to be ranked between 1 (very easy) and 5 (very diffi-
cult).

All data except the electrophysiological records were statistically evaluated regard-
ing mean, standard deviation and standard error.

3 Results

The resulting test environment is shown in figure 2 and 3. It consists of two PC work-
stations, a data acquisition system and a biopotential amplifier system. The PC 2
workstation applies the visualization of the tasks and PC 1 managed session control
and data acquisition. The interchange of data and controlling commands is realized
via TCP and UDP protocols.

The general user information such as user name, date of birth, gender and addi-
tional session parameters are stored with the name of the corresponding data files in
an xml file. For the analysis of the user habits the x and y coordinates of cursor and
target as well as the information of the mouse buttons are recorded with the software
and written in a data file.
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Fig. 2. Test environment diagram Fig. 3. Test environment

Two special pointing devices were analyzed in the presented work: the first one is
the LifeTool IntegraMouse® [7], a mouth operated mouse, and the second one is the
SmartNAV™ AT headmouse. In case of the IntegraMouse® a special research ver-
sion was used that allowed measuring forces applied to the mouthpiece and the sip
and puff pressure. Both devices are alternatives to the standard computer mouse for
people with no or very limited upper extremity control; e.g. for people with condi-
tions such as spinal cord injury, multiple sclerosis or amyotrophic lateral sclero-
sis(ALS). Since both devices operate as standard mouse the operating system mouse
settings were not changed during trials.

Fig. 4. IntegraMouse® research version with biopotential amplifiers and DAQ (left), Smart-
NAV™ (right)

For data acquisition of these forces and the electrophysiological signals from the
biopotential amplifiers an IOtech DaqBook/2000E was used which provides Ethernet
connectivity.

Two quad channel biopotential amplifiers from Grass Instruments (QP511) were
chosen for EMG, EOG and ECG recording, the amplifier parameters are shown in
table 2.

The sample frequency for the cursor coordinates was 100 samples per second and
for all channels of the data acquisition system (forces, pressures and biopotentials)
5000 samples per second. To test the whole system data from five test people were
acquired where 4 of them had used neither the IntegraMouse® nor the headmouse.
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Processing of raw data and graphical representation was performed with Matlab 6.5.1
and the processed data was statistically evaluated with SPSS 8.0. All tasks were pre-
sented on a 21 inch CRT monitor with a resolution of 800x600 pixel. The distance
between the monitor and the users head was set to 75cm for sessions using the Inte-
graMouse® and to 60cm for sessions with the headmouse.

Fig. 5. X/Y Representation of a tracking task Fig. 6.X/Y Representation of point&click task

Figures 5 and 6 show an example of tracking and click and point tasks. In figure 5
the regular track presented by the system that the user should follow and the deviating
cursor movements of the user are shown.
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Fig. 7. Graphical representation of electrophysiological data

4 Discussion

At this moment all data have been acquired with able-bodied users just to demon-
strate and proove the functionality of the test environment and of the data processing
and evaluation methods and to draw first conclusions. Even if the data may not rele-



Multi-parameter Data Acquisition on Interface Devices 43

vant for some specific diseases some interesting effects could be noticed while ana-
lyzing the results of the tests. Almost every novice user performing tracking tasks
with the LifeTool-IntegraMouse® showed a high orthogonal index and had problems
keeping the cursor on track from the defined time of 10 seconds. With the current
mouse settings applied the headmouse delivered better results for tracking tasks and
the novice users subjective impression about the difficulty was less than with the
IntegraMouse® (compare with table 5.). Also within the electrophysiological data
interesting results could be found, e.g. increasing EMG activities during the session
until the user made a mistake whilst tracking the target, an increasing heart rate and
correlation between EOG channels, EMG channels and tracking errors (see figure 7.).

In general the system appears to be an excellent tool to gain data and information
about how users operate pointing devices, how pathological components affect this
operation and how input devices can be adjusted to the user.

If enough data is available it may be used for the development of a decision sup-
port system which input device is the best choice for a user depending on disease
symptoms and specific needs and for the future development of adaptive input sys-
tems. Since a progressive disease or even a bad daily constitution may impede the
operation of assistive technology or other equipment the parameters of the input de-
vice are in most cases static.

An adaptive input device should ‘learn’ how it is operated by the user and could
adjust its parameters automatically. Using data acquired during trials with the intro-
duced system for the development of algorithms for adaptive input systems and test-
ing of them may have several advantages. The dynamic force processing input strat-
egy exemplified on a shear force sensor plate may be considered as a first step in this
direction [8]. In future the database will provide trial data of different user groups
with different age, education and diseases so that developers have enough possibili-
ties to test their models with real life data without stressing the users. Of course this
should not reduce the importance of user involvement but it should avoid disturbing
users too frequently at a very early stage and to raise expectations that the user will
get the ‘perfect’ input device to early. Reliable adaptive input devices depend on
reliable knowledge concerning the interaction of users with input devices. Therefore
future work will concentrate on data acquisition on people with disabilities, on the
evaluation of short and long-term effects like fatigue and/or familiarisation and on the
evaluation in real-life tasks and environments. This will then allow conclusions to be
drawn on “performance” (linking recorded/calculated data on “performance”).
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Abstract. The increasing use of technology in workplaces all over the world
has resulted in unprecedented opportunities for people with disabilities to re-
main in, or enter the work force. Technology can be the key that levels the play-
ing field for individuals with disabilities if their needs are met through the
proper assistive or adaptive accommodations. Governments are in a unique po-
sition to harness this prospect and promote the increased employment of people
with disabilities. This employment promotion can be achieved through a num-
ber of policies, programs and strategies that are both overt and subtle. Govern-
ments can develop various policies and initiatives to impact their own hiring,
retention and promotion of individuals with disabilities. Governments can also
use their purchasing power to influence the private sector to do more to hire and
retain workers with disabilities. This paper explores how governments can use
technology to improve employment outcomes for individuals with disabilities.

1 Overview: Comparisons of the Labor Market Situation
of People with Disabilities

Governments, whether of industrialized or developing countries, are in a unique posi-
tion to promote the employment of people with disabilities. This employment promo-
tion can be achieved through a number of policies, programs and strategies that are
both overt and subtle. In the first example, governments themselves can develop vari-
ous policies and initiatives in their role as employers to hire, retain and promote indi-
viduals with disabilities in the public sector. In a more subtle way, governments can
also use their enormous purchasing power to influence the private sector to do more
to hire and retain workers with disabilities. This paper will explore both means of
achieving these outcomes and will especially explore how governments can and are
using technology to improve employment outcomes for individuals with disabilities
both as employers and as purchasers of goods and services.
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Some governments attempt to achieve employment goals through mandatory quota
systems that impose fines or levies on employers if they fail to meet the required
percentage level of employees with disabilities. Quota systems are controversial in
that: (1) it is not clear that in most countries who use them, quotas meet the goals of
promoting hiring of new disabled workers; (2) some argue that they are easily ma-
nipulated through reporting existing personnel with minor impairments; (3) they may
have an unintended dampening effect in that they may persuade employers that dis-
abled workers are inferior workers who need this extra help to compensate for their
productivity shortcomings; and, (4) disabled individuals themselves may resent quo-
tas for the reasons mentioned in (3).

Another way some governments promote employment of people with disabilities is
through paying supplements to employers who hire or employ disabled workers. In
essence, the employer is subsidized for each disabled worker that is employed. Argu-
ments against this practice resemble those that surround the use of quotas, i.e., it as-
sumes disabled workers are less productive than non-disabled ones. Furthermore,
many countries are still relying on sheltered work environments for at least some
employment promotion efforts for individuals with disabilities. In fact, in some coun-
tries such as the Netherlands, sheltered work accounts for the vast majority of labor
force involvement of disabled workers. As can be imagined, similar criticism exists
against the use of sheltered work as a usual or common strategy for most individuals
with disabilities especially, if it is used as other than a means of transitioning to open
employment. Finally, the practice in many industrialized countries is for people to
work under strong labor contracts that require the employer to hold the job, typically
for at least a year and often for two or more years, should a worker develop a dis-
abling condition. During that time, the worker receives anywhere from 70 to 100
percent of his or her former salary, paid either fully by the employer or for an initial
period after which the social insurance or sick leave system picks up the payment.

The labor market situation with regard to disability, as described above, is quite
different from that in the United States. First, there is no quota/levy system. U.S.
employers would highly object to them and most disability advocates would also,
though for very different reasons. Equally there are no supplements paid to employers
who hire disabled workers to offset their payroll costs. Moreover, there are virtually
no set-aside job sectors anymore, although some small programs started about 50
years ago for blind individuals and veterans still provide jobs running newsstands in
public buildings and making products for the government. Finally, a small and in-
creasingly diminishing number of people work under labor contracts and with few
exceptions, employers have the right to dismiss workers who develop chronic or dis-
abling conditions and without any obligations to continue to pay their salaries. In
short, the labor atmosphere for job retention and hiring of disabled workers is far
tougher in many ways in the United States.

Given this situation, one might well wonder what positive factors exist to help job
promotion and retention among U.S. workers with disabilities. High among the posi-
tive factors is that the U.S. has a strong civil rights underpinning. In 1990, the Ameri-
cans with Disabilities Act (ADA) was passed that mandates civil rights for people
with disabilities across a wide spectrum of areas including employment, public ac-
cess, transportation, and telecommunications. The law not only outlaws discrimina-
tion, but also requires reasonable accommodations to help level the playing field. In
other words, it is not enough for an employer to say he does not discriminate against
employees with disabilities, he must make reasonable accommodations unless doing
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so would prove an undue hardship. The burden of proof concerning undue hardship is
on the employer. A federal agency is responsible for administering the law and inves-
tigating charges brought by workers who feel they have been discriminated against
because of a disability. Cases that cannot be resolved through education or mediation
can be brought to the court system.

Although the ADA is the most recent and most powerful piece of civil rights legis-
lation for people with disabilities, it is by no means the first. There were several
precedent pieces of legislation, most notably, Section 504 of the Rehabilitation Act of
1973 that made it unlawful for any federal agency, public university, defense or other
type of federal contractor, or any other institution or activity that receives federal
funds to discriminate against anyone because of disability. Another strong point in the
US is that, particularly thanks to the ADA, the societal infrastructure is quite accessi-
ble and that includes public transportation. In fact, opinion polls have demonstrated
that most people with disabilities no longer view physical barriers as among the major
impediments to employment.

In addition, the U.S. labor economy has become heavily reliant on information
technology (IT) to carry out its work and that in turn has prompted a growth in
development of assistive technology. Both factors are contributing to great improve-
ment in the integration of today’s assistive technology products with current
electronic and information technology. Finally, without a doubt, one of the major
positive aspects of the US situation for employment of disabled people is the subject
of this paper, namely the role that the government itself plays in promoting the hiring
and retention of disabled workers. As a model employer, the government not only
directly improves the employment picture for disabled workers, but it is also seen as
practicing what it preaches and thereby can subtly accustom the rest of society to the
idea of disabled workers as part of the mainstream labor force.

In addition to promoting employment of individuals with disabilities through actu-
ally employing them, governments can also use their enormous purchasing power to
influence the hiring, retention and promotion of people with disabilities in the private
sector. One tool that helps governments to achieve both types of influence is through
the use of technology.

1.1 The Role of Technology

The increasing use of technology in workplaces all over the world has resulted in
unprecedented opportunities for people with disabilities to remain in, or enter the
work force. Technology can be the key that helps level the playing field for individu-
als with disabilities if their needs are met through the proper assistive or adaptive
accommodations. Moreover, many individuals with disabilities have good familiarity
with computers and software programs because they often need to rely on them more
than do non-disabled individuals in order to communicate. Finally, in this information
age, governments are increasingly relying on technology to carry out the business of
government, so they have an increased need for trained and skilled workers, thus
presenting new opportunities to hire individuals with disabilities who possess those
abilities.
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2 Government as an Employer: The U.S. Model

As mentioned, there are no quotas in the United States for hiring or retention of dis-
abled workers. Nevertheless, the U.S. Government has long set the tone in promoting
hiring, retention and career advancement of individuals with disabilities as part of the
federal workforce. More recently, State and local governments have more actively
recruited individuals with disabilities as they have realized the need to demonstrate
greater diversity in their workforces. For the last several years, workers with disabili-
ties make up between 7.1 and 7.2 percent of the 1.8 million federal workforce. About
half of these employees are individuals with severe disabilities, such as paraplegia,
quadriplegia, blindness and deafness. An Executive Order signed in 2000, directed
federal agencies to come up with hiring plans to bring another 100,000 employees
with disabilities on board over the following five years. The Office of Personnel
Management (OPM) was to monitor how well agencies were doing in meeting that
goal. In Fiscal Year 2002, OPM reported that 15,592 people with disabilities were
hired, representing 5.7 percent of all new hires.

2.1 How the Government Promotes Hiring of Workers with Disabilities

As the federal government’s employment and personnel agency, OPM does a great
deal to help promote the hiring, retention and career advancement of disabled work-
ers. For example, most federal jobs are competitive appointments but for people with
disabilities, there are hiring options called excepted service appointing authorities.
This special authority is known as Schedule A, which permits federal employers to
appoint individuals with severe physical, cognitive or psychiatric disabilities or those
who have a history of such disabilities, to positions for up to two years. These indi-
viduals must gain initial certification typically through the state Vocational Rehabili-
tation system. At the end of the two-year period, if the individual has performed satis-
factorily, he or she may convert to competitive service status. In addition, federal
employers may use Schedule A authority to hire readers, interpreters or other personal
assistants for employees with severe disabilities. Disabled veterans with at least a 30
percent disability also can be hired under special authorities. OPM has additional
information on all the disability programs on their website www.opm.gov/disability.

The Workforce Recruitment Program (WRP) is coordinated by the U. S. Depart-
ment of Labor’s Office of Disability Employment Policy (ODEP) and the Department
of Defense. WRP aims to provide summer work experience, and in some cases full-
time employment, for college students with disabilities. The program develops part-
nerships with other Federal agencies, each of whom makes a commitment to provide
summer jobs and a staff recruiter. Each year, recruiters interview about 1,800 students
with disabilities at over 200 colleges and university campuses across the nation, and
develop a database listing the qualifications of each student. This program serves as
an excellent opportunity for disabled college students to get some work experience.
Historically, approximately 50% of the WRP students that have graduated are offered
to remain in their summer position as a permanent employee.
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3 Government as a Purchaser of Technology

The U.S. federal government is the largest buyer of electronic and information tech-
nology in the country. This buying power enables the government to leverage its
position to influence the direction and focus of the marketplace. The impact the fed-
eral government has on the economy is a powerful component that all sectors must
realize and understand. From a disability and technology perspective, it is critical to
understand that the federal government is both a powerful economic force and also
the leader in employing people with disabilities.

In 1998, Congress amended the Rehabilitation Act to require Federal agencies to
make their electronic and information technology accessible to people with disabili-
ties. Inaccessible technology interferes with an individual’s ability to obtain and use
information quickly and easily. Section 508 was enacted to eliminate barriers in in-
formation technology, to make available new opportunities for people with disabili-
ties, and to encourage development of technologies that will help achieve these goals.
The law applies to all Federal agencies when they develop, procure, maintain, or use
electronic and information technology.

The U.S. Access Board, an independent federal agency, provided the standards that
established a minimum level of accessibility. The provisions cover the following
types of technologies: software applications an operating systems; web-based infor-
mation; telecommunication products; video and multimedia products; self contained
products (copiers) and desktop and portable computers. The impact on the electronic
and information technology market is extremely large.

The Access Board published an online tool to assist programmers and developers
in understanding the accessibility provision of Section 508. The Guide to the Stan-
dards (http://www.access-board.gov/sec508/guide/index.htm) has details for each
item and provides best practices. This tool has been used by federal agencies and
vendors to ensure their respective conformance and compliance.

Furthermore, the United States General Services Administration, in conjunction
with other federal agencies, created the www.section508.gov website as a portal to
Section 508 information and training. One key feature of the site is Buy Accessible.
Buy Accessible represents a partnership between government and industry to provide
a service to federal procurement staff. It assists government personnel in completing
market research necessary to ensure that they are buying the most accessible elec-
tronic and information technology products and services available in order to conform
to Section 508.

The implementation of Section 508 has created some real improvements in the de-
sign and development of web site and standard office equipment and technology. For
example, Section 508 requires that all computers sold to the federal government must
have the “on/off” button in the front of the computer processing unit. This simple
requirement has been adopted by industry (whether they sell to the government or
not) as a better design for all users. However, real success lies in the ability of the
federal government to hire more employees with disabilities who will be more pro-
ductive because the information technology was designed with them in mind. The
federal government strives to improve the connection between system accessibility
(Section 508) and individual accommodation (Section 501/504 of the Rehabilitation
Act) as it realizes more ways to create a more user-friendly environment.
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3.1 How the Government Uses Technology to Increase Employment

As recruiting, hiring, and retaining people with disabilities is a federal focus, so are
the reasonable accommodation process and procedures. The Department of Defense
(DoD) established the Computer/Electronic Accommodations Program (CAP) in 1990
to eliminate employment barriers for employees with disabilities. As the govern-
ment’s centrally-funded program to provide assistive technology for employees with
disabilities, CAP provides the tools for employees to access the fast-changing elec-
tronic and information technology environment. Since the program’s inception,
CAP’s mission and role has been to provide real solutions for real needs.

CAP provides the latest assistive technology and accommodation services to en-
sure people with disabilities have equal access to the information environment and
employment opportunities within the U.S. Federal government. Currently, CAP pro-
vides services to DoD and 58 Federal partner agencies and has provided over 40,000
accommodations to Federal employees with disabilities. In support of the U.S. Fed-
eral legislation, CAP provides assistive technology free of charge for individuals with
visual, hearing, dexterity and cognitive disabilities that best meets the needs of the
employee. By removing the cost and management of the assistive technology, CAP
has leveled the playing field for employees with disabilities.

CAP also serves as the U.S. Federal government’s largest buyer of assistive tech-
nology with annual procurements of approximately $3,000,000. With the growing
number of requests for assistive technology due to increase employment opportunities
and the aging workforce, the assistive technology vendors are working hard to keep
pace with the demands of its customers and the changes in the federal workplace.
Making the match between the employees with disabilities and the appropriate assis-
tive technology is CAP’s responsibility.

The reality of these trends mean that CAP has an increased role in moving em-
ployment issues forward throughout the federal government. It also means that CAP
works to ensure its vendors and service providers recognize the links between indi-
vidual accommodation, system accessibility, and how the changing environment will
impact federal employees with disabilities.

Recognizing this interconnectedness and the changing environment will enable
government, industry, and people with disabilities to determine the requirements for a
more accessible future. The following is a list of roles/actions/discussions taking
place in the United States:

U.S. Federal government’s role with mainstream electronic, information technol-
ogy and accessibility via Section 508
U.S. Federal government’s role and partnership with assistive technology vendors
Customers’ needs for assistive technology services, delivery, installation, integra-
tion, and training
Integration of assistive technology capabilities to create more flexible, usable
products
Incorporation of assistive technology attributes into mainstream technologies
Improved processor speeds and engines to improve assistive technology perform-
ance
Movement from individual applications to enterprise-wide solutions
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In conclusion, it should be recognized that the role of the U.S. Government in
promoting employment, job retention and advancement for disabled workers is not
and need not be unique. All governments are similarly able to affect such changes if
they have the will. For example, in Brazil, the centers for independent living (CILs)
serve as personnel agencies, recruiting, training and placing disabled individuals in
public sector jobs. The independent living centers have the sole right to provide the
Brazilian government with highly skilled and trained workers. Thus, the CILs not
only promote employment for disabled people but also ensure their own financial
sustainability. Given the very high proportion of disabled people around the world
who have no employment, it’s time that governments recognize their responsibilities
in this regard and understand that doing so is a win/win situation for all concerned.



Influence of Accessibility Related Activities
on the Usability of Business Software

Rakesh Jani and Martin Schrepp

SAP AG, Neurottstraße 16, 69190 Walldorf, Germany
{rakesh.jani,martin.schrepp}@sap.com

Abstract. To make business software accessible to users with disabilities is of-
ten seen by software developers as an additional burden, which is only benefi-
cial for a small group of users. We will argue in this paper that this perception is
not correct. Our experience from several projects shows that often the general
usability of an application improves significantly when it is made accessible for
disabled users. Especially expert users of the application profit often directly
from the enhancements made for accessibility. This results from the fact that
their special needs are in many aspects identical to the special needs of disabled
users. We will discuss and explain this observation from a theoretical point of
view. In addition we will demonstrate several examples, which show that fol-
lowing the existing guidelines for accessibility will also generate a benefit for
non-disabled users of a software product.

1 Introduction

The importance of software is still increasing in our daily life. More and more jobs
require the ability to interact with software products. Such computerized workplaces
offer disabled persons often a good opportunity for a job, which is not in conflict with
their disability. A necessary condition for that is that the design of the used software
products takes the special needs of disabled users into account and allows disabled
people to work efficiently with it.

Accessibility refers to the ability of every person, especially people with sensory or
mobility impairments, to access and use products, e.g., business software. Different
assistive technologies, such as screen reading software, Braille displays, special key-
boards, or screen magnifiers enable software users with physical impairments to work
with a software product, if this product is properly designed for accessibility. This
means that the design of the software product considers already that some of its users
may rely on assistive technology to access its user interface. Therefore, the software
design must organize the information on the user interface in a way that allows assis-
tive technology to interpret it correctly.

For example, to allow blind users to work with an application with the help of a
screen reader, each non-textual element on the user interface (like icons, graphics,
etc.) which carries important information must have in addition a hidden textual de-
scription which explains its meaning. The screen reader spells out this hidden textual
description when the user sets the focus on this element.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 52–59, 2004.
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The accessibility of business software is a prerequisite to give persons with dis-
abilities adequate chances on the labour market. If a company introduces new busi-
ness software, it is extremely important that this software is accessible; otherwise
disabled employees may not be able to do their jobs as before and are thus forced to
move to other (often less attractive) jobs inside the company.

Several countries have already implemented or preparing legal requirements to
force software vendors to make their products accessible. The best-known example
for such legal requirements is Section 508 [1] of the Federal Rehabilitation Act in the
United States. Section 508 requires that Federal agencies’ electronic and information
technology is accessible to people with disabilities. This law formulates a set of basic
properties for a software product to be accessible. All the products to be purchased by
US federal government agencies require to be compliant with those requested proper-
ties.

Other countries, for example Germany (Barrierefreie Informationstechnik-Verord-
nung [2]) or Japan (Accessibility Guidelines for Use of Computers by People with
Disabilities and Elderly [3]) have similar guidelines or regulations.

On the other hand it is often very difficult to build in accessibility features into al-
ready existing software packages. This requires often a redesign of basic functionality
or at least large enhancements to the already existing functionality. But under re-
stricted budgets and time pressure in software development, it is often difficult to get
the necessary resources. Often the argument is raised that the added accessibility
features will be of use only for a small population of potential users. We will show in
this paper that this argument is not valid. Making a product accessible usually im-
proves also its general usability.

2 What Does It Mean to Make Business Software Accessible?

Since early 1990, the Graphical User Interface (GUI) is the dominant concept for
building user interfaces. The main design paradigm in a GUI is a rich visual represen-
tation of the available information and functions and the possibility of direct manipu-
lation (i.e. pointing and clicking on graphical elements with the mouse or usage of
concepts like drag & drop).

Many of today’s accessibility problems result from the current GUI paradigm.
From today’s perspective more primitive command or text based interfaces are nearly
equally accessible by disabled (especially blind) and non-disabled users, since the
sequential text contents of the interface accurately conveyed all necessary informa-
tion. For a GUI we have to explicitly add some extra information, which allows the
assistive technology to convert the content of the graphical display in a form that a
blind user can understand.

To make a software product accessible, several guidelines are available. Well-
known examples are the Section 508 guidelines [1], the Web Content Accessibility
Guidelines [4] from the W3C’s Web Accessibility Initiative, the technical specifica-
tion ISO TS 16071 [5] from the International Organization of Standardization (ISO),
and internal accessibility guidelines or standards from companies like SAP [6] or
IBM [7].

In general, these guidelines consist of a number of checkpoints which describe
properties which an accessible Web Site or Application must have. The checkpoints
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are oriented on the special needs of people with sensory (like the different forms of
colour blindness or even total blindness), mobility (e.g. arthritis or total paralysis) or
even cognitive impairments. To make business software accessible, the following
categories of checkpoints are of interest1.

2.1 Guidelines Concerning Colour and Font Setting

These guidelines are especially important for people with low vision or colour defi-
ciencies. The most important points covered in this set of guidelines are:

It must be possible for the user to define the font size, so that users with low vision
can switch to font sizes that are comfortable for them.
Colour should not be used as the only way to provide information. Thus, colour
must always go together with a redundant additional attribute that is also visible for
colour-blind users.
The application must provide (or the user must be enabled to set) sufficient con-
trast levels between different elements of the user interface, for example back-
ground and text.

2.2 Guidelines Concerning Text Equivalents for Non-textual Elements

This set of requirements is especially important for blind users who rely on a screen
reader or a Braille display to access the information displayed on the screen. The most
important guidelines from this category are:

It is required to provide text equivalents for every relevant interface element, like
for example icons, graphics, etc. These text equivalents are then spelled out by the
screen reading software or can be accessed over the Braille display when the user
sets the focus on the element.
The structure of tabular information must be made explicit. Row and column head-
ers must be identified for tables.
Screen areas, for example frames, sub-screens, or group boxes must have a clear
and understandable title, which facilitates identification and navigation on the
screen.

2.3 Guidelines Concerning Keyboard Support

Since many disabled users are not able to use the mouse, it is necessary to provide
unlimited keyboard access for the application. This is vital for blind users, since the
keyboard is for them only available input medium. There are also many users who are
not able to work efficiently with the mouse, because their tactile skills are restricted.
The most important guidelines concerning keyboard support are:

1 Guidelines regarding the display of multimedia files or concerning audio files are ignored
here, since they play only a minor role in business software.
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Each and every part of the interface that carries information (for example buttons,
editable fields and non-editable fields, links, icons, etc.) must be reachable by key-
board actions.
All actions on the interface (pressing buttons, clicking links, etc.) must be sup-
ported over the keyboard, for example it must be possible to start functions with
the SPACE or ENTER key.
To allow an efficient work for a user who cannot use the mouse it is more or less
mandatory to provide keyboard shortcuts at least for the most frequently used func-
tions.
The current input focus must be clearly visible. Additionally, the current focus
must be exposed so that assistive technology can track focus changes.

3 A Comparison of the Needs of Disabled Users and Power Users

Users of a software product are novices, experts or something in between. The expec-
tations a user has towards the user interface of a software product change with the
degree of expertise he or she has reached [8]. For novice users the most important
usability aspect is that it is easy to learn the basic functions of the software. When the
user gets more experienced the need to work as efficiently as possible with the soft-
ware increases.

A method to allow novice and expert users to work efficiently with the same user
interface is to add accelerators [9] for expert users to this interface. Accelerators are
user interface elements that allow the user to perform frequent tasks quickly, even
though the same tasks can also be performed in a more general and possibly slower
way. It includes function keys or command keys that trigger an event by a single key
press.

Several studies in cognitive psychology show that experts in an area do not only
know more than novices, but even their knowledge structures are organized differ-
ently compared to the knowledge structures of novices [10, 11]. Expert users have
high-level concepts that allow them to characterize and solve new problems quickly
and efficiently. When using a software program, experts can quickly transform their
goals into sequences of actions [12, 13] to achieve these goals. Their major need is to
reduce their interactions with the system and thus to speed up their actions. They want
a highly efficient interface.

Accordingly, [8, 14] the experts ask for possibilities to automate action sequences,
want keyboard shortcuts nearly for everything (since working with keyboard shortcuts
is much faster than working with the mouse) and need extended possibilities to per-
sonalize the interface to their desired working style. This need for efficiency is also
covered by the common definition of usability given in the ISO-Norm 9241 (Part 11)
[15] where usability is defined as the extent to which a product can be used by speci-
fied users to achieve specified goals with effectiveness, efficiency and satisfaction in a
specified context of use.

If we compare the special needs of an expert to the guidelines described in the pre-
vious section we directly see that the expert users will directly profit from the full
keyboard support added because of the accessibility guidelines.
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Also personalization features, like adjusting the font size, are highly beneficial to
expert users. For example, it can be important for them to choose a smaller font size,
so that more information fits on the screen and they are thus able to avoid time con-
suming scrolling operations.

4 Examples

Call center software is a typical example for business software. A call center is a cen-
tralized workplace that handles the incoming phone calls from customers. The per-
sons working in call centers are called call center agents. Two types of calls exist:
Inbound calls and outbound calls. Inbound calls are the calls initiated by a customer to
obtain information or ask for help. Outbound calls are the calls initiated by the call
center agent aimed at selling a product or offer a service to a customer. The call center
agents are a typical example for expert users who interact most of their working time
with the call center software.

The agents need to be quick and efficient. They have to satisfy the customer as fast
as possible. The time needed per call is limited, as the agent has to handle huge num-
ber of calls per day. In addition, the caller has, in general, a dedicated request and do
not want to stay longer on the phone. So it is important that the call center agent does
not spend unnecessary time for his or her interactions with the software. A call center
agent has two different tasks, one to talk with the caller on the phone and other to
enter the relevant data into the system. Thus, the mental load of the agent is quite
high. So the interface of the software must be as simple as possible.

Accessibility was not considered during the initial design of the call center soft-
ware. When special features for accessibility were added to the first prototype the
general impression was that these features improved the overall usability of the soft-
ware considerably. Following are few examples to illustrate this effect:

Removing Complex Control – A channel selector control as shown in figure 1
automatically changes to the channel the agent is working on. If the agent is having
a call or writing a mail or chatting with the customer then the control automatically
switches to phone, mail or chat icon respectively. Change of communication chan-
nel also changes the toolbar functions. During the accessibility check it was found
that the control was not accessible. The possible solution was to remove the control
and replace it with the drop-down list box. Making the control accessible also im-
proved the usability because for a normal user it is easy to recognize the channels
in drop-down list box then to think about meaning of each icon.

Fig. 1. Selector control changed to drop-down list box

Focus Setting – There were two problems concerning the focus. First problem was
that the cursor focus was lost after each server roundtrip (the interface exchanges
information with the database server in the background) and secondly, it was not
possible to set the focus on the value in the text box with keyboard. Now after the
accessibility check, it is possible for the user to continue from the field he left be-
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Fig. 2. Focus is set on the whole value in text box

fore roundtrip. Figure 2 shows the solution for the second problem. The focus is set
to the value in the text box, thus letting the disabled user know the entered value in
the text box. As the focus is set on the whole text in the text box, the user does not
have to explicitly mark the text e.g. if he wants to remove the text. Thus, the solu-
tion is beneficial not only for visually handicapped user but also for a normal user
working with keyboard.
Keyboard Shortcut – The call center agent has to perform multiple tasks effi-
ciently. So it is necessary to provide him with keyboard shortcuts or accelerators
for the frequently used functions. Figure 3 shows one of the functions called
Scratch Pad. A Scratch Pad is used by the agent to note down the most important
information that can be used at later stage while talking with the customer. As the
scratch pad is a frequently used function, a keyboard shortcut was provided so that
the agent can open it quickly.

Fig. 3. A pad that can be opened with a keyboard shortcut

We performed a GOMS analysis [16, 17] to illustrate the difference between the
handling of the scratch pad over the mouse and the handling over the keyboard
shortcut. With the mouse the agent has to perform the following actions: position
the cursor on the icon, click on the icon, position the cursor in the text area, type
the text (we assume for the analysis a text with 20 characters), position the cursor
on the Save-Button, click the Save-Button. Accordingly to the GOMS analysis an
experienced user will need around 11 seconds for this action chain. With the intro-
duction of keyboard shortcuts this action chain becomes much simpler. The user
has to press the keyboard shortcut, the cursor is then automatically positioned in
the text area, the user has to type the text, and to close the scratch pad he or she has
to use a second shortcut. The GOMS analysis shows that the user will need around
6 seconds to perform this action chain.
Meaningful Labels – When the customer calls for the service of the product, then
the agent has to look for related documents of the customer. To search for docu-
ments quickly, the search functionality must be easy to understand. During the ac-
cessibility check, we encountered that the labels (date fields) as shown in figure 4
were very confusing, and does not tell the user what type of data to enter. So we
came up with a solution (figure 5) of having precise and meaningful labels convey-
ing the field type to the user.
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Fig. 4. Labels before Accessibility Check

Fig. 5. Labels after Accessibility Check

Simple and Consistent Layout – The layout is kept clear and simple to avoid scroll-
ing and visual noise on the screen. It is also necessary to have consistency
throughout the application. Consistent and structured navigation was considered to
navigate easily and quickly within the application. The interface was divided into
small parts called tiles. The problem was that if the user wants to jump from the
field in first tile to the field in third tile then, he has to tab through each field. To
achieve the task with less effort, the skipping mechanism was implemented. Skip-
ping mechanism allows the user to skip or jump from one area (e.g. tiles) to an-
other in few key presses. The skipping behavior was consistent throughout the ap-
plication to make the workflow easier and faster.

5 Conclusions

We have tried to show that the needs of disabled users, especially blind users or
handicapped users who are not able to use the mouse, are in many aspects similar to
the needs of expert users. Thus, an effort to make a software product accessible to
disabled users pays off not only for this intended target group, but is in addition also
beneficial to expert users of the software.

Thus, the argument that an accessibility action is only of use for a small fraction of
possible users is in our opinion not valid. A software product properly designed to
meet the needs of expert users will already contain a huge amount of features that are
mandatory for accessibility. Thus, it is in each case a good investment to consider the
accessibility needs early during interface design.
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Abstract. Complex graphical portals present multiple applications to users in a
single display. However, portal interfaces are heavily mouse and keyboard
intensive, making them inaccessible to users with physical disabilities. We are
investigating the design of application-independent voice interfaces to add
accessibility for physically disabled users to pre-existing applications. This
paper describes a user study comparing voice data entry to keyboard and
mouse, to assess efficiency and user satisfaction. Feedback and results show
voice data entry to be useful, although some performance issues still remain.

1 Introduction

Complex graphical user interfaces (GUIs) are prevalent in business today. Portals,
used by SAP, Plumtree, and even Yahoo, present multiple applications and infor-
mation sources in a single display, and allow efficient access to several applications
and services simultaneously. However, portals are mouse and keyboard intensive, and
thus problematic for many people.

Many groups have difficulty using standard keyboards and mice, including mobile
users with inadequately sized devices and factory workers with busy hands. In
addition, physically disabled users often cannot use standard input devices at all.
Voice interfaces can provide portal access for all of these groups.

This paper presents a user study comparing an application-independent voice inter-
face called the Voice-Enabled Portal (VEP [4]) to keyboard and mouse for entering
time sheet data, to evaluate comparative efficiency and user satisfaction. The study
also compares voice usage by disabled and non-disabled users to identify differences
between the groups. Our ultimate aim with VEP is to develop a commercially viable
voice interface to a web-based portal that can be used as an alternative to keyboard
and mouse.

VEP is an application-independent interface that uses voice as an accessibility tool
for pre-existing applications. Users interact with screen elements (hyperlinks, text
boxes, etc.) directly. Although VEP is less conversational than some voice interfaces,
we feel that the benefits of application-independence outweigh other limitations.

The study presented here compares data entry using VEP to keyboard and mouse.
VEP data entry begins with selection of the desired screen element, either by name,
or, when there are no names (as with the text boxes in Figure 1), by type (e.g., “text
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box”). RESOLV1 icons (see Figure 2) are automatically overlaid on matching targets
when an ambiguous command is given; the desired target is selected by number. The
benefits of RESOLV over similar systems are described in more detail in [4].

VEP allows data entry to most GUI elements. Selected elements display a blue
border to indicate that input is expected. The border disappears upon completion.

Fig. 1. Cross-Application Time Sheet (CATS) application used in study

Fig. 2. RESOLV icons appear when user says “text box”

1.1 Minimizing Recognition Errors through Grammar Assignment

To improve recognition quality in this study and to allow users to focus on the VEP
interaction style, data entry to short-response boxes was supported through special-
ized recognition grammars. Grammars were manually associated with text boxes.

1.2 Interacting with GUI Widgets

When an icon, button, radio button, or check box is selected, VEP behaves as though
the item has been clicked with a mouse. Otherwise, a blue border highlights the item
and the interaction proceeds. Text boxes expect the user to enter a value. Combo
boxes display the associated drop-down list and allow users to scroll the list or select
an entry.

1 Representational Enumerated Semi-transparent Overlaid Labels for Voice.
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2 Experiment Outline

In previous user studies, we tested various interaction styles for voice navigation. [4]
This study tests voice data entry, and compares it to a baseline of keyboard and
mouse.

2.1 Participants

Participants were 24 non-disabled and 11 disabled volunteers. All were English
speakers with no reported hearing problems. Although it is preferable to test with
native speakers, the disabled user population was too limited to exclude non-native or
accented speakers. Therefore, English fluency was our baseline for all groups. Self-
reported experience with computers and time sheets was comparable for all partici-
pants.

Non-disabled participants were randomly assigned to use VEP or keyboard/mouse
(KB/M). Disabled participants, who were selected based on limitations using KB/M,
all used VEP. Of the disabled participants, 7 regularly used speech to access
computers, 1 a mouth pointer, and 3 used keyboard and pointing device, with limited
functionality. Disabled and non-disabled participants had comparable voice interface
experience. Participants were paid $50; disabled participants received an additional
$10 travel stipend.

2.2 Procedure

Test users participated one at a time in a room equipped with a scan converter and
microphone. Consent for recording was obtained prior to testing. Users received a
general instruction sheet, instructions about the Cross-Application Time sheet
(CATS; see Figure 1), and (for VEP users) a description of the available commands.
Users were encouraged to keep the command sheet available for later reference.

Users entered five scenarios of time sheet data (one at a time) using CATS. Each
scenario required users to enter one week of data. Users were able to take notes and
ask questions. For questions about which command to use, the user was referred to
the command sheet. After completing all five scenarios, users answered a Likert-scale
questionnaire about various interface features. An experimental session lasted about
one hour.

2.3 Measures

Both objective and subjective data were evaluated. Measures involving all three
groups were compared with one-way ANOVA with planned comparisons, so that
non-disabled VEP users were compared independently with KB/M and disabled VEP
users. Measures applicable only to voice compared VEP groups with independent
sample t-tests.
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2.3.1 Objective Data
Objective data was collected using video tapes from the experiment, which were tran-
scribed to yield measures related to time and, for the voice users, recognition
accuracy.

Fig. 3. Interaction time for VEP actions

Task Interaction Steps. In addition to examining the interaction time, we also cal-
culated the number of steps taken to complete tasks. This allowed us to determine
whether the voice interface requires more (or fewer) steps than keyboard and mouse.

2.3.2 Subjective Data
The main factor of interest from our questionnaire was General Satisfaction. In addi-
tion, single question measures were compared for Likelihood of Future Use,
Perceived Efficiency, Perceived Naturalness, and Perceived Recognition Quality.
Details regarding all measures can be found below.

3 Results and Discussion

This user study compared user reactions and performance along two dimensions:
1.
2.

Differences between VEP and keyboard/mouse (KB/M); and
Differences between disabled and non-disabled users of voice interfaces

Although there are clear accessibility benefits to voice, it is important to under-
stand the differences between standard input tools (keyboard and mouse) and voice.
In addition, a clearer understanding of the differing needs of disabled and non-
disabled users can help us to create more usable voice interfaces for both groups.

Task Completion Time. Task completion time was the elapsed time from the start of
the user’s first action (utterance or KB/M action) until the end of the last system ac-
tion. VEP occasionally crashed and required a system restart. Modified completion
times used in our analysis start from the first command given after the last restart.
This restart occurred for 12 task scenarios out of a total of 88 for VEP, and affected
10 users.

Task Interaction Time. Interaction time includes user action time and system reac-
tion time to update the GUI. For KB/M, user action and system reaction times were
combined into KB/M time, because GUI response was nearly instantaneous. For
VEP, interaction time included utterance time, system reaction time, and a delay time,
during which VEP processed and recognized the utterance (see Figure 3).

Error Rates. Recognition data was collected for correct recognition, misrecognition,
out-of-grammar, and mode error rates. Mode errors are commands given when the
microphone is in sleep mode, or side comments made while the microphone is
listening.
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3.1 Comparing VEP to Keyboard and Mouse

Previous studies have compared voice to mouse interaction. Karl et al. [5] substituted
voice for mouse in word processing, and found reduced task times for formatting.
This arises from voice’s ability to bypass hierarchies: whereas a GUI will be too
complex if all commands are available as toolbar actions, voice can have essentially
unlimited one-step actions. If navigation alternatives are provided for novices,
experienced users can quickly activate commands otherwise hidden in a complex
hierarchy. Christian, et al. [1] compared voice and mouse in a test that required
hierarchical menu navigation for both modalities. Because voice often introduces
recognition delays, its performance tends to be poorer than mouse in such tasks.
However, a non-hierarchical map-based task in the same study showed no perfor-
mance difference between mouse and voice.

These studies show that voice can be comparable to and, in some cases, more effi-
cient than mouse-based interfaces, when voice’s advantages are exploited. Our study
extends this work to compare voice not only to mouse, but also to keyboard-based
tasks. In our study, planned-comparison ANOVA tests allowed us to compare
disabled and non-disabled VEP users, and then non-disabled VEP and KB/M.
Because no differences were found for the following measures between disabled and
non-disabled VEP users, we can generalize the results to both VEP groups, in compa-
rison to KB/M.

3.1.1 Objective Measures
Objective measures comparing VEP to KB/M were task completion time, task
interaction time, and task interaction steps. Interaction step comparison showed no
difference between groups, therefore, time differences may be attributed to the time
taken per step. Task completion time was significantly higher for VEP than KB/M (p
= .002; F(1, 13.567) = 15.547). As seen in Figure 4, completion time consisted of
user/system interaction time, VEP processing time, and idle time. Interaction time
(VEP processing plus user/system interaction) was also significantly higher (p < .001;
F(1, 12.884) = 32.17) for VEP. A further comparison excluding the VEP processing
delay showed no difference between groups, allowing us to attribute interaction time
difference to this delay.

Fig. 4. Task Completion Time Comparison - significant
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The rest of the completion time difference can be attributed to idle time, when the
user is deciding what to do next. This additional time is likely due to reduced
interface experience for VEP users compared to KB/M, and may decrease with
experience.

3.1.2 Subjective Measures

Subjective comparisons between VEP and KB/M showed few differences. The com-
bined factor General Satisfaction showed no difference (see Figure 5). Likelihood of
Future Use is also comparable for VEP and KB/M (see Figure 6). The only difference
in the subjective data was in Perceived Efficiency, where VEP was rated as being sig-
nificantly less efficient than KB/M (p = .031; F(1,31) = 5.12, see Figure 6).

Fig. 5. General Satisfaction (liked very much-7/did not like at all-1, helpful-7/not helpful-1,
easy-7/difficult-1, enjoyable-7/annoying-1, efficient-7/time consuming-1) - no difference

Fig. 6. Likelihood of Future Use (very likely-5/not likely at all-1) – no difference; Perceived
Efficiency (efficient-7/time consuming-1) - significant

3.2 Comparing Disabled and Non-disabled VEP Users

Disabled and non-disabled users often have different opinions of non-standard
interfaces (see James [3]), which do not necessarily coincide with objective
differences. The likely reason is that non-disabled users exposed to non-standard
technologies have an inherent prejudice that pre-existing standards must be better
because they are more familiar. Technology acceptance failure, described by Cohen
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and McGee [2], is less often found in disabled users, who rely on non-standard
technologies to access computers.

Our present findings confirm the technology acceptance failure in non-disabled us-
ers. In our comparisons of the two VEP groups, no differences were found in
objective measures. Utterance time, VEP processing, and system reaction time were
comparable. Referring back to Figure 3 illustrating interaction time, each VEP
interaction step consisted of roughly 49% utterance time, 43% processing time, and
8% system reaction time. The (relatively) large amount of time required for VEP
processing should drop as recognition software gains efficiency, thereby improving
the system’s performance. Recognition error rates were also comparable for the two
voice groups (see Figure 7).

Fig. 7. Error Rates for VEP Users - no differences

Interestingly, while there are no differences in objective recognition quality or
performance between the VEP groups, certain subjective questions related do differ
(see Figure 8). Non-disabled users found the command language significantly less
natural (p = .026; t(21) = 2.393) than did the disabled users. In addition, non-disabled
users judged recognition quality to be marginally lower (p = .091; t(21) = 1.774) than
disabled users.

Fig. 8. Perceived Naturalness (natural-7/artificial-1) – significant; Perceived Recognition
Quality (understood me most of the time-7/hardly understood me at all-1) – marginal
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4 Expanding VEP

The results of this study suggest that VEP is a reasonable alternative to keyboard and
mouse, particularly for physically disabled users. Since this study, we have made sev-
eral improvements to the interface and expanded the functionality.

4.1 Improved Recognizer Efficiency

VEP uses third-party speech recognition technologies, such as developed by Micro-
soft and IBM. Recently, we have focused on increasing interaction efficiency
between VEP and third-party recognizers to reduce the processing time required.
Informal evidence suggests that newer versions of VEP are more efficient in proces-
sing commands.

4.2 Advanced Data Entry

The version of VEP described in this study supports basic data entry. To increase
VEP’s commercial value, we are working to extend the data entry capabilities of the
system.

4.2.1 Sticky Grammars for Text Boxes
Grammar-based recognition performance is, in general, better than free dictation.
However, determining which grammar to assign to a text box is a huge challenge,
especially for a system such as VEP that allows voice access to almost any web page.

VEP allows users to make grammar assignments at run-time, using a technique
called “sticky grammars.” On the initial visit to a text box, the user selects from a list
of available grammars (e.g., date, time, number). On subsequent visits, VEP
remembers whether a grammar has already been assigned and if so, labels the text
box with the grammar’s name. The user may then enter data or change the grammar
to be used.

4.2.2 Dictation and Multi-select Data Entry
Supporting both data entry and navigation in a voice interface requires determining
when data entry is completed. For most simple items, such as combo boxes,
completion detection is straightforward. For multi-select items, the end of interaction
is flexible and dependent on the number of items selected. Similarly, dictation can
continue indefinitely. We therefore refer to dictation boxes and multi-select items as
“open interaction elements,” to indicate that the end of interaction with such elements
is not constrained.

In a recent study, we explored various methods for determining completion with
open interaction elements. Our results show that a combination of explicit and
“implicit” exit commands (i.e., a navigation command after a selection) appears to
work well. Current efforts involve integrating the new findings into VEP’s interaction
style to create a consistent exit model that handles both open and “closed” interaction
elements.
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5 Conclusion

Application-independent voice interfaces are a valuable accessibility tool. Although
they may seem less natural than conversational interfaces, the benefits gained by not
requiring changes to underlying applications produce a valuable trade-off. The user
study described here shows that data entry using one application-independent voice
interface, VEP, is acceptable to users, although some work is needed to improve the
efficiency.

Based on our user studies, we feel that VEP can be a commercially viable accessi-
bility solution. We currently seek to test VEP with experienced users in an environ-
ment where the interface is integral to completing real work. Field-test users will
likely have different requirements and opinions. Their feedback will be vital to
making further improvements to support productivity with this application-indepen-
dent voice interface.
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Abstract. Traditional design of user interfaces is based on a perfect knowledge
of the user’s interaction requirements for the target audience. This approach
leads to user interfaces designed for a generic ideal user who doesn’t exist at
all. As a result, every user or the interface has to adapt his/her own user’s inter-
action requirements to those of this ideal user. In a ideal scenario, there should
be as many versions of the user interface as final users. Each of those versions
would be designed to satisfy the user’s interaction requirements of a single user.
Under this approach, we have designed GADEA, a user interface management
system able to design different versions of a user interface, on the fly, depend-
ing on the cognitive, perceptive and motive skills of each user of the applica-
tion. This system observes the users as they perform common tasks, analyzing
their behavior in order to determine their interaction requirements.

1 Introduction

Traditional design of user centered interfaces is based on the identification and defini-
tion of the target audience of the application under development. Several design
guidelines include the identification and understanding of the target audience as the
most important steps to start the design of a product [1, pp. 13; 2] [6–8]. The idea is
that once the target audience has been defined; an interface that effectively satisfies
their needs can be designed.

However, the quest for the typical user is opposite to the individuality and diver-
sity that makes up some much of our identity. If the design of the interaction mecha-
nisms of an application aims to make interfaces accessible and appealing to all users,
it shouldn’t rely on an abstract generalization [9]. In the design of applications tar-
geted to a wide range of users, it is almost impossible to determine the typical user
without falling in serious misconceptions. For example, is it possible to describe the
typical user of Microsoft Office? Is it possible to describe the typical user of Google?

At the design stage of a generic user interface, it is completely impossible to de-
termine the specific cognitive, perceptive and motor skills of each of its target users.
The uncertainty about the interaction requirements of real user makes any decision at
the design stage completely useless at run time. To illustrate this fact, we might con-
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sider the design of the syntactical level for the user interface of a simple web site.
Whenever the designers decide to include buttons on the navigation bar, they will get
in trouble as soon as they try to define the size of these widgets. Considering that
small buttons will be difficult to be used by elderly users or people with visual dis-
abilities (short-sighted people, for example), while big buttons will look ugly for
people with average perceptive systems, there is not a unique-size-fits all button.

As the user interface of computer applications should be usable and must be acces-
sible by any kind of users (independently of the accuracy of their perceptive system),
each design decision should be taken at execution time, once the interaction require-
ments of the current target user are finally known. As designers are not present during
execution time, the user interface should be able to play the role of the human de-
signer, creating the user interface on the fly.

Following this design goal we have developed GADEA, a User Interface Man-
agement Expert System (UIMES) able to generate dynamic versions of the syntactical
level of a user interface on the fly at execution time. These interactive dialogs are
specially designed to comply with the interaction requirements of the current user of
the application. This UIMES has been designed to provide universal access to the
interactive dialogs, supporting the interaction requirements of users with different
degrees of physical, visual or hearing disabilities.

2 An Overview of GADEA

The UIMES GADEA provides full support to Java-based and web-based applications,
creating the interactive dialogs required to interchange information between the user
and those applications dynamically. This system is able to provide support for several
host applications simultaneously.

GADEA tries to emulate the behavior of a human expert in Human-Computer In-
teraction (HCI) being in charge of the design of a set of interactive dialogs for a spe-
cific user. Those dialogs are designed bye mean multimodal-based communication
channels [13] (visual and auditory communication channels). In this scenario, a hu-
man expert would select the most suitable interaction style available for the target
platform (the web or standalone applications) depending on the unique cognitive,
perceptive and motive requirements of the target user, adapting the appearance, con-
tents and access mode of every widget included in the dialog to the user’s interaction
requirements. That’s what GADEA tries to do dynamically.

The architecture of GADEA relies on three independent components which has
been specially designed to cope with the main three goals that the we wanted to
achieved with the development of this system. Those components are DEVA, ANTS
and Codex (see Fig. 1) and they try to address the following issues:

Creation of user-tailored interactive dialogs at real time (DEVA module).
Constant actualization of the user model for each user of every application
hosted by GADEA (ANTS module).
Effective and automatic separation of the user interface from the functionality of
the application (Codex module).



Designing User Interfaces Tailored to the Current User’s Requirements in Real Time 71

Fig. 1. The design of GADEA is made up of three modules: CodeX, DEVA and, ANTS. The
first one is the UIMS’s back-end, being in charge of the communications with the host applica-
tion. The second one is the GADEA’s front-end, converting the application’s interaction re-
quest into interactive dialogs with the user. Finally, the third one is in charge of observing and
recording the user’s behavior while they interact with the application, updating the correspond-
ing user model.

2.1 DEVA (Dialog Expert Valuator for Adaptation)

The interaction requests sent by the application through the CodeX module must be
converted into interactive dialogs in order to establish communication with the user.
DEVA is the module responsible for the creation of those interactive dialogs, check-
ing and validating the information provided by the user, before sending it to the ap-
plication for further processing.

The first task performed by DEVA to convert the interaction requests of the appli-
cation into interactive dialogs is the identification and assignment of specific widgets
(buttons, text fields, etc.) needed to fill every single piece of data (text strings, arrays
of numbers, etc.) required by the application to perform a specific task. The same
applies when the application has to show information to the user (the information
provided by the application to the user in terms of data structures must be converted
into widgets before being displayed in the user interface).

The assignation of every widget to each piece of data depends on the semantics of
the data as well as on the interaction requirements of the current user. During this
process DEVA selects every widget suitable to be used to fill a specific data structure,
evaluating it according to cognitive criteria. This valuating task is performed by mean
of a usability rating algorithm that provides higher scores for the current’s user favor-
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ite widgets and lower scores for widgets that the user doesn’t like or can’t use due to
disabilities constraints. For example, this scoring algorithm might favor the use of
popup menus for users with good mouse pointing skills and the use of text field for
users with better performance in typing tasks (see Fig 2.).

Fig. 2. Different interactive dialog configuration that might be used by DEVA to obtain the
user’s favorite color. Dialog left has been dynamically designed for users with good typing
skills. Dialog right is designed for users who prefer the use of a pointing device. Widgets are
numbered (in reverse style) to be selected using the keyboard, making them accessible to mo-
tive disable and/or visually disabled users.

The scoring algorithm is based on the ‘Keystroke Model’ developed by Card et al.
[2] whose original intended use was the prediction of the time required to perform
simple computer tasks by average user. In the original keystroke model, each of the
parameters employed in the prediction functions was an estimation of the time re-
quired by an average user to execute any basic user interface task (pointing tasks,
clicking task, decision tasks, etc). However, as GADEA has constantly updated report
of the real time consumed by the current user in every task, the results obtained are
not only more accurate by also tailored to the performance of each user of the
application. The actualization of the timed required by individual user to perform
every basic task is performed by the ANTS module (described later in this paper).

Once DEVA has selected the appropriate widgets to be employed in the design of
an interactive dialog, the module will define the layout for the interactive dialog. This
module makes use of orientation metaphors [5] (cited in [6]) mapping the vertical
attribute of any location of the visual space to the ‘up is more’ and ‘down is less’
metaphors [6], so whenever it is possible, DEVA distributes visual objects following
a vertical orientation, locating relevant objects values upwards in the visual space of
the user interface. Objects aligned to the left or to the right depend on the writing
system of the language employed by the current user. In GADEA, Roman languages
(written from left to right) are aligned to the left, while Semitic languages must be
aligned to the right [1, pp. 19-24].

DEVA makes a clear distinction between visual objects, whose unique task is re-
stricted to provide visual information to the user (labels for example) and interactive
objects which are employed by the user to interact with the application (buttons for
example). While the formers are aligned following the horizontal orientation strategy,
the interactive objects are aligned depending on the current user’s laterality (interac-
tive widgets are left aligned when the user is left handed and right aligned when the
user is right handed).
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The next step in the design of the interactive dialog is the configuration of the se-
lected widgets in size, shape, color and any other parameter. DEVA makes use again
of the current user model to determine these values, depending on the requirements of
the perceptive and motive system of the current user. While the size of visual objects
depends exclusively on the user visual capacity, the size of interactive objects might
depend on user’s motive skills too.

The following example represents one of the dozens of fuzzy logic rules used by
the inference engine of DEVA to determine the size of an interactive object. Clicking
on a widget with a pointing device is a task that requires a high visual and motive
accuracy. If a user has a low motive accuracy (motor disable users, for example), the
clicking target area is increased to facilitate the pointing task.

If Motor Accuracy of User is Low AND Visual Accuracy of
User is High then width of Interactive Object is Big

The use of a fuzzy logic engine in DEVA facilitates the incorporation of new rules
designed by experts in human-computer interaction. It also avoids dramatic changes
in the user interface as the system learns from the user behavior.

In our experiments, once the system has obtained basic knowledge about the user
behavior (visual accuracy, motor accuracy, laterality, etc.) the representation of any
interactive dialog thorough the system changes very little, and many times it is inap-
preciable by the user. Anyway, the user has the option to disable to constant adapta-
tion of the user interface, applying changes to the interface only when he/she desires
it of from time to time.

2.2 ANTS (Automatic Navigability Testing System)

ANTS is the module in charge for keeping the current user model updated. The in-
formation required is obtained by a small army of data gathering agents, who keep
track of the user behavior at execution time.

The design metaphor of ANTS is based on the life of a community of ants. The
ants (agents) depart from their anthill (a server) looking for food (the information) in
every picnic available (interactive dialogs). Once the ant has got the food, it comes
back to the anthill and stores it carefully in one of the anthill’s data warehouses (a
data base).

Whenever an interactive dialog is created, the ant is downloaded from the anthill
(the ANTS server) being inserted inside the dialog or web page generated by DEVA.
Once the dialog is displayed to the user, the ant establishes a communication channel
with the anthill, which is used to send the data collected. An ant-assistant object lo-
cated in the server-side maintains the communication channel alive during the inter-
active dialog’s cycle of life, collecting the information sent by the ant, classifying it,
and sending it to the warehouse object commissioned to store it in the proper user
model.

DEVA can include different kind on agents inside every dialog. Every agent class
in ANTS is specialized in gathering a specific kind of data. For each parameter
needed to adapt the user interface, there will be a specific class of agents. So ANTS
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have specific agents to gather information related the user’s perception system accu-
racy (tactile, visual, auditory, etc.), the user’s motive system accuracy, the user’s
reaction and decision time, etc.

The agents keep track of every action performed by the user in every user process,
crating an abstract navigation model similar to those employed by the Object Ori-
ented Hypermedia Design Model (OOHDM) [10]. This abstract navigation is used to
determine the landmarks, routes and mental models [11] employed by the users when
they make use of each user process of the application. This information can e used to
determine the user’s expertise degree in the use of the application [12].

2.3 CodeX (Code eXplorer)

CodeX represents the interface between GADEA and the host applications that run
under the control of this UIMES. The module converts user interaction requests into
runtime calls to specific methods inside the application’s domain workspace. CodeX
is also in charge of the actualization of every single piece information displayed by
the user interface, keeping track of possible changes done by the application in the
value of public variables and data structures associated to the interface. All this in-
formation is obtained automatically inspecting the application’s code by mean of the
structural reflection mechanisms provided by the Java platform.

CodeX automatically inspects the binary code of each application at execution
time; looking for any user process defined by the programmers during the design of
the application. CodeX consider a ‘user process’ as those methods designed to satisfy
a specific user’s interaction request and will represent them as options or commands
in the respective application user interface.

CodeX provide a programming API 100% compatible with Java 1.0. This API al-
lows programmers to select and include different data objects inside interaction re-
quest components. Whenever it is required, programmers can force the interaction
requests to be displayed in the active communication channel. CodeX will send the
interactive request component to DEVA which will convert the request into an inter-
active dialog displayed to the user.

Programmers using CodeX don’t need to use any kind of widgets in their code as
they will picked up at execution time by DEVA. The only thing programmers need to
do is to define the data structures required to provide information to the user (strings
objects, integer objects, etc.) as well as the data structure required to store the infor-
mation provided by the users in the scope of those interactive dialogs.

This automatic code exploring system allows an easy adaptation of the low-level
aspects of a user interface with little or almost no programming effort.

3 Conclusions

The use of an expert system responsible for taking every decision concerning with the
design of the interface In the GADEA development model, the interactive dialogs are
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designed by humans in terms of data flows, defining which kind of data must be
owned by every interactive dialog. However, decisions about how the data must be
displayed by the user are taken at execution time by this system, tailoring the interac-
tive dialogs to the cognitive, perceptive and motor skills of the current user.

This approach guarantees a strong internal and external consistency in the user in-
terface as well as support for standard accessibility and usability guidelines, which
are adapted to the unique interaction requirements of every single user.
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Abstract. An accessibility assessment model was developed for calculating an
accessibility index for public information kiosks. The model consists of eight
terms to be considered in kiosk design and its operation. Taking into account
the level of importance among the terms included in the model and the possibil-
ity of realization with current levels of technology for the terms, an index was
organized to quantitatively assess the accessibility of public kiosks. It is ex-
pected that through this study, the current level of accessibility of public
information kiosks can be objectively assessed and enhanced in the future.

1 Introduction

The privileges of information are not available to everyone, which is the core prob-
lem of digital divide, where some people lack access to information or cannot ade-
quately utilize that information. More and more services in public places are now
provided through information kiosks, and the classes marginalized from informatiza-
tion are now discriminated in receiving these services, too. Public information kiosk
is defined as a light, open-fronted booth or cubicle in which foods, newspapers, tick-
ets, etc. are sold. But more recently, it also refers to ‘an unmanned information search
system or unmanned automatic information system that can provide information, and
promote and sell products simultaneously through screens, audios and visuals such as
printers, touch screens, computers with embedded sound cards or graphic cards’.
Among the various types of information and communication products and services,
public information kiosks should be considered foremost in light of accessibility due
to its nature and importance in public services.

This study has developed a method to assess the accessibility of public information
kiosks operated by central or regional governments and other public agencies in Ko-
rea to evaluate the level of accessibility. This study intends to develop a quantitative
method to assess the accessibility of public information kiosks by producing an ac-
cessibility index from existing accessibility guidelines and surveys with experts. It is
expected that through this study, the current level of accessibility of public informa-
tion kiosks can be objectively assessed and enhanced in the future.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 76–79, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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2 Background

Accessibility is defined as ‘physical access to equipment in sufficient quality, in ap-
propriate places in convenient times ’[1], or ‘a general demand of users with different
abilities, skills, needs, signs, environments and contents to access certain objects’.

Without compliance to any accessibility guidelines published for general use, pub-
lic information and communications products and services would be problematic to
the disabled and elderly users. To be inclusive, public information kiosks must be
designed to cater for those with limited skills or experience, or with physical and
cognitive impairments, and should be supportive towards those who are inhibited in
interacting with them in a public area [4].

Kearsley[3] listed structure, location, materials, operation, maintenance, and inte-
gration as general kiosk design considerations. For handicapped access to public
kiosks, three guidelines were suggested: providing as much redundancy as possible in
system operation; allowing as much user control of the system as possible; and keep-
ing all screen displays and control options very simple, minimizing any potential
confusion or complications for translation to other modalities. Maguire[4] well docu-
mented the user-interface design guidelines for information kiosk systems for general
public. The design guidelines cover all the aspects and issues of kiosk usage such as
physical access, I/O methods, navigation, language, and even the privacy. The design
guidelines, however, were intended for general users, thus not dealing the accessi-
bility issues extensively for impaired users, even though the author pointed out the
importance of considering and including elderly and disabled users in design process
throughout the paper.

3 Building an Accessibility Assessment Model

The method in technically building a model for accessibility assessment in the current
information and communication environment can be very diverse. Normally, the
basic framework of a model to evaluate the accessibility of public information kiosks
is divided into physical and functional aspects, and the functional aspect can again be
divided into operational and cognitive aspects [2]. The physical aspect refers to the
physical access such as the location, size, and arrangement of the controls and I/O
devices. The accessibility of the operational aspect can be acquired through providing
a function or instrument that substitutes the limits of operation or control due to
handicaps in utilizing information and communication products and services. The
accessibility of the cognitive aspect refers to the providing of instruments or functions
that reduces mental burden so that the user of information and communication prod-
ucts and services can easily perceive and understand the commands, control methods
and results.

This study has developed a model that assesses the accessibility by evaluating the
level of importance for the term that decides the accessibility of public information
kiosks, assigning a weight according to the level of importance and technology status
(Table 1), and finally calculating an accessibility index as a whole.
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When assessing the accessibility of public information kiosks, two important con-
cepts should be considered in using a model. The priority of the terms consisting of
the model must be reflected by considering the level of importance. A prime example
of this would be the Web Content Accessibility Guidelines of W3C, in which guide-
lines are prioritized in three levels according to their importance. It is also important
to reflect in the model how realizable each term would be based on current technol-
ogy status. For example, substituting voice input for the blind users may be a very
important and desirable method. However, current technology level has limits in
applying those methods in commercial information and communications products.

More specifically, producing the accessibility index was processed into two steps.
In the first step, the level of importance of each term in the model was evaluated. For
this process, a survey with accessibility experts was made for subjectively rating the
importance of the terms in the model. The level of importance is graded in 3 levels
and points are given according to the importance: P1 (5 points) for the terms with a
great importance, P2 (3 points) for the terms with an average importance, and P3 (1
point) for the terms with lesser importance. In the second step, the possibility of reali-
zation with current technology levels for each term was graded with the same scale.
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This was evaluated with a survey with technology experts, mostly professors in reha-
bilitation, engineering, and special education fields. The two points were combined to
calculate an aggregated sum, which was later normalized to make a total of 1.

4 Conclusion

In order to develop an accessibility assessment method, this study has developed a
model for calculating an accessibility index for public information kiosks, taking into
account the level of importance among the terms included in the model and the possi-
bility of realization with current levels of technology for the terms. Using the model,
the accessibility index of public information kiosks in Korea, particularly for the
kiosks located at public sites and institutes in metropolitan Seoul area, has been calcu-
lated, which was measured at 46.7 out of 100. Among the accessibility terms consist-
ing of the model, ‘supplementing cognitive ability’ was rather satisfactory, but ‘sup-
plementing reaction time’ was very poor.

There can be many influencing factors contributing to the public information ki-
osks’ accessibility, but the most important factor mst be the provision of a ‘kiosk
design standard’ established by the government. There are currently two such stan-
dards in Korea, ‘Guidelines in Actualizing Unmanned Information Terminal (ki-
osk)’(1999), the standard for information and communications producer and service
provider groups, and ‘Standard for Unmanned Civil Petitions Issuing
Machines(kiosk) for Information Processing in Administration’(2000), the standard
for administration. These two standards include items that guarantee accessibility, and
estimate to satisfy 46.4% of the terms included in the accessibility assessment model.
For example, ‘voice recognition’ and Voice synthesizing’ are offered as options for the
disabled in the system demands for users by both guidelines, and both guidelines
clearly state that information messages in the screen be provided through sound in the
‘keypad for the blind’. Enforcing manufacturers and providers to follow these guide-
lines in design and operation would make lots of public information kiosks more
accessible.
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Abstract. Design for All (DfA), sometimes addressed as Universal Design,
Barrier Free Design, Inclusive Design is seen as an important complement to
Assistive Technology. The basic idea is to produce products and services in a
way that as many people as possible can use it directly or with the help of As-
sistive Technology. This concept is of particular importance in a quickly chang-
ing world, in order to keep pace with innovation. A concept to adapt all prod-
ucts and services for those who cannot operate it is costly, time consuming and
may lead to discrimination. It is further a more economic strategy to design and
produce for as many as possible. Information Society Technologies (IST) are an
important and interesting field in Design for All that have the potential to en-
sure access to products and services for all citizens and can help overcome tra-
ditional barriers that a number of population groups in the use of technology in
their everyday life.

1 Design for All – An Introduction

In recent years, the need to address accessibility as a problem pending a generic solu-
tion has created a substantial literature concerned with the meaning and scope of the
term “accessibility” and the potential design philosophies, which could contribute
towards a widely acceptable frame of reference. Specifically, terms such as accessible
design, barrier-free design, universal design, DfA, inclusive design, have all come
about to provide a means for understanding the various aspects of accessibility. Al-
though consensus is still lacking, it is perhaps worthwhile pointing out the different
DfA connotations frequently associated with these terms. Some individuals consider
that these terms refer to a new, politically correct approach and effort to introduce
“special features” for “special users” in the design of a product. To others, these terms
point to a deeply meaningful and rich notion of design, which elevates what designers
often call “good user-based design” to a more encompassing concept of addressing
the needs of all potential users, including persons with special needs (e.g., disabled
and elderly). Accordingly, DfA, or universal design or inclusive design, are all in-

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 80–87, 2004.
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tended to reflect a new concept or philosophy for design that recognises, respects,
values and attempts to accommodate the broadest possible range of human abilities,
requirements and preferences in the design of all computer-based products and envi-
ronments. Thus, it promotes a design perspective that eliminates the need for “special
features” and fosters individualisation and end-user acceptability.

In the present document, we adopt a broad definition of the term. For this purpose,
we provide a contextual definition in the context of the eEurope initiative. Specifi-
cally, one of the objectives of the eEurope action plan is the integration of older peo-
ple and people with disabilities into the information society. It is claimed that this will
only come about as a result of designing mainstream products and services to be ac-
cessible and usable by as broad a range of users as possible. This approach is termed
“DfA” or inclusive design (the two terms are used interchangeably), and consists of
three principal strategies:

Design of IST products, services and applications, which are demonstrably suitable
for most of the potential users without any modifications.
Design of products which are easily adaptable to different users (e.g., by incorpo-
rating adaptable or customisable user interfaces).
Design of products, which have standardized interfaces, capable of being accessed
by specialised user interaction devices.
From the above, it follows that DfA, in the present context, is interpreted as either

subsuming or as being a synonym of other terms such as accessible design, inclusive
design, barrier-free design, universal design, etc., respecting the fact that each of them
may be highlighting different aspects of the notion. Finally, it is important to point out
that although DfA could cover a very wide range of products1, the work described in
the present project will focus mainly on information society products and services, as
indeed does the referenced eEurope initiative.

Given the above broad connotation, the context of the proposed work is the eEu-
rope 2005 action plan, and in particular some of the eEurope 2005 targets. The pro-
posed work seeks to promote and facilitate the commitment of the eEurope plan to-
wards an inclusive Information Society, by fostering the creation of tight links be-
tween academia, industry, non-market institutions, governmental agencies, etc., in the
area of DfA, through networking. Such networking will bring together representatives
of all member states. The ultimate objective is to facilitate knowledge transfer, infor-
mation sharing and the exchange of experience in the designated area of DfA, in the
context of the information society.

2 DfA in the Information Society – European Initiatives

The eEurope 2002 and eEurope 2005 action plans, recognise the compelling need for
“an information society for all” and point out four lines of action, namely policy
measures, dissemination of good practices, benchmarking indicators to monitor pro-
gress, and overall coordination activities, as primary means to achieve the designated
targets.

1 Examples of the application of design for all are reported by (Mueller, 1998) for interior and
workplace design, and (Mace, 1998) for housing.
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DfA in the context of the IST sector is increasingly motivated by the globalisation
of the market, the ageing of the population and the progressively increasing number
of people experiencing permanent or temporal loss of functional ability. Such loss, in
turn, impacts independent living, mobility, education and access to information. In the
past, the case of accessibility for disabled and elderly people was mainly addressed
through a posteriori adaptations of interactive software. This represented a reactive
approach, whereby Assistive Technology experts attempted to react to contemporary
technological developments by building accessibility features into interactive applica-
tions, as a result of specific user requirements. The disadvantage of this approach
stems directly from the shortcomings of adaptations. In particular, with rapid techno-
logical change, each new wave of technology introduces a new generation of access
problems. By the time suitable adaptations have been devised, the technology is sub-
stituted by a subsequent generation, thus introducing the same problem all over again.
In consequence, a posteriori adaptations provide solutions that lag behind, at least one
technological trajectory.

From the above, it becomes evident that the reactive paradigm to accessible prod-
ucts and services does not suffice to cope with the rapid technological change and the
evolving human requirements. Instead, proactive strategies are needed that will lead
the fields involved towards a research and practice agenda based on the principle of
shared social responsibility and on actual and emerging human requirements. The real
challenge of the proactive approach is how to design systems that facilitate systematic
and cost-effective approaches to accommodating the requirements of all users (Muel-
ler et al., 1997; Ellis 2003). DfA, as considered in the present context, advocates such
a proactive approach towards products and environments that can be accessible and
usable by the broadest possible end-user population, without the need for additional
adaptations or specialised (re-)design. Moreover, advancing such a perspective to-
wards the design of IST products requires multidisciplinary consideration, which
forms the basis of the approach followed by EDeAN and D4ALLnet (see below).

3 EDeAN

The European Design for All e-Accessibility Network (EDeAN) was established by
the European Commission and the Member States in July 2002 as one of the specific
goals of the eEurope 2002 Action Plan. The goal of this network is to raise the profile
of Design for All (DfA) and emphasize its importance in achieving greater accessibil-
ity to the

Fig. 1. Logo of EDeAN
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Information Society for as many people as possible. EDeAN was set-up to provide
support to eEurope objectives, a European forum for Design for All issues, awareness
raising in the public and private sectors, input for European curricula on Design for
All as well as links to appropriate educational channels to incorporate Design for All
in new curricula (Bühler 2002). EDeAN is supported by two EC funded projects:
IDCnet and D4ALLNet.

3.1 EDeAN NCCs

National Contact Centers (NCCs) have been appointed in 15 European countries.
They are working with Design for All, e-Accessibility and Assistive Technology
issues as contact points of the EDeAN network:

Austria:
Belgium:
Denmark:
Finland:
France:
Germany:
Greece:
Ireland:
Italy:
Netherlands:
Norway:
Portugal:
Spain:
Sweden:
United Kingdom:

Universität Linz
Toegankelijkheidsbureau
Danish Center
STAKES
IRIT
DfA-Deutschland
ICS-FORTH
CRC
CNR-IFAC
IRV
Telenor
SNRIPD
CEAPAT
Handicap Institutet
HCID

(More information about EDeAN and contact details for the NCCs are available
through the EDeAN website at www.e-accessibility.org.)

3.2 EDeAN National Networks

Each NCC is responsible for liasing with the EDeAN secretariat and members in its
own country. These NCCs contribute to and share EDeAN information. There are
already more than 120 organizations represented in EDeAN. New members are still
welcome to join.

3.3 EDeAN Special Interest Groups

The exchange and interaction in the EDeAN network is largely organised by topics in
special interest groups (SIGs). Five EDeAN SIGS have been up and running since
mid 2003:
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Policy and legislation
Standardisation
Curricula on DfA
Benchmarking
Proactive Assessment

moderated by Jan Ekberg (Finland)
moderated by Jan Engelen (Belgium)
moderated by Yngve Sundblad (Sweden)
moderated by Christian Bühler (Germany)
moderated by Pier-Luigi Emiliani (Italy)

Most of the networking is performed virtually, through HERMES, the virtual
working platform of EDeAN. HERMES is available at http://www.edean.org .

3.4 EDeAN Sectretariat

For the central network coordination the EDeAN secretariat has been established, and
is managed on a yearly rotating basis, by selected NCCs. The initial term (7.2002-
12.2003) was taken by the Danish Centre, followed by iRv in the Netherlands (2004)
and ICS-FORTH in Greece (2005).

3.5 Support Projects

The Inclusive Design Curriculum Network is a Thematic Network funded by the
Information Society Technologies programme of the European Commission (IST-
2001-38786 – IDCnet). The project concentrates on curricula in Design for All for
Information and Communication Products, Systems and Services. The objectives of
IDCnet are to:

produce recommendations on the content of DfA curricula
integrate relevant information
identify core knowledge sets and skills
integrate support products for DfA in design and education
influence education and research policies
mainstreaming DfA in the education sector.

Another EDeAN-supported project is the Design for All network of excellence,
also an IST-funded thematic network (IST-2001-38833-D4ALLnet). D4ALLnet ac-
tively supports the operation and the networking activities of EDeAN, as it provides
HERMES, the virtual networking platform and communication tool for the network.
In that way, the project provides the necessary infrastructure to enable systematic
cooperation amongst EDeAN members. Based on the HERMES platform, D4ALLnet
aims to promote and stimulate online discussions related to Design for All and eAc-
cessibility. The D4ALLnet approach comprises an effective and complementary mix
of expertise, skills and competencies, which guarantee the quality of the project’s
outcomes and the support of EDeAN.

3.6 EDeAN Contribution to the Information Society in Europe

EDeAN builds on the notion of policy measures (particularly legislation and stan-
dardization) at national and European levels to streamline member states actions to-
wards the adoption of DfA practices. To this effect, there is an explicit focus on con-
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sensus creation (through networking) on a range of topics, including DfA benchmark-
ing indicators, good DfA practices, DfA curricula, etc., so as to compile a validated
“knowledge base on DfA”. This “knowledge base on DfA” will form the baseline of a
“DfA Resource Centre” in an effort to establish and promote a public resource on
DfA and a reference point for industry, academia, government agencies and non-
governmental organisations interested in the adoption and implementation of DfA.

A strong connection exists to the IST programme Key Action I – Systems and Ser-
vices for the citizen, grants the supporting projects. The priority for KA I is to enable
European users (citizens, businesses, public authorities) to take advantage of the re-
cent advances in ubiquitous computing, ubiquitous communication and intelligent
interfaces to improve access to, and delivery of, general interest services. This implies
the creation of the next generation of interoperable, general interest application sys-
tems capable of meeting user demands for flexible access, for everybody, from any-
where, at any time (examples of such likely developments are included in the ISTAG
scenarios on ambient intelligence2).

As market competition intensifies, those design codes will prevail, which are capa-
ble of accommodating diversity in users abilities, skills and preferences, but also the
variety of contexts of use, in the increasing availability and diversification of informa-
tion, and in the proliferation of technological platforms. DfA holds a special promise
for Europe in this respect. Therefore, the EDeAN network aims to substantially con-
tribute towards:

increasing awareness about DfA
promoting the diffusion and adoption of DfA approaches and practices making
appropriate resources and benchmarking instruments available to the European IST
community
facilitating education and training in all issues related to DfA at a European level
and
stipulating policy recommendations on pre-standardisation, legislation and public
procurement.

3.7 Stakeholder Benefits

Specifically, for industry, the expected benefit amounts to accessing, through the
EDeAN web portal and the participation in SIGs, the network’s on-going activities, as
well as the accumulated and consolidated body of knowledge on DfA, which includes
principles, examples of good practice, benchmarking tools (e.g., criteria and heuristics
for assessing products and services), information on national and European policy,
procurement guidelines, etc. Access to such information is expected to have multiple
effects on industry, including appreciation of the benefits of DfA, unproved innova-
tion capability, new capacity to diversify, alternative market windows, wider cus-
tomer bases and customer loyalty.

The academic community will benefit through the joint effort to promote DfA cur-
riculum at the university level. It is considered important to organise such courses as
joint activities between different National Contact Centres, whereby competent pro-
fessionals from different institutions are invited to organise and deliver designated

2 ftp://ftp.cordis.lu/pub/ist/docs/istagscenarios2010.pdf
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parts of the course. This will foster, amongst other things, closer collaboration be-
tween National Contact Centres and a stronger sense of DfA community membership.

End users’ (citizens’) benefits include the articulation of a demand for DfA to in-
dustries, thereby facilitating improved quality, usability and satisfaction in the use of
advanced IST-based products and services.

Finally, for non-market institutions such as regional governments, public procure-
ment organizations, and for end user communities, the benefits amount to greater
ability to influence the development of technology through assessing adherence and
compliance of emerging solutions to a prescribed code of universal design.

4 Introduction to the STS

In the STS during ICCHP 2004 an overview of the cooperation of EDeAN will be
presented. After an introduction of the STS, the content work of the special interest
groups will be reported. Next the Hermes virtual networking platform will be intro-
duced and the status of the development of curricula in DfA will be presented. The
DfA resource centre as central information pool and its mechanisms will be reported.
Finally, the new activity of EC on the DfA-Award 2004 will be introduced to the
session. Participants are invited to contribute with own experiences during the discus-
sions.
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Abstract. Those designing software for older adults and disabled people often
have little knowledge of their interactional needs. Additionally the usual
method of ensuring optimal interaction, User Centred Design, is particularly
difficult to employ with these users. This paper proposes the use of interface
design patterns, which enable researchers to present design knowledge gained
through experimentation with our special users and pass on instances of suc-
cessful design to inexperienced mainstream IT applications builders.

1 Introduction

With the introduction in the UK of the Special Educational Needs and Disability Act
(SENDA, 2001) and many other initiatives, mainstream software designers are be-
coming increasingly aware of the need to design for our special user group of older
and disabled people. This paper explore the special characteristics of this group which
makes design for them more complex and difficult than for other users and sets out
the reasons why standard User Centered Design methodologies become unsuitable.

It then explores the way in which research-based design knowledge is made avail-
able to inexperienced software developers commonly through the use of guidelines,
which are then analysed for their effectiveness. The concept of interface design pat-
terns as a means for passing on instances of good design is proposed, and an example
set of patterns for speech systems for older adults is presented. Finally the argument
is made that the patterns for a special user group represent good design for all.

2 Our Special User Group

Older and disabled people experience a wide range of impairments including loss of
vision, hearing, memory, cognitive ability and mobility, the combined effects of
which mean that they cannot use a computer interface in the same way as the standard
computer user who is assumed to be able to see small icons and text, move the mouse
quickly, handle complex multi-tasking applications and build robust conceptual mod-
els for systems they have never met before.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 88–95, 2004.
© Springer-Verlag Berlin Heidelberg 2004



A Special Design Approach for Special People 89

The impairments found in our special group vary widely between people and also
over time due to a variety of causes including illness, blood sugar levels and just plain
tiredness. This presents a fundamental problem for the designers of interfaces to
computing systems, whether they be generic systems for use by all, or specific sys-
tems to compensate for loss of function. User Centered Design outlined by Nielsen
(Nielsen, 1993) and widely used for human computer interface design tends to rely
upon homogeneous groups for requirements gathering and user testing in order to
focus on design decisions. The ‘typical user’ of standard systems is assumed to have
abilities which are broadly similar for everybody, and are perceived to remain static
over time, and current software design typically produces an artifact which is static
and which has no, or very limited, means of adapting to the changing needs of users
as their abilities change. The interface development tools and methods we currently
use are therefore not effective in meeting the needs of diverse user groups or address-
ing the dynamic nature of diversity. Newell and Gregor (Newell & Gregor, 2000)
first proposed the need for a new form of design for dynamic diversity and the case
for its use is provided in (Gregor et al, 2002).

Designing for our special group of users is complex. Standard interface design is
based upon active user involvement for requirements capture and user testing to es-
tablish workable design. It has been found that for example focus groups used for
requirements capture must be adapted for older people. Auditory impairment affects
older people’ attention and the ability to follow a discussion. Lines and Hone (Lines
& Hone, 2002) report that smaller numbers in sessions were preferable, allowing
everybody time to contribute and those who appeared nervous to be drawn into the
discussion more easily by the moderators.

Gathering interface requirements from older and disabled people therefore requires
considerable skill and understanding of the user group. Newell and Gregor also pro-
posed (Gregor et al, 2000) that standard user centered design techniques, which rely
on relatively homogeneous user groups for user testing, should be replaced by User
Sensitive Inclusive Design, which seeks out diversity, in order to ensure that systems
are truly usable by older and disabled people and demands a more sensitive approach
to the user’s role in system development. These comments highlight the challenges
involved in defining systems requirements from, in this case, older people’s experi-
ence and perspectives. It is therefore particularly important that instances of design
that work well for older people should be carefully documented and passed on for
other less experienced designers to use.

3 Passing Researched Design Knowledge to Designers

Interface design knowledge derived from experimental research with our special user
group is traditionally passed on as design guidelines in the form of simple statements
that provide the interface designer with rather a diluted version of the knowledge
generated by the original experimental work. In the particular the ‘Why’ part of the
information which may be based on theoretical knowledge, or may derive from ob-
servation during experimentation or the experimental results themselves, has been
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lost. For example the guideline ‘Keep speech output messages for older adults as
short as possible’ derived from experimentation which found that older people were
confused by long messages and actually remembered less than they did from short
messages, and moreover this phenomena was not found with younger people (Zajicek
& Morrissey, 2001). The guideline is concerned with memory loss and how it affects
older people’ information retention, useful information which can unfortunately, be
lost when generalizing experimental knowledge to craft simple guidelines.

Simple guidelines therefore, do not adequately reflect the body of information they
seek to encapsulate. Some researchers have sought to include more detail in their
guidelines. For example the W3C, Web Access Initiative, Web Authoring Guidelines
(Web Authoring Guidelines, 1999) developed for Web designers to help them create
more accessible Web pages for non-standard users, are accompanied by the reasons
for the guidelines, to make the Web designer more aware of who she or he is exclud-
ing by not following the guidelines. However this introduces a new level of complex-
ity and can distance the designer even further from the original concepts from which
the guidelines were generated. Interestingly, in order to reduce the complexity of their
formal guidelines the Web Access Initiative have also created a set of ten Quick Tips
to be used as a quick checklist for accessibility. Quick Tips are actually a set of sim-
pler guidelines derived from the more detailed guidelines because they were complex
for new designers to apply. The ambivalence demonstrated by the Web Access Initia-
tive exemplifies the dilemma inherent in the use of guidelines. One contains detailed
information but is difficult to access and the other is easy to access but doesn’t con-
tain enough information. Academic papers also exist describing the experiments from
which the guideline was distilled, but these usually contain more information than the
designer requires.

We can see from the detailed guideline versus Quick Tips approach adopted by the
Web Access Initiative that neither form of encapsulated ‘knowledge’ is completely
satisfactory. One contains detailed information but is difficult to access and the other
is easy to access but doesn’t contain enough information. If the guideline comes with
the ‘reason’ attached together with an example of the use of the guideline, and is set
out in a structured manner so that each component is recognizable and easy to access,
the designer is a stronger position to utilize the information. Designers therefore,
especially those designing systems for older and disabled people, would benefit from
access to the information, experimental or otherwise relevant to good design practice
that gave rise to the guideline, presented in an easily accessible way i.e. in pattern
form.

4 Patterns for Interface Design for Our Special User Group

The concept of patterns and pattern language originated in the domain of architecture;
with the publication of Christopher Alexander’s book The Timeless Way of Building
(Alexander, 1979). A pattern describes an element of design possibly together with
how and why you would achieve it. Alexander for example created patterns that de-
scribe ways of placing windows in a room. There already exists a range of interface
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design pattern forms that can be found at Sally Fincher’s Pattern Form Gallery
(Fincher, 2003a), and to introduce uniformity of form a workshop entitled ‘Perspec-
tives on HCI Patterns: Concepts and tools’ was held at CHI 2003, where participants
formulated the generic Pattern Language Markup Language (PLML) (Fincher,
2003b).

Interface designers are rarely older or disabled people themselves and therefore
have little concept of how it would feel to access a computer when you are experienc-
ing the combined effects of memory, sight, and mobility loss coupled with reduced
confidence that comes with slower processing of visual, spatial and verbal informa-
tion. Furthermore, dynamic diversity of ability in our special user group poses par-
ticular challenges for interface designers who are not experienced in this field.

Therefore it is particularly important that those designing systems for use by our
special user group are able to consult a robust set of design patterns that enable them
to access best practice and help them to create sympathetic and successful designs.
Importantly the patterns reflect the experience of our special user group through ex-
perimentation and observation, which the designers themselves lack. The use of pat-
terns will also nurture good design and provide a framework for analysis and discus-
sion within which poor design is less likely to occur. It is important to establish inter-
face design patterns for systems for use by our special user group because their de-
sign needs are more complex as a result of their dynamic diversity and because it is
more difficult to include our special user group in a user centered design process.

5 An Interface Design Pattern Set

By way of example, a set of patterns for speech systems designed for use by older
adults is presented. They include special output messages that support memory loss
and lack of confidence. They can be found at (Zajicek, 2003) and form part of the
pattern set in PLML form at the CHI 2004 workshop ‘Human-Computer-Human
Interaction Patterns: on the human role in HCI Patterns’ (Workshop, 2004). The pat-
terns concern dialogue structure and the nature and occurrence of output messages.
The pattern Error Recovery Loop, which is concerned with dialogue structure, is
presented in its complete PLML form as follows:

Pattern ID: 7-ERL-SPST-OP-MPZ
Pattern Name: Error Recovery Loop
Problem: Errors and error recovery represent the primary usability problem

for speech systems. Standard menu driven systems often start with a
long set of instructions in a bid to avoid errors happening. Older us-
ers are not able to remember these messages, which also slow down
the dialogue, rendering them useless. The pattern described here di-
rects designers to embed instructions in an error recovery loop: in
effect to wait for the error to happen and then try to recover it.

Context: This approach is most useful in dialogues which are used mostly by
experienced users who are unlikely to require any instruction and
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will if they use the dialogue successfully never have to listen to an
error recovery message. Use when errors in data input are likely to
occur. This form of error recovery does not prepare the user in ad-
vance for possible errors, as they have to create the error before it is
invoked. The trade-off is against providing long instructions before
the user embarks on a task.

Forces: Different people have different tendencies to make errors. Providing
different levels of error recovery ensures support for those who
make many errors but does not delay those who make few errors.

Solution: Count how many times a data input occurs and on each count in-
voke an increasingly detailed error recovery message. In the exam-
ples below Example (1) simply gives instructions for efficient input,
but the more detailed Example (2) provides information about
which might help the user work better with the system.

Synopsis: Error Recovery Loop provides increasing levels of information as
more errors occur.

Evidence: The Error Recovery Loop pattern was successfully applied in the
Voice Access Booking System (Zajicek et al, 2003).

Example: (1) “Your name has not been recognized. Please speak slowly and
clearly into the telephone.
(2) “The system is trying to match your name against the names it
holds in the database. Please try to speak your name in the same
way that you did when you registered for the Voice activated Book-
ing System.

Rationale: Because older people cannot remember lengthy preliminary spoken
instructions about data input. It is best to let them try to input data
and if it goes wrong invoke an error recovery message.

Confidence: 50%
Literature: Zajicek M., Wales, R., Lee, A., 2003, Towards VoiceXML Dialogue De-

sign for Older Adults, In Palanque P., Johnson P., O’Neill E (eds) Design
for Society. Proceedings of HCI 2003

Related Patterns: This pattern is a member of the Pattern Group (3) – ‘Reducing
Input Errors patterns’ consisting of three patterns that offer dif-
ferent solutions to reduce the errors associated with speech data in-
put.
(3) Default Input Message Pattern (3-DIM-SPO-OP-MPZ)
(7) Error Recovery Loop Pattern (7-CM-SPST-OP-MPZ)
(8) Partitioned Input Message Pattern (8-PIM-SPST-OP-MPZ)
Pattern (4) Context Sensitive Help Message Pattern (4-CSHM-
SPO-OP-MPZ) can be used as part of pattern (7) Error Recovery
Loop Pattern (7-CM-SPST-OP-MPZ)

Author: Mary Zajicek
Creation Date: January 2004
Revision Number: 1
Last Modified: January 2004
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We see that each pattern has its own unique identifying code. It also includes a de-
scription of the problem that it seeks to solve, the context in which it would be used
and the way in which it can be achieved with examples. Some headings perhaps are
not so intuitive. ‘Forces’ refers to existing circumstances that force the need for the
pattern. The confidence level is set at 50% because the pattern has as yet been used in
only one system. This will increase as the pattern is used successfully in further sys-
tems. Other patterns in this pattern set are:

Confirmatory Message (1-CM-SPO-OP-MPZ) – suggests (with examples) provid-
ing confirmatory messages at certain points in the dialogue to boost users confidence.

Menu Choice Message (2-MCM-SPO-OP-MPZ) – suggests that menu choices
should be limited and provides examples for setting them up.

Default Input Message (3-DIM-SPO-OP-MPZ) – suggests (with examples) ways of
setting up default input when errors in speech input have occurred.

Context Sensitive Help Message (4-CSHM-SPO-OP-MPZ) – suggests (with exam-
ples) providing help messages at particular points in the dialogue to help those who
are lost.

Talk Through Message Pattern (5-TTM-SPO-OP-MPZ) – suggests (with exam-
ples) output messages that talk the user through their interaction telling the user
where they are in their interaction and what they can do next.

Explanation Message Pattern (6-EM-SPO-OP-MPZ) – suggests (with examples)
that explanation messages can be useful at points in the dialogue which might not be
easy to understand.

Partitioned Input Pattern (8-PIM-SPST-OP-MPZ) – suggests (with examples), as
an alternative to speech input, how to arrive at an element of ordered input data by
successively halving the search area.

Here we see that Partitioned Input Pattern together with Error Recovery Loop
described above in PLML are the two dialogue structure patterns in the set, while the
others are all speech output message type patterns. They can be found in their entire
PLML form at (Workshop, 2004) and are intended for discussion and can be re-
placed, enhanced or discarded at any time as better solutions are found.

6 Good Design for the Special Group Is Good Design for All

Patterns have been used successfully by Christopher Alexander in architecture and by
the software engineering community. However in these domains the proposed pat-
terns were useful for everybody not simply a small section of society. At first glance
it appears that the patterns listed in this paper are specially designed and useful only
for older people, and would not help the more standard computer user, and even that
the suggested designs could make speech interfaces complicated and slow for the
standard user who requires less support. However everybody to a greater or lesser
extent experiences, for example, problems remembering aspects of their computer
interaction and can therefore benefit from memory supporting patterns.
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Although there is insufficient space to set out the full pattern set in detail, it can be
shown that all but one of the patterns represents good design for all users. Patterns
Menu Choice Message, Explanation Message and Confirmatory Message repre-
sent standard good practice in interface design. Partitioned Input, Default Input
Message and Error Recovery Loop sensitise designers to the difficulties users ex-
perience with poor speech recognition, and offer solutions. However, all users experi-
ence speech recognition problems at some time and would benefit from these pat-
terns. Default Input Message, Context Sensitive Help and Error Recovery Loop

are invoked only when difficulties arise, thus ensuring that people who do not experi-
ence recognition problems would be unaware that they exist. It could be argued that
the pattern Talk Through Message could make interaction tiresome for people who
don’t require the support, if the system were frequently telling the user where they
are in the dialogue and what they can do next. The solution here is to provide for the
talk through option to be either on or off, or invoked as the user starts to display a
non-optimum interaction.

These patterns therefore provide a strong argument for universal design, where de-
signing for our special user group can help all users who might otherwise be expected
to be flexible and adapt to poor speech interaction design. Dulude (Dulude, 2002)
showed that performance on interactive voice response systems was worse for older
people than younger users, simply because older people were responding more nega-
tively to design problems that made their interaction difficult whereas younger people
were more flexible and able to work around the problem. The inference here is that
features that are specially designed to make interaction easier for our user group will
be useful for everybody. Taking the argument one step further, we should therefore
seek out and design for our special user group to promote the design of systems that
are easier for everybody to use.

Just as we have shown that all users benefit from the designs encapsulated in the
above patterns, and in most cases are not aware that extra support for age related
disabilities was built into the speech dialogue, so the dynamic diversity found in our
special user group is accommodated by these patterns. The Error Recovery Loop in
particular accommodates diversity dynamically as error messages are linked to the
number of mistakes that a user makes, which will be a function of their abilities.

7 Conclusions

The pattern set provides a powerful and acceptable means of presenting knowledge
concerning the design requirements of, in this case, older people, where examples of
good design and reasons for using it are presented in an accessible form. Alexander’s
work also encourages a design community to find their own patterns and use them
selectively for individual problems. Their purpose is to educate, and to stimulate
discussion between designers and ideally users as well. The CHI 2004 workshop
‘Human-Computer-Human Interaction Patterns: on the human role in HCI Patterns’
specifically addresses the issue of user involvement in interface design patterns
(Workshop, 2004). Extending the concept of patterns to encompass user participation
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involves particular challenges when working with our special user group. Simply
because communication proved challenging in the past, does not mean that it need
always be. Lines and Hone (Lines & Hone, 2002) have made a start with recommen-
dations on interview procedure, and Newell and Gregor (Newell & Gregor, 2000)
have outlined a new design methodology, User Sensitive Inclusive Design with more
emphasis on the characteristics of the user. The future challenge is to find a fluent
means of communication that will enable our special user group to provide effective
input to interface design.
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Abstract. When attempting to solve the riddle of the planets, Pythagoras the
mathematician applied his ‘philosophy of numbers’ to the available information
on the dynamics of the solar system. Having also studied music as science, he
called the unity he found the Harmony of the Spheres, believing that the divine
could hear a hum created by the perfect harmonies in the oscillations caused by
celestial bodies. This paper concerns the provision of music for people who are
blind or otherwise print impaired. Our experience has shown that by consider-
ing accessibility from scratch we can establish some fundamental harmonies
which can be achieved by taking a more ‘openfocus’ to inclusive design. No di-
vine hum perhaps, but we can help people to whistle a good tune.

1 Introduction

1.1 Design for All

The Design For All approach [1] is now a very familiar one and most designers are
aware of the basic tenets. Despite this, one has to look very hard indeed to find con-
crete examples of the successful implementation of this approach. If we are funda-
mentally to examine the different aspects of designing a more inclusive world, we
must also consider the education of software designers and innovators to think about
an inclusive world. This activity cannot be performed in isolation, as there is a paral-
lel need to educate consumers to make their demands more explicit.

We must also provide software designers and innovators with a clear insight of the
fundamental impact of the Design For All approach. This can be achieved through
educating software designers who in turn will educate consumers. The products from
these designers should raise public awareness of Design For All through demonstra-
bly useful products. These products will have a built-in software interface that en-
ables a dialogue between the developers and consumers and it is this dialogue that
forms the basis for favourably influencing public opinion. In this way, the emerging
results of this educational process would be a far wider and more ‘openfocus’ within
design processes. It would then be more likely that inter-operable software (and hard-
ware) will emerge and a more inclusive world can begin to take shape.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 96–103, 2004.
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1.2 Open Focus

Designing a more inclusive world requires a more Open Focus. This ‘openfocus’ can
be achieved through an interplay of practical solutions conceived by greater co-
operation between science and philosophy; technology and industry; and community
and education. The traditional route to solving a problem requires that ‘expert knowl-
edge’ is built onto the subject at hand before the problem is tackled. This layered
knowledge is built upon until the expert points of view are focused almost exclu-
sively on the solution. However, incorrect or inappropriate knowledge may lead to an
intellectual dead-end. The solution to this dead-end is to take a step back, or in struc-
tural terms to move to a perspective with a higher level of abstraction. This can be
described as an ‘openfocus’.

In order to model user requirements central to the users’ needs rather than relying
on existing tools, a change of focus is required. This may often seem to be counter-
intuitive, apparently undermining the focused concentration usually associated with
such fundamental problems. This ‘openfocus’ requires thinking in a non-standard
abstraction layer, and can actually be very easy if the mind is trained to overlook
fundamental beliefs. The ‘openfocus’ approach refers to a generalisation of the prob-
lem by looking at the bigger picture, which may involve considering different per-
spectives. These perspectives are often far removed from the perceived core of the
problem, such as user requirements or product aesthetics, but they can lead to generic
and robust solutions. Under ‘openfocus’, abstraction leads to a better understanding
of the situation by contributing information from multiple viewpoints. Mathematics
has, after all, improved our understanding of music.

1.3 Accessibility, Technology and Science

We may find science fascinating. We may even find technology fascinating. Provid-
ing useful services to people in need is not quite as fascinating, but sustaining the
provision of useful services and meaningful accessible content can be considered vital
to the growth of the information society as a whole. Combining the above presents a
considerable challenge. When designing, specifying and building applications and
infrastructures to store accessible content, several apparently unrelated issues arise.
How do we describe the knowledge and capabilities we possess and capture the re-
pository of resources we can use to implement these capabilities? How do we de-
scribe the questions and problems of end users and content providers? How do we
marry both within manageable and consistent frameworks? How do we re-apply this
knowledge and combine these resources with new insights to solve new problems?
How can we accelerate the process described above?

When providing accessible media for print impaired users, many of these issues
must be examined in a more extreme context. Creating accessible media requires a
whole range of processing stages and involves many different people and tasks.
Given the need to provide reliable content transformations to end users, which can
involve diverse materials ranging from mathematics and physics to musical scores, a
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great deal of additional effort is needed for researching production tools and represen-
tation techniques that keep these specific requirements in mind.

One part of the challenge described above is to provide end users with a sense of
freedom. This means actively pursuing a strategy that merges accessible media with
‘normal’ media. While adhering to the principle that all original information is also
provided in alternative format materials, key choices regarding the structure of these
adaptive materials remain. As content producers, a great deal of effort is invested in
production procedures and researching innovative applications that help our custom-
ers as well as, for example, the library community, computer community or the pro-
duction community. This represents a wide range of overlapping (and highly special-
ist) requirements. If content providers in general, with no specialist knowledge of
these issues, are to have greater integration in production processes, it is incumbent
upon us to explain the ways in which sustainable accessible information provision
can benefit them directly. This paper will illustrate some of these issues by examining
a research project in the area of accessible music production. This project aimed to
bring all these different requirements and procedures together within an open frame-
work, one which would enable us to re-use the similarities in requirements of all of
the individuals involved in the production and consumption of accessible music.

2 Establishing the Right Perspective

The traditional approach taken to the provision of music for the visually impaired has
been largely concerned with Braille Music, building on a system first developed in
the middle of the century. Braille Music is presented as a Braille description of a
single voice or a single bar of music. This Braille description is ‘coded’ using the
standard Braille signs according to an internationally defined grammar [2]. However,
reading Braille Music is a complex task and for those people who become impaired
beyond the age of twenty, it is extremely difficult to learn Braille.

Talking Music is presented as a played fragment of music, a few bars long, with a
spoken description of the example. The musical example is there to provide the user
with a context for the spoken material, making it easier to understand and play. The
format was automated and standardised in the Accessible Music Software project
which uses the plug-in environment available in Finale® music notation software [3].

One of the most important requirements for musical presentation in Braille or
Talking Music formats for impaired users is understanding the context of the musical
material [4]. This means that important information regarding context deduction must
be clearly perceivable: that is, the end user must be able to distinguish their location
in the musical material and so be able to understand the functions of the musical ma-
terial at hand. The end user must not be overloaded with redundant information, but
at the same time be provided with enough musical material to be able to deduce its
function.

Given these requirements, we considered whether or not there was a way to merge
consumer and producer requirements using new technologies. Most of the require-
ments for the consumers of accessible music are the same as those for the producers



Accessibility from Scratch: How an Open Focus Contributes to Inclusive Design 99

of accessible music. If the effort involved in creating accessible production tools is
combined with the effort for producing accessible consumption tools, a more har-
monic relationship between the two is guaranteed.

When examining the similarities between consumer and producer requirements,
the role of structure appears to be very important [5,6,7,8]. Visually impaired people
have difficulties with the simultaneous perception of the attributes visualised in a
graphical musical score, so the visually impaired musician cannot gain a perspective
on the musical score in one glance. Playing music and reading music are two distinct
but inter-related processes. We can mimic this integration of the senses by providing
assistive mechanisms that help retrieve the consistency in the information being pre-
sented; what we would call well-formed information, a term borrowed from the
HTML/XML internet technology lexicon. In both transcription methods (Braille Mu-
sic and Talking Music), it is very important to preserve as much information from the
original music score as possible, but not too much. The end user must be able to as-
similate the separate musical attributes and thus be able to understand the music de-
scribed in Braille or spoken using Talking Music. This also means that the end user
must, in one way or another, be given the chance to control the quantity of informa-
tion. The real challenge in providing these kinds of features to the end user as well as
the producer lies in keeping the representation and presentation structures consistent
on all processing levels.

3 Widening the Focus

At the development stage of the Accessible Music Software project, we considered
very carefully what needed to be present in a system that aims to service various
requirements, preferences and specialisations. This raised a number of philosophical
issues rarely addressed in software and hardware design for inclusive computing.

New products tend to be used as a de facto reference for future research, but if
these new products have been designed with a short-term view, they will only solve
short-term problems and they will severely limit any ability to step over the boundary
of application. Fragmented short term solutions for accessibility problems might
provide only inflexible boundaries to the solutions we can come up with to address
the needs of all users involved in the design process. We are all familiar with the
oversized, one-off ‘prototype accessibility application’ which gathers dust in the
corner of the research lab.

Requirements never stay the same over time: requirements change for all users of
any service. The end user’s sight or other senses might deteriorate over time, their
needs being met with appropriate features in accessible media. The differentiation of
user requirements in general might grow, forcing the system to deal with a broader
variety of processing possibilities with which it cannot cope. The processing system
itself might in due time signal changes in memory requirements. The consumer base
might be expanded to cater not only for visually impaired users, but also for dyslexic
users. How can we anticipate fundamental changes like this?
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3.1 Building Harmonic Relationships

Design Goals. Through previous development experience, and with the objectives
outlined above, several accessible production tools were created. These tools were
built within the ‘openfocus’ paradigm and this created a robust and extensible frame-
work upon which to build outcomes. This is evident in the ability of the software
packages to personalise the needs of both consumers and producers, a key concept of
‘Design for All’. This in turn provided several transparent requirements for imple-
mentation goals. The tools under development had to be based on very clear and very
simple design decisions. The models that we require to be able to represent and model
content are not aimed at achieving an ‘ultimate’ representation. Rather they are
modularised and open to expansion. This modularisation takes into account notions
from the Human-Computer Interaction domain [10]. This notion of expansion and the
accessibility of this expansion is a fundamental design decision [8,9]. This fundamen-
tal design decision might also be called accessibility from scratch (see Figure 1 be-
low).

Fig. 1. Relations between design goals. The grey arrows indicate exchange and re-use of
knowledge and experience in both design and application

All of the designs and modules are based on the Object Oriented Modelling para-
digm and can be documented in existing modelling languages, such as UML. This
provides a strong distribution base for the knowledge required to implement accessi-
bility notions from scratch. This provides an advanced user-configurability, giving
control over preferences to the end user without destructive consequences in system
design. Because of the object oriented nature of the paradigm, there is a high level of
configurability from the developers’ perspective. Next to the production capabilities
of this initiative, the shared modelling environment enables a level of communication
between the consumer and producer of accessible music. The learning experience
provides valuable information on how to enhance the understanding of the services
we can provide to the print impaired users.
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Domains and Users. Most of the music provided to print impaired consumers is
based on Western Music Notation (WMN), a notation scheme for music based on
bars, lines and notes. As most music nowadays is available in this form, it is therefore
available for accessibility processing. There also exists a lot of music that is not
available in WMN, but WMN can be used to transcribe this un-notated music. Prior
to the transcription of a piece of music, we must consider this piece of music to be
completely inaccessible for any print impaired user. A lot of new experimental music
or existing ethnic music is completely missing from the repertoire that this category
of users is able to learn from and enjoy.

Fig. 2. Separation of system components in three layers. These layers are used to classify proc-
esses involved in producing and consuming accessible music

The use of Western Music Notation for music provision in the broadest sense is a
very fundamental choice. WMN provides a wealth of primitive building blocks for
constructing a detailed description of the music. However, it also lacks many funda-
mental building blocks that are of vital importance when trying to achieve naturally
accessible music notation. Producing and consuming accessible music involves proc-
esses of a multimedia nature. The representation of processes is not explicitly avail-
able in WMN and explicitness is what we consider the fundamental aspect that is
required to ‘open up’ digital information sources for the target audience. Every com-
poser and transcriber has preferences based on professional choices or taste. Every
user and consumer has preferences, also based on profession and taste; or on limita-
tions in perceptual abilities, understanding or even mobility. Most people can adapt to
the rigidity enforced by WMN: they just have to learn to read the notation. However,
some people are not able to learn or are not willing to learn because of their physical
or mental limitations or because of the limitations inherent in WMN itself.

As a result of all these preferences and all the translations and modifications these
additional requirements will have on the music that is processed, it is important to
represent this behaviour in a system that is going to model this process. A layered
design is required that permits runtime modelling of relations between various kinds
of actors, entities and requirements. This layered design must also incorporate a rep-
resentation model of the content.
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Interpersonal Perspective Taking. This raises more questions than it answers. What
would that person think of this content which another person created and which I
collected and which I think is vital to this endeavour? How can we understand the
wishes of the person at the receiving end of the communication line? How do we
learn what is important for the employees in department Y and how can we commu-
nicate the fact that we respect their requirements – be they personal or corporate?
How do we gain a level of trust in our technological and scientific effort with our
colleagues, employees, customers, clients and so forth? The ability to see one an-
other’s requirements without too much destructive filtering is called interpersonal
perspective taking [11]. How do we represent interpersonal perspective taking in a
manageable framework that not only incorporates diverse wishes, but also locates
these wishes within an organisational structure? The framework used to implement
the Accessible Music software also provides a means to collect requirements such as
these alongside accessibility knowledge.

Implementation.  Given the similarities between the producer and consumer re-
quirements and the various modelling tasks at hand, we examined the possibility of
merging these requirements using existing software. However, the various complex
output formats meant that we needed a flexible model for the representation of music
(and modelling of the transformations of this representation), as well as very basic
navigational capabilities. A more detailed description of this work has been published
elsewhere [12].

The Object Oriented Music Model used as a backbone for the transcription of Fi-
nale® formatted music into various output formats, should be as flexible as possible.
The model should provide abstract means of describing various styles of music.
Moreover, it should provide a means of structuring the musical information in more
than one representation, preferably simultaneously. When coupled to a Document
model that can handle the modifications of the output format, this provides a frame-
work within which the key objectives can be met. In this way, the open abstract music
representation model provides a level of abstraction and decoupling between the
various components that enable specialisation of musical classes. This serves as a
foundation for future work, making all parts of any score accessible.

4 Conclusion

This paper has examined aspects of inclusive design and has argued that by taking a
more fundamental approach, we can help designers to incorporate accessibility from
scratch. Designing a more inclusive world requires a more Open Focus. In order to
model user requirements central to the users’ needs rather than relying on existing
tools, a change of focus is required. The ‘openfocus’ approach refers to a generalisa-
tion of the problem by looking at the bigger picture, which may involve considering
different perspectives. Under ‘openfocus’, abstraction leads to a better understanding
of the situation by contributing information from multiple viewpoints.
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This paper has sought to illustrate these issues by examining a research project in
the area of accessible music production. By combining current expertise in the do-
main of accessible multimedia music production, accessible text production and the
fundamental approach outlined above, a production and consumption environment
that integrates software, hardware and fundamental design notions was established. It
was argued that the changing nature of requirements - and with that the potential
design of any system - is a fundamental issue in the design of a more inclusive world.

References

1.

2.

3.
4.

5.

6.

7.

8.
9.

10.

11.

12.

See http://www.design-for-all.org or
http://www.e-accessibility.org

Krolick, B (1996), “New International Manual of Braille Music Notation”, World Blind
Union, FNB, Amsterdam
http://www.finalemusic.com

Crombie, D., Dijkstra, S., Lindsay, N & Schut, E (2002), “Spoken Music: enhancing access
to music for the print disabled”, Lecture Notes in Computer Science, Vol 2398. Springer-
Verlag, Berlin Heidelberg New York
Crombie, D, Lenoir, R, & McKenzie, N, (2003) “Producing Accessible Multimedia Music”
in Proceedings 2nd International Conference on Web Delivering of Music, IEEE
Ballard, D.H. and C.M. Brown (1982), “Computer Vision”, Prentice Hall, Inc. Englewood
Cliffs, New Jersey
Dodge, C., Jerse, T.A. (1985) “Computer Music – Synthesis, Composition and Perform-
ance”, Schirmer Books
Cope, D (1991), “Computers and Musical Style”, Oxford University Press, Oxford
Desain, P., Honing, H. (1992) “Music, Mind and Machine”, Thesis Publishers Amsterdam
Winograd, T. (2001), “Interaction Spaces for 21st Century Computing”, in John Carroll
(ed.), Human-Computer Interaction in the New Millennium, Addison-Wesley, 2001.

Parks Daloz, L A, Keen, C H, Keen, J P, Parks, S D (1996) “Common Fire”, Beacon Press,
Boston

Crombie, D., Lenoir, R., & McKenzie, N., (2004) “Integrating music representations within
MPEG environments” in Proceedings 4th International Conference on Web Delivering of
Music, Barcelona, IEEE (forthcoming)



Design for All: Experience-Based Strategies
for User Involvement in IST Research Projects

Tony Verelst

ISdAC International Association, c/o IGL, Boddenveldweg 11,
B-3520 Zonhoven, Belgium
chairman@isdac.org

Abstract. Ever since 1998, ISdAC International Association has been actively
promoting a Design for All approach with regard to IST applications, as well as
supporting several initiatives in this regard. It is ISdAC’s belief that Design for
All starts with active user involvement in the earliest stage of the product de-
velopment process. Therefore, part of our activities focused on gathering infor-
mation on disabled people’s experiences with existing products, as well as on
creating an inventory of the difficulties encountered when becoming active
online. We have been able to put together a group of disabled experts online,
who can act as a user test bed for several research projects in this regard. Re-
cently we have been involved in three IST research projects. This paper will
present in detail the user requirements capture strategies and experiences,
mainly in the scope of the IPCA project. Furthermore I will formulate some
conclusions and recommendations in the field of an IST DfA approach based on
our experiences.

1 Introduction

Over the years, the importance of a Design for All approach has been growing.
Nowadays almost everyone acknowledges the need for and benefits of user centered
design, incorporating the needs of specific target groups in the design process in order
to obtain a better end product with a wider market audience. Several methodologies
and guidelines have been developed in order to facilitate this (e.g. USERfit [1],
INUSE1), and EU funding has been made available to explore further what needs to
be done in order to incorporate the DfA concept in the product development process
as well as education (DfA curricula2).

This field is also of interest to ISdAC3. Founded in 1998 as a European organisa-
tion of and for People with Disabilities (PwD), we have a two-fold mission:

Challenging Europe and its nations to make the Information Society fully accessi-
ble to people with disabilities
Challenging people with disabilities to express their possibilities and to demon-
strate their abilities in the context of ICT

1

2

3

http://www.ejeisa.com/nectar/inuse/6.2/contents.htm
IDCNET Project (IST-2001-38786), http://www.idcnet.info
http://www.isdac.org/

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 104–109, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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The members of the ISdAC team form a strong virtual unity with a common vi-
sion. They extensively use Information and Communication Technologies to interact
with each other, and are therefore very aware of the necessity of direct user involve-
ment in the design process as early as possible.

Over the years, ISdAC has evolved more and more in the direction of a European
user organization, rather than a political lobbying group, although both are equally
important and we will remain active on both fronts. Our involvement as a user group
within several EC funded projects, has given us the opportunity to build up expertise
in the field of user modeling. I would like to present one of these experiences in de-
tail, and discuss our user requirements capture and user feedback strategies, as well as
highlight some of the results and formulate some recommendations that can be of use
to anyone thinking about a DfA approach.

2 The IPCA Project

IPCA4 aims to develop a new intelligent interaction mechanism that will enable peo-
ple with severe motor and speech disabilities to control standard, and especially web-
based, applications. The system will be based on a flexible combination of existing
non-invasive sensors and encoders able to control different physiological parameters,
and a set of software tools that will allow the user to interact with existing computer
applications, in order to facilitate user interaction with different Internet applications
and services.

Given the aims of the project and the developed product, the main target user
group is people with severe physical and/or speech impairments.

2.1 User Requirements’ Capture

Let us now take a look at the strategies used to recruit the test users and guide them
throughout the tests. For gathering the user needs regarding the hardware components
of the system (Multichannel Monitoring System, MMS), the actual test as well as the
user recruitment has been coordinated by our project partner IBV5, whereas the soft-
ware components testing (Ambient Navigation Toolkit, ANT) has been coordinated
by ISdAC. What follows is not a discussion of technical issues concerning IPCA, but
an analysis of the process from the user’s standpoint.

2.2 User Recruitment

With regards to finding test users, a slightly different approach has been taken by both
IBV and ISdAC. For the recruitment of the test users of the MMS, IBV has cooper-
ated with user associations in Valencia, as well as the Neurological Service of the
“Hospital General Universitario”, where some of the patients took part in the tests.
The contacts with the users always took place through these intermediary organiza-
tions.

ISdAC has taken on a slightly different approach, using an ‘online recruitment pro-
cedure’. This was done by building up an Internet presence through active involve-

4

5
IPCA project (IST-2001-37370), http://www.ipca.info
http://www.ibv.org/
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ment is several online news- and interest groups on relevant topics (e.g. disability
newsgroups). Simultaneously, relevant organizations that were present online were
also contacted. Through these existing channels a standard message was spread, in-
troducing IPCA and the forming of a user test bed, inviting interested individuals to
join and apply as a test user online by means of a form that already gathered some
basic information about the user and his specific disability. That way, a first selection
could already be made based on this information.

This approach had the advantage that the targeted users were individuals (home us-
ers), and already had some internet expertise, which was relevant for the test scenario.
In most cases Assistive Technology was used to allow them to access the World Wide
Web. The next step was then a close follow-up, initially by e-mail and telephone,
followed by a personal visit at the user’s home or a neutral location if desired. That
way we could already get a general idea about the user’s specific situation, the current
tools used for accessing the PC, and specific difficulties being encountered in doing
so. Based on this information, the best possible candidates for the ANT test were
selected.

Evidently, the latter approach involves some ethical issues regarding anonymity
and privacy of the individual test users. This was overcome by signing an anonymity
agreement stating that ISdAC would not pass this information on to third parties.
Furthermore, privacy was ensured by only stating the user’s age, sex and location in
any external communication and reporting. All users taking part in the ISdAC test
receive a lump sum payment by means of a cost statement to compensate for their
time, effort and sharing of expertise.

2.3 The Actual Tests

The tests were aimed at obtaining user feedback on the needs and requirements in the
early stage of the project, so that they can be taken into account during the next de-
velopment phase of the product.

The test coordinated by IBV was on the possibilities and requirements regarding
the sensors that will be used to allow the user to control the mouse. Two possible
sensors were tested: an EMG sensor, measuring muscle activity by detecting and
amplifying the tiny electrical impulses that are generated by muscle fibers when they
contract, and a tilt sensor that registers horizontal as well as vertical inclination. In
both cases, additional software was used in order to ‘translate’ the sensor signals into
mouse movement on the screen. An interview procedure was used to obtain the user’s
comments and feedback about the systems being tested.

The ANT toolkit test was focusing on gaining insight in obstacles the layout and
design of a Web site or standard application may cause when using a mouse emula-
tion system. Usability issues due to information overload, misleading links and etc.
were neglected during the test. This approach was chosen because in later stages of
the project, mouse emulation will be controlled by biofeedback sensors which may be
the only means of accessing a computer system for people with severe physical
handicaps and speech impairments. The tests were coordinated by the Competence
Center BIKA from the Fraunhofer Institute of Applied Information Technology
(FIT6). The scientific results of the tests are presented in a separate paper.

6 http://access.fit.fraunhofer.de/
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3 Recommendations

Through the experience of ISdAC with setting up and maintaining a user test bed
within the scope of IPCA as well as the IRIS7 project, we have obtained a good view
on the difficulties being faced when choosing a User Centered Design approach.
Based on our experiences we can formulate some recommendations that might facili-
tate this process.

3.1 General Recommendations

The following recommendations are applicable for test scenario’s of web pages and
standard applications, regardless whether the tests will be guided by an instructor,
who will be observing during the test (face to face interaction) or the complete test
environment (including questionnaires) is fully available online, and the user needs to
perform it individually at its own pace.

In order to find the needed users, promote the potential product/service at relevant
user forums and newsgroups, also indicating that you are looking for test users.
Provide a short (online) template for registration in order to get some basic infor-
mation about the user. This will allow you to check whether the user fits the ‘tester
profile’, and choose the best possible candidates for the test based upon this infor-
mation in case the number of participants is limited. This way you will also have
some possible ‘backup users’ if needed later on during the test (for this kind of
tests, drop rates are usually high). If necessary, visit the users in their home envi-
ronment to get a good view on their current situation and the Assistive technology
being used.
Try to provide an ‘interesting’ test environment. This can be done e.g. by creating
test scenarios within the specific context of the internet service that are as close as
possible to the user’s field of interest and his daily life sphere. Try to highlight the
potential benefit of the application for the user during the test.
Ensure the protection of the users’ privacy by clearly stating that no personal in-
formation will be passed on to third parties. Make sure that in all reports, presenta-
tions etc. the users remain anonymous.
User requirements regarding accessibility and usability issues are often very indi-
vidual, based on one’s preferences regarding presentation of the information and
the type of Assistive Technology being used. Therefore, try observing the user
while performing the test, taking notes on protocol sheets. Furthermore, try to
separate the user feedback resulting from personal preferences, from the one that is
related to the examined web page or application.
Make sure that all the activities are logged. Going through the logfiles might bring
up possible problem areas within the test environment (e.g. if the user seems to be
browsing through the internet application without a pattern, it might indicate that a
specific functionality is not ‘as easily found as you thought’).
Arrange some kind of reimbursement to compensate for the users’ time and effort
and sharing of his expertise, as well as his willingness to take part.

7 http://www.iris-design4all.org/
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After the tests, keep the user involved about the results and the further develop-
ment of the project, so they keep an interest and are available for additional tests in
the future.

3.2 Recommendations for Online Test Environments

In case of a full online test environment, where the user has to perform the activities
by herself, with only email or phone support from the instructor in case of difficulties,
the following things should be kept in mind:

With regards to personal preferences and the Assistive Technology being used, try
working as individual as possible, building up close and active communication
with the users (e.g. by email), but leaving room for conversation outside the strict
test-related working area. Very often, in the case of a ‘distant test environment’
normal social interaction brings up interesting facts about the user’s specific re-
quirements, that can not be captured within a test scenario, but are nevertheless
important in order to realize the user’s needs and preferences, and to be able to
properly respond to them in the design phase.
Create a single contact point the user can turn to in case of difficulties performing
the test. If the user ‘gets stuck’ at a specific point within the test scenario (e.g.
problem finding a specific functionality or button within an internet service), try to
give him some ‘pointers’ to help him in the right direction, rather than just provid-
ing him with the solution. If this has no effect, clearly state in the result processing
at which point you provided the solution, so that you know at least the ‘problem
areas’ within your internet service. Otherwise this will affect the credibility of the
obtained information.
In the case of questionnaires, avoid too much textual input, e.g. by using multiple
choice questions whenever possible. However, leave enough room for the user’s
personal comments and feedback.
If possible, provide the test environment and questionnaires in the mother tongue
of the user.
Closely follow up on the test user’s progress so that you can identify possible prob-
lem cases (e.g. dropouts) as early as possible, and replace them if necessary.

4 Conclusions

As you can see, most of these recommendations require a close follow-up and prompt
response, as well as some background about the disabled user’s specific requirements,
preferences, living situation, etc. This expertise might not always be available at hand
within the organization that designs the product. Also, communication between e.g. a
designer or researcher and the end user might be complicated because of the ‘different
angle’ when looking at the product.

In order to allow a maximum user support and minimize the efforts recruiting the
disabled test users with the right ‘disability profile’ to test the specific internet ser-
vice, one can think about involving an intermediary organization with close contacts
to the targeted test user group (e.g. user organization, organization with background
on specific problems/user requirements) to take care of these issues. In many cases
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they have the right test users easily available, or at least know where to find them.
This way the intermediate organisation can take care of following up on the tests and
the processing of the results, while the designer can focus on designing and imple-
menting enhancements to the product, based on the user’s feedback.

In this regard, ISdAC has already proven its added value and expertise within the
framework of the IPCA and IRIS project, and is this way building up expertise in the
area of user modeling. The fact that ISdAC is actively involved in several online dis-
cussion groups on different subjects and has established contact with several user
organizations and individuals as part of its outreach actions, makes our organization a
valuable partner for any manufacturer wanting to test the usability and accessibility of
his internet service, web page or standard application. Furthermore, we are currently
working on setting up a user database online, where disabled people that are poten-
tially interested to take part as a test participant, can register without any further obli-
gation. This way it will be easier to select and approach suitable candidates according
to specific user profiles required for future test environments.

This approach is a win-win situation for both parties: the designer is sure to get the
‘right users’ without too much effort, and the intermediate organization (and thus the
disabled user himself) gets involved in the design process and can build up a ‘reputa-
tion’ in this regard towards the disabled community. When both parties bring their
specific expertise together, the result will be an IST environment with a maximum
usability for all, this way making the potential market share as big as possible from
the part of the designer, and ensuring that the product/service will be usable and ac-
cessible based on ‘expert feedback’, which already in itself might be an argument for
the users to purchase it.

ISdAC commits itself to assist anyone interested in Design for All, by the neces-
sary experts in order to achieve this goal. It is part of our mission to ensure a maxi-
mum integration of People with Disabilities in the Information Society, and we are
convinced that a user centered design approach is one of the major drivers that can
positively influence and speed up this process.
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Abstract. This paper presents the preliminary results of the IDCnet Thematic
Network in regard to the development of curriculum recommendations for
Higher Education institutions in the area of ICT that include Design for All.
These recommendations are based upon discussion with relevant actors in in-
dustry and academia to identify core knowledge sets and skills.

1 Introduction

IDCnet1 is a Thematic Network funded under the IST Thematic Priority of the
Framework Programme from the European Commission. The activities of  IDCnet are
aimed at supporting the objectives of eEurope2 and the European Design for All e-
Accessibility Network (EDeAN3) in regard to the development of curriculum recom-
mendations in the area of Design for All (Df A) in ICT.

The strategic goal of IDCnet is to integrate information and identify core knowl-
edge sets and skills for model curricula in Design for All for Information and Com-
munication Products, Systems and Services. We situate our activities in the multidis-
ciplinary area of design, especially design for, and supported by, information and
communication technologies.

1

2

3

Inclusive Design Curriculum Network, IST–2001–38786, http://www.idcnet.info/
http://europa.eu.int/information_society/eeurope/
http://www.e-accessibility.org/
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The objectives of IDCnet are to:

Integrate relevant information to understand the ICT design education culture and
the industry needs in Europe.
Identify knowledge sets and skills that should be part of a curriculum for DfA in
ICT.
Integrate R&D products that contribute to DfA in design and learning processes.
Influence education and research policies.
The mainstreaming DfA in the education sector.
The activities of the project are focused on gathering relevant information and ex-

changing experiences with relevant actors. To that end, the Consortium members have
organized two workshops (Helsinki, Feb 2003; and Sankt Augustin, January 2004),
and participated in several conferences.

This paper will present briefly some of the major outcomes of the project, and will
outline some of the future recommendations.

2 The Needs of Industry and the Optimal Graduate Profile

It is a known fact that a high percentage of European universities’ curricula do not
reflect the needs of industry. Therefore, we tried to focus our work in a context that
could identify first those needs, and then introduce recommendations dealing with
Universal Access [5].

There are several technological landscapes in the area of ICT that can be affected
by the incorporation of DfA:

Accessibility guidelines and APIs;
Device independence;
User and device profiling;
Semantic Web and metadata; and
Multi-modality.
A number of big industry players are already working on DfA or accessibility, but

they face a number of barriers. Software engineers are not taught about accessibility
at the university, so they need to be retrained. For Web developers, the situation is
even worse, because they have often no formal training.

The drive for DfA is usually top-down, not driven by the knowledge or training of
the developer. Accessible products are developed by companies where senior man-
agement understands the value of accessibility. Similarly, large accessibility initia-
tives in the Open Source community are usually supported by big industry players
(IBM, Sun) instead of grassroots initiatives.

Many companies have misconceptions about DfA, and think that it is only design
for the elderly and disabled, or that it means ‘one size fits all’. Many also consider
anything that costs more than the able-bodied version as an ‘undue burden’. Existing
guidelines, for example the Web Content Accessibility Guidelines, are sometimes
seen as too complex and too detailed. There have been surveys on what would be
good incentives to incorporate accessibility: profits or increase in Web site traffic
always come out on top, while legislation and policy are the least popular incentives.
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Industry also wants closer ties with organisations that perform research on DfA,
easier access to research results and exemplars of good design as sources of inspira-
tion. They also would like more support from the outside. Companies who start out in
this area want to know how to implement DfA in their organisation.

Fig. 1. IDCnet Web site (http://www.idcnet.info/).

There are few sources on the ideal graduate profile for designers and engineers
with regard to DfA, so it was necessary to extrapolate from recommendations from
related fields (HCI and ergonomics). Some examples gathered from the HCI area state
that:

There is a greater need for HCI experts than for methods and tools.
The industry prefers pragmatic knowledge and hands-on advice on guidelines to
perfectionism.
People should be trained to become sensitive to good and bad design.
Learning on the job and using your skills and expertise in projects is one of the best
ways of learning.
Inviting guest lecturers from companies can increase credibility.
There is a need for HCI education for people who end up in supervisory or deci-
sion making positions.
There might be a greater need for soft skills than knowledge.
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The Consortium is actively pursuing the definition of the optimal graduate profile,
which will be made publicly available at the end of May (before the camera-ready
paper was sent to the publisher; further information will be available in the project’s
Web site).

3 Identifying Core Knowledge and Skill Sets for Model Curricula

In order to work towards curricula recommendations, it is also necessary to under-
stand what constitutes the knowledge and skill sets that form the body of knowledge
about DfA. Defining and understanding this body of knowledge or ‘discipline area’
forms a basic task of most curriculum studies [1]. It may be argued that DfA is more
of a philosophy than a discipline in its own right. This argument is taken up and re-
futed in [2], and a taxonomy of knowledge and skill sets that can be said to be distinct
to DfA has been proposed.

This taxonomy has undergone some refinement, both as a result of peer review and
of the actual teaching process, but remains fundamentally the same as it was first
proposed [3,4]:

Design for All Awareness
This knowledge category serves most often as an introduction to DfA. By various
means students are encouraged to think of users in a wider category than just mir-
ror images of themselves, to understand how barriers are unintentionally put up
when user needs are not sufficiently understood, and to understand that DfA does
not mean design for disabled, but for diversity of users and contexts.
Why Design for All? Ethical, Legal and Commercial Considerations
As part of ethical considerations, students learn about the history of DfA, the move
from segregation to integration, from specialized solutions to inclusive solutions
and equal opportunities for all.
As part of legal considerations, students learn about various pieces of legislation,
how they have come about, their impact, and what is set to happen in the future.
As part of commercial considerations, students are introduced to the commercial
benefit of DfA, and various supporting arguments, such as demographics, the prob-
lem of retro-fitting design, etc. Other requirements, such as the importance of mak-
ing sure that products appeal to all and do not carry stigma are re-iterated since the
‘specialised solution’ design that is non-aesthetic is often rejected, even though it
may fulfill its functional requirements.
Recommendations
This knowledge category is a ‘catch all’ for work such as Principles, Guidelines,
Standards, Recommendations, and Specifications that have a bearing on DfA. Stu-
dents are made aware that such bodies of knowledge exist. They should be encour-
aged to search for such work and consult the relevant ones as a first step. At the
same time, it is acknowledged and explained (and illustrated) that these are not al-
ways easy to find, and rarely in a format that is easy for them to use and implement
in specific contexts. The ‘jargon’ of each type of recommendation is also a consid-
eration.
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Interpersonal Skills for Teamwork
This category is slightly different from the preceding ones because it centers on
skills rather than on knowledge. However, it can be stressed to students that behav-
ioral skills such as team work, communication skills, information representation,
information retrieval, etc. are very important to design work practice in general and
to Design for All in particular. This is because DfA is not widely understood or ac-
cepted as yet. Designers with DfA knowledge may find themselves the only person
in the team. They will have to work to convince their co-workers, at many different
areas within the organization of its importance.
For this area, the actual teaching strategies are the most useful way to give students
the opportunity to learn these skills, by organizing team work, presentations and
critical evaluations (critiques). In particular students who are to work as agents of
change for DfA, should be able to demonstrate their skills to convince with sound
argument and efficient persuasion.
Accessible Content: Knowledge about Documents and Multimedia
In this category the emphasis is on making sure that ‘content’ (mostly information
and interactive Web pages) is accessible and usable. Students develop the ability to
understand when content is problematic and why. They learn about current meth-
ods and techniques to produce accessible content, or to convert content. Depending
upon type of student/course, they may develop the ability to produce accessible
content/convert content.
Accessible Interaction: Input and Output
This category deals with hardware and software enablers of interaction, but ab-
stracted from human users. It includes:

Knowledge about assistive and adaptive devices that enable alternative input
and output, e.g. speech synthesizers, screen reader software, screen magnifiers,
alternative keyboards, etc., as well as different types of browsers and operating
systems that allow different manipulation of the content, etc.
Knowledge about different types of modalities: speech, haptics, gesture, sketch,
force feedback, scanning, bio-sensors, etc.
Knowledge about different bandwidths, device capabilities, etc.

New Paradigms of Interaction
The justification for the creation of this category was to be a place for the work that
is mostly in research state currently, but within the next five years –the typical time
span of an undergraduate+master’s university education– could breakthrough into
mainstream development. Topics that can be distinguished are affective and social
computing, a range of smart computing applications, smart homes, clothes, cars,
ambient intelligence, etc.
User-Centered Design
Into this category go all the human, user, usability/accessibility philosophies,
methodologies, techniques that apply to requirements and evaluation phases of de-
sign, etc. Many of these are routinely taught as part of HCI courses, but as they are
currently used they do not always include diversity in users and situations.

The objective of drawing up this taxonomy is to have a framework in which to
place the disparate information about DfA and to give it a classification. In this way,
it forms both a way of dealing with present-day knowledge as well as having some-
where to ‘pigeon-hole’ new results and work, be they to do with standards, or applica-
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tions, or whatever. It helps map out the area both for prospective students, as well as
for prospective teachers. This is not to say, or course, that every category will be used
to the same degree, this will depend very much on the background of the instructors,
the students, and the type of course they are doing. Thus it is up to each instructor to
decide upon what breadth and depth is appropriate for his students. It should be noted
that the categories of the taxonomy group the knowledge and organize it, but do not
discuss in any detailed fashion how to teach the knowledge. This will be in part
documented in the work on the IDCnet teaching pilots.

3.1 IDCnet Pilots

Some Consortium members have started or will start several pilots to demonstrate our
results and to implement in actual curricula, the taxonomy categories identified in the
previous section. These pilots have proven to be very useful, and have helped us to:

Refine the knowledge and skill sets classification;
Provide auxiliary materials, like questionnaires for lecturers and students, which
can help us to measure the impact of including DfA in the courses.
Exchange peer information with researchers as well as teachers that can be of mu-
tual benefit. For instance, applications such as e-learning have made great progress
in research for design for all. These results can both be used as exemplars for stu-
dents, as well as indicating research themes that warrant pursuing.

This work will be reported on in deliverable 3.3 in May 2004, and will be available
in the IDCnet website.

4 Recommendations for Higher Education and Research Policies

One of the goals of the IDCnet project is to influence Design for All related education
and research policies and strategies in Europe. To reach this, a survey of the state-of-
the-art of education and research policies and strategies in EU countries has been
made. Policies and strategies have been analyzed at the EU level, at the national level
and at the level of individual universities to provide an understanding of to what ex-
tent DfA approach is at present included. The European situation is also reflected
against the situation in USA.

The desk research of policy and strategy documents is supported and comple-
mented by identification of a group of experts in all levels mentioned, to come up
with recommendations of how education and research policies and strategies could be
encouraged to support Design for All curriculum development.

The work completed shows that differences in education and research systems and
support structures in EU countries will also affect how recommendations on DfA
related education and research policies could be implemented. A challenge therefore
is recognized that recommendations produced as the final outcome of the IDCnet
project in May 2004, should be realistic and applicable in a variety of education and
research policy and strategy contexts.
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5 Conclusions and Future Work

It is clear to us that at the macro level, the impact of our recommendations still de-
pends greatly on national and international policies, and to a greater extent, in the
pressure received by the higher education institutions from industry to satisfy its de-
mands for future designers and engineers.

However, at the micro level, progress has been made in both documenting and
classifying a body of knowledge for DfA that educators and researchers may draw
upon and use as a basis for their work. It is our belief that this will be of help both in
the fleshing out of the recommendations, as well as giving practical assistance to
those involved at grass roots level in getting acceptance for the incorporation of the
subject matter within curricula. When there is a sizeable body of recognizable DfA
knowledge fuelled by lively research in the area, it will be easier for industry and
policy makers to understand the importance of including DfA in their agenda.
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Abstract. User interfaces and specially those based on internet technologies
must met high expectations for usability. The evaluation of usability features
competes with approaches to algorithmically measure accessibility. In this ses-
sion on personalisation of interactive systems we demonstrate how customisa-
tion of interactive systems supports accessibility but is still dependent on the
usability of assistive devices. Limitations of customisations exist for transform-
ing browsing techniques and for time-dependent media.

1 Introduction

The quality of interactive systems is determined by their usability. User centered
design process principles (ISO13407 - Human centered design process for interactive
systems) improve the usability. Still, it is unclear which properties of usable interac-
tive systems can be determined by algorithms and which properties require empiric
approaches.

Support tools can automatically apply Algorithms if machine readable languages
such as XHTML or XFORMS [2] specify the user interface. Both of these languages
have been created for web-based user interfaces and can be processed with industry
standard parsers on a variety of different computers. Validation of user interfaces
according to the language definition is a standard technique. By interpretation of user
interface specifications using appropriate algorithms it is possible to generate feed-
back to designers which supports them in creating more usable interaction techniques.

ISO 9241 (Ergonomic requirements for Office work with visual display terminals)
describes in part 11 the general process of how to determine usability of a interactive
system with a visual display unit. In part 10 of ISO 9241 criteria for design features of
usable interactive systems are listed.

Some features directly support the accessibility of an interactive system. The Venn
diagram in Fig. 1 explains that accessibility features are seen as a subset of usability
features.

In this context we refer to accessibility as it is done by ISO 16071 (Ergonomics of
human system interaction – Guidance on accessibility for human-computer inter-

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 117–120, 2004.
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Fig. 1. Usability vs. accessibility

faces). Accessibility includes (a) task-appropriateness, which requires for formal
processing further analysis and specification work, (b) individualized user instruction
and training, and (c) methods for customisation of the user interface. In this session
on personalisation of interactive systems we are interested especially in the ability for
customisation of user interfaces aiming at diverse user requirements ranging from
visual impairment, restrictions in controlling limbs and mental impairments.

2 Supporting Customisation

Customisation as a designed feature of a user interface appears in many different
ways and requires a considerable amount of implementation work. Moreover it is
difficult to evaluate [3]. A key usability feature according to ISO 9241 is self-
explanatoriness, as it requires to make information explicit which in turn implies
multiple, redundant descriptions of the same contents using possibly different media.
If the contents is described explicitly the user interface can be made accessible to
users with special reading needs such as blind and visually impaired people. Based on
the encoding of data explaining the screen contents a transformation process may
generate Braille or synthetic speech or the presentation is replaced by a more suitable
layout for example using a larger font size.

Controllability is also an important feature requested by ISO 9241. Some industry
guidelines extend this request and require alternatively control by keyboard or a
mouse in order to address people’s preferences. Several types on handicaps require
further customisation of input techniques such as one-handedness, tremor, etc. Use of
assistive devices such as a scanner implies to create a different method for control of
single keystrokes. In general, however, this implies prolonged interaction techniques.
Better customisation of the user interface could be achieved if multiple steps in the
interaction could be customised according to these users.

While the first example makes clear that accessibility can be assessed by checking
the ability to transform the content for presentations, the later example makes clear
that the features of devices used for interaction cause great differences in the usabil-
ity.

Both examples of usability features make clear that design guidelines already ad-
dress users with special needs if designers are aware of the limitations implied by
their own design work [4]. As a hypothesis one can assume that designers are not
aware of all user’s requirements. However if a design is still expressing the intension
of the author, after some considerable customisation has been applied, its accessibility
can be better ensured. As a consequence, customisation needs to be challenging with
respect to the media and methods used for input and output.
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In this session the authors discuss customisation of interactive systems by address-
ing two or more user groups with heterogeneous requirements at the same time and
addressing each with their own preferred presentation or input technique.

People with communication needs are challenged by web sites containing long
text. Transforming such pages into a simper language can be beneficial according to
Nicolle’s contribution. Simple expression might be achieved for example by a sum-
mary or even require to support symbolic and iconic notations such as BLISS.

Velasco discusses how biofeedback sensors work for people having some lack of
control of manual devices. Customisation appears in this application not only as adap-
tation but as adaptivity within different interaction techniques. Through adaptivity the
efficiency of the dialogue is improved compared to elongation by computer-driven
menu presentation and binary selection techniques.

Transformation of contents which includes already multiple media is detailed on a
technical level by Weiman and Weber. Through XML technologies and on the basis
of the user’s profile the adaptation of user interfaces takes place. These authors refer
to more then four different user groups.

A mixture of interaction techniques using voice and keyboard is discussed also by
Stobbe in the application domain of eLearning units. Ensuring inclusive usability for
quizzes is an important objective as inaccessibility prevents disabled students from
participation in assessments such as for example the TOEFL test.

Encelle and Baptiste-Jessel describe their approach to capture all user requirement
in machine readable format based on XML. They propose “individual policies” which
address the customisation of different aspects of the user interface. Thereby they
make clear that customisation is a method to be designed for user interfaces but aims
first of all at the personalisation of the user interface for a particular user.

3 Current Limitations for Personalisation

There are limitations to personalisation of arsing from time-dependencies in user
interfaces. For time-independent presentation media W3C has developed already
through the web content authoring guidelines [5] for HTML criteria which even can
be used to check this aspect of accessibility which is related to self-explanatoriness.

Surfing as the major interaction technique in the web is only sometimes easy to
transform and personalize, as this requires an NP-complete algorithm [6]. Personalisa-
tion of navigation techniques hence can cause major performance problems, espe-
cially if the hypertext consists of non-linear, circular structures. For example, to de-
signers it is often unclear how long it takes a blind user to reach the “important” parts
of a web page unless they are aware of functionalities of screen readers. Figure 2
details how accessibility is dependent also to the particular devices used for interac-
tion. Moreover only some aspects of the ergonomics of devices are related to accessi-
bility. Unless browsing techniques (such as scrolling, following skip links, etc.) are
specified, it is difficult to quantify the intersection between accessibility features and
features of devices (including assistive devices). In other words if usability is de-
graded to people with special needs it is difficult to pinpoint whether this is a conse-
quence from lack of accessibility or lack of functionality of the assistive device to
support interaction.
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Fig. 2. Usability of assistive devices may affect accessibility or usability

Both the time design of input and the time design of output may implicitly chal-
lenge further on which level of granularity customisation takes. It is not acceptable to
ask for completely different user interfaces most of the time as social exclusion is to
be avoided. For time-dependend media such as movies however personalisation op-
tions rely on a granularity that cover several seconds, for example for subtitling or
audio description. Below this level personalisation cannot easily be achieved or only
with considerable increase in the author’s work.

Finally, multimodal interaction techniques which includes multiple input facilities
such as speech and pointing are addressed by VoiceML and XForms. Their customi-
sation is planned and future work will show guidelines can be developed that support
designers appropriately.
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Abstract. A supportive Web browser, developed by the EU WWAAC project,
aims to make the Internet easier to use by people with complex communication
needs who use graphic symbol-based augmentative and alternative communica-
tion. Further user consultations with older users, people with aphasia and people
with learning disabilities, specifically with dyslexia, have demonstrated that the
ability to personalise Internet software (for example, through the provision of
simple summaries of content and the ability to configure the interface to suit in-
dividual needs) can potentially provide more accessible and usable interfaces
for other user groups.

1 Introduction

The goal of the EU WWAAC project (World Wide Augmentative and Alternative
Communication) is to make the electronic highway more accessible and usable for
people who have complex communication difficulties and who use graphic symbol-
based augmentative and alternative communication (AAC) [1]. Despite advances in
commercially available assistive technologies, people using AAC have commented on
continuing difficulty and frustration in physical access to technology and subsequent
reliance on non-disabled partners [2, 3]. Therefore, one of the key objectives and
evaluation criteria of the WWAAC project is to enable a higher degree of independent
access for people with complex communication needs.

A number of research and development activities have been taking place since the
project began in January 2001, including the development of an adapted Web
browser, email package, and supportive writing software, all tailored to the needs of
people who use graphic-symbol based AAC. These developments have been informed
and refined through an iterative design and evaluation process, beginning with a sur-
vey of the requirements of end-users and their facilitators, followed by simulator
studies, and alpha, beta and longitudinal evaluations with people who use AAC.

This paper will consider just the development and evaluation of the supportive
Web browser, built upon Internet Explorer, which includes the following key features:

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 121–128, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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Integrated Speech Output, accompanied by a customisable visual focus to highlight
the text being read
Graphical Favourites Page, capturing a screen shot of the Web page to facilitate
recognition. The facilitator is able to replace this with an alternative image if re-
quired
Summary Function, whereby the end-user is able to view a summary of the current
Web page based upon the page title, the meta tags, the html headings and the links
contained within the page
Alternative Access, enabling access by one or two switches for those who cannot
use a mouse, as well as access by a standard or adapted keyboard or on-screen
keyboard emulator
Selection Set, which can be used to input data into online fields, as well as input-
ting symbol supported items into a search engine
Layout Editor, enabling the browser’s toolbars and buttons to be fully configur-
able, allowing functionality to be gradually introduced, and the ability to personal-
ise the appearance of the browser to meet the needs of individuals
Concept Coding Aware, enabling symbol-to-symbol and text-to-symbol conver-
sion, provided that the Web page has been developed to add concept codes to the
text. A Dreamweaver extension has been developed in the project to facilitate this
process.

Some of these Web browsing features are available from other commercial prod-
ucts. In addition, other systems under research and development, such as the
AVANTI Web browser [4] and BrookesTalk [5], are exploring ways of providing
more adaptable and usable interaction for people with disabilities.

Currently, the needs of symbol users are not adequately being considered in much
research and development work. The ALDICT project (Access for Persons with
Learning Disability to Information and Communication Technologies), however, has
made significant impact in this area. Its email software, Inter_Comm, enables symbol
users to compose, send and receive email messages in his/her own symbol set and
language, using Widgit’s software ‘Writing with Symbols’ [6, 7]. Following on from
ALDICT’s work, Widgit Software Ltd. has developed new software called Commu-
nicate Webwise. This software can process most Web pages, apart from complicated
ones with Java or Flash components, as either symbols, plain text in any font size, or
as spoken words. It is necessary to consider, however, whether symbol support for the
entire page is needed or desired by end-users, or if a symbol-embellished summary of
the Web page or site would be more appropriate. Allowing the user to choose is really
the answer.

In the area of symbol support, however, the WWAAC project will be providing a
more unique contribution. A communication infrastructure and protocol have been
developed to support symbol-based communication on the Web, based upon open-
sourced concept coding. With concept coding, instead of images and symbols having
to be transferred from one computer to another, it is possible to share a unique code
designating the meaning of the symbol needing to be transferred, and the code can
then be displayed as a PCS symbol, Picto symbol, Bliss symbol, etc., depending on
the requirements of the end-user. By making this open-sourced, it could enable sym-
bol users to communicate across different email packages and utilise a range of
browser applications. Using this infrastructure, work is also in progress to develop a
Web authoring tool which will enable Web developers to embellish their Web pages
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with symbols using the on-line concept coding database. This optional symbol sup-
port can then be displayed by concept-coding-aware browsers, like that developed by
the WWAAC project.

2 From User Requirements to Beta Software

The primary target population of end-users defined by the project are people between
the ages of 12 and 25 years who use graphic symbol-based AAC in face-to-face inter-
action, and who are professionally supported in their use of AAC and the Internet
within school/college or receiving non-professional support at home.

The results of the survey of users’ requirements with both users and experts [3, 8,
9] not only testified that access to the Internet is problematic for people who use
AAC, but also fed into the development of the WWAAC software. The first stage of
the development work included a simulated off-line Web browser to test out design
ideas, first with experts, and then with end-users. These results then informed the
development of the alpha and beta versions of the browser, which were evaluated
with end-users, their facilitators, and other experts working in the area of AAC. Some
of these results are yet to be publicly available [9].

In each of the trials, the Web browser was perceived to be much better than other
Web browsers for the primary target population due to its flexibility. Using the Lay-
out Editor, the most important functions can be made available to the user, with the
potential of adding further buttons later on. Figure 1 illustrates the Favourites Page
and browser layout for a particular switch user with Cerebral Palsy, after some addi-
tional functionality had been added. This flexibility may well be applicable to a
broader range of groups who may benefit from easier access to the Internet, such as
people with learning disabilities who use symbols as aids to literacy, people with
aphasia, and the elderly. The final stages of the project aimed to explore these possi-
bilities.

3 Further User Consultations

The purpose of further user consultations was to explore whether or not the ability to
personalise Internet software (for example, through the provision of simple summa-
ries of content and the ability to configure the interface to suit individual needs) can
potentially provide more accessible and usable interfaces for other user groups. Even
though the BBC found that only a very small percentage of users want to personalise
services, usually the most experienced users [10], personalisation is likely to be the
only way that some users are able to access the Internet.

These investigations were meant to be more informal than the alpha or beta trials,
collecting qualitative information from different user groups to assess to what extent
the software met their needs. As work is currently still in progress, only a selection of
the results are presented and discussed below.
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Fig. 1. Sample Favourites Page used with AAC users

3.1 Older Users

These consultations took place in the UK with 4 older users: 1 user aged between 46-
55 with no functional disability; 2 users between 66-75, both with no functional dis-
ability over and above the normal course of ageing; and 1 user who was 84 years of
age with vision in only one eye.

Their usage of the Internet (World Wide Web and email) had begun under a shared
scheme, whereby training had been provided in the use of the Care-on-Line informa-
tion service provided by social services [11]. A computer was made available in the
Manager’s office, which the residents were able to use on a regular basis if they did
not have their own. Frequency of use varied, and ranged from no recent usage since
being in hospital, to 2-3 times a week, to use at home on a daily basis. All 4 persons
used a mouse and used the computer and the Internet independently, with Internet
Explorer and Outlook Express as their usual software.

The browser software was first demonstrated to the group, and then the users
worked in pairs, with a researcher supporting and observing the interactions. Differ-
ences in the layout from Figure 1 were: to include ‘Zoom in/Zoom out’ buttons for
older eyes, to remove the ‘Next Link’ and ‘Select Link’ buttons for literate mouse
users, and to include the ‘Stop/Reload’ buttons for more regular Internet users.

Some of the advantages of the WWAAC browser were felt to be the following:

Favourites page as the home page, with images for favourite Web sites
Very clear and simple
Easy to see and select the large buttons
Easy to zoom in and out.
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However, compared to conventional browsers, the users felt that the WWAAC
browser has lost some functionality which would be useful for people without com-
munication impairments or more advanced users; for example, auto-saving last few
addresses visited, auto-complete of previous address entered again, history of Web
sites visited, and being able to open more than one window at a time (e.g., when
wanting to listen to radio over the net while surfing).

3.2 People with Dyslexia

Dyslexia describes a pattern of difficulties people may experience in learning. It
commonly affects memory, organisational skills and the acquisition and use of lan-
guage. During the evaluation of the simulated Web browser (ISAAC Workshop,
Odense, 13 August 2002), comments from a user with dyslexia suggested that the
WWAAC browser could be very useful to support people with reading difficulties.
Although this particular user could read, he suggested that the speech support could
help him improve his reading comprehension and confidence, and also the summary
was a useful feature to extract important information like a description of the page
and key words.

Further investigations provided additional food for thought. This user was an ex-
pert in educational technology for people with dyslexia and also dyslexic himself. The
WWAAC browser and email software was demonstrated and the following comments
were made.

Outline around the Text. According to Beacham et al [12], dyslexic students should
be allowed to use active reading and learning strategies while performing particular
tasks. Based on his research, this expert’s advice for the speech output of the
WWAAC browser was to remove the line around the words as they are spoken, as the
outline may inhibit the ability of people with dyslexia to understand what is being
read to them. The reader needs to be able to concentrate on the meaning of what he or
she hears, rather than the word that he or she is seeing. What is seen and what is heard
are 2 different tasks to a person with dyslexia, and therefore, the combination of the
media (movement of the line around the text and the spoken word) is unhelpful and
could distract the reader from the task at hand, i.e., understanding the content. In con-
trast, if the task were proofreading, and the task were to read word by word, then the
line around the word would be acceptable in order to help focus on the individual
word rather than the meaning of the full text.

Choice of Colour. Most users prefer dark print on a pale background, but users
should be able to set their own choice of font style and size, as well as background
and print colours [13]. A simple technique for providing choice of background colour
was suggested. Provided by the Dyscalculia and Dyslexia Interest Group (DDIG) at
Loughborough University (http://ddig.lboro.ac.uk), the cursor hovers over
a background colour grid, and the user is able to visualise the preferred background
colour to suit individual needs, thus enabling this colour to be chosen for the entire
DDIG Web site. This is an easy tool that could have wider application through sup-
portive Web browser software. The Layout Editor of the WWAAC browser could, for
example, enable the user to see the change in background colours in a preview. Then
the colour could be saved in the user’s preferences.



126 C. Nicolle et al.

3.3 People with Aphasia

Aphasia is a communication disability that affects the language system. It may be
acquired following cerebral vascular accident (stroke), head injury, or other neuro-
logical condition, causing difficulties with comprehension, reading, spoken language
and/or written communication. The first workshop took place in the Netherlands with
5 people with aphasia, 2 men and 3 women, with 2 volunteers assisting. Aged be-
tween mid-40s and 75 years of age, all but 1 user had used the Internet before this
evaluation, and 1 person was an experienced Internet user.

A second workshop was held in the UK with 4 people with aphasia, as well as re-
lated professionals. All the users had had aphasia for at least a few years, and all were
over the age of 55. Each of the end-users had participated in a regular computer group
that was run by one of the professionals involved in the workshop. Many commented
on the fact that they had now forgotten what they had learnt in this group, and none
use the computer independently at the current time. The professional involved
stressed the fact that when working with people with aphasia, maintenance of skills is
a key issue. Having simplified software is helpful, but it needs to be in conjunction
with proper support structures. Support is needed first to teach people with aphasia
how to use the software and then to enable them to maintain those skills over time.

From both these workshops, some of the advantages of the WWAAC browser
were:

Favourites page
Use of buttons rather than the mouse when tired or having a bad day
Speech output, with easy access and lines around words and sentences
Flexibility, through the Layout Editor
Large text through the use of Zoom-in button.

However, more flexibility was desired, e.g., by allowing only text, and not icons,
on the buttons; as well as the ability to change the size and colour of font on the fa-
vourites page. It was also evident that the one experienced user of the Internet did not
see advantages over existing software, which indicates that, as in the case of the older
users, the software’s functionality must compare well with conventional browsers in
order for it to be accepted by a wider range of user groups.

3.4 Younger Users

Younger than the target users of the project, this boy, age 11 with Cerebral Palsy, was
experienced in accessing his communication aid via a single switch. His main interest
was football, but unfortunately this caused some problems as every football site vis-
ited proved to be inaccessible. We then tried a Simpson’s site, but it was not very
interesting to him. He lost interest, the session was terminated, and no interview was
conducted.

This appears at first glance to be data not worth reporting; however, it emphasises
the fact that all the personalisation in the world is not going to help a user when Web
sites are not designed to be accessible and usable. Therefore, it is vital that Web de-
velopers apply best practice in usability into their Web sites, and also follow the Web
Content Accessibility Guidelines, as proposed by World Wide Web Consortium’s
Web Accessibility Initiative (W3C–WAI) [14].
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4 Conclusion

Consultations with a range of user groups, over and above the target users of the pro-
ject, have demonstrated that the ability to personalise Internet software can potentially
provide more accessible and usable interfaces for a wide range of users. The diverse
requirements and preferences of different users emphasise the importance of flexibil-
ity in configuring not just the WWAAC browser, but software and hardware in gen-
eral. Further research is still needed, however, in order to decide the most appropriate
default configurations for different user groups, while still providing flexibility for
individual choice and preferences.

This valuable and unique insight into the needs of people with complex communi-
cation needs should provide guidance for all Web content and browser developers
through the Web Content Accessibility Guidelines [9, 14, 15]. Whilst it will not be
possible to provide general guidelines that encompass all disability groups in the most
optimal way, it is a desirable objective to try and maximise the numbers and range of
users that can access Web sites for use by the general public. It is also important, as
much as possible, to try to go beyond minimum adherence to best practice and policy,
which will help to ensure quality and inclusiveness for all [10].
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Abstract. This paper presents some preliminary results of the IPCA project,
targeted to the development adaptive interfaces for people with severe motor
and speech impairments based upon biofeedback sensors. We will introduce the
results of the user requirements capture and their influence in the project proto-
type being developed at the moment.

1 Introduction

IPCA1 is a research project funded under the IST Thematic Priority of the Frame-
work Programme from the European Commission. IPCA is targeted to the develop-
ment of interfaces that can enable people with severe motor and speech impairments
to control standard, and especially Web-based, applications. IPCA tries to support a
user group for which the existing market products are posing a lot of usabil-
ity/affordability problems, as proved via thorough tests conducted in the labs of the
Consortium members with different user organizations.

The system is based on a flexible combination of existing non-invasive sensors and
encoders that monitor different physiological parameters, and a set of software tools
that will enable the user to interact with existing computer applications. The physio-
logical parameters used to control the applications are based upon a combination of
electromyogram (EMG) and tilt sensors, together with skin conductance and blood
pressure sensors that support the adaptivity of the system, based upon the user’s affec-
tive states [3,5,6].

The Consortium evaluated at the beginning of the project the possibility of using
non-invasive electroencephalogram (EEG) sensors as an additional control interface2.

1

2

Intelligent Physiological Navigation and Control of web-based Applications, IST–2001–
37370, http://www.ipca.info/
There are at the moment ongoing activities in the area of invasive brain-computer interfaces
[1,4] that lay outside the scope of the project.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 129–134, 2004.
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Detailed testing carried out with the user organization participating in the Consortium
(ISdAC) did not bring adequate results, and therefore the Consortium discarded this
approach.

IPCA has two main components:

The hardware part, called the Multi-channel Monitoring System (MMS) that en-
compasses sensors and encoders. The sensor electronics is directly connected to the
MMS through a flexible cable and acquire the physiological signals from the user.
These signals, such as the electromyographic signal and the positioning of the sen-
sor, are filtered to minimize artifacts and noise. The internal firmware of the device
adjusts and calibrates itself to the individual user by acquiring and computing per-
sonal settings in the proper range and sensitivity. After its initial calibration, the
minimal physiological control the user is able to exercise is translated into digital
commands that are sent to the computer via the PS2 port, and are used to operate
the ANT system. While operating, the device continuously adjusts its settings, in
order to compensate for factors such as muscle fatigue and movement artifacts.
The software part, called the Ambient Navigation Toolkit (ANT) that interfaces
between the MMS and standard software applications, by providing keyboard
and/or mouse emulation functions. Its components are: a Web browser with the in-
terface optimized to the MMS, a training system, a personal profile manager, an
on-screen keyboard with scanning and word prediction capabilities and the Emo-
tional Response Monitoring System (ERMS).

2 User Requirements Analysis

The Consortium focused the analysis of the user requirements separating hardware
and software components. This option was selected because it was not feasible to
produce a rapid prototype to test the joint system (MMS and ANT). All the tests were
conducted in collaboration with different users in Belgium and Spain.

Users were selected to cover a wide range of disabilities within the target group:
quadriplegia, cerebral palsy, multiple sclerosis, spinal muscular atrophy and amyotro-
phic lateral sclerosis, for whom other input systems such as speech, joysticks, etc.
were not feasible.

Hardware tests were focused on evaluating the feasibility of using EMG and tilt
sensors as input and control systems, and to verify the reliability of the system for
these users. Other factors affecting performance, such as fatigue, were analyzed as
well. Results have shown the viability of our approach to use the sensors as control
systems, and users were able to control its behavior very accurately [7]. As a result of
the tests, two configurations will be initially implemented in the system:

Single channel mode (1 EMG sensor).
Dual channel mode (1 EMG sensor, 1 tilt sensor).
The requirements’ capture process for software components was focused on two

points:

Analysis of accessibility and usability issues of existing commercial mouse/key-
board emulation systems related to application and operating system control.
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Accessibility issues for these user groups when using standard Internet application
and services, from the user agent point of view, i.e., how can the browser facilitate
typical online standard tasks. For this evaluation exercise, the Consortium designed
an application called User’s Design Workspace (UDW), where test participants
could tweak the design and layout of different Web sites, as well as extract relevant
information.
The results of the tests provided us with feedback on the expected user agent be-

havior. Many of the ideas collected are not reflected in the current version of the User
Agent Accessibility Guidelines [1], probably due to the demanding personalization
requirements [7] that can only implemented via a user profiling framework [8]. Sum-
marizing the results, users demand:

Simplified navigation via link lists, thematic grouping and stored personal prefer-
ences.
Form-filling support via separate presentation, and easy manipulation of stored
personal data.
Enhanced search capabilities in the browser, when the provided search mecha-
nisms of the Website do not provide an adequate interface. That requires from the
user agent indexing capabilities, combined with crawling mechanisms in the back-
ground.
Look and feel personalization of the Website, to be ported throughout the same
domain, and become available in subsequent sessions. Due to the lack of semantic
capabilities of actual versions of (X)HTML, this functionality will be implemented
by advanced statistical methods that will allow the comparison of DOM (Docu-
ment Object Model) trees, and the identification of common structures.
In the initial prototyping phases, it is expected that emotional modeling mecha-

nisms will be only implemented in the training components of the system, based upon
previous experiences of the authors [3].

3 Preliminary Implementations

When preparing the camera-ready version of this paper, the Consortium is actively
working on the first prototypes of the MMS and the ANT system. Efforts are concen-
trated on the single channel mode and the mouse and keyboard emulation.

The mouse emulation system (see Figure 1) is envisioned as a on-screen applica-
tion that provides visual feedback to the user on the active mode of the mouse (e.g.,
click-mode, displacement-mode, etc.) in combination with the mouse cursor. All
parameters, including GUI scanning speed, mouse speed and acceleration, GUI trans-
parency, size and position are configurable for every user.

The on-screen keyboard (or soft-keyboard) is offering different layouts to the user,
starting with some language-specific distribution of keys like QWERTY (English) or
QWERTZ (German). However, these layouts are very inefficient for sequential access
[9]. Therefore, we are implementing layouts based upon letter frequencies in the lan-
guages of countries where tests are going to be carried out with end users.
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Fig. 1. ANT mouse emulation system in transparency mode.

4 Conclusions and Future Work

The Consortium is actively working in the preparation of the prototype3 and is confi-
dent in the viability of the concept, based upon the preliminary evaluation results. We
are also preparing thorough user testing scenarios that will help us to identify and
refine the interface and the adaptivity of the system [2]. As mentioned earlier, there is
also a need to extend previous work of the authors in the area of user and device mod-
eling [8] to include issues related to biofeedback sensors.

The authors are also investigating further applications of the system, especially in
the area of ubiquitous computing and multimodal interfaces, where the opportunities
of interaction for this target user group will be greatly enhanced via the use of wire-
less sensors and roaming profiles.
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Fig. 2. ANT on-screen keyboard. Layout based-upon letter-frequency for the German language.
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Abstract. Documents become more accessible if they are enriched with alterna-
tive media. The paradigm of “one document for all” is challenged by the needs
of heterogeneous reader groups when reading multimedia documents. The user
interface to allow browsing is to be adapted through assistive devices such as
screen readers, but in time-dependant presentations adaptation is required to suit
each user group. Some criteria and approaches implemented in the MultiReader
system are being discussed.

1 Introduction

Adaptation of user interfaces for users with different needs has been demonstrated
together with the development of screen readers and screen magnification tools for
the blind and visually impaired [1]. An off-screen model allows describing the con-
tents of windows in an acoustic or tactile way. Dynamic tracking of changes enables
users to interact with a multitude of applications in graphical user interfaces of Java
Swing, MS Windows, X Windows, and Gnome. By these GUIs, the generation of the
off-screen model is supported in different degrees of fidelity, and directly implies the
degree of accessibility to an individual application. In other words, making an unus-
able application accessible cannot be achieved by a screen reader’s adaptation of the
GUI. For designers of graphical user interfaces, little support is provided to under-
stand how usable their visual system is, while working as a blind user with a screen
reader, although some efforts have been undertaken [2].

HTML explicitly provides an off-screen model (document object model, DOM) for
time-independent media such as text and graphics. Screen readers and other assistive
devices cooperating with the user agent can adapt the presentation according to the
syntactic elements such as headline, paragraphs, links, and table cells.

With the development of mark-up techniques for time-dependent contents, such as
for encyclopaedias, cookbooks, and other multimedia documents the need to be able
to ensure both, accessibility and usability has emerged again. While screen readers do
not try to make these kinds of presentations accessible, it has become feasible to read
and control animations, videos, as well as multiple and parallel operating layers of
audio contents and other single media objects (SMOs) through mark-up languages
such as SMIL or SVG.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 135–142, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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To ensure accessibility, both WCAG 1.0 and 2.0 [3] ask for the ability to control
the temporal duration of time-dependent media within a wide range. Enrichment fea-
tures have been embedded into some mark-up languages explicitly. Our working
hypothesis is that for control of the duration of time-dependent media by the reader,
adaptation of both, the user interface with its interactive elements, as well as the con-
tents of documents is required. This can be achieved only by modifying the presenta-
tion of contents more dynamically and by adapting it to the users needs.

The MultiReader project has identified several heterogeneous user groups, such as
blind, visually impaired, and deaf, or hard of hearing people, for which different ren-
derings are being produced at reading time.

In the following, we describe the process of adapting documents and their temporal
outline using XSLT on a technical level. Documents contain beside XHTML mark-
up, SVG, and SMIL (TIME). We describe why authors may follow the standard WAI
guidelines for making these documents accessible. If only some additional mark-up is
provided, then temporal control of multimedia contents by very different users can be
improved as evaluations within the MultiReader project have shown.

2 MultiReader Document Generation and Processing

The MultiReader (file-based) backend [4] processes several XSL [5] files to personal-
ize a book written in chapter files and to create navigation aids such as a table of con-
tents and an index. This kind of processing is a common procedure for most Content
Management Systems. Fig. 1 shows which files are used in which processing step.

Fig. 1. Files involved in the personalization process

The file toc.xml is the basis for the table of contents. Via a parameter to
toc_view.xsl, the presentation format of the table of contents can be changed. This
results either in a tree view or in a static list of links.
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The main transformation process creates the file tmp.xml. It contains all the infor-
mation from the source files which is relevant to the user (user preferences are indi-
cated through profile.xml) in the appropriate order (specified by tour.xml). The pagi-
nation process splits the content into separate files and adds navigation information.

The file tmp.xml also serves as the basis for the index process. This ensures that
only those terms which are really contained in the personalized book are listed in the
index. Indexes are items in alphabetical order, topic based, or media based. The main
transformation process (which results in tmp.xml) deserves further explanation:

The source files contain special <span> elements, so called containers. They are
described in detail in the following section. The class attribute of such a container
indicates what kind of media it contains, for example, the following class “cvideo”
denotes a video clip:

In this container, there would be the mark-up referring to the video file and its en-
richments such as audio tracks, a long description, and subtitles. The following is the
XSL template which is called when the parser encounters an element as the one
above:

The <xsl: if > instruction is used to check whether the user preference includes
video clips (see also section 3). The variable $videoEnabled holds the Boolean
value obtained from profile.xml. If it is set to ‘ true’ the <xsl:copy> element
and its children are evaluated. <xsl:copy> creates a copy of the current node
which is the <span> node. An additional attribute is appended to that node, the id
attribute. Its value is generated not by the author but by the generate-id() function
which ensures that this value is unique and can be used to serialize all required con-
tainers. For example the video container is identified by id in order to play, pause, or
stop it. Finally, the processing of the <span>’s child nodes is triggered by the in-
struction <xsl:apply-templates>. A very general template copies any ele-
ment, for example the <t:video> element. Other containers (<span>) are handled
similar to the above example.

3 Document Container

The MultiReader document containers are storing redundant presentation alternatives
for one fragment of information. One MultiReader node consists of a couple of
document containers. Document containers are logical units for presenting a main
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single media object (SMO) for heterogeneous users with print disabilities. This is
done by providing redundant presentations of the main SMO by other SMOs. A text
paragraph would be presented to a deaf reader by SMOs like sign video and text high-
lighting. To a dyslexic reader could be delivered the same text with speech tracks as
audio representation. The selection of additional SMOs is done by user specific
profiles. MultiReader documents contain presentational SMOs for blind, partially
sighted, dyslexic, deaf, or mainstream users. The bundle of first and second level
SMOs is arranged in containers. The information about the selection of additional
representational SMOs for each main SMO is based on user preferences [6].

4 Rendering Document Containers

Time dependent media need to be synchronized carefully and therefore require special
attention when documents are being created through rendering. The XHTML+SMIL
source code assigns a first presentation order, simply because of the fact that visual
elements in XHTML documents are rendered from left to right and from top to bot-
tom (by default). This presentation order can be overridden by CSS style sheets. The
following is a sample MultiReader node, showing a document generated by a deaf
reader’s sample profile as displayed in Fig. 2.

It becomes clear that the sign language video is displayed to the right of the head-
lines, even though it precedes them in the source code. At this level it is the author’s
task to create the layout in such a way, that elements which belong together are dis-
played next to each other. This is important for both screen and screen reader users.
Differences in the requirements of those two user groups need to be considered and
often point out the limitations of XHTML and CSS layout (and their current imple-
mentations in web browsers). Partially sighted users may set a large font and large
line spacing, so that only a few words can be seen without scrolling. This leaves no
room for a picture or video clip which needs to be enlarged, too.

Fig. 2. Temporal ordering of content
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On the other hand, screen readers usually stick to the order of elements in the
source code. Therefore, it is important to arrange the code elements properly. For
example, the long description of a picture must be right above or below the image tag,
without any other document text in between. Otherwise the screen reader would an-
nounce the picture, read the other text and then read the description of the picture –
although the visual display might show the description right next to the picture.

The order of elements in the source code also affects the playback order of time-
dependent media.

MultiReader documents contain a <par> element as parent of other content ele-
ments. This means that all media would start playing at once when the document is
opened. This behaviour can be overridden for serialization. It is the author’s task to
define a reasonable playing order. Usually, it will follow the reading flow from top to
bottom.

When the documents are rather long and require scrolling, media elements further
down the page should not start playing immediately, because the user would start
reading at the top of the page and get confused by sounds coming from a video clip
he/she can’t see.

The playing order can be defined using a combination of SMIL attributes and
JavaScript functions [7]. When the page is opened, the parent <par> starts playing.
This event can be captured and used to start preloading the media elements:

In the example above, this causes the sign language video to play. The sign lan-
guage video is placed in a time container identified by “m1”. The triggered event
“onbegin” in this container is used to preload the second media element (video clip
in the example).

The second video starts playing and is paused immediately. This freezes the first
frame. When the first video clip ends, its last frame freezes, and the second video clip
is resumed. This technique is applied to all media elements in the document to enforce
serialisation. It is then quite easy to change the playing order, simply by changing the
condition on which a certain element is resumed.

5 Timelines and Relations between Document Containers

The document containers are presented in human reading order as mentioned above.
Document containers have their own timelines internally. This timeline consists of
single timelines for each presented single model object. Since redundant user depend-
ant presentation of content might differ in length, and redundant content (SMO) is
presented in a parallel manner, the resulting container timeline is equal to the timeline
of the largest SMO’s timeline (end sync, see Fig. 2). It is also permitted to split alter-
native SMOs into smaller chunks, e.g. for timed highlighting of text sentence by sen-
tence. The corresponding timeline length is the sum of all highlighted sentences, since
they are presented in a sequential order.
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Fig. 3. Document Containers consist of parallel SMOs

In the above code snippet, the SMO tags are considered as placeholders for redun-
dant presentations inside a document container. Unique container ids are built during
the document generation process. They are results of the generate-id() function and
have values from to These ids make it possible to address containers directly,
as shown in Section 4. Instead of controlling the start sequence of the containers, it is
also possible to change the presentation speed by changing the speed attribute during
run-time through JavaScript [7]. If no speed attribute is specified, the speed value
defaults to 1.0. By specifying a value of 0.5, the container will run at half speed. The
value will also affect the child elements of the container. The container speed will be
changed by applying the following JavaScript to the container:

To influence the speed of the text highlighting, it is only necessary to change the
speed attribute of the container m3. Besides the text highlighting, the sign language
video is also affected (see Fig. 4). By this approach it is possible to change the presen-
tation speed without loosing the synchronization between the SMOs of containers.

Corresponding source code:
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Fig. 4. Stretching or Reducing a Container’s Timeline

Changing the timeline of one container will also stretch or expand the node’s time-
line. By specifying the speed attributes it is to make them persistent [6].

The advantages which were reached by using this mechanism are that the effect is
easy to understand for users since the document or parts of it are acting like an every
day multimedia device, e.g. cd/dvd player. Moreover, a kind of inside node navigation
is provided by fast forwarding. And the most important advantage is that the SMOs
are still synchronized and the whole MultiReader node remains valid in sense of time
design. Since most screen readers are not capable of reading SMIL documents (screen
readers read text, independent from any modal information), MultiReader nodes are
optionally self-voicing. This is reached by providing generated synthetic speech
tracks, which are adjusted for stretching timelines. However, this level of temporal
granularity might produce unwanted results in the form of too fast, or too slow speech
samples.

Containers which benefit from the adaptation of the timeline are text, video, and
animation. The alternative representations for text are sign language, speech, and text
highlighting. Videos are intended to be displayed alternatively by narrations and long
audio descriptions. Animations are constructed out of sequential pictures and enriched
by long descriptions plus audio presentations for e.g. blind readers.

6 Outlook

One of the main recommendations brought up by the users of the MultiReader docu-
ments was to manipulate the presentation speed of time dependant media. We have
shown above that additional markup through classes enables for such a temporal con-
trol. Future work will address integration of time dependant SMOs with interaction
techniques such as following links in videos and filling out forms. One scenario as
possibly required in interactive TV could be a link which will lead outside the current
document node. This link has a validity of 5s which would be for some users too short
to figure out as navigation possibility. If the user has the option to slow down the
presentation to half speed he/she would be able to react inside a time frame of 10s. It
is easy to understand that this could increase the usability dramatically.
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Abstract. In this paper, we introduce the concept of “user policies”.
The objective of policies is to specify user preferences in terms of pre-
sentation and interaction with information. Using this concept, the pre-
sentation/interaction with information will be adapted to user’s needs,
making information more accessible. We define several kinds of policies
(navigation, exploration, presentation, etc.). The concepts of “presenta-
tion policies” and “navigation policies” are studied in this article. As
XML is the standard for encoding electronic information, we will apply
the concept of policies to the browsing of XML Documents.

1 Introduction

Today, more and more people have an Internet access, having an ever-growing
volume of information at their disposal. However, with the most used Web
browsers, the presentation and generally speaking, the interaction with infor-
mation, remains identical, whatever the user. The problem is that each user
has different physical and/or cognitive capacities, preferring to interact with
the information in such or such a way. Consequently, the goal is to develop
tools or interfaces able to fit each user’s needs - personalizing the presentation
of information and the interaction with information. Such tools (i.e. interfaces)
are mandatory for people with disabilities that physically are not able to use
“standard” tools. As a consequence, the objective of our works is to define a
method for specifying user preferences that results in a user-tailored presenta-
tion/interaction with information. In this way, the first part deals with existing
solutions for making accessible/personalizing information to the user (State of
the Art). In a second part, we introduce the concept of “user policies” and its
applications. In the third part, we propose a model for specifying user policies.
Finally, we will conclude by suggesting possible further developments with this
approach.

2 State of the Art

As the Web is today the biggest source of information, we will firstly study
initiatives taken to make Web information more accessible. Secondly, we will
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focus our attention on a research domain that adapts (i.e. personalizes) the
information to the user: Adaptive Hypermedia. Finally, possible adaptations of
information highly depend on information representation (encoding language)
that is used: we will explain why HTML is not suitable to user information
adaptation and why XML, its successor, overcomes HTML drawbacks.

2.1 Web Information Accessibility

In order to make Web information accessible, transformations (i.e. adaptations)
of information must be performed. We distinguish two kinds of adaptations:
adaptation performed at authoring-time (i.e. during the writing of documents)
and adaptation performed at run-time (i.e. during documents consultation).

Authoring-time adaptation results in a set of “accessibility” rules that au-
thors of Web documents have to follow. In this way, the Web Accessibility Ini-
tiative (WAI) from the W3C wrote a document entitled “Web Content Acces-
sibility Guidelines” [1] containing these accessibility rules. For instance, one of
these rules consists in giving a textual alternative to each picture embedded in
a Web document.

The second kind of adaptations (Run-Time Adaptation) results in the de-
velopment of dedicated Web browsers. These browsers use non-common in-
put/output devices (i.e. media) to compensate a given disability. For instance,
several dedicated browsers for blind people exist[2]: IBM HomePage Reader,
Braillesurf, pwWebspeack, Internet Explorer (using the Jaws screen reader), etc.
Most of these browsers use, in an alternative or cumulative way, a vocal synthesis
and a Braille display for transmitting information.

Our Approach
Concerning authoring-time adaptation, authors have to add extra accessibility
information in their documents. We do not base our work on this approach:
Making Web companies develop content accessible to people with disabilities
remains a monumental task. Moreover, in order to have all Internet content
accessible, all existing content should be modified. As a consequence, we have to
develop some principles that result in a run-time adaptation of information.

Like with dedicated browsers, the users - with our approach - must have the
possibility to use several media (devices) for the presentation of information and
for the interaction with information. However, difference with dedicated browser
- with our approach - is that user preferences have to be highly (deeply) customiz-
able. Indeed, due to the fact that this kind of software is already “dedicated”
to a well specialized group of users, the personalization or customization aspect
(i.e. the adaptation to each user’s needs) is often a bit limited. An interesting
research area focused on the personalization of presentation and interaction with
information is Adaptive Hypermedia.

2.2 Information Personalization

According to Brusilovsky, Adaptive Hypermedia (AH) is one of the most promis-
ing application areas for user modeling and user-adapted interaction tech-
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niques [3]. AH systems (AHS) build a model of the context in which they are
used. For instance, information concerning the user (goals, knowledge, prefer-
ences), the environment (available devices), is included in this context model.
Adaptive means that the system permanently collates information about the
user into the model and automatically applies it for customizing the presen-
tation of information and the interaction with information. The taxonomy of
adaptive hypermedia technologies[4], distinguishes two categories of adaptation:
adapting the presentation (what information must be shown to the user) and
adapting the navigation support (where the user can go) in order to guide the
user through several elements of information. Concerning disabled people, AHS
have been developed for special purposes (e.g. the AVANTI project[5]).

Our Approach
Mostly AHS adaptation techniques are based on system assumptions concerning
user knowledge and goals. In our point of view, adaptation performed by AHS
is more a customization of informational content rather than a customization of
presentation of information or interaction with information.

Moreover, due to the lack of semantic information in HTML, most of AHS in-
cludes directly accessibility rules inside their informational content (documents).
As a result, authors have to mix, inside documents, accessibility rules and in-
formational content. We do not want to have some kind of “dedicated” systems
where documents are in advance written with accessibility problems in mind.
We want an approach that can be more easily generalized.

2.3 Information Encoding Languages

The HTML Language, used to “present” and interact with information, is ba-
sically a language used for formatting the information graphically. As a result,
HTML is adapted to the representation of textual information but is not adapted
to the representation of other types of information (for instance, mathematical or
musical information). The meta-language XML[6] comes in response to HTML
drawbacks. XML languages model various types of information. For instance,
there are languages for representing mathematical information (MathML), mu-
sical information (MusicXML) and many other information fields. XML philos-
ophy is to separate the informational contents (the semantics) from its presenta-
tion (graphical, using sounds...). As a result, several ways can be used to present
a same XML document, depending on what media are in use. With XML docu-
ments, it is possible to provide a user-adapted presentation of information and
interaction with information.

Our Approach
As XML is the standard for encoding information, we will suppose that informa-
tion that must be presented is XML-conformant. Several applications or stan-
dards, designed for people with disabilities, take advantages of XML-conformant
information. For instance, in the context of Digital Talking Books (i.e. DTB), the
Daisy Consortium has written a standard[7] for specifying digital talking books,
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gathering advantages of several XML applications (SMIL [8] for choreographing
a multimedia content, DTBook for markup of the textual content files of books
and other publications presented in digital talking book format, etc.). Like the
DAISY standard for DTB information, we want to develop some principles that
result in a multimedia presentation/interaction of any kind of XML information.

3 The Concept of Policy

In order to describe the user’s needs, we will separate his preferences in terms
of presentation and interaction. We will use the concept of policy for describing
his preferences. A user preferences model (profile) will be made up of several
policies: Presentation policies and interaction policies. A policy indicates the
system’s reaction according to a given user event. For instance, a presentation
policy specifies how the system must present such or such information. As a
kind of interaction policy, navigation policies indicate for a user action in a
given context what are the targeted information elements. In this paper we only
develop the concepts of presentation and navigation policies but others kinds of
policies can be considered (for instance exploration policies - giving overviews
concerning the structure of a document). The idea is to give to the user more
adapted possibilities concerning the presentation of information and interaction
with information. A policy must be able to be laid down by the user: we can
thus use the term of user policy.

3.1 Presentation Policies

Our objective – to present information in a user-adapted manner – has led us
directly to the idea of a presentation policy. We will study the components of such
a policy. First of all, information must be transmitted by one or more channels of
diffusion (or media), in order to be communicated to the user. Currently, most
information is presented graphically. However, disabled users (blind or visual
impaired people) cannot access this information. These users, because of their
handicap, receive information through other media (sound or tactile). As a result,
a presentation policy must specify which media will present which information,
the order of presentation and the way in which information will be adapted to the
media. The visual channel is able to communicate a large amount of information
in a very short time : For blind users, information must be transmitted on other
channels with much narrower “band-width”. So, the idea of filtering information,
i.e. to start by presenting only the information deemed essential by the user (the
user can subsequently access detailed information), the idea of being able to go
from a general view to a specific one, means the user will not be lost in the mass
of information obtained.

Information must be converted into a media-readable format to be trans-
mitted. This transformation describes the logic for adapting information to the
media. This adaptation logic does not really belong to the user profile (model),
but rather to a “media profile”. A presentation policy thus describes for each
“type” of information (XML elements):
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1.
2.

3.

Which information parts (XML elements) must be presented: User profile
Which media present these information parts (link between the part and the
media) and description of the presentation order in time: User profile
How information is adapted to the media: Media profile

These three points will be illustrated in section 4 - Modeling a Presentation Pol-
icy. As an example, we will consider a document that describes an address book,
indexing information on people (last name, first name, address, mobile phone
number, e-mail). The name of the root element of these address book documents
is “address_book”. This element has several children (i.e. these children are “per-
son” elements). Each “person” element is made up of the last name, first name,
phone number of a person, etc.

At consultation time, the system will firstly present the root element of the
document, namely the element “address_book”. Several manners for presenting
this element can be imagined - resulting in several different presentation policies.

Example: Presentation policies for the “address.book” element.
A first presentation policy for this element can be “to present using a
voice synthesis the first name and last name of each person in the address
book.”
An other example can be “ to present alphabetically the first and last
names of each person using voice synthesis while his phone number is
displayed on the Braille line.”

3.2 Navigation Policies

As we said, the goal of navigation policies is to indicate for a user action in a
given context what are the targeted information elements. A user action is for
instance a key pressed event, a mouse click, a sentence pronounced by the user,
etc. The context represents the information element (i.e. XML element) the user
was consulting before his action. Context notion is essential for delimiting the
number and the meaning of possible user actions. Indeed, a given action can be
possible in a particular context (information element) but cannot be possible
in an other context (an other information element). In the same way, the same
action – according to the courant context (XML element) – can result in different
system’s reactions. We use the XPath language[9] for targeting the information
elements corresponding to the user action. In other terms, a navigation policy
describes for each “type” of information (XML elements):

What actions of navigation the user can perform on this element
For each action, an XPath expression - targeting elements - is provided

We will keep the example of the address book document in order to illustrate
the notion of navigation policies.

Example: Navigation policies for the “address_book” element.
When the user pronounces the last name of a given person in the address
book, the targeted element ready to be presented is the corresponding person
element (i.e. the parent element of the pronounced last name element).
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4 Implementation of the Concept of Policy

We choose XML for modeling policies. We developed a rudimentary schema
(DTD) for specifying policies content.

Fig. 1. Policies Schema

Here is an instance of this schema:

Fig. 2. Instance of the “Policies” Schema

Modeling Presentation Policy
The application of a presentation policy to an XML element can be repre-
sented as a transformation of this element. XML Technologies benefit from a
transformation language for an XML document which is called XSLT[10] (XML
Stylesheet Language Transformation). A presentation policy will be defined as
a transformation process. The transformation result will be another XML docu-
ment, describing the multimedia presentation to be carried out. Specific features
of SMIL – taken from the “SMIL Timing and Synchronization Modules” – will be
used to describe the multimedia presentation. These modules define a powerful
way of choreographing multimedia content.

Example: XML implementations of the first example of presentation policy.

User profile part:

Fig. 3. XSLT Templates (1) for the two first points of the presentation policy.
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Media profile part:

Fig. 4. XSLT Templates (1) describing the third point of the presentation policy.

Concerning navigation policies, we also use the “policies” schema for specify-
ing them. Because modeling a navigation policy is quite similar to modeling a
presentation policy, we will not give more details concerning this topic.

5 Conclusion and Future Work

In this article, we introduce the concept of policy (user policy). The goal of
these policies is to improve information accessibility for a given user. This con-
cept results in the specification of user preferences in terms of presentation and
interaction with information. We adapt, on one hand, this concept to the pre-
sentation of information (presentation policy) and, on the other hand, to the
navigation through informational content (navigation policy).

Personalizing presentation and interaction using multimedia possibilities can
be very interesting for disabled people (like blind or visually impaired people)
that are not able to use common devices for accessing information (for blind
or visually impaired people: screen and mouse). Presentation policy generates,
according to user preferences, a multimedia presentation from textual XML in-
formation. Navigation policy specifies what kind of navigation actions a user can
perform on a given information element and - according to the performed action
- the targeted information elements.

We illustrate how a presentation policy and navigation policy can be imple-
mented by indicating some elements of modeling using XML technologies.

The objective is to integrate the user policies in a more complete user model
(i.e. profile). User models, gathering information about the user (system as-
sumptions concerning user goals, knowledge, etc.), already exist. These models
are used to give an adapted informational content to the user. Presentation
policies, navigation policies and etc. can be integrated to this kind of models
in order to have a user-adapted informational content and also a user-adapted
presentation/interaction with information.

Presentation and navigation policies given in examples were purposefully
“simples” for teaching reasons, using most of time only one medium. However,
several media can be used in order to have a richer multimedia presentation. In
this case, user profile construction, including various policies, quickly becomes
tiresome.
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Tools facilitating the edition of profiles, the construction of policies, must be
developed. The ideal framework would be to develop a multimedia browser of
XML documents, taking into account all features of these policies.

In this article, only the concepts of presentation policy and navigation policy
have been studied but others kinds of policy - like exploration policy (giving
overviews concerning the structure of a document) - must also be studied in-
depth.

Finally, we have to study the impact, in terms of cognitive and ergonomic load
and generally speaking in terms of user performance, of the tools implementing
these concepts. We will propose a test protocol studying, in a comparative way,
the behavior of disabled users: on one hand facing of a multimedia (X)HTML
documents browser (implementing user policies concepts), on the other hand
facing of a dedicated Web browser.
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Abstract. e-Learning as a new integrative and ubiquitous environment in aca-
demic teaching and learning opens new opportunities for students with disabili-
ties. At the same time there are new barriers just overcome in electronic com-
munication and interaction. The Notebook University – a model project at the
Universitaet Karlsruhe (TH) experiences the different parts of a comprehensive
wireless teaching and learning surrounding. The Study Center for Blind and
Partially Sighted Students – as a micro project in between – focuses on the spe-
cial opportunities and barriers for visually impaired students. Personal experi-
ences, case studies and tests of assistive technology result in documentations,
final recommendations and an open cooperative homepage.

The information technology is characterized by a tremendous change and a half-time
of knowledge. To be able to follow or to contribute to these developments demands a
continuous willingness and preparedness – a life long learning attitude. Being in-
volved in this learning process means socialization – social competence and personal
communication skills. Regarding the ubiquity of the computer world, the process of
penetration of our private and professional life is unstoppable – and there was and still
is the promise that a linked global society leads to further democratization and more
social justice. The internet is an important medium, but

who is controlling or is it still possible to be a transparent system for the individ-
ual end user and
is it realistic to think of a global democratically entitled institution to guarantee
peace, social justice and welfare – confronted with powerful interests and their
representatives?

Society and informatics have to oppose these challenges of a well understood as-
sessment and structuring of the effects of the technology regarding a world with a
human face.

Everybody of us – being a responsible partner in our society – has to put these
questions and add his/her competence and involvement.

If we regard – in this context – the situation of people with disabilities we have to
realize a vast gap of inclusion and exclusion, an assistive technology developed and

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 151–156, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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progressing regardless the individual necessities: accessibility, availability, afforda-
bility, awareness and appropriateness are the key words, if we want to realize an in-
formation society for all like proclaimed by the European Commission.

e-Europe demands a dominating role of education in order to be able to bridge the
gap.

Concerning the Higher Education level the German Ministry of Education and Re-
search sponsored 22 notebook universities toward the development of new didactic
concepts, educational inclusions of teacher and learner and correspondent organiza-
tional environments. Mobile devices are to open permanent connections to modern
teaching software, networks and databases.

Guaranteed access to modern learning technology – disregarding social or financial
barriers – that’s the Governments’ mission!

The Universitaet Karlsruhe (TH) was one of these sponsored universities – intend-
ing to enrich daily education by introducing the modern organisational form of
“Notebook University”.

The characteristics of the Notebook University will become an integral part of liv-
ing, researching and especially of teaching and learning at the university.

The aim of the project comprises in addition to the creation of organisation and
management structures for a notebook university, which are presently being realised,
also the development of application specific basic services. These basic services will
support the production of ubiquitous e-learning applications. Furthermore, the place
and time independent utilisation of various teaching materials and information - pro-
vided by different institutions as well as students and staff of the university - will be
coordinated by basic services and adjusted to personal or location-dependent require-
ments.

In addition to the basic services, another objective is the realisation of numerous
ubiquitous e-learning application scenarios from different domains of the university,
in order to develop an exemplary Notebook University environment. The expected
early and continuous gleaning of pedagogic and didactic experience, in the context of
the Notebook University, will be reused towards the constant improvement of organ-
isational structures, curricula and media competence. Furthermore there will be many
other interesting insights, experience and perspectives which are presently not fore-
seeable.

The Universitaet Karlsruhe (TH) sees four main foci in the coming years with re-
gard to the integration of this organisational form into university education:

Organisation, Production and Utilisation – Coordination and management of the
organisational form Notebook University
Ubiquitous e-Learning and Knowledge Transfer Applications – Teaching material,
presentations, simulations, exercises etc. in multimedia form by the faculties, insti-
tutes and members of the university
Ubiquitous Support Services – Support by application-specific, quality-increasing
and cost-reducing basic services for the production and utilisation of ubiquitous e-
learning and knowledge transfer applications
Infrastructure and Environment for ubiquitous access – To operate the most modern
available communications networks, support different access methods and utilisa-
tion possibilities.
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Fig. 1. Notebook University Universitaet Karlsruhe (TH)

The Study Centre for Blind and Partially Sighted Students was involved into this
programme dedicated to the special questions:

Do these new developments offer new opportunities for this group of students
with disabilities or
are there new barriers which in a first step have to be recognized and determined
in their personal, social and educational consequences?
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Fig. 2. Wireless Network

In this sense the project had an important transversal function towards the other e-
learning application scenarios of the participating faculties besides its own focus on
visual impairment and information technology. This bilateral dimension opened
methods of participatory research and the inclusion of our students.

The conflict situation in processing with our project was the fact of generalization
on the basis of few visually impaired students involved.

1.

2.

The Practical Training “Mobile Information Systems” was followed by one blind
student.
How to use his personal remarks as a feedback for this lecture and in which di-
mension to transfer into the general mission of the Notebook University?
The special scenarios of the SZS were supported and answered by some ten stu-
dents – blind and partially sighted – depending on their special interest and time
available.
Is it justifiable to take their presentations as a version that can be generalised to
inform the peer students and to train the teaching staff to promote a higher sensi-
bility of the university community?

If you consider the social disability research you find a strong discussion on inclusion
vs. exclusion of disabled people. Mainstream research is seen as failing disabled peo-
ple.

“Disabled people have come to see research as a violation of their experience, as
irrelevant to their needs and as failing to improve their material circumstances and
quality of life”1 and correspondant the comments of Barnes: “The social model of

1 Oliver, M. 1992: Changing the social relations of research production in: Disability, Handi-
cap and Society, 7 (2), 105.
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Fig. 3. From Experience to Standardization

disability represents nothing more complicated than a focus on the economic, envi-
ronmental and cultural barriers encountered by people viewed by others as having
some form of impairment.”2

The philosophy of the SZS – based up the starting phase in 1987 on electronic
communication, interaction and learning – is to regard visually impaired students as
qualified as their non-disabled peers with the same educational surroundings and their
demands, getting their degrees like the others. They get an equal competence for inte-
grating into the labour market and taking correspondent positions.

Consequently, a team of staff members of the SZS and visually impaired students
applied themselves to the following fields:

1.

2.

Blind students at work.
Course selection – Preparing for a course – technical aids – communication and
interaction.
Partially sighted students at work.
The importance of the viewing field – Optical aids – Computers with magnifica-
tion software and speech output – Mobile and stationary camera systems – A
healthy mix.

2 Barnes, C. 2003: What a difference a decade makes: reflections on doing, emancipatory’
research.
Disability and Society, 18 (1), 9.
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3.

4.

5.

6.

7.

File formats used in Higher Education - barriers for visually impaired students.
Via a questionnaire the different file formats were tested and evaluated and rec-
ommendations were given for lecturers to design their materials in such way that
barriers were removed or at least reduced.
Use of multimedia - the presentation forms and barrier-free versions.
Via learning scenarios the working group developed, experienced and docu-
mented the methods of interaction during al lecture (interaction between stu-
dents, interaction between lecturers and students) as well as the communication
and interaction during the work process before and after a lecture (interaction be-
tween students, interaction between students and lecturers).
Availability of documents.
The different presentation forms – illustrations and texts – were evaluated
concerning their accessibility for blind and partially sighted students.
Study aids used by blind and by partially sighted students.
Here the most relevant study aids were – supported by companies who produce
those assistive technology – tested and documented. In this way the SZS became
something like a competence centre for German and European producers. Con-
cerning the implementation of their products into the higher educational process
there is a high interest of the companies, which can be of profit for both sides –
users and companies – and in addition for technical counsellors.
Acoustic and light conditions.
Finally there were as well discussed topics like the acoustic of audience and lec-
ture rooms and their light conditions including situations in open air lecturing.

All these scenarios, results and recommendations are to be found in the SZS-
homepage (both English and German version):
http://elba.szs.uni-karlsruhe.de
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Abstract. All entities involved in creating, managing and using e-Learning con-
tent and tools have a great challenge making it accessible for students and in-
structors with disabilities. Current accessibility guidelines have to be concreted
and adapted to this context, so they can find the way to make learning process
accessible and usable without too much additional work. There are complex
elements, concepts and structures in e-Learning, difficult to transmit to people
with disabilities and that are out of the scope of current guidelines.

1 Introduction

Internet has contributed in a very significant way to the construction of the Informa-
tion Society we enjoy nowadays; it provides services and content anytime to all peo-
ple who can connect anywhere. One of the important uses of the Internet in particular,
and the information and communication technologies (ICT) in general is education,
the so called e-Learning. Teachers, instructional designers, engineers and all entities
involved in the process of providing e-Learning have been working more than 20
years in creating the tools, platforms, methodologies, content and services to provide
high quality learning experiences to all kind of target students.

Learning management system (LMS) providers have developed very good and
broadly used products like WebCT, Blackboard, Macromedia e-Learning Suite or
Docent Enterprise Suite. They provide all the functionality an educational institution
may need. A new challenge for them will be to provide these services for all, which
means that people with disabilities should be able to use, as a teacher or as a student,
all the services, content and tools included in the LMS.

Being aware of the opportunities that ICT and e-Learning offers to people with
disabilities is the responsibility of all entities involved in the creation, development
and providing of e-Learning to facilitate the access at a moderate cost and to promote
its use [6]. Now that many teaching innovations are being made, the needs of students
with disabilities must be taking into account [9], otherwise they will be excluded. For
achieving this aim, there is no need of different versions of all educational resources
and tools for each group of target users, but a design for all methodology has to be
adopted.

In this paper we will analyze the accessibility problems faced by different user pro-
files involved in eLearning experiences when they use the set of tools included in

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 157–163, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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LMSs. Although guidelines and specifications are being provided everyday, they can
not cover all the aspects for a correct application to eLearning context, due to some
difficulties we will expose. Many institutions and organizations are working in the
specification of the features and techniques needed by present and future accessible
eLearning tools, like design-for-all methodologies, usability, user-centered design or
adaptability to different user.

2 Accessibility

Web Accessibility Initiative (WAI) guidelines are the result of the compromise that
the World Wide Web Consortium (W3C) adopted to promote the use of ICT for peo-
ple with disabilities. Collaborating with organizations all over the world, they are
making a great effort to promote accessibility, mainly for the Internet, through five
main areas of work and R&D, which are technology, guidelines, tools, education and
contact. Their best result is the published and broadly used guidelines [11]:

Web Content Accessibility Guidelines 1.0. (WCAG) Explains in detail how to
make a Web site accessible for people with a variety of disabilities.
Authoring Tool Accessibility Guidelines 1.0. (ATAG) For software developers,
explains how to make a variety of authoring tools support the production of ac-
cessible Web content, and also how to make the software itself accessible.
User Agent Accessibility Guidelines 1.0. (UAAG) For software developers, ex-
plains how to make accessible browsers, multimedia players, and assistive tech-
nologies that interface with these.
XML Accessibility Guidelines. (XMLAG) For developers of XML-based appli-
cations, explains how to ensure that XML-based applications support accessibil-
ity.

IMS Global Learning Consortium [4] has published specific guidelines for devel-
oping accessible learning applications and content. They have provided specifications
to organize learner information (IMS Profiles and enterprise system), interchange
content and assessments with any LMS (IMS Content Packaging and IMS Question &
Test Interoperability) and describe learning resources created and used in different
LMS (IMS Learning Resources Meta-Data).

3 e-Learning

Different technologies have been used in the different eras of e-Learning, and as new
technologies emerge they are applied and used in e-Learning. These changes have
promoted the several names that have been given to e-Learning styles and tools dur-
ing the years, for example Computer Based Training (CBT), Computer Managed
Instruction (CMI), Distributed Online Learning (DOL), Learning Management Sys-
tem (LMS) or Learning Virtual Environment (LVE). Finally, they are a set of tools,
more or less complex, to be used by three main user profiles: system administrators,
teachers and students.
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Many and good LMSs have been developed, in which you can find all the func-
tionality you may need. The problem they faced some years ago was that they worked
with proprietary formats, so if users wanted to share educational content or change the
LMS, they have to rewrite all the content in the new format, this makes them be at-
tached to the provider. They see the need of creating specification and standards to
avoid these problems. Many organizations like IEEE, IMS, ADL or AICC worked to
create standards like SCORM [7], IMS Global Learning Consortium specifications [3]
or IEEE LTSC Learning Object Metadata standard [5]. This makes educational con-
tent interoperable, reusable, flexible and durable, so authors can develop educational
content from previously developed chunks of information, reusing it when needed and
running it in any LMS that conforms the same standard.

Content and tools included in the LMS should also be accessible, that means that
people with disabilities should be able to use and access all the information provided
for the learning experience, regardless the type or degree of disability they suffer.
Later we will see the accessibility problems of current e-Learning environments.

As well as accessible, the LMS and educational content has to be usable. “Usabil-
ity is the quality of a system that makes it easy to learn, easy to use, easy to remem-
ber, error tolerant, and subjectively pleasing” [10] Nowadays, designers and develop-
ers are creating user-centered interfaces, customizable, easily internationalizable and
personalizable, in this way, target teachers and students would have an efficient and
satisfactory usage of ICT.

Leporini [1] proposes 16 criteria to improve the usability of accessible web pages
read by screen-readers. These criteria are classified in presentation guidelines, how
the interface provides information to the user, and dialogue, describes how the actions
made by the user and by the system can be sequencialized.

TechDis proposes seven precepts of usability and accessibility [8]. Some of these
precepts are closely related to WAI ATAG 1.0 accessibility guidelines, others go
beyond, in order to improve the navigation mechanism and structure, content struc-
ture, organization and design.

In the technologies world the future is focused in mobile devices, that as well as
the desired features of a computer (multimedia capabilities, data input/output devices,
connectivity...) they offer good price and very small size. These devices have to be-
come accessible for people with disabilities, because they are very valuable and useful
for them.

After analyzing several e-Learning platforms, tools, LMS and virtual campus you
can determine what the functionality is they offer, what kind of content they generate
or the target users of each part of the system. We will briefly classify the services
included in most of the e-Learning systems, the tools provided, the actions each user
can do and the accessibility problems they have to overcome.

3.1 Educational Content Authoring Tool

It is one of the most complex tools of LMSs; it has to enable the teacher the edition of
complete educational content from scratch, the linking or insertion of external objects
and media, as well as the linking of internal parts of the course.

The complexity of authoring tools can vary very much depending on the capability
for creating media and composing it to create educational content, or if they are more
integrating tools of external media. If media can be created with the LMS their level
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of accessibility can be controlled more easily than if it integrates external media, in
this case, accessibility is more difficult to assure, because it relies mainly in the
knowledge and responsibility of the instructor. The systems should provide the author
all the guidelines, techniques, information and tools needed to know how to make this
external media accessible.

The LMS should help and encourage teachers to create accessible content in a
natural way, not only providing guidelines to be followed by instructors, like many
current systems do, but assuring that these are followed, providing an automatic con-
trol and way to conform of guidelines. For example, the system should ask for alter-
native media to make it accessible for all target users, emulators and additional tools
can help authors to understand how users will perceive the content (text only browser,
voice browser, black and white screens, disability of the mouse...), accessible tem-
plates could be provided to create all kind of contents or assessments, tools for syn-
chronizing text, speech, sound and images would improve the equivalency of formats,
and so on. These kinds of tools would improve in a perceivable way the accessibility
of educational experiences.

All tools provided to create, check and validate educational content should be ac-
cessible for teachers and system administrators with disabilities. This checking should
be personalized by the author, so he / she can control the level of accessibility to be
reached, the moment of checking (during the editing process or on-demand), the
guidelines to be followed or the kind of report he / she wants to get.

e-Learning path and tracking of learner’s activity are elements difficult to under-
stand and overview for people with disabilities. Users have to be able to create and
manage the mental structure of the learning experience they are taking or creating,
and know which part of the content has been visited or which assessment has been
done. The LMS should provide different and personalizable styles of giving this in-
formation, with different levels of detail and transmitting the connection between
educational pieces of content, assessment or resources.

3.2 Asynchronous Communication and Collaboration Tools

Tools like shared workspaces, document repositories, discussion forums, organizers,
schedulers and bulletin boards are available anytime for teachers and students.

The system administrator is responsible of managing the permissions of different
users. Teachers can manage the permissions of students or students’ groups, add,
modify or remove resources uploaded in shared workspaces or messages from forums
or bulletin boards, moderate discussions and manage forum categories.

Finally, students are the target of all this information. Depending on their privi-
leges they are also able to upload resources or participate actively in discussion fo-
rums and put messages on the bulletin board.

All users of asynchronous tools have to be able to locate and scan items easily, fol-
low the thread and flow of discussions and post responses or messages.

3.3 Synchronous Communication and Collaboration Tools

The most common and broadly used synchronous tool is the chat or instant messen-
ger. It is a very appropriate tool for online tutoring, problem solving between students
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and teacher, and promotes an active participation of students in their learning process.
Many of these tools allow the sharing of files, whiteboards or applications, which is
very useful in collaborative work.

Other synchronous tools are audio/video-conferencing, which transmits audio and
video instead of plain text, and Multi-user Domain Object Oriented Environments
(MOOs), virtual worlds where users are represented and interact like avatars.

In these kinds of tools, system administrators manage permission of users and chat
rooms, teachers moderate the discussion and do the necessary actions for a normal
flow of events, while students are the main characters of the process, and participate
asking and answering questions and problems or topics proposed by the teacher.

The main accessibility problems faced in synchronous tools are the difficulties in
following the flow and rhythm of events and communication, the need to convert text-
to-speech and speech-to-text in real time, the necessary description of images and
virtual environments in real time. Users who communicate slowly have more prob-
lems with these tools and special care has to be taken, especially if the group is
formed by heterogeneous users.

In these kind of tools the instructor or administrator has a very Important role, be-
cause he / she has to assure that all students are able to follow the flow of events, and
take the necessary decisions if it is not like this. The system has to provide tools to
stop messaging, slow down the flow or modify user’s priority.

3.4 Testing and Assessment. Students’ Progress and Reporting

Testing and assessment usually includes the most common tools to manage multiple
choice like exercises, fill in the blank or relate items activities, which are easily
evaluable by the LMS. The results of these exercises have to be recorded and reported
to teachers and students, so they can see individual or collective progress, difficulties
or problems in any of the educational content, and teachers should also be able to
modify the learning path, activities or style, if needed.

All accessibility problems mentioned before apply also to testing and assessment,
as well as those derived from the importance of testing.

You have to distinguish between formative assessment, that has not serious conse-
quences in the student’s activity, and high-stake assessment, like the test to register on
a given course, that has serious consequences for them. Several times accessibility
features conflict with assessment validity, which is why e-Learning providers and
instructors who design assessments have to be especially careful and assure that no
group of students has advantage over the others.

4 Accessibility of Current LMS

Accessibility guidelines and specifications described before do not cover all the needs
of accessible e-Learning. As guidelines, they are very general and try to cover the
most contexts, usages and target users as possible, so when they have to be applied to
a concrete context, it is difficult to find the way to do it. For example, one of the
guidelines provided by the ATAG says “Ensure that the authoring tool is accessible to
authors with disabilities”. This affirmation is obvious, but the problem is how to make
it real.
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On the other hand, most guidelines focus on content, presentation and media, but e-
Learning is much more than this, it includes the edition and visualization of the e-
Learning path, synchronous and asynchronous communication and collaboration
tools, assessments, exercises, interaction, tracking...so developers find a lack of guide-
lines to make these basic elements of e-Learning accessible.

Other devices besides personal computers are being used to provide and receive e-
Learning, for example Pocket PC, Personal Digital Assistants or Tablet PCs. These
also should be accessible to be used by people with disabilities.

Recent developments in speech technology have led to improvements in quality
and accuracy and a reduction in prices. This is important for people with disabilities
since speech technology can be used for communication, access to information and
control of the environment [2]. Speech synthesis is a stable technology, but speech
recognition is still inadequate when compared with human capabilities.

For many software vendors, user-friendly computer interfaces is directly applied as
GUIs (graphical user interfaces). This means a need of training and many problems in
the speed of use of these systems for people with disabilities.

Most broadly used LMSs do not include tools and advanced systems to provide ac-
cessibility on the content they generate, authors have guidelines, documentation and
help to know how to make content accessible, for example: “you have to provide
alternative media for disabled people”, “you have to synchronize text and speech”,
“you have to assure that tables linearize correctly” or “you have to use headline mark-
ups for titles”. It should not be responsibility of the author to know how to apply all
these recommendations, he / she has to create and design educational content and
guide learners in their experience, he / she has not to become an expert on accessibil-
ity to become an e-Learning instructor.

5 Conclusions

Accessible e-Learning gives the opportunity to many students and instructors with
disabilities to use ICT as a tool to study or work. These technologies have great ad-
vantages over other methods used before, their multimodal capabilities makes it easier
to provide equivalent information and services in different formats.

Content and LMS providers could think of creating different versions of the prod-
ucts for each kind of target users, but they have to realize that this is useless, because
the number of different users can be extremely high. A design for all has to be made,
and then provide interfaces and tools to personalizable and adapt to different users or
contexts.

Designers do not have to forget usability, it is not enough the conformance all ac-
cessibility guidelines, and the application or content can remain useless if users are
not satisfied with the experience.

The LMS, as well as the tools needed to create the e-Learning experience, has to
provide personalizable tools to automatically check and repair accessibility and us-
ability problems. Following the clear and concrete instructions of the LMS the author
should be able to create accessible educational content in a natural way, from the
beginning of the process and without adding special complexity.

Finally, educational standards and specifications, like SCORM, and standard for-
mats and technologies, like XML or XHTML, should be used to assure accessibility
and interoperability of tools and content.
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Abstract. The ECDL, a world wide accepted standard certificate on the basic
skills in using computers, offers opportunities for people with disabilities to
support their vocational integration. By focusing on the accessibility of the cer-
tificate for four target groups of people with disability, the ECDL-PD project
will create a forum for all involved in ECDL to understand the needs, issues and
solutions in order to accommodate people with disabilities to achieve the certi-
fication without changing the standard.

1 ECDL

The European Computer Driving Licence (ECDL is an internationally recognized
computer skills certification programme. ECDL was launched in August 1996 and it
was planned that it should try to gain Europe wide acceptance as soon as possible. [1]
It now has almost 4 million participants in more than 130 countries. This industry
standard is promoted by the ECDL Foundation. Outside Europe, ECDL is known as
ICDL (International Computer Driving Licence)1. It is exactly the same certification,
with the same syllabus and procedures.

ECDL is accepted as a standard of core computer literacy. In order to maintain this
standard, much work has been done in the areas of validation of tests, quality of tests,
testing methods and procedures. ECDL certifies that the holder has knowledge of the
essential concepts of IT and is able to use a personal computer and common profes-
sional computer application at a recognised level of competence.

ECDL is run within its member countries by a network of Test Centres which are
managed by a local ECDL licensee. This licensee is usually, although not always, the
local Informatics or Computer Society. [2]

1 All references to ECDL includes ICDL.
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2 ECDL as a Standard

ECDL is created by an international panel of subject matter experts with input from
the ECDL community, from members of computer societies world wide and from test
centres, teachers and trainers.

The ECDL syllabus is open to the public and published on the ECDL web site
[www.ecdl.com]. The ECDL tests are confidential and are available only to members
of the ECDL community.

Strict quality control procedures are in place. Tests may be run using manual test
evaluation or automated test evaluation. The manual tests are developed by the
ECDL Foundation expert group and are translated for each country. The automated
tests consist of test engine, test database and administration modules. These have to
be approved by the expert team at the ECDL Foundation. Standards for the duration
of tests, content to be examined and methods have been defined. The ECDL Founda-
tion has created a Characterisation Test Template (CTT) which defines the require-
ments for each test. [3]

Procedures for approving Test Centres and for running tests are defined. These are
followed by all countries. Quality audits are carried out at national and international
level. At national level the test centres are visited and reviewed on a regular basis by
the local licensee. Internationally, a team of auditors visits each country to review all
the procedures. These are representatives from an international panel of auditors man-
aged by the Quality Assurance Committee of the ECDL Foundation. [4]

3 ECDL-PD

The ECDL for people with disabilities (ECDL-PD) is a Leonardo Da Vinci Project,
which aims at adapting the widespread and well-known ECDL certificate to the needs
of people with disabilities. It is important that ECDL-PD does not create a special or
reduced ECDL. The standard must be maintained while addressing the needs identi-
fied in the ECDL-PD project. The findings from the project will be validated accord-
ing to ECDL standards. The ECDL should not only become a tool for people with
disabilities, but also for the increasing number of under-represented people on the
labour market (e. g. elderly people, people with poor education, people from a poorer
social background, immigrants ...).

The basic philosophy of ECDL-PD is to keep the certificate untouched. The focus
is on accessibility of the Syllabus and the MQTB (Manual Question and Test Base) as
well as better training, teaching and learning.

ECDL should become a tool to foster the vocational integration of people with dis-
abilities. It should also help training providers to improve the quality of their training
as well as higher the attractively of their programs by orienting towards and interna-
tional business standard.

The main advantages of the ECDL for people with special needs are the product
independence and that testing is independent from training. ECDL is open to every-
one, regardless of age, education, experience or background. ECDL is basically very
flexible towards the organisation of testing; this allows flexibility with regards to
accessibility. ECDL believes it is its mission to address all people including those
with disabilities [4].
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4 Accessibility Evaluation of the Syllabus and the MQTB [5,6,7]
by Making Use of a Dynamic Internet Tool

“Evaluation” must not be understood as working on changes to the standard. Evalua-
tion means providing clarification of how test items and other issues should be ad-
dressed to meet the needs of the candidate. Evaluation searches for examples and best
practice on how to overcome critical aspects in the Syllabus and the MQTB. As the
ECDL Foundation is involved and hosting this forum in the long run by an ECDL
Foundation working group, serious problems which need further clarification and
perhaps adaptations of the Syllabus or the MQTB will be fed into the relevant chan-
nels of the Foundation. Only after checking the compliance with the standard and
passing the quality assurance procedures such alternatives might be used.

Based on the fact that the Syllabus is open to everyone, but the MQTB just to au-
thorized persons, the evaluation tools are also separated in an open part (“Syllabus”)
and the strictly secured part for the “MQTB”.

4.1 Syllabus

The syllabus is the curriculum of the ECDL. It specifies all skills, which should be
known for each of the 7 modules:

1.
2.
3.
4.
5.
6.
7.

Basic Concepts of Information Technology
Using a Computer and Managing Files
Word Processing
Spreadsheets
Database
Presentation
Information and Communication

It is designed and regularly updated by a panel of international experts to ensure its
relevance to the working world and the advances in technologies and practices.

Syllabus Accessibility. ECDL PD evaluates the ECDL Syllabus for people with dis-
abilities in order to find barriers for different groups of people with disabilities in the
description of the content and the definition how the different tasks have to be ful-
filled. Based on this analysis, proposals of methodologies, techniques and arrange-
ments to overcome these barriers are made and presented to the ECDL Foundation.
These proposals for solutions have to be evaluated by the ECDL Foundation so that
the proposals are in accordance with the general guidelines and the level of ECDL.
Only if in accordance with the general ECDL Quality requirements, these solutions
are collected and presented as so called “Syllabus accessibility evaluation tool”.

Dynamic Syllabus Accessibility Evaluation Tool. This section will specify how the
Syllabus accessibility work should be done after the end of the project and how users
and experts at international level should get involved by making use of an Internet
based system.

These solutions are the recommendations of the project team and will be presented
to the ECDL Foundation at the end of the project.
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The evaluation tool scheme consists of three main parts:

The tool itself: Provides information about the Syllabus Modules, their barriers
for the specific target groups and possible solutions, techniques and methodolo-
gies to overcome them.
The Open Forum: an open place to discuss barriers, problems and their solu-
tions, specific to ECDL. For every Syllabus Module an additional FAQ-section
should be provided.
The Expert Forum: There should be an Expert Forum where members can ad-
dress issues. The ECDL Foundation group should discuss submitted solutions
and proposals, which should be added to Syllabus accessibility evaluation tool.

The page is kept very simple and clear. It has to be easy to use for everyone, and
accessible for the specific target groups. The Evaluations are divided into the different
target groups, the 7 Modules and major known categorized problems. They can be
accessed by filling in a form of three questions.

Fig. 1. Use Case Diagram of the ECDL Syllabus accessibility evaluation tool. On the left side
are the users who don’t have to be members of the ECDL Foundation. In the middle are the
tasks, divided into the Syllabus Evaluation Tool and the MQTB Evaluation Tool.. On the right
side, are the users who are members of the ECDL Foundation group.
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Fig. 2. Screenshot of Syllabus accessibility evaluation tool. Filling in this form, the users gets
directly to the wanted evaluations of target group and the module.

Afterwards a window split horizontally is shown, at the top the actual Syllabus
Module and its (sub) chapters. By selecting a chapter, in the lower frame the notes –
the “Evaluations” to this specific question - can be found in the bottom frame.

In case the needed information cannot be found in the actual evaluation, an “Open
Forum” is provided, which is also structured like the ECDL Syllabus. There the topics
can be discussed by everyone.

The “ECDL-PD Expert Forum” should follow the discussion in the open forum.
Topics that seem to be relevant for the evaluation will be discussed in the “ECDL-PD
Expert Forum”. To make a change to the ECDL PD evaluation tool the Expert Team
has to make a suggestion to the ECDL Foundation Group, who, after assuring that the
wanted “evaluation” still fits all principles of the ECDL Foundation, makes the
changes to the Syllabus evaluation tool. The ECDL Foundation group should also
participate in the discussions in both forums.

4.2 The MQTB

The Manual Question and Test Base (MQTB) is the catalogue of exam questions.
While Syllabus is public domain, the MQTB is confidential. This section will outline
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the structure of the MQTB
the workflow of updating to new versions and how the evaluation work should
be integrated into this procedures

Accessibility Work. ECDL PD evaluates the exam questions and provides MQTB
clarifications. Again it has to be guaranteed that the level remains unchanged. All
materials are evaluated by general ECDL authorities. In addition ECDL-PD also does
some evaluation work on automated testing tools and their accessibility and usability
for the target groups.

Dynamic MQTB Accessibility Tool. This tool specifies how the MQTB accessibility
work should be done after the end of the project and how users and experts at
international level should get involved by making use of an Internet based system.

Due to the confidentiality of the MQTB, the strict security and access rules have to
be guaranteed also for the evaluation reports.

Basically the MQTB tool is structured in accordance to the Syllabus tool, just that
the MQTB Forum and the MQTB accessibility evaluation tools cannot be accessed by
unauthorized users.

The MQTB evaluations should help the ECDL Test centers to get information how
to deal with certain questions resulting from servicing a specific target group.

5 Summary

This structure should help to get a very open but serious, versatile platform for all
users to develop the concepts of the ECDL-PD project. Additionally, people inter-
ested in the ECDL PD will be able to understand how ECDL tests can be made acces-
sible or are already accessible for their specific needs. ECDL candidates will find help
available for specific issues and problems. Trainers and Training Centers will get
information on how to deal with applicants with special needs and build up effective
procedures and strategies for servicing and preparing their clientele in the best way.

By implementing these procedures and tools, people with disabilities, trainers and
test centres should get the possibility to find solutions for the training and the test
situation for specific target groups and individuals. Based on the pool of experiences,
examples of best practice, guidelines and recommendations, people should find a
place where they can search for solutions to their problems. At the minimum they will
have a forum where they can fill in their comments, questions or solutions to a certain
items of the Syllabus Open Forum, or, of course only authorized people, to the
MQTB. The goal of this is to address the problems of accessibility for the different
target groups of ECDL-PD. The ECDL Foundation group has to make sure that these
questions, examples and/or recommendations are taken into account and implemented
to improve the accessibility and usability of the certificate for people with disabilities.

At the moment the specification for these evaluation tools is finished. A first proto-
type will be available at the end of April. A first test version will be available to be
presented at the ICCHP conference.
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Abstract. This study addresses the essential competencies of special educator
in integrating assistive technology (AT) into the curriculum. Researchers identi-
fied ten categories of skills required to integrate assistive technology, after
viewing deliberate literature. Fourteen professionals in special education, reha-
bilitation and assistive technology formed as a web-based Delphi panel and re-
viewed the importance of the competencies. Following three rounds of a web-
based Delphi survey, 51 statements were determined to be important or very
important to AT integration.

1 Introduction

Assistive technology (AT) has been regarded as an equalizer for students with dis-
abilities enabling them to access the general educational curriculum, and facilitating
their fulfilling potential. However, AT must be integrated into learning activities to
enable the benefits of assistive technology to be exploited [3]. Most in the field ac-
knowledge about the importance of the integration of AT into the curriculum and
instruction. However, some barriers prevent effective integration of AT into learning
activities. One of the most important obstructions is the inadequate training of special
education teachers [10].

Following the Special Education Act of 1997 in Taiwan, AT has been considered
to be an important service for providing special education to students with disabilities
[9]. Educational authorities in Taiwan have implemented numerous training programs
related to AT, such as introducing AT and elucidating the manipulation of AT de-
vices, to help special education teachers. Researchers and educational authorities have
recently paid more attention to integrating AT into classroom activities and curricula,
because of innovations in general education that related to the integration of informa-
tion technology into instructional activities [1]. However, comprehensive indicators of
AT integration are lacking, and are required to help educational authorities evaluate a
special education teacher’s competencies and organize systematically AT integration
training programs.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 171–177, 2004.
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Some professional associations and educational authorities have developed various
assistive technology competencies to prepare qualified teachers of special education
with AT literacy. Technology and Medial, a division of the Council for Exceptional
Children (CEC), has developed 51 statements of important AT competencies based on
the CEC’s format of Professional Standards. They were developed by AT experts
from the U. S. A. through a three-round of Delphi survey [6].

AT competency is not only used to qualify educators, but is also adopted to de-
velop competency-based pre-service AT courses or in-service AT training programs.
For instance, the National Association of State Directors of Special Education in the
U. S. A. (1998) developed “Recommended Competencies for Professional Staff Mem-
bers in the Area of Assistive Technology” and used these competencies to establish
objectives for in-service training programs [8].

AT competency, especially that associated with integrating AT into instructional
activities, covers a set of essential skills to be acquired by special educators to enable
them to provide the benefits of AT devices to their students with special educational
needs. Educational authorities must be aware of the AT skills possessed by special
education teachers before setting in-service AT training programs. Therefore, it is
necessary to frame a group of representative AT competencies.

Accordingly, the major purpose of this work, funded by the National Science
Council of Republic of China, is to develop the essential assistive technology integra-
tion competencies that teachers of special education should possess in Taiwan.

2 Method

2.1 Research Design

A web-based Delphi survey was conducted to collect the experts’ opinions through
questionnaires. Consistent expert opinions were elicited following numerous rounds
of the survey. Some studies with similar goals have also used Delphi surveys [4], [6].
In these studies, a Delphi survey is conducted by mailing a printed questionnaire to
experts and processing the data manually after the questionnaires have been returned.
However, the delivery of the questionnaires and the processing of data collection are
time-consuming. This work adopted a web-based Delphi survey that sent notice to
experts via electronic mail and asking them to fill out the questionnaire on a web site
using an identifying code and password. The web-based Delphi survey system auto-
matically collected the individual responses after the expert had completed the ques-
tionnaire. It then generated a table of all of the experts’ responses to each item.

Fourteen professionals from Taiwan in the areas of assistive technology, special
education, and rehabilitation constituted an on-line Delphi panel to evaluate the im-
portance of various statements of AT competencies. They discussed each statement in
a blind iterative process until they reached agreement.

2.2 Tool Development

This study developed two tools for conducting the on-line Delphi survey. One is a
statement of AT integration competencies taken from related literature on AT compe-
tencies [5], [6] and AT integration [1], [[2], [3]. The other is a web-based Delphi
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survey system that was developed in HTML and ASP collocated responses with the
SQL server. Experts had to login to the system using their code and password before
they could fill out the questionnaire.

The frame of AT integration competencies, as shown in Fig. 1, presents two steps.
One is basic competencies, which fall into three categories - (a) philosophy and law,
(b) AT devices and (c) AT service. The other is integrating competencies, which fall
into seven categories - (a) concepts of AT integration, (b) assessment, (c) selection
and acquisition, (d) training, (e) instruction accommodation, (f) implementation and
management, (g) resources and support. Based on the definitions of literacy, compe-
tency of AT integration is measured on three dimensions: knowledge specifies the
understanding of the concepts, philosophy and advantages of AT; skills represents the
capacity to operate AT devices and demonstrate the integration of AT devices during
instructional activities; Dispositions represents the values and commitment that affect
the AT-related behaviors of teachers [7].

Fig. 1. The frame of essential assistive technology integrated competencies.

Researchers developed 55 essential statements after an extensive review of the lit-
erature. These 55 statements were the items used in the first-round of the Delphi sur-
vey. Each expert reviewed and rated each statement as “very important”, “important”,
“general”, “unimportant” or “very unimportant” on the website. The statement was
revised or deleted in the following round according to the experts’ responses.

2.3 Survey Procedure

Researchers found potential experts in assistive technology, special education and
rehabilitation and invited them to participate in this study. Fourteen professionals
finally participated and sat on the panel of experts. Researchers informed them by e-
mail of the procedure for filling out the questionnaire on the website when prior to the
first round of the survey. The researchers revised or deleted the statements in response
to the qualitative opinions and then undertook the second round survey. The experts
received by email a report of their ratings and comments after each round of the sur-
vey, and used it as a reference for rating statements in the following round.
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Researchers analyzed the consistency of the responses to each statement across the
first two rounds of the survey after the second round survey has been completed. The
statements with inconsistent responses were e-mailed to the experts with the results of
the second round survey. The experts filled out the questionnaire and mailed it back to
the first researcher. The survey involved a total of three rounds.

2.4 Data Analysis

The experts’ responses to each statement were transferred from SQL database into a
Microsoft Excel file and analyzed. The mean was used to decide the importance of
each statement. The median and mode were determined central location to character-
ize the experts’ responses. Moreover, quartile deviation (QD) was used as measures
of variation of the responses.

3 Results

The experts reached agreement at the third round of the Delphi survey. The final
number of the statements regarding AT integration was 51. These 51 statements were
regarded as very important or important competencies of AT integration for teachers
of special education. The final statements retained the original frame of AT integra-
tion mentioned in Fig. one. The brief descriptions are below:

3.1 Philosophy and Laws Related to AT

The professionals agreed that special educators must understand the legislation and
regulations related to assistive technology used in special education in Taiwan, and
that they must be able to demonstrate the advantages of AT to the lives, learning and
vocation of individuals with disabilities. They also claimed that educators should
exhibit a positive disposition toward the use of AT devices to help students with dis-
abilities to participate in the general curriculum and demonstrate their capabilities.

3.2 AT Devices

The experts felt that the educators should be familiar with the features of the various
categories of AT devices and operate the devices generally employed in the class-
room, as well as Internet or computer information technology. Although teachers of
special education were not expected to be AT specialists, human resources in the
classroom are limited, so teachers should take the responsibility of demonstrating and
using specific devices.

3.3 AT Service

AT service is an important issue related to the successful and effective use of AT
devices. Teamwork guarantees the provision of proper AT services. However, effec-
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tive teamwork training of professionals in related disciplines is lacking. Teachers of
special education are not supposed to provide the AT service without support. There-
fore, knowledge of AT service was highlighted in this category.

Special educators are expected to demonstrate an understanding of AT service. As
members of a team to provide AT service, teachers must display knowledge of the
role of each team member, procedures for applying and obtaining funding for AT
devices, the methods used to evaluate the effects of the AT intervention, the AT re-
source center and its services, and the procedure and models using to assess the need
of AT using.

3.4 Concepts Related to AT Integration

Concepts related to the integration of AT devices into the curriculum are prerequisites
to successful AT integration. However, this category contains only three statements.
Special educators are expected to identify the parts of learning activities for which AT
applications are suitable in the classroom. The panelists also agreed that teachers
should demonstrate understanding of the process of integrating AT devices into the
curriculum, as well as an intent to do so.

3.5 Assessment

This category concerns the assessment of AT integration. As a member of a team, a
special education teacher should demonstrate skills in assessment. He or she must be
able to assess the client’s abilities in the areas of cognition and communication as
well as his or her adaptive skills. They must be able to provide related information to
other members of the team. Additionally, they must be able to refer the client to the
resource center according to the required AT devices. Teachers must be able to iden-
tify the AT devices required for particular learning activities.

3.6 Selection and Acquisition

In the selection of devices, teachers are expected to use skills of collaborating with
other professionals and parents, to evaluate the AT devices, select proper devices and
determine the objectives of AT intervention. They must also be able to find responsi-
ble agencies or third-party organizations from which to acquire AT devices, by either
borrowing or purchasing.

3.7 Training

To integrate AT devices into learning activities, not only clients, but also their teach-
ers and parents, must be familiar with the devices they use. Educators must be able to
teach clients and their parents to manipulate any device adopted by the client. Not
every teachers needs to be an AT expert, but teachers should be able to perform sam-
ple tasks, such as operating digital communicators, or maintaining devices.
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3.8 Instruction Accommodation

The instructional environment must be made to be able to integrate AT devices. Edu-
cators must demonstrate their skills related in implementing learning materials (such
as editing electronic material), instructional strategies, methods of engagement (such
as replacing handwriting with typing in writing class) and an appropriate physical
environment (such as by reorganizing the layout of seats to suit students with wheel-
chairs).

3.9 Implementation and Management

Human resources for helping teachers in the classroom are limited, so educators must
take responsibility for planning AT integration and evaluating its effectiveness during
implementation. Rather than performing these tasks by themselves, teachers are en-
couraged to cooperate with other professionals in a dynamic process.

3.10 Resources and Support

Being a member of a team that provides special education services, special educators
are expected to act as a resource person who could provide related supports for the
general educators. They should also participate in AT-related professional education
programs and actively seek assistance from other professionals.

4 Conclusions

The process of integrating AT into the curriculum is dynamic and ongoing. Teachers
of Special education need training and support in integrating AT. These 51 items
related to competencies in integrating AT, specified herein, are important indicators
for qualifying special education teachers.

The items identified in this work can be used to examine the literacy of special
educators in integrating AT. Researchers can also evaluate the support required by
teachers, and develop competency-based AT in-service training programs.
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Abstract. Diversity in learning style represents an obstacle teachers have to
deal with. In the case of pupils with visual perception troubles, teachers cannot
propose to students with difficult vision the same online material they propose
to peers. Currently we are attempting to diminish the major obstacles this prob-
lem arises with the development within CRS4 of a system prototype that intro-
duces two main characteristics: the teacher’s pedagogical support with the
search of didactic resources over the Internet adapted to objects which have
been predefined for others and the adaptation of these resources to the personal
characteristics of end user, in this case both students with and without trouble of
visual perception.

1 Introduction

The activities of object decomposition from an online didactical material are being
studied respecting the objective parameters presented from medical diagnoses and
through materials teachers may retrieve online. New organizational editing object will
allow students to manage their own digital visual space at their best; the graphical
disposition of visual elements as well as key words represent samples of what a stu-
dent will control by himself for a personal representation. The prototype will contrib-
ute to the following operations: the sending of demands via Internet to the material
elaboration centre, the research and the progressive interactive adaptation of the ma-
terial through the manipulation of important parameters for the visual perception.

2 Pedagogical Objective

The main characteristics of the prototype regard both the methodological and techno-
logical functions. The pedagogical function will allow the following procedure from
the system interface for special requests: teachers will indicate in related fields (fields
that respect determined taxonomies like categories of ability, instructional strategies,
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support of media.) the instructional objective, the nature of the didactic elements
useful to the attainment of objectives, the level of complexity of the didactic object
according to age and grade, the nature of the discipline, etc. During this very first
phase, teachers will select some parameters extracted from the category of the dis-
eases (Cim-10 1998) regarding: visual acuity, field of vision, centered vision and
peripheral vision. Each category of visual deficiency introduces a particular object
representation, perception of the contours, the shapes, the contrasts, the light, details,
etc, which we must bear in mind at the moment of the adaptation phase of the didac-
tic material we will supply the end user with.

3 The System

The system consists of several modules each dedicated to a specific role. Operatively
speaking ,the first step is the request of the educational materials. The searching is
performed by experts in the specific argument. Documents are decomposed in “learn-
ing objects” the system recognizes. Speaking of “learning objects” we mean elements
or parts of content related to the definition contained in the standardization work of
the Institute of Electrical and Electronic Engineers (IEEE). The end user will be able
to adapt the obtained objects within presentation schemes called templates, depending
on the needs and on his/her sight capabilities. To pursuit this goal the system pro-
vides several templates related to the different presentations concerning the disability
categories. The described features implicate the adoption of a technology based on
the Web client-server paradigm. We can point out two levels of action:

the expert receives the request, looks for the materials, and performs the
decomposition in “learning objects”;
the user gets the retrieved materials presented within the most suitable template;
using the authoring tools he can modify the properties.

3.1 Meta Data and Learning Objects

The term “learning objects” has been the source of some confusion. In the field of
Instructional Design it is a term that describes shareable “chunks” of content; in com-
puter engineering it is an extension of “object oriented” programming to the field of
learning management; among educators it can describe both content and processes. In
the context of e-learning or Web-based teaching [6], learning objects are becoming
accepted as the building blocks of course design. The IEEE originally defined a
Learning Object very loosely as: “any entity, digital or non digital, that can be used
for learning, education or training”; however in practice learning objects are normally
digital, discrete units of instruction that are distributed via a computer network as
components of a web-based learning management system. XML metadata has be-
come the de-facto standard for indexing, defining and searching learning objects and
all of the repositories mentioned above use metadata standards developed under the
IEEE’s Learning Object Metadata (LOM) project. Standard formats include IMS,
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Dublin Core, CanCore and associated projects, such as the Cnn/ISSS European vo-
cabularies initiatives (for multilingual indexing). The LOM differs from library cata-
logue systems in that it incorporates data relevant to curriculum design and teaching
methodology in addition to descriptions of content and authorship. We think it is
interesting to deal with the decomposition of the document into objects identified as
learning assistants, such as the elements we can find within an electronic document
and/or a web page. Samples of interesting information are: author, bibliography, but
the most important decomposable elements are titles, images, tables, definitions,
samples, key words, etc.; the system is able to locate thanks of a hybrid automatic
and manual process the known objects and to produce the internal representation
based on Java Bean technology. The obtained objects are flexible in that they can be
adapted to more training situations in the field of partial sightedness.

3.2 Templates

The display of the learning objects depends on the user’s needs, and only the user can
decide their final organization. The objects are initially positioned within pre-created
graphical pages, called templates. The most important feature of templates is the
possibility to modify the initial organization. In fact, templates are general presenta-
tion models, empty documents with anonymous content at definition time. Only at
runtime the elements will be placed within the template and the adaptation will be
performed. Furthermore templates are reusable elements which, once they are de-
fined, can be applied several times. The system defines a set of basic templates based
on general user needs (related to the disability).

3.3 The Architecture

The client-server system is composed of three main modules:

service request
searching and decomposition of the material
presentation and adaptation

The user entry point consists of a web page located within a portal for the service.

3.4 The Request

The service is requested through an HTML page placed within the portal. The user is
requested to provide the basic information related to the documents needed and he
will be invited to define the category of learning goal end users should reach and/or
the nature of capabilities teachers want students will develop. Moreover it is neces-
sary to clarify how the nature of the disability, in order to make the initial presenta-
tion possible. Choices can be made within a set of possibilities which concern, for
example, position of key words, menu, schema, abstract, title, font, size, interline,
contrast, position of the image on the page, etc.
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3.5 The Decomposition

The decomposition module is developed in Java because of its main feature of object
oriented and multi platform language. It is mainly a stand alone application devised
for the expert in the retrieving of the didactic documents. Starting from an electronic
document based on the XHTML format, the application allows to obtain the learning
objects the system recognizes. An algorithm which transforms XHTML tags into Java
Bean objects will be used; for example <TABLE> XHTML elements correspond to
TABLE learning object. At the end of the process all learning objects will be avail-
able for the next step.

3.6 The Adaptation

The adaptation is the last step of the process. At the highest level, people are clearly
interested in interacting with the information contained within the document [4].
Learning objects are positioned within the template which better meets the user’s
needs. Now the user is able to make the most of the document modifying and adapt-
ing it. The interaction is allowed by an authoring tool provided within the portal. It is
mainly a Java Applet. The user helped by an expert (for example the teacher) can
move, enlarge, resize the objects contained within the document. Every object allows
a set of adaptations which depends on the features of the object itself. For example
TEXT object allows to modify the font, the size, the position on the page, etc.

4 Methodology

Successively to the research already started on the parameters specific for each typol-
ogy of visual deficiency and on the nature of the pedagogic data the requests will
have to present, developmental activities will be started, with the participation of
experts in the fields of ophthalmology, tiflology, school support, instructional tech-
nology and computer engineering in order to establish which flexible parameters will
be presented in the platform. At the end of the development of the prototype platform
the experimentation phase of the service will begin, with a particular emphasis on the
exploration of the actions more frequently detected from the web stations of each
institute taking part in the experimentation. This stage of the research will occur only
after a period of training on the utilization of the prototype and the services it sup-
plies. Either the educational institutes or the vocational schools will present coeduca-
tional classes in which students with a normal or a lower visual acuity coexist. The
gathering of objective data (manipulation of parameters) will be activated through the
screen reader. Two different types of semi-structured interviews will be proposed to
teachers (normal classes teachers, support teachers, specialized educators) and par-
tially sighted pupils. The spreading of the experimentation activities and the publica-
tion of the results will be effected through a number of actions such as seminars,
newsletters and description of the project in specific sites of interest (associations and
institutes for partially sighted people).
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5 Conclusion

The project results from several interactions, specialist seminars and meetings with
local realities on the problems of blindness and partial sight (Istituto per Ciechi in
Cagliari and Unione Italiana Ciechi) as well as the cues suggested by the European
project Vickie [5] which has reached its last year of activity. Such referential pattern
has led us, first of all, to verify the level of participation of the protagonists in the
sector of specialist education and the assent of support teachers strongly interested in
combining the telematic aids currently used in teaching and partial sight support aids.
The combining of the professional profiles within the research-development team is a
feature fundamental for the path of this cross-curricular project and it is important to
intervene since the beginning with the co-partnership of de sectors directly involved.
One of the original features of the system is to automate a mechanical procedure,
such as the adaptation of didactic support, often applied to one single class of par-
tially sighted people (low visual acuity) with high costs and without the opportunity
to reiterate the process since the moment when the product is issued in printed form.
The two main functions of the service will lead teachers, on the one hand, to benefit
from a pedagogic service adaptable to the special context; on the other hand, they will
carry out the necessary interaction that the end user – the partially sighted person –
will have to experiment with daily, in order to overcome the effects of his/her diver-
sity and perceptive unrest.
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Abstract. Due to the successful endeavour of raising awareness towards
accessibility in the last years, there is a high and increasing demand
towards knowledge in this field. The path from theory towards practice
should be supported by an easy access to knowledge in this field. This
short paper reports on the work in a project which will try to close
the gap between theory and practice in a specific field of accessibility:
accessible web design. The organisational framework, the modularised
curriculum, the planned content as well as the e-Learning system that
will be adapted to fit the project’s requirements will be presented. As an
open platform the project invites to benefit from the content as well as
it invites for contributions.

1 Introduction

The last years’ endeavour to establish awareness towards the need to design
and keep the Internet based on its basic principle of openness towards all users
has shown impact all over the world. Web designers more and more get aware
of this basic necessity. The public sector advocates that public information has
to be accessible to all citizens and launched accessibility legislation accordingly.
Industry and business also learn how design for all supports the general usability
and thereby has a positive impact on reaching their goals.

Due to that, an increasing demand for education, consulting and support in
design for all can be seen. Several US univerities such as the university of Illinois
[1] or the university of Wisconsin-Madison [2] offer basic web accessibility courses
for some years already. But there is not yet any complete teaching offer including
web accessibility in depth as well as related topics such as the basics of software
accessibility, usability, assistive technologies and deeper studies of various specific
needs according to different disabilities.

In Austria the situation is the same. No complete courses are available. This
motivated us to start working towards establishing a new educational offer. We
report on a project to establish a postgraduate course named “Barrierefreies
Webdesign” – “Accessible Web Design”. The course will be offered as an online
e-Learning application with a minimum of mandatory attendance hours.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 183–186, 2004.
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The participants of the course will be recruited from a rather large target
group:

Persons living in the border regions of Austria
Parents who have to take care of their children
Web designers
University students and graduates
People with disabilitite
People trying to achieve reengagement

As people with disabilities should be able to attend the course without prob-
lems, all learning materials are planned to be fully accessible electronic doc-
uments available over an accessible online distance learning system. Some of
the learning materials already exist from previoes lectures offered by the insti-
tute, the other materials will be developed within the project through strong
co-operation of lecturers and computer science students.

The duration of the studies totals four terms (two years). The first course will
start in the summer term 2005. The course language will be German. Subject
to approval by the university of Linz, the course graduates will get an academic
degree such as “Academic Web Accessibility Engineer”.

2 Curriculum

The curriculum of the postgraduate course is composed of six modules:

1.
2.
3.
4.
5.
6.

Web Accessibility
Assistive Technologies
Software Accessibility
Usability
Legal Requirements
Preparation of materials for print disabled people

Each of the modules contains several lectures belonging to the specific field.
For example, the main module Web Accessibility contains seminars on HTML,
CSS, Evaluation and Repair Tools, Flash, SMIL [7], XML and a seminar on
applications such as e-Government, e-Commerce, e-Banking etc.

Besides mandatory seminars, the curriculum will also envisage a number of
elective ones. Thus students will be able to take a certain amount of lectures
regarding to their personal interest and to immerse themselves into a special
topic.

The modular approach enables us to easily adapt the curriculum so as to fit
different educational settings. Single seminars taken form the curriculum could
for example be used

to provide training for interested companies and organisations
to push vocational integration
to offer introductory seminars to raise awareness or
to be integrated into the regular studies at Austrian universities.
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So the development of the curriculum is based on the principle that splitting
the seminars into different levels of complexity and offering different layers can
be reached very easily.

3 e-Learning System

As mentioned earlier, the course will get by with a minimum of mandatory
attendance hours. All other lessons will be offered using an online e-Learning
system.

As the postgraduate course should be open for all interested people regardless
of a possible disability, accessibility issues have to be strongly taken into account
when choosing such a system. Additionally, as not to price ourselves out of the
market, the system should be purchasable at a low cost.

As a fully accessible system is not to be found on the market, the first step
within the project is to adapt an existing system. The decision fell out in favour
of a system called “Moodle” [3], as a first accessibility evaluation following the
Web Content Accessibility Guidelines [4] published by the Web Accessibility
Initiative [5] showed rather good results.

Moodle is an e-Learning system designed to help educators create quality on-
line courses. Such e-Learning systems are sometimes also called course manage-
ment systems (CMS), Learning Management Systems (LMS) or Virtual Learning
Environments (VLE).

One of the main advantages of Moodle over other systems is a strong ground-
ing in social constructionist pedagogy. Moodle offers different formats for the
management of courses (weekly, topic and social format), also different features
within a single lecture are available, for example:

Assignment
Teachers can give homework assignments that the students have to hand in.

Forum
Students and teachers can discuss specific topics.

Quiz
Teachers can review the student’s standard of knowledge.

Resource
Teachers can provide scripts, slides, videos etc. supporting their lecture.

Survey
Students can evaluate single courses.

As Moodle is an open source system, our intention within the project is also
to pass our adaptations of the system regarding accessibility issues on to the
development community such that future users of this open source system can
also profit from our work.

4 Materials

As stated in the previous chapter, course materials can be provided online using
the Resource feature of Moodle. As the intention of the project is to continuously
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implement the design for all approach, all materials have to be accessible them-
selves. Therefore, special attention has to be paid on the structure of documents
and the formats used. As one of the main tasks of our institute is to support
print disabled students, we have more than ten years of experience in this field.

Beneath scripts and slides, the learning process will also be supported by
multimedia applications such as video and audio. To ensure accessibility for
people with disabilities, appropriate synchronisation is necessary. For example,
following the recommendations of the W3C [6], SMIL [7] will be used for video
captioning and synchronisation.

5 Impact

The postgraduate course “Accessible Web Design” should be a contribution of
the Johannes Kepler University of Linz towards the current worldwide efforts to
make the global and local public information available for all citizens, indepen-
dent of their social status or disability. The more web designers have consolidated
knowledge about accessibility issues and the ways of overcoming them, the better
the inclusion situation for people with disabilities and the bigger the chance of
an independent living. The graduation of this course offers a new vocational field
where especially disabled graduates can scoop out their experience and propose
new, better solutions.

Last but not least we hope that our project is also going to bring a portion
of awareness in this area at universities. This would cause by and by that – in
the field of web and software design – one or another seminar or even a whole
module of our course becomes part of the university’s regular studies.
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Abstract. Adaptive User Interfaces are seen as a critical success factor in the
development of training and learning systems. Adaptive interfaces have been
based on an approach consisting of user and device profiles. Recently, personal-
ity and mental states have been added and are used in research projects to ex-
pand the reliability and context awareness of such systems. This approach en-
hances adaptive usage of training and therapeutic systems. The developed
system effectively combines biofeedback sensors and a set of software algo-
rithms to estimate the current motivation/frustration level of the user. Based on
this concept, it will be possible to develop narrative training and therapeutic
systems, which could adapt to the motivation level of the user and focus her at-
tention on the fulfilment of the current task.

1 Introduction

Important factors in human-human interaction are also relevant in human-computer
interaction [10]. In human-human interaction, it has been argued that skills of “emo-
tional intelligence” are more important than traditional mathematical and verbal skills
of intelligence [2]. These skills include the ability to recognize the emotions of an-
other and to respond appropriately to them. It is clear that these skills are important in
human-human interaction, and when they are missing, interaction is more likely to be
perceived as frustrating and not very intelligent. Until now the mechanisms of the
emotional intelligence, the expression and recognition of emotions by humans are not
yet fully understood; therefore it is not an easy task to do it through computers.

In the Design of the TAPA system we have effectively combined biofeedback sen-
sors and a set of software algorithms to estimate the current motivation/frustration
level of the user. Based on this concept, and integrating it with interface agents, it was
possible to develop narrative training and therapeutic systems which can adapt to the
motivation level of the user and focus her attention on the fulfillment of the current
task [6].
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The agents in a virtual world have their artificial emotional states conditioned to
the status of their environment and to the goals they want to achieve. The goals of the
agents depend mainly on the training units, the user’s preferences and her natural
emotional status.

Emotion recognition through the combination of non-intrusive biofeedback sen-
sors and stochastic algorithms has increased the chances for the development of new
advanced systems in many areas like e-learning and entertainment. The use of this
technology improves Human-Computer Interaction by complementing existing inter-
action models. The research area of recognition and integration of emotions into
computer systems is an interdisciplinary topic. In particular, we foresee an impact
on interface agents, story-telling systems, neuropsychological emotion theory, e-
learning, user profiling techniques, sensors and biofeedback systems.

The topic of emotional systems is increasingly attracting the attention of several
research groups. The most prominent applied cognitive models are the OCC model
[7] and the agent personality model FFM [3]. According to the OCC model, emotions
are simply classes of emotion-eliciting conditions such as the agent’s beliefs, goals,
standards, and attitudes. An interesting set of emotions is crucially dependent on the
agent’s attitudes. The agent might be happy for its interlocutor if the agent likes the
interlocutor and experiences joy over a state of affairs that it presumes to be desirable
for the interlocutor. Otherwise, if the agent dislikes the interlocutor, it might resent its
interlocutor for the same reason. [11].

The Training by Animated Pedagogical Agents paradigm has been developed in
recent years and is one of the current main research topics in Human-Computer-
Interaction (HCI). Animated Pedagogical Agents have life-like, animated personas
and represent a type of autonomous agents. They can be employed to attract the user’s
focus of attention and are capable of pursuing goals in complex environments and
adapting their behaviour as needed in response to unexpected events. Their typical
environment is an educational simulation, together with the learner and other interact-
ing agents. Animated Pedagogical Agents may seek to achieve pedagogical goals
(e.g., to help a student to learn about a topic), communicative goals (e.g., to acknowl-
edge a learner’s action), and task goals (e.g., to help the learner solve some particular
problems).

Agents can respond to the learner with a human-like combination of verbal com-
munication and non-verbal gestures such as gaze, pointing, body stance, and head
nods. And finally they are able to convey emotions such as surprise, approval, or
disappointment. HCI research showed that – taken these capabilities together – Ani-
mated Pedagogical Agents can interact with learners in a manner that is close to face-
to-face collaborative learning [12].

2 Architecture of Emotional Systems

The generic architecture of emotional systems according to [1] contains, in addition
to recognition and response to users’ emotions, other aspects of affective computing,
such as the use of emotion-like mechanisms within the machine to help it make deci-
sions, adjust perceptions, and influence learning (see Fig. 1).
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Fig. 1. Architecture of an emotional computer system.

The main components of an emotional system are:

Biofeedback sensors to measure physiological parameters, such as skin conduc-
tance, heart-rate or blood pressure, known to be good parameters for measuring
emotional excitement.
Pattern recognition of emotions.
Models of human emotions where computer systems get the ability to recognize
them [9].
Functionalities to simulate emotions and to build an interface, which is able to
express emotions, e.g. through Interface Agents.

Methods and Devices for the Measurement of User’s Emotions

In this regard, the TAPA System is based upon the concepts of Animated Pedagogi-
cal Agents (APA) and adaptive user interfaces, and opens up new perspectives in
realizing individual intervention for memory improvement in children.

There are different methods and sensors that can be used to obtain values for the
assessment of the emotional states of users. For our work, we have used skin conduc-
tance sensors. The sensors are connected to the skin surface with two electrodes; any
weak signals could be then recognized by the sensors. The skin conductance meas-
ures in the first line the activity of the respiratory glands. If sweat is produced, then
the ability to conduct electricity will increase, and a higher skin conductance can be
measured.
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A Conceptual Model to Integrate Emotions
into Training and Therapeutic Systems

Under the scope of our projects (TAPA and IPCA1), we have developed an approach
to recognize user’s emotions, integrating and using them together with other parame-
ters to personalize training units. The main focus was on the development of a model
to assess the recognized emotions and to combine them with other parameters to
adapt the training units to the actual user’s motivational level and the context of use.

We have used Interface Agents in the user interface to complement the emotional
system as described in the previous section and to convey emotional expressions to
the user. Furthermore, they can play a role in increasing the motivation level of the
user. The interface adaptation can be enhanced using the described emotional system.
In our framework we have evaluated the following input technologies: touch-screen,
speech recognition, mouse, keyboard, skin conductivity sensors, diverse virtual input
options via GUI buttons, questions through the interface agents (generally from the
user interface), and behavioural monitoring through a psychologist.

Description of the Assessment Algorithm

To achieve the recognition of the arousal state of the user we have used many input
variables. All these parameters are based on the measuring of skin conductance sig-
nals in a training session. These parameters are used in a stochastic algorithm to de-
tect if the user is positively or negatively aroused and her arousal level (see Fig. 2).

Fig. 2. Components of the emotion assessment algorithm.

To develop adaptive training units that consider the motivational level of the user,
input from many other parameters as mentioned above must be integrated into the
system.

1 Intelligent Physiological Navigation and Control of web-based Applications, IST–2001–
37370, http://www.ipca.info/
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The output of the algorithm is a parameter to adjust the training. We have identi-
fied two possible sources for errors, named and The first one corresponds to
the case that a motivational change was assumed, but no change occurred, and the
second one corresponds to the case that no motivational change was assumed, but
a change occurred. These uncertainties can also be considered in the stochastic algo-
rithm used for the calculation.

Therapeutic System as a Story in an Animated World (TAPA)

Virtual environments such as training simulators and video games do an impressive
job at modeling the dynamics of the physical world, but fall short when modeling the
social dynamics of anything but the most impoverished human encounters. However,
the social dimension is at least as important as graphics for creating engaging games
or effective training tools.

The presented framework has been implemented in a prototype, considering the
aforementioned social awareness with the following components:

Pedagogical interface agents [4];
A story played in an animated world, where the training units are encapsulated;
Emotional monitoring and response components.

The prototype has the following characteristics:

Task/goal oriented: e.g., if the agent wants to give a reward to the user, it
would not be very helpful to display sadness but to display happiness.
Environment influence: e.g., if something happens suddenly it would be suit-
able to be surprised and to show an appropriate behaviour reaction.
Personality: every agent has its own character, so the emotions should follow
an individual personality concept.
Time: synchronization is a very important issue, since we are dealing with
many agents simultaneously; the behavior of each agent must be adequate to the
behaviour of all others at that moment [6].

3 Prototype Evaluation

The developed software Training with Animated Pedagogical Agents (TAPA) [9]
presents a special training environment for children with cognitive impairments.

We involved in this study 71 students between 9 and 14 years at a special school
for learning disabled children, comparing a TAPA-treated group with a non-treated
control group. The intention was to examine the effectiveness of the training as well
as the functionality of the bi-directional communication process between the agent
and the user. The main aspect of the cognitive training is to impart a special meta-
memory strategy which is called “categorical organisation”. It is known that this
memory strategy as one of many, is spontaneously shown in the age between 9-11
years in “normal” cognitive development. If world-knowledge and ability to think in
abstract terms increases, then children begin to recognize the possibility of categori-
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Fig. 3. TAPA GUI screenshot.

zation of objects. This ability belongs to the so-called meta-cognitive performance
and is used instinctively in different learning situations. Children with learning dis-
abilities do not develop these strategies in time and that is one reason why they are
often affected by memory impairment.

Psychological research has shown that it is basically possible to coach these chil-
dren effectively and to give them a chance to improve their learning situation. But to
be successful, it is especially important for disabled children to give them an individ-
ual motivational support.

Considering these requirements, we combined measurement of skin conductance
with self-report-tools and learning performance of the user to define several algo-
rithms expressing the child’s motivational situation and deriving TAPA’s reaction.
Measurement of the skin conductance shows the user’s psycho-physiological arousal
status, and allows to conclude indirectly the effectiveness of the learning process. It
can be postulated that a status of relatively medium arousal is ideal for learning situa-
tions. Over and under medium arousal should be avoided. Self-report-tools ask the
child for the fun or pleasure it has felt while fulfilling the tasks and allow to start a
‘repair’-communication in the case of variant input data.

The TAPA system’s reaction is basically in two different directions: 1. tasks diffi-
culty decrease or increase in three ways (number of objects and categories, clearness
of categories) and 2. the agent’s behaviour. Following the individual algorithm the
agent intervention is used to influence the child, regarding psycho-physiological
arousal and motivational situation. For this purpose the little life-like characters are
equipped with several emotions expressing behaviour sequences and natural speech
engines.
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Results of the study give as a whole an interesting idea of the possibilities of ani-
mated agents as special pedagogical support. Next to the successful teaching of a
meta-memory strategy to teach disabled children, it could be shown that it is possible
to influence the user’s motivation status via agent’s behaviour. The study results
allow to conclude that animated pedagogical agents can play a valuable job in future
assistive technology.

4 Conclusions

Although these results seem to be very promising for the developed approach, further
and more complex evaluations are planned to strengthen the technical integration of
physiological emotion measuring. We are planning to conduct more evaluation
rounds with an enhanced system. Further examination appears necessary to clear the
precise role of agent’s motivational support in the learning process. The authors are
working as well on the development of an advanced interface system called IPCA, to
help users with severe motor and speech impairments to browse the Internet with the
help of an input system based on biofeedback sensors. Here we intend to use the
emotional response of the user to adapt the interaction of the system to the needs of
the user, as well as for the training module.
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Abstract. One of the effective instruction methods for students with learning
ability is to check precedent knowledge of students before learning and to sup-
plement it when want of precedent knowledge is found. In this paper, we pro-
pose an adaptive tutoring system, which analyzes learning characteristics of
students with leaning disability, diagnoses learning problems of them, and then
provides proper advice accordingly. The system uses concept map to represent
relationships among learning concepts and to diagnose the learning problems of
students.

1 Introduction

Learning disability is a general term that describes specific kinds of learning prob-
lems. A learning disability can cause a student to have trouble learning and using
certain skills. To help a student with Learning disability, first, accurate diagnosis for
him/her, after that proper instruction methods for it are required. One of the effective
instruction methods for students with learning ability is to check precedent knowl-
edge of students before learning and to supplement it when want of precedent knowl-
edge is found[1]. The adaptive instruction system is capable of adapting to the indi-
vidual, which could provide learners with adaptable learning methods and learning
materials considering the learning characteristics of each learner such as learning
environment, learning goal and degree of previous learning[5].

In this paper, we propose an adaptive tutoring system, which analyzes learning
characteristics of students with leaning disability, subject materials, and test items,
diagnoses learning problems of them, and then provides proper advice accordingly. In
the system, learning materials are constructed using concept map. A concept map is a
graphical representation where nodes represent concepts, and links represent the rela-
tionships between concepts[3]. The concept map can be used to assess students’
achievement by misconception and missing concepts and to reinforce students’ un-
derstanding and learning for key concepts. Like this, concept map can be used for
several purposes in instruction process.

Our work considers that constructing concept maps for subjects, teachers use them
to check the problems in learning process for students with learning ability, and
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which is based on Ausubel’s theory of meaningful learning which stresses that learn-
ing new knowledge is dependent on what is already known[8]. That is, it means that
precedent concepts should be thoroughly learned to comprehend new concepts.
Grasping the learning state of students with learning disability for precedent concepts
to be required before learning new concepts, our system provides proper learning
materials for want of them, and diagnoses the concepts which students have trouble to
understand in the learning process. It reflects the weight value of difficulty degree
and learning frequency and time as the features of test items and students’ learning
for effective diagnosing. As the suggestions after diagnosis, concepts to require sup-
plementary learning are presented in the paths of concept map-based graph. Thus, the
learning problems of each student are then identified based on these relationships.

2 Related Notions

2.1 Concept Map Model

Concept map, developed by Prof. Joseph D. Novack of Cornell University, is a tech-
nique for visually representing the structure of information - how concepts within a
domain are interrelated[3]. A concept map is a graphical representation where nodes
represent concepts, and links represent the relationships between concepts. The links
between the concepts can be one-way, two-way, or non-directional. The concepts and
the links may be categorized. The concept map can be used to assess students’
achievement by misconception and missing concepts and to reinforce students’ un-
derstanding and learning for key concepts. There are several uses for concept map-
ping, such as idea generation, design support, communication enhancement, learning
enhancement, and assessment. A wide range of computer software for concept map-
ping is now available for most of the popular computers used in education.

2.2 Learning Disabilities

Students with learning disabilities have difficulty acquiring basic skills or academic
content. Learning disabilities are characterized by intra-individual differences, usually
in the form of a discrepancy between a student’s ability and his or her achievement in
areas such as reading, writing, mathematics, or speaking[6]. Intra-individual differ-
ences are differences within a student across academic areas. For example, a student
with a learning disability may be quite successful in math computation and listening
comprehension but may read poorly. Other students with learning disabilities may
read and speak well but differently expressing their thoughts in writing. While a
learning disability cannot be “cured,” its impact can be lessened through instructional
intervention and compensatory strategies. In general, a variety of instructional modes
enhance learning for students with learning disabilities. In working with a student
with a learning disability, the faculty member should try to identify the nature of the
disability of the individual student to determine the kind of strategies that the student
may need to compensate.
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3 Learning Diagnosis Using Concept Map

During tutoring, students learn new concepts and new relationships among previously
learned concepts, and this knowledge can be represented as a concept map. The fol-
lowing presents the concept map-based graph to represent relationships among learn-
ing concepts, learning diagnosis process using the concept map, and the structure of
the system.

3.1 Knowledge Structure Based on Concept Map for Learning Diagnosis

The relationships among learning concepts are represented on concept map. The
structure of concept map offers not only an overall cognition of subject contents but
also the relationship to indicate the effect of learning one concept on the learning of
other concepts. That is, the relationship shows prerequisite concepts to be learned
before new concept. For example, if a student fails to learn the concept “Division”,
this may be because he/she did not learn the concept “Subtraction” and “Multiplica-
tion” well. In this case, we would suggest that the student should study “Subtraction”
and “Multiplication” more thoroughly before attempting “Division”. When the rela-
tionships among concepts are defined, it is possible to check the learning state of each
student with learning disability for prerequisite concepts before learning a concept
and to determine learning problems of them after learning thus to provide sugges-
tions.

Fig. 1. Concept map-based graph.

To model these relationships among concepts, considering two concepts and
we define that if is prerequisite concept of a relationship exists. A single
concept may have multiple prerequisite concepts, and multiple concepts come from a
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prerequisite concept. Fig.1. shows the concept map-based graph representing the
relationships among concepts for the subject unit “number operations”. The relation-
ships of concepts in a concept map-based graph can be represented by a two-
dimensional table like Table 1. In Table 1, if it means that is one of the
prerequisites of

3.2 Learning Diagnosis

Table 2 displays a test item relation table for a test sheet containing 10 test
on a learning unit for a subject involving the concepts illustrated in Fig.1.

Each value of table, raging 0 to 1, represents the relationship between test item and
the concept

Analyzing the learning state of students with disability using the relationships be-
tween test items and the subject concepts, inferring the want of learning concepts,
learning diagnosis module suggests the concepts to require supplementary learning.
When the concepts for supplementary learning is given, rather the concepts inferred
intelligently through concept map than only fragmentary concepts related to failed
test items are systematically suggested.

The process for learning diagnosis is as follow. First, get the union set of concepts
related to incorrect test items. Assuming that the student fails to answer
and then the union set of concepts related to incorrect test items are as follows.

Second, to determine the concepts for supplementary learning in the union set,
seek inversely the relation degrees of incorrect test and the relation de-
grees of correct test for each concept. As the example, the relation degrees
of incorrect test items and correct test items for are as follows.
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Third, considering the relation degrees between test items and the concepts, an-
swer results of test items, and the difficulty degree of test items(D), the inference
process checks whether students with learning disability understood each concept in
the union set or not. For this, multiply each the relation degrees of incorrect test items
and correct test items by the difficulty degree of test items then compare the two
values as the following. Assume that the difficulty degrees of related test items are

and

As above, the value of incorrect test items(0.06) is smaller than the value of correct
test items(0.43). Therefore, inferring that the student may understand the
the system doesn’t include in the concept list for supplementary learning. If the
final concept list for supplementary learning through this process is determined as {

the learning paths based on concept map are suggested to the students
with learning disability as following.

Learning path: Multiplication Division without remainder Division

3.3 Structure of the System

The system comprises user interface, learning-information-collection module, learn-
ing -materials-generation module, and learning-diagnosis module. The user interface
is classified into two parts for students and teachers. Through the user interface, stu-
dents can take a test and an explanation of the test result is presented to guide them in
further learning. Teachers can identify the relationships between subject concepts and
test items on the user interface. Monitoring the information such as learning path,
learning frequency, and learning time, learning-information-collection module trans-
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Fig. 2. Components and interactions of the system.

fers it to learning-diagnosis module. Learning-materials-generation module provides
learning materials and test items according to students’ learning state and level.
Learning-diagnosis module performs learning analysis and guidance as described in
previous chapter.

4 Development of an Adaptive Tutoring System

Supporting Learning Diagnosis

Our system was implemented with Java on a Windows NT platform. To evaluate the
efficiency of our approach, an experiment was conducted on math to students with
learning disability at the elementary school. The experimental result reveals that the
group of students who received the learning guidance generated by our tutoring sys-
tem made significant progress.

Fig. 3 shows the graphical user interface for constructing the concept map-based
graph. After learning and tests of students, the learning diagnosis module presents
learning guidance to students as shown Fig. 4.

5 Conclusion

In this paper, we presented a web-based adaptive tutoring system based on concept-
map for students with learning disabilities. It is important to provide adaptable learn-
ing methods and learning materials considering the learning characteristics of each
one for students with learning disability. The system can provide personalized sug-
gestions for each student by analyzing student answers and the relationships among
the subject concepts and test items. That is, analyzing the learning state of the student,
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Fig. 3. Graphical user interface for constructing the concept map-based graph.

Fig. 4. Learning guidance presented by the system.

the system diagnoses the misunderstood concepts and suggests the concepts to re-
quire supplementary learning. When the concepts for supplementary learning is
given, rather the concepts in relation to prior concepts on concept map than only
fragmentary concepts related to failed test items are suggested.

Experiments have been conducted to evaluate the behavior of the proposed model
in adapting the lesson of a course. The result has been obtained using educational
materials developed for a chapter of mathematic of elementary school. The perform-
ance of the proposed approach has been evaluated by students and teachers in ele-
mentary school and has been characterized as reliable.
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Abstract. The Tutor Informatico System provides a new tool based on the new
mobile technologies to Down syndrome people. This system is not intended to
be a solution to the Down syndrome handicap, but a useful support that helps
users to overcome the obstacles this handicap implies and to advance in this
process towards self-sufficiency. For this purpose web technologies, data
transmission technologies like GPRS and location technologies like GPS will
be combined to offer a small terminal that works like a tutor, reminding and
showing the user the daily tasks that he must accomplish. In addition a global
positioning system provides the user with a certain degree of mobility.

1 Introduction

The system is a tool which attempts to increase personal autonomy and to improve
abilities such as self-control. The system offers the Down syndrome (DS) people
more chances of taking decisions, making their cognitive process easier, and apart
from that, tries to improve their connections with themselves, with others and with the
environment. It would certainly improve their quality of life balancing the limitations
that prevent them from developing their daily life’s activities. This tool, integrated in
a small PDA system, will accompany the user and helps him to remember his daily
tasks, advises him in these displacements, allows making telephone calls in a very
simple way, etc.

The system tries to stimulate the user self teaching by means of assistance in his
daily tasks scheduling, and helping him to establish links with his particular environ-
ment. This support can be taken to different phases from learning within the daily life
of the user and can be made without the presence of another person. It offers services
such as the routing aid or monitoring from a control centre. The information can be
controlled and stored with the evolution of the user. Other advantages that the system
offers are: better quality communication interactions, increase of the amount of com-
munication interaction, cognitive processes improvement, better integration in differ-
ent contexts and new or hypothetic situations anticipations. We are conscious of the
difficulties in the project (specially the price of the PDA devices), but we think that
it’s interesting to measure in what degree new technologies can be applied to the
handicap field and more precisely to the Down syndrome area.
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2 The System

The system tries to improve the processes of learning in the user through the in-
volvement of three human groups: the users, the family and the professional tutors,
with them we were building a notion of autonomy and independence.

From this exposition the tutor has been elaborated, like an instrument that facili-
tates support activities in diverse areas: the home, the community, the use, the secu-
rity... In order to carry out this purpose, they have been selected and designed a series
of representative tasks of different areas and activities from support, prioritized tasks
that include an ample fan of activities of the daily life within the denominated instru-
mental abilities. Starting off of these, it is tried that the TUTOR facilitates the access
to learning that the person with DS previously has acquired for the putting in practice
of conceptual abilities as much social. The following step was to make a revision of
the characteristics: sensorial and motor, perceptive, cognitive and communicative that
presents/displays the people with DS, analyzing the present regulations and legisla-
tions on design for the accessibility of the people with handicap and determining the
characteristics that must have the interface of use of the tutor for finally makes a se-
lection and adaptation of the representational level of the information (written, spoken
language, icons, etc.) to the interface of the system.

Due to the different levels of skills of the people with Down syndrome, it’s neces-
sary to make an evaluation of the possible users of the system. That is why was made
a selection of standardized tests and an elaboration of specific tests with the suitable
evaluation to be able to identify the possible users of the system. At the same time, we
made a specification of software and hardware that the TUTOR needs for the terminal
and for the Attention Centre.

We designed and implemented the platform of the attention centre, creating its
structure, a Web server, relational databases and services (oriented to provide aid in
emergency situations). Thus, we designed a Story Board of the real tasks previous to
implementation of the system as a first form to observe the tasks by the experts. In
this manner, psychological and technical aspects were introduced that enormously
enriched the final quality of the tasks. These revised tasks were used during the field
studies, with the end users of the system. Finally we are now in the first stage of the
field studies, thanks to which we could obtain the first evaluation of the system. This
serves us to improve some aspects of the system to be able to develop the TUTOR
INFORMATICO System completely.

2.1 The System Architecture

TUTOR INFORMATICO System modules are: a Control Centre (composed of in-
formation manager servers, Data Bases, geographic information servers and a call
centre), PDA’s (mobile terminals that give more portability to the system), and a Web
Portal.

2.2 The Mobile Terminals

We need a terminal with the following features: small size, transportable, multimedia,
provided with a wireless communications system, allowing GPS location. These re-
quirements took us to use a PDA which only inconvenience is its high price.
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Fig. 1. The system architecture.

Development was made using visual C ++ under embedded Visual Microsoft C++
and FLASH technology under Macromedia Flash MX. The power of the C within
Windows CE for PDA’s allows the control of a GPS and a MODEM GPRS connected
to the PDA.

2.3 The Control Centre

The Control Centre is the “brain” of the system. It has a module that is connected with
the PDA and is continuously transmitting the information obtained to the other mod-
ules: Data Base Server, GIS Server and Operator Server. Telephone lines give support
for the incoming calls from users, relatives, and tutors. It is run by a team formed by
telephone operators, Down syndrome specialists and computer technicians that assure
the good operation of the system.

2.4 The Web Portal

The Web Portal is a common web site. It allows to configure and to interact with
certain modules of the system from any computer connected to the Internet.

3 Experiments

The current phase of the project is focused on the following two tasks: to make a
shopping list and to do the shopping. For the first task, the user must access the Tutor-
web in which he was previously registered. By means of a friendly interface the user
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will choose items from different categories to make his own shopping list. If it was
necessary, at the beginning, the Down people learn how to navigate the web with the
help of his tutor or his family.

4 Conclusions

Nowadays some tools based on the new communication technologies, help thousands
of handicapped people in their daily life. In this project we present one of these tools
oriented to improve Down syndrome people’s autonomy. Many functionalities could
be implemented using this platform, oriented to DS collective but also to other kind of
handicapped people. In this project we designed and built a pilot to demonstrate the
potentiality of the idea. At the moment a physiologist study is in progress in order to
detect the benefits of the tool in a Down’s collective. There are still some problems to
surpass related to costs and portability. It has been observed that the system is adapted
perfectly to the daily situation of a user with Down syndrome.
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Abstract. Until recently children with very profound disabilities–children who
cannot speak and can move only their eyes or head–could be made comfortable,
but by and large could not be educated. Assistive technologies now enable them
to communicate and to be educated alongside their non-disabled peers. This is a
wonderful development. But what is the financial cost? In this paper we look in
detail at the costs associated with the education of two children who have used
assistive technologies developed at our university and compare them with the
educational costs had they not started using the assistive technologies. For these
two children the costs of the technologies and special teachers hired are offset
by savings from the tuition and transportation of sending them to special
schools.

1 Introduction

Over the past ten years we have developed and deployed two new technologies
(EagleEyes and Camera Mouse) to enable children with severe physical disabilities to
use the computer. The technologies have helped children advance their education and
interact with teachers, parents, and peers. The development of new technologies holds
the hope and promise of helping many people with disabilities live much fuller lives
and participate and contribute to society.

The technologies are not inexpensive. There is the initial cost of the equipment and
the ongoing costs of training people to use the system and adapting curricular materi-
als appropriately. The question often arises about whether using assistive technologies
greatly increases the costs of educating students with disabilities. In this paper we
examine in detail the costs of educating two children who have adopted technologies
developed in our lab. Working with personnel at the schools of the children, we also
look at what the costs of educating the children would have been without the assistive
technologies. We conclude that in these two cases the technologies roughly paid for
themselves as they allowed the children to stop attending expensive special schools
for children with disabilities and begin attending regular schools with the other chil-
dren in their town.
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2 Background

Education for children in the U.S. is controlled and financed mainly at the town and
city level with increasing regulations and some funding from the state and federal
governments. Under the Individuals with Disabilities Education Act (IDEA) of 1990
all children in the U.S. must be provided with a “free appropriate public education”
(FAPE) in the least restrictive environment. IDEA requires that “to the maximum
extent appropriate, children with disabilities ... are educated with children who are not
disabled. And that special classes, separate schooling, or other removal of children
with disabilities from the regular educational environment occurs only when the na-
ture or severity of the disability of a child is such that education in regular classes
with the use of supplementary aids and services cannot be achieved satisfactorily.” In
1999-2000 the total spending to provide education services for students with disabili-
ties in the United States was $77.3 billion, an average of $12,474 per student. Expen-
ditures of educating students with disabilities represent over 21% of the spending on
all elementary and secondary education in the United States. [1]

In order to be provided with a “free appropriate public education,” children with
disabilities can be placed in several different types of educational settings. These
include: hospital-based schools for children with the most severe disabilities, separate
residential schools, private separate daytime schools where the children live at home,
public collaborative day schools where neighboring towns collaborate in establishing
day schools for children with special needs, and various programs within the regular
public school. These settings are listed roughly in order of decreasing restrictive envi-
ronment and decreasing cost.

As a brief example, consider the town of Hudson, Massachusetts, a town with a
population of 17,233 and an area of  located 45 kms west of Boston. In 2003-
04 the town had 2,806 students with a total education budget of $23,200,000 for an
average cost of $8,268 per student. Of the 2,806 total student enrollment, 569 students
have Individual Education Programs (IEPs), meaning they have special needs of some
type, of whom 32 receive out of district services. These include 7 children in residen-
tial schools costing $954,270 for an average of $136,324 per student, 13 children in
private day schools costing $509,065 for an average of $39,159 per student, and 12
special needs students in public collaborative schools part-time or full-time costing
$220,628 for an average of $18,386 per student. Like other towns and cities in Massa-
chusetts, Hudson funds its schools largely through property taxes on the families and
businesses that reside in the town.

3 Assistive Technologies

At Boston College we have developed two technologies to enable people who cannot
speak and can move only their eyes or head to access the computer. EagleEyes [2,3]
uses five electrodes placed on the head, around the eyes, to detect eye movements. As
the person moves his or her eyes, the mouse pointer on the screen moves accordingly.
Camera Mouse [4] uses a video camera to track head movements and then control the
mouse pointer accordingly. Camera Mouse is easier than EagleEyes for people to use,
but they must have voluntary head control.
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The families and schools of children with severe physical disabilities learn about
our technologies in various ways. Anyone can try the technologies for free. If one of
the technologies works for a child between the ages of 3 and 22, then it is usually up
to the school district to obtain the technology for the child to enable the child’s free
and appropriate education. For EagleEyes this involves signing a use license with the
university. We then send a list of hardware for the school to purchase directly from
the vendors. The cost is approximately $6,000 plus a computer. We will send a stu-
dent to set up the system and provide initial training. For Camera Mouse the technol-
ogy has been licensed by the university to a start-up company in Texas. The family or
school needs to purchase a USB camera for approximately $100. A 30 day free trial of
the software is available at www.cameramouse.com. In either case, the school might
well decide to contract with the Campus School at Boston College to provide services
in training teachers how to use the technology in a class and how to adapt the curricu-
lum to work with the technology. If the child lives in the greater Boston area, he or
she might use the technology at Boston College on a regular basis.

Special Education expenses are a controversial part of school budgets. The ques-
tion always arises “What is adopting the assistive technology really going to cost us in
educating this child?” That is the question we are seeking to answer in this study. Our
approach is to look in detail at two students who have successfully used EagleEyes
and Camera Mouse in their education. With the help of personnel at their local school
districts, we try to determine the total costs of educating the students with the assistive
technology and what the costs would have been without the assistive technology.

Fig. 1. Michael Nash using EagleEyes.

4 Case Study: Michael Nash and EagleEyes

Michael Nash (see Figure 1) was born in 1981 with spastic quadriplegic cerebral
palsy. Michael cannot speak and can voluntarily move only his eyes. On three sepa-
rate evaluations, Michael was diagnosed as having the mental age of 18 months. As a
youth he was sent to special schools for children with disabilities. In 1994 Michael
lived in Marshfield, MA and attended school at a separate day program at Reads Col-
laborative. His mother saw a television program on EagleEyes and called Boston
College for information on the system. Michael tried the EagleEyes electrodes system
and was able to communicate for the first time. His parents brought special education
personnel from the Marshfield Public School system up to the Campus School at
Boston College and they arranged to begin sending Michael for educational sessions
on EagleEyes at the Campus School. In addition, Michael’s parents obtained an
EagleEyes system for Michael to use at home. The next year, in 1995, the superinten-
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dent of the Marshfield Public School systems saw Michael using EagleEyes and de-
cided that Michael had the cognitive and communicative ability to be mainstreamed
into a regular classroom. In June 2003 Michael completed his studies at Marshfield
Public High School.

In 1994-95 tuition at Reads was $31,000. In 1995-96 when Michael was placed in
the regular Marshfield Public School (MPS) they hired a special Teacher Aide for
Michael for $28,859 and contracted with the Campus School at Boston College for
$14,000 to continue to provide services including several afternoons a week at Boston
College using EagleEyes. Actual costs for Michael are shown in Table 1. Professional
Services include Occupational Therapy, Physical Therapy, and Evaluation.

In Table 2 we estimate the costs for Michael if he had never used EagleEyes and
stayed at Reads. The actual educational costs with EagleEyes show a slight overall
savings compared to the estimated costs without EagleEyes (see Table 3). The cost of
hiring a special Teacher Aide for Michael and sending him several days a week to
Boston College was more than made up for by the savings of not sending him to
Reads.
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Fig. 2. Amanda and a message she spelled out using Camera Mouse.

5 Case Study: Amanda Anastasia and Camera Mouse

Amanda Anastasia (please see Figure 2) is a ten-year old who lives in Hopatcong, NJ.
She has a severe, undiagnosed neurological condition that leaves her without speech
and with very limited voluntary muscle control. She can move her head.

From preschool until summer 2002 Amanda attended The Children’s Center, a pri-
vate special educational facility located in Morris County, NJ, near her home. While
attending The Children’s Center, Amanda tried several assistive technology devices
with varying degrees of success. In 2001 the Hopatcong Boroughs School system
bought a switch-based PowerBook system for Amanda. Not completely satisfied with
the system, educational staff members along with Amanda’s parents continued to
search for other systems. Later that year people from Hopatcong Schools discovered
the Camera Mouse system. Amanda and her parents traveled 400 kms to the Campus
School at Boston College to try out the system. It was decided that the Camera Mouse
system was the right assistive technology system for Amanda. The school district
purchased a system for Amanda to use at school, and another system was donated for
Amanda to use in her home. Amanda continued to practice and become more profi-
cient with the technology. Her parents supplemented her education at home so that
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she could catch up with her peers. In September 2002 Amanda entered a second grade
classroom at her local public school. Amanda had a special education teacher and aide
assigned to provide support in the classroom. The Campus School has been working
with Hopatcong to adapt the curriculum and help integrate the Camera Mouse into
Amanda’s education. Amanda has learned to read and write using the Camera Mouse
and is being educated with the other children in her town.

Costs for Amanda’s education are shown in Table 4. 1998-99 was a partial year of
education. Amanda attended The Children’s Center full-time for the next three years.
The tuition and transportation costs for Amanda to attend The Children’s Center as
well as all education-related services were paid by her local school system, the Hopat-
cong Borough School system. In mainstreaming Amanda into the public school Ho-
patcong hired an Aide and then a full-time private Teacher for Amanda and con-
tracted with the Campus School to provide consulting and training services on the use
of the Camera Mouse. Beginning in 2002 they no longer needed to pay tuition or
transportation costs for Amanda to attend The Children’s Center. The Services entries
in the table include Occupational Therapy, Physical Therapy, Speech and Language,
and also extended school expenses for each summer. The figures for 2003-04 are the
best estimates as of March 2004.

Estimates of the costs if Amanda had not adopted Camera Mouse and had stayed at
the private Children’s Center are shown in Table 5. School system personnel told us
they would have hired an Aide for Amanda but not a special Teacher to adapt the
curriculum for her.

In Table 6 the actual educational costs with Camera Mouse are compared with the
estimated hypothetical costs if Amanda did not use Camera Mouse and stayed at The
Children’s Center. The difference in 2001-02 is the $5,040 cost involved in obtaining
and installing a Camera Mouse and the personal computer on which it runs. Amanda
used a prototype system; the cost now is significantly lower. The savings of 2002-03
are the result of Hopatcong not having to pay tuition and transportation for Amanda to
attend The Children’s Center offset by a half-time Teacher salary. In 2003-04 the
school system decided to hire a full-time teacher just for Amanda to supplement the
regular classroom teacher, but the total still was slightly less than placement in The
Children’s Center would have cost.
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6 Conclusion

The use of assistive technologies allowed Michael and Amanda to move from special
placements into their neighborhood public schools. This not only fulfills federal law
(IDEA) but makes sense educationally. Michael completed his studies at Marshfield
High School in June 2003. Amanda is now keeping up with her peers academically.
Their local towns needed to hire special aides and teachers for them and spent money
for the assistive technology and training and curriculum adaptation. Roughly speaking
these costs were offset by tuition and transportation savings, though allocating and
estimating costs especially in hypothetical situations necessarily is inexact. Still, we
conclude that the assistive technologies allowed the school districts to provide a much
better education for Michael and Amanda in the least restrictive environment at
roughly no additional financial cost.
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Abstract. Musical material is a very rich corpus of data. Data with all kinds of
features, entities, relations and a potentially endless number of abstraction lev-
els on all these perspectives. It is therefore important to establish which set of
elements we are going to use for the preservation, processing and provision of
music; which features are redundant; which building blocks are mandatory; and
how many can be shared amongst all of them. These considerations hold espe-
cially true for the community that is dependent on the accessibility of music.
The area of music encoding is moving towards greater unification and co-
ordination of effort and it is important that accessibility requirements are built
into design processes. This also requires organisations working in this area to
make their requirements clear and to participate in emerging standards.

1 Introduction

In the field of accessible music, the primary technology over the last century has been
Braille Music [1], but the increasing use of computers for creating and using music
scores opens up new possibilities for addressing the needs of print impaired people.
Of course, many people have by-passed music notation and become successful per-
formers, creators and users of music without the need for access to music scores. The
problem of music encoding for print impaired people is similar to that for many ac-
cessibility solutions: the accessible market is a niche market and solutions are de-
signed with the mainstream market in mind. The solution at this stage is very often a
piggyback solution, failing to incorporate the basic ideals of Design For All. The
original software is usually designed with very robust and modern design methodolo-
gies, yet a quick solution is designed for the niche markets. If the original solution
incorporates extensibility and questions how the solution can be adapted beyond the
primary user needs, then the solution can become available to a wider market. The
main task within accessible design is to encourage just this type of thinking and de-
sign, despite the fact that the rewards are rarely reaped in the short term.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 214–217, 2004.
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2 Existing Approaches

2.1 Braille Music

One area of access to music that is still a huge problem is the unavailability of Braille
scores. This is largely due to the expensive nature of music Braille production. The
main factors governing the current price of Braille scores are costly manufacturing
materials and transcription time. Transcribers must have an extensive knowledge of
print music and be equally familiar with Braille music code [2]. Very often the tran-
scription process for Braille Music is manual. The Braille transcription is then
checked against the print score. There is a clear need for systems that eliminate the
potential for human error and reduce the length of the process. Currently there are a
variety of methods available to produce Braille music, including:

Scanning print music and converting using digital transcribers
Inputting music through a MIDI device (playing in or using MIDI file) and
translating to Braille code
Inputting a notated music file, transcribing to Braille (Dancing Dots [5])
Inputting note-for-note with a software editor
Using a print to Braille notation editor (such as Toccata [6] or BMK [7])
Using tactile overlays (such as Weasel [8])

We can therefore surmise that to cut the cost of Braille music production, we must
cut the time taken to transcribe the music; lessen the need for only specially trained
transcribers; and reduce the cost of materials. This is precisely what is being at-
tempted by some of the software and hardware that has been developed in recent
years.

The need for one system that can be used to both notate print scores and perform
Braille conversions has become greater. Current Braille transcription processes are
extremely time consuming. Automation of the transcription processes would immedi-
ately reduce the need to check and correct transcriptions. Furthermore, a system
should input and output a variety of file formats. It would also be desirable to have a
system that can be used by the print-impaired themselves. However, there is no sys-
tem capable of satisfying all of these requirements at the same time. The most suit-
able alternative in common use is a professional quality print notation editor and a
separate Braille transcription programme, ensuring a higher quality product.

2.2 Spoken Music

Spoken Music provides a spoken description of the elements of the score. These spo-
ken descriptions are provided in such a way that the information is compressed as
much as possible to ensure the spoken elements provide usable information but also
that the descriptions do not become unwieldy [3,4]. The format is proving very popu-
lar with print impaired users, who in the past have either had no access to scores, or
have had to be content with the logistic problems of traditional production methods



216 D. Crombie et al.

associated with Braille Music. Spoken Music has therefore become valuable to many
users as both a learning tool for music and a means of obtaining a score that can be
used in much the same way as a traditional score is used by non-impaired users.

2.3 Other Formats and Solutions

In widening the scope of accessible formats, it is important to consider that many of
the users in this market are not actually blind. Many people have a partial sight defi-
ciency. A format which has received some interest in this field is that of large print
music notation. Some organisations produce large print music using commercially
available software. This is not simply a matter of enlarging the page to assist the par-
tially sighted, as that tends to produce a score that is difficult to manipulate. In the
large print version of the music score, the software enlarges the music staff within the
standard page size turning a piece with, for example, six bars to a line into one with
as few as one bar to a line. The copy can in effect be tailored to the needs of individ-
ual clients. Interesting solutions would be possible if modern extensible methods
were used and incorporated at the graphic rendering stage of the music notation pro-
duction. One possibility in this field would be the use of SVG (Scalable Vector
Graphics) [9], where an XML based description of the graphic is used and, because it
is vector based, the representation can in theory be used to increase the size of the
rendering to any level.

3 Recent Initiatives

In recent years a number of initiatives (e.g. CANTATE [10], HARMONICA [11] and
WEDELMUSIC [12]) have opened up new opportunities in the field of interactive
multimedia music. The area of music encoding is moving towards greater unification
and co-ordination of effort with the activities and strategies being pursued by the
Music Network [13]. For print impaired people this offers the exciting challenge of
bringing together several disparate activities and building a far stronger future for
coding activities in this field.

Given the ever-changing requirements of music representation, the interfacing with
accessibility tools is constantly set back. With every modification of the models that
are used for music analysis, representation and synthesis, additional effort has to be
invested to synchronise the consumption and production opportunities for print im-
paired users with those of the average end user. If we were able to incorporate the
‘changing’ nature of music representations in the model itself, we would have a
means to integrate the volatile nature of music representation. In this respect the work
being undertaken by the Music Network with the MPEG ad-hoc group on Symbolic
Music Recognition is encouraging [14]. Integration of accessibility notions into the
MPEG family will provide previously unavailable opportunities in the provision of
accessible multimedia information systems. It will open up modern information ser-
vices and provide them to all types and levels of users both in the software domain
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and the hardware domain. In particular, the work being undertaken by MPEG will
provide access to multimedia content to print impaired users. Additionally, new de-
vices and environments can be addressed from this platform, such as information on
mobile devices with additional speech assistance.

4 Conclusion

Recent research suggests that music representation should be based on extensible
music representation models. There is a need to integrate such an approach within
existing and new DRM systems and thereby satisfying commercial needs. There is a
need to integrate such an approach with future alternative presentations. Every repre-
sentation of musical material has its own specialised properties, attributes and re-
quirements. It is highly unlikely that we can foresee which musical entities will be
needed for specialised representations that will become needed in the (near) future.
The representation requirements do not solely depend on technological representation
possibilities. We must also consider user preferences, cultural preferences and scien-
tific needs. Naturally, these preferences and requirements will evolve over time and
force us to consider only extensible solutions, but the still greater challenge lies in
making these preferences coherent for the wider development community.
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Abstract. Reading music notation is a specialized skill and a key to get into the
music. Traditionally, the very complexity of music notation is taught in abstract
way. It is hard for the learning-disabled children to comprehend and memorize
the abstract concepts. We have developed a Spoken Music Web Browser which
incorporates Chevé system, a system of musical notation with the idea of
indicating notes by numbers, to bridge the gap between the cognition of
learning-disabled children and music notation. In addition to providing
functions of melody and solmization for the Chevé system, this design of
Spoken Music web browser could also analyze each note of Chevé system on
the web page and automatically provide corresponding stave notation and vocal
descriptions about its clef, pitch name, meter and beat as needed. This new
interactive Spoken Music web browser would supply an opportunity for the
learning-disabled children to learning music through the Internet.

1 Introduction

The function of music is beyond the language and it is widely believed that the benefit
for children is beyond the realm of music as well. Musical training can especially
facilitate cognitive skills, including reading, abstract spatial abilities and creativity for
the learning-disabled children [7, 8].

Reading music notation is a specialized skill and a key to get into the music. Tradi-
tionally, the very complexity of music notation is taught in abstract way. It is hard for
the learning-disabled children, including mental retardation, to comprehend and
memorize the abstract concepts [9]. As the information technology implemented on
the Internet is attaining to maturity. The web-based learning henceforth has become
an important platform for the education renovation [10]. Music notation is presently
transmitted over the Web in graphic formats (PDF, GIF, etc.). The musical informa-
tion retrieval is difficult for people who use screen readers, Braille displays or text to
speech systems, this means that the graphic information cannot be read or processed
further by these software applications. There are two popular file formats for music
notation to make it accessible on the web with computer mark-up language. One is the
NIFF (Notation Interchange File Format) which is a standard digital format for the
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representation of standard musical notation [5]. The format is flexible enough to allow
simple implementations with minimal graphical information and descriptions about
associated midi data and custom symbols. Another popular file format developed by
the CERL research group, at the University of Illinois, is an extensible music notation
format called TILIA [4]. Although today’s MusicXML software modeled on W3C can
convert between several very different music formats, including Finale, SharpEye,
Sibelius, TaBazar, Virtual Composer, and MuseData [2][3]. However there are no
further utility to translate these file formats to meet the learning-disabled children’s
special needs.

Invented by a French physician E. Chevé, there is a Chevé system which represents
musical notation with the idea of indicating notes by numbers for teaching purposes.
The figures 1 to 7 are used instead of do, re, mi fa, sol, la, ti to locate their position on
the stave. Musical notations can be therefore shown with proper numerical alignment
in easy recognition way. The Talking Music concept provides a useful preliminary
example of accessible music. One of the guiding principles of FNB is that print im-
paired people should have access to the same information as sighted people. That
means everything on the page of a music score must be represented in a spoken for-
mat [6]. Spoken Music may become one of the good ways for the learning-disabled
children to retrieve music information.

The goal of this design is to find a solution to bridge the gap between the cognition
of learning-disabled children and music notation. That means to allow the music nota-
tion to be transformed from Chevé system, including vocal descriptions, solmization
and melody. We also have designed a Chevé system authoring tool to create the
HTML file which can be posted on the web. As a result, this integrated system facili-
tates the music notation learning and teaching for the learning-disabled children and
their instructors on the web.

2 Spoken Music Web Browser

The design of Spoken Music web browser (Fig. 1) is based on the Microsoft Internet
Explorer engine running on the Windows platform. In order to build the foundation of
aural skills for the learning-disabled children, the Spoken Music web browser pro-
vides the function of button from the left of tool melody
button from the left of tool       Chevé system as needed. It coordinates the Chi-
nese text-to-speech engine of IBM ViaVoice as a solmization producer. It also con-
nects with the on-board synthesizer on the PC sound card. The synthesizer on PC
sound card can act like any other MIDI device as a source of melody. Each note of
Chevé system on the web page can be explicitly taught from the Spoken Music web
browser. Children can scaffold through the Spoken Music web browser by watching
the stave notation, listening to music notation description; rhythm syllables. That
would encourage them to make their own mental model for the music notation. The
integrated Spoken Music web browser software is installed at the client side. This
design not only reduces the overload of server computation and network traffic, but
also avoids the redesigning of the existing web sites for the children’s special needs.
The major features of Spoken Music web browser are described below.
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Fig. 1. Spoken Music web browser.

2.1 Stave Notation

Each note of Chevé system on the web page is an independent character. As children
move mouse over a specific note on the web page, Spoken Music web browser will
recognize it and automatically pop-up the corresponding stave note picture near it
(Fig. 1). Thus children can try to make their own mind map related to the pointed
music notation. The Spoken Music web browser is bundled with a stave note picture
database for each symbol in Chevé system. This number symbol of Chevé system is
transformed into stave notation to assist children in reading music notation.

2.2 Vocal Descriptions

The Spoken Music web browser could retrieve music information from the Chevé
system on a web page. As children moves mouse to one specific note of Chevé sys-
tem, they can click the right button of the mouse to trigger the Spoken Music web
browser speaking out its corresponding clef, pitch name, meter and beat. As a result
children could understand the musical information of the note more in depth.

2.3 Solmization

The Spoken Music web browser integrates the technologies of Chinese text-to-speech
engine to provide the solmization for Chevé system. It is a system of syllables - do, re,
mi, fa, sol, la, ti with respect to keynote in Chevé system. In addition, children can
practice ear-training, sight-reading and rhythm perception to form a foundation of
aural skills. Children can use the Spoken Music web browser to play single note,
measure, phrase and even whole piece from the highlighted notes of Chevé system on
the web page.
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2.4 Melody

Similar to the solmization, children may practice the ear-training, sight-reading and
rhythm perception from the melody of Chevé system on the web page. The Spoken
Music web browser links the MIDI synthesizer on the sound card of each computer.
And the melody can be played in the sound of piano, violin, trumpet, flute, and so on
for the children. Children can try to sing the music notation and say the rhythm with
the Spoken Music web browser at the same time. It could help make music notation
more concrete for the learning-disabled children.

2.5 Adaptive Interface

For considering the children’s cognition abilities, the toolbar of Spoken Music web
browse provides only graphic icons that are used frequently. Reducing the amount of
options makes the learning-disabled children to manipulate it much more easily [1].
Furthermore, there is voice description for each button that can help children to un-
derstand its function better. According to users’ habit or motor capabilities, the tool-
bar of Spoken Music web browser could be located to different positions such as the
topside, the bottom, the right side, and the left side of the window. For people with
sight problem, the Spoken Music web browser prepares the use of magnifier for surf-
ing.

3 Chevé System Authoring Tool

The Chevé system combines the principle of the movable notes – do re mi, with the
old idea of indicating notes by figures. The figures from 1 to 7 represent the tones of
the scale (in any given key); lower or higher octaves are indicated by a dot under or
above the figures (Fig. 4). A rest is indicated by 0.

The design of Chevé system authoring tool is base on Chevé system principles.
And it is integrated into the Spoken Music web browser. Instructors can compose the
Chevé system directly to the World Wide Web through playing the connected key-
board or clicking the mouse.

The Chevé system authoring tool provides two kinds of manipulating interfaces
(Fig. 2, Fig. 3) for both the instructors and children to compose Chevé system notes. It
offers 128 most common patch types from pianos to gunshots through the synthesizer
on the sound card. The learning-disabled children can play the virtual instruments to
promote the learning interest and motivation for music notation.

4 Preliminary Experiment

This case study involves five  grade students with moderate mental retardation.
Three are females and two are males. They all study in a special school for the men-
tally retarded. The subjects selected can recognize the numbers from one to nine, but
can not read the music notation even once taught. In order to avoid the familiarity
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Fig. 2. Piano interface of the Chevé system authoring tool.

Fig. 3. Single note interface of the Chevé system authoring tool.

Fig. 4. Example of the Chevé system.
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effect of the experimental materials, we composed the unknown pieces of melody for
them to read. The result indicates that they all can identify the range of music notation
from do to ti. And interestingly, at the same time they are trying to sing the pitch
name with rhythm when they read the music notation. All the five students said that it
is more fun to learn music notation with the Spoken Music web browser. They can
play the Chevé system by themselves in the multi-sensory forms of vocal description,
melody, solmization and even diverse sound of instruments.

5 Conclusion and Future Work

The goal of this study is to find an efficient solution on the World Wide Web that
would allow transformation of music notation through Chevé system. It is great for
children to have opportunity to aurally identify what they see on a Chevé system
when they start to learn the music on notation. It links the sound and mark on Chevé
system and helps to present a more complicated music notation related to a specific
sound. With scaffolding stave notation figure, vocal descriptions, melody and solmi-
zation, the learning-disabled children can build the foundation of reading music nota-
tion by themselves. Children may require a lot of learning support for this but this is
where our design comes in extremely handy.

As a future project, we plan a long term study to give children more time to be-
come accustomed to the Spoken Music web browser. We hope to train and test chil-
dren on dictation (ear training) for listening intelligently to music and sight singing
for rhythmic reading. For the children with special needs, music does not presented on
scores. To bring it to life there must be an instrument that can sing, an ear that can
hear, and an emotion that can sing and hear in their minds.
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1 Introduction

DaCapo is a working group as well as a project of the German Central Library
for the Blind (DZB). The project is financed by the Federal Ministry of Health
and Social Security (BMGS) and started in the summer of 2003. The project’s
members are translating ink printed notes to Braille notes by order.

At the same time software is being developed that will help to make the trans-
lation more efficient and of higher quality. Commercial note scanning programs
shall be integrated into the operating process. The output of these programs
is going to be used as the input for the further interactive translation of ink
printed notes to Braille notes. Although the scanned ink printed notes have to
be postprocessed we hope to increase the Braille note production rate preserving
at least the same quality.

Furthermore there are great quantities of Braille notes in different libraries
for the blind. An automatic transformation from Braille to ink printed notes can
reveal the quality of these notes more easily. One could also consider making
some limited automatic corrections to them. Thus old writing standards can be
substituted by modern ones more quickly.

2 The Project’s Goals

The project DaCapo aims at developing a software package, that will allow to
translate ink printed notes to Braille notes and vice versa. The former shall be
an interactive, semi-automatic process. The basic idea is to keep the software as
general as possible so that it can be extended and adapted for different tasks
needed. For the sake of generality, we need to allow different kinds of input.

Of course a completely automatic translation process has to be the goal. But
the existence of countless exceptions and special situations forces the translation
to be interactive. Thus we do not intend to implement a fully automatic trans-
formation of Braille notes. Rather the translation shall be interactive to combine
the best possible results of automatic calculations with the expert knowledge of
our note translators. The former is planned to minimize translation errors and
maximize the efficiency, the latter to guarantee the overall quality by supporting
direct interventions providing best possible readability for the blind.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 224–227, 2004.
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Fig. 1. Overview over the DaCapo project.

3 The Project’s Framework

The software will work in three independent stages (see Figure 1):

1.
2.
3.

ink printed note’s source access and unification of it’s representation,
logical transformation of ink printed notes to Braille notes and
the Braille note’s setting.

3.1 Accessing Ink Printed Notes

Many different sources of ink printed notes should be permitted as input to our
program. Therefore we do not want to restrict ourselves to using one special
scanning program like capellaScan or Finale. This would be problematic with
regard to future developments. In one or two years capellaScan could be surpassed
by another program, so that we might want to use this for our purposes. Keeping
this in mind, we are developing interfaces to two different ink printed note sources
so far:

1.

2.

CapXML, XML-format used by the note setting and note scanning software
Capella and capellaScan and
MusicXML an independent format used by Finale (note setting), SharpEye
(note scanning) and others.

The format of the sources must not influence the process of logically trans-
forming the idea of ink printed notes to the idea of Braille notes. To achieve
this, the different XML sources (MusicXML or CapXML) are translated into
an intermediate XML-Format, that we defined ourselves. This format, called
BrailleMusicXML, is developed in a joint venture with the Swiss Library for the
Blind and Visually Impaired (SBS, http://www.sbs-online.ch).

BrailleMusicXML will have to include all aspects of ink printed notes as well
as all aspects of Braille notes. For now, such a format is not provided by a third
party.

The transformation from ink printed notes to Braille notes has to perform
the following tasks (they are at most CapXML specific):
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1.
2.
3.
4.

Identify and differentiate slurs and ties,
unspecific assignment of “free” fingerings,
recognition, interpretation and allocation of “free” texts,
rhythmical controls etc.

The goal of this transformation step is to transform ink printed notes, rep-
resented by XML into BrailleMusicXML, that is describing the notes at least as
exact as ink printed notes. This means, the note’s representation in BrailleMu-
sicXML at this point is not complete. Imagine fingering in ink printed notes: it
mainly consists of numbers being somehow assigned to notes. If there are two
notes of a chord and one finger (i.e. one number is given), you have to find out
to which of those two notes the finger belongs. Despite of its lack of information
this non-specific description is correct according to the rules of ink printed notes.
This problem will have to be processed in the following stage.

3.2 Logical Transformations

The ink printed notes, that are represented by BrailleMusicXML, are now log-
ically translated to Braille notes. The Braille notes contain lots of elements in
short-written form helping the blind to read and learn the notes.

Special attention has to be directed to:

1.
2.

3.

4.
5.

short written forms of accidentals (staccati, tenuti, etc.),
compressing of measure parts or whole measures (simile, parallel shifts,
Braille segno),
automatic interpretation of voice fragmentations (full voice or part voice)
and of switching intervals,
marking of positions, where slurs or ties are changing voices or systems,
relating fingering to corresponding notes ...

At this point of progress, the professional translator controls the further
process to influence the note setting. For example, there can be situations that
make a Simile compression seem appropriate, others that should be handled by
using short-written forms of elements like staccati etc. It is not always possible
to automatically find the right solution.

At the end of this stage, the former ink printed notes are logically represented
as Braille notes in BrailleMusicXML.

3.3 Setting Braille Notes

Because of Braille notes being “difficult to understand” for machines, (especially
the representation of texts causes many problems) BrailleMusicXML aims at
bringing them into machine-readable form whilst exactly preserving their basic
structure and setting.

At the end of the BrailleMusicXML internal translating process the note’s
representation has to be Braille notes in XML. For example, BrailleMusicXML
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will have to support both forms of chord’s representation, the one in intervals
used by Braille notes and the one in stem connected note heads used by ink
printed notes. Now coming from BrailleMusicXML, an optimal setting and for-
matting of Braille notes can be calculated and achieved. The optimal setting de-
pends on some parameters,that shall control the Braille note setting, that have
to be a compromise with respect to the requirements of form (“appearance”),
legibility, space economy etc.

4 Current State

At the moment, both data formats – MusicXML and CapXML – are being
translated to BrailleMusicXML. CapXML causes many problems regarding to
the translation process. For MusicXML, much less preparation is needed. But
because the note scanning software capellaScan is presently offering the best com-
promise between scanning quality and usability (time of postprocessing), we have
to deal with the suboptimal data format CapXML. The present note scanning
software supporting MusicXML is not sufficiently accurate for the requirements
of an economic note translation.

We have not yet started working on the reverse process (translating Braille-
MusicXML to MusicXML to allow ink printed note setting via Finale).

The works on the second stage (logical transformations between ink printed
notes and Braille notes within BrailleMusicXML) have not yet started.

At this moment, there is only a rudimentary work on transforming BrailleMu-
sicXML to Braille. Furthermore we developed a program that is able to transform
Braille notes to BrailleMusicXML based on statistical, lexical and syntactical
knowledge.

5 Future Work and Assurances for the Future

A first important step to get the programs for ink printed note access and setting
of Braille notes running so that we can soon provide a bridge between ink printed
notes and Braille notes. This will ensure the note’s transcription.

After establishing the bridge, it will be extended by and by to enable the
high amount of Braille note specific setting options, thus increasing the quality
of the basic translation.

We use well-known tools to keep the project general for future developments.
The independence of input, i.e. of note scanning software, is guaranteed by trans-
forming the producer-specific formats (MusicXML, CapXML etc.) to BrailleMu-
sicXML. The project is based on XML, a well accepted standard of representa-
tions that is both simple and powerful. The recognition of Braille notes is pro-
grammed in Perland the XML internal transformation in SWI-PrologBoth are
system independent, important standards handling the problems adequately.
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Abstract. We present a system that enables a blind user to access 2D
WEB based “graphical” documents. After introducing the SVG format
and the Force Feedback Mouse, we present how, in a WEB browser
application, we associate force, voice and sound feedback.
Our approach is applied with two kinds of graphical information: geo-
graphical and musical information. In both application, after a training
phase of the mouse handling, the user can make his own mental con-
struction of displayed data. When the user knows the relative position
of different elements, he can move the mouse pointer towards the region
he wants.

1 Introduction

In a classical situation, a blind user uses to handle a keyboard to operate a com-
puter. The machine answers him by a voice synthesis and/or a braille display.
The text reading is adapted to these methods. When browsing the WEB, a blind
user will have accessibility problems with graphical documents. The W3C has
proposed guidelines [1] for web authors to design their WEB sites. For instance,
graphical data have to be linked with a textual description. So, a graphic doc-
ument may be presented to him by long and tiresome descriptions, when they
are available.

The force feedback devices are used within the context of the accessibility for
the blind users because they enable a more direct interaction based on sensory
capacities.

Many works [2–7] aim at using a force feedback device to make a haptic
feedback to the visual elements displayed on the screen. For example, passing
of the pointer of the force feedback mouse on an icon will cause a small jolt
in the user hand. Moreover, Dufresne showed the interest of the audio-haptic
bimodality for blind users [8].

We will first set the main definitions of the haptic perception. We propose a
specific context of use for these devices: relative localization. We will show some
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technical precisions about our system. Then we will present two prototypes that
enable blind people to access geographical and musical documents in a web
context. Lastly, we will conclude by presenting the outlooks which we consider.

2 Definitions of Haptic Context: Relative Localization

The tactilo-kinesthetic or “haptic” [9] system is the synthesis of the movements
of exploration of the motor system and of perceptions of the tactile system. The
haptic sense is thus both effector and receptor. It consists of:

1.

2.

the cutaneous sense: it is the touch sense. It allows to feel the temperature,
the pressure or the pain, and is relayed by sensory receptors located under
the skin.
the kinesthetic sense: it is the sense related on the position and the move-
ments of the body. It enables us for example to know the weight of an object
we’re handling and its position. It is relayed by receptors based in the mus-
cles, the tendons and the articulations.

The handling of force feedback pointing devices as a mouse is based on the
kinesthetic perception of the arm. This perception enables us to visualize the
position of the hand in space. Thus, if an haptic event, like a vibration or a
shock, occurs during a move of the arm, we can mentally represent the position
that the hand had when the event occurred.

Associated with a voice or sound synthesis, and thanks to the sensory mem-
ory, this approach will allow the rebuilding of a mental image of an object from
the relative positions of the elements of this object.

The two applications which we will present are founded on this context.

3 Technical Aspects

3.1 SVG Format

We use the SVG format (Scalable Vector Graphic [10]), which is an application
of XML (eXtended Markup Language). A SVG file is coded in marked-up plain
text and is read by the client computer as a text file. Indeed, its contents can be
indexed by search engines and it can be generated. Moreover, SVG supports the
DOM (Document Object Model) and can react to the user events via a script
programming. SVG files can be displayed on an Internet browser with the plugin
from Adobe [11].

In our applications, the graphical elements are defined explicitly in SVG file
as lists of coordinates. It is a real advantage compared to the image bitmap
formats.

Thanks to its features, the SVG format is yet used in an accessibility context
[12] [13].
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3.2 Wingman Forces Feedback

This force feedback mouse (figure 1), was created by Immersion Corporation [14]
and marketed by Logitech.

The mouse is interdependent of its base. The effective surface of work is of
1.9 X 2.5 cm and the forces can reach 1N in peak. The Wingman® formerly was
a game device, but its use was diverted toward research on the accessibility [2]
[4] [3] [12] [13].

Fig. 1. Wingman force Feedback Mouse.

Immersion Corporation proposes a plugin for the Internet navigators, which
gives the possibility to control a force feedback device, via the script program-
ming contained in a HTML page [15].

3.3 Architecture of our Applications

In a WEB context, the architecture we use is a Client-Server Scheme on a Local
Area Network (Figure 2).

On the server side, we have the SVG files and the sound files. By now, the
SVG files are stored on the server or generated on the client via an ECMAScript
programming. We plan to generate all SVG files on the server via perl program-
ming language, accessing to databases. For the sound files, in this first prototype,

Fig. 2. System architecture.
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we use a speech and sound synthesis on the server to generate them. That may
avoid any conflict. Indeed, in a general case, a blind user use his own screen
reader and his own speech synthesis.

The client browser must have downloaded from the server the different plu-
gins that enable our system to work: the “Immersion Web Plugin” [15] for the
force feedback and the “Adobe SVG Viewer Plugin” [11] in order to display the
SVG files.

4 Description of the Geographical Application

In our application (figure 3), a map is displaying the USA, showing the states.
A blind user uses the force feedback mouse to explore the surface of the screen.
The mouse can have two different behaviors. When the pointer of the mouse:

1.
2.

goes out of the map area, the user feels a texture effect in his hand.
pass on a region, it is “magnetized” towards its center.

A sound feedback gives the name of the state, via a screen reader and a voice
synthesis. Now, when the user has his mouse pointer toward a region, he has to
force to quit the state and either

1.
2.

falls into a region bordering.
leaves the map, and then feels an effect of texture

The study of geography is well adapted to the use of the mouse, as it may
require a transfer of information from the computer to the user, via the mouse.

Fig. 3. Geographical Application.
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With HTML tags and bitmap pictures, the blind user could only “reach” the
links name through the screen reader with no logical order, with the TAB key.
Using a force feedback mouse enables them to apprehend the layout of the links,
and thus the layout of the regions.

5 Description of the Musical Application

In order to use the same approach in music, we needed a spatial view of musical
data. Jean Marc Chouvel has showed a torus-shaped hexagonal representation
of a musical score [16]. This representation provides some nice harmonic charac-
teristics.

5.1 Hexagonal Representation of Musical Data

It is a instantaneous representation of the score. Notes are showed independently
from eighth interval. They are displayed on an hexagonal lattice, showing on
figure 4. It is also a torus representation: it loops horizontally and vertically.

Fig. 4. Hexagonal Representation.

Main features of this representation are described in [17]:

1.
2.

3.

Vertical axis is made by major thirds. The cycle is long of 3.
Axis from the left bottom to the right top is made by minor thirds. It is 4
cells long cycle.
Last axis (from the right bottom to the left top) is made by fifths. This axis
has got every notes and its long is 12.
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4.

5.

6.

From a note, its neighbors in the representation are notes with a strong
harmonic relationship (third or fifth).
Close chromatic notes (half tone and tone) are separate by one line between
2 hexagons.
When two shapes are identical, it is the same chord.

5.2 Implementation

In our prototype, we use the hexagonal representation in order to present the
different chords to the user.

We have implemented the simplest chords: major, minor, augmented and
diminished fifth, dominated, major, minor and diminished seventh. Thanks to
the hexagonal representation, each chord has got a specific shape (Figure 5).

Fig. 5. Simple Accords.

5.3 Haptic Feedback and Usability

When using our prototype, a blind user is able to explore the hexagonal draugh-
tboard. Each note is materialized via the mouse by magnetizing the cursor on
the center of the hexagon, while a sound synthesis play the note. In any moment,
the user can build one of the chord available by pressing a key.

Once a chord created, haptic feedback changes. Then, user can recognize the
specific shape of the chord.
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6 Conclusion and Outlooks

In our approach, the layout of graphic elements is displayed thanks to a force
and sound feedback. This enables blind users to access graphical information.

We plan to prepare a test protocol, to estimate how our applications can
really improve the ability for blind users to access geographical or musical doc-
uments. However, for the geographical experience we have already tested our
system with two blind users, and they admit that our system enables them to
create a mental representation of a geographical map; that is very useful in a
pedagogic situation.

For the musical application, we are about to extend the usability of our
prototype. By now, only an explorative mode is available. Next, we plan to add
a listening mode, in order to access and analyze harmonic scheme in a music.
We will add also an editing mode. Some features of the hexagonal representation
hadn’t been used, such as spatial animation of cadences (an authentic cadence
is a translation of a triangle by one cell).

Finally, we are working on a more general approach of our architecture.
We are developing a software framework to create easier any haptic-SVG WEB
applications. And we are still testing other speech and sound synthesis and SVG
generation scripting methods.
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Abstract. Stave notation is a complex code with more variety in symbol ap-
pearance and usage than alphabetical language. To parallel work on making in-
formation accessible, the Royal National Institute of the Blind is compiling
benchmarks for producing Modified Stave Notation. Modifications are quickly
executed using music score-writing packages. By reducing the extremes of
symbol size, removing redundant space, placing symbols in consistent positions
and providing verbal description to support the musical text, the notation is
clearer than mere photo-enlargement. Two examples of this process are dis-
cussed, based on small-scale surveys of musicians who are partially sighted.

Stave notation makes great demands on users, greater than those involved in everyday
reading and writing. Music symbols come in a wide variety of shapes, sizes and rela-
tive positions. Certain symbols have different meanings in different contexts: the dot,
for example, can shorten or increase a note depending on whether it is placed above
or below the note head, or following it. The shapes of musical symbols may vary, just
as there are different fonts in standard print. That performers, having read the sym-
bols, then have to convert them into sounds accurately, and in sequence, adds to the
cognitive complexity of music literacy.

In 2001, the Royal National Institute of the Blind produced guidelines called “See
it Right” for making information accessible for blind and partially sighted people. The
checklist for large print contains areas where there are comparable issues in stave
notation. For example:

RNIB’s large print checklist

Is the typeface at least 16 points or
above?

Is there enough space between each line
of type?

Link to stave notation

Are the main signs – staves, notes, rests,
etc. – at least of a size comparable with
16 point typeface?

Is there sufficient space between each
instrumental/vocal part and a sufficient
gap between systems on the page?

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 236–239, 2004.
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Is the typeface either roman, semi-bold
or bold?

Are the numerals clear?

Does the text follow easily from column
to column?

If there are images, are they clearly
defined and easy to read?

Can the document be flattened, so it can
be placed under a scanner or screen
magnifier?

[Taylor (2001) See It Right: Large Print,
pages 11, 12]

Is the typeface for text sans serif, semi-
bold or bold? Are the musical notes as
“unfussy” as possible?

Are page and bar numbers, rehearsal
figures and fingering all sufficiently
large and consistently placed?

Does the music follow easily from sys-
tem to system with convenient places for
page turns?

If any unconventional or very small
signs are used, are these explained and
their location listed in a footnote?

Can the document be flattened, so it can
be placed under a scanner or screen
magnifier?

In altering printed scores, the overall aim is to give the reader a more consistent
copy than is often the case in the huge variety of music layouts produced. The indi-
vidual user may then of course extend the modification manually or electronically.

In addition to clear printing of the symbols and general enlargement, the aims in
producing Modified Stave Notation are generally to even out symbol size and density,
reduce redundant space, place symbols consistently (putting non-pitch and rhythm
signs around, rather than on, the stave) and describe in words the location of sporadic
or unusual symbols.

In 2001, RNIB set up a working party to revise “Music in Large Print” [Ockelford,
1994], mainly because of the increasing ease with which altered stave notation can be
produced using current software. A large part of this work has been in defining
benchmarks and orders of precedence in the music notation itself. Samples of piano
music and vocal music have been analysed by musicians who are partially sighted,
and detailed interviews carried out seeking their preferences. New guidelines will be
produced which will also consider other issues such as binding and colour of paper, as
well as lighting, multimedia possibilities, and reading and memorising techniques.

Fig. 1 shows an extract from a Novello edition of Handel’s “Messiah”, from the
alto part in the final chorus, and Fig. 2 is the Modified Stave Notation version, pro-

Fig. 1.
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duced using Sibelius™ 1.4. The general dimensions of the extract have been increased
by altering the staff size to 9mm. To even out the symbol size and density the thick-
nesses of barlines, note beams and leger lines were increased; the stem thickness, staff
line width and size of duration dots were increased; the text was set in Arial font; and
the broken text line was replaced with a continuous line.

Fig. 2.

Redundant space was reduced by increasing the number of bars per system to take
up only slightly more space horizontally than in the original. Care was taken to keep
the bars reasonably evenly spaced in length and to keep beams moving in the direc-
tion of the pitch movement, though in the examples sent out for comment some had
beams parallel to the stave. In this example one further subtle change was made by
moving the second tie out of the stave. The original has one feature not maintained by
Sibelius™ that may be helpful for readers – the straight tails to single quavers.

Taking a more complicated example, the views of fifteen partially-sighted stave
notation readers were sought on the appearance of five versions of a short but com-
plex piano piece. Whilst each version used a 14mm stave size, some musical symbols
were altered in size or in location, and the overall layout of the bars on the page var-
ied. Considerations included whether articulation marks should follow the pitch con-
tour or lie in a horizontal line, and whether they should be next to note heads or next
to stems; whether slurs should be especially thickened or not; whether dynamic letters
should be in italic Opus text or Arial non-italic; and whether hairpins, stave lines and
barlines should be thickened or not. Different approaches to the indication of finger-
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ing were tried, with the numbers variously following the melodic shape or being hori-
zontal, lying outside or inside cleared parts of staves, or, overriding all other priori-
ties, placed as close to the notes as possible.

All participants appreciated the modification as being a great improvement on the
unmodified or photo-enlarged music they currently use. With individual variables,
however, there was little agreement. Overall, preferences showed a desire to even out
the extremes of size and contrast in musical symbols. These preferences were tem-
pered by the degree of interest in the feature concerned for each reader.

In the future, it is hoped to carry out more small-scale surveys with a choice of
modification of the same piece. While such research is complicated to evaluate, as
priorities are as much due to usage as ease of reading, it is important that potential
consumers inform the benchmarking suggestions. In Modified Stave Notation, addi-
tional notes will state verbally where deviation from the text has occurred. Some
composers or editors shower their pieces with detail, or compress music with many
repeat signs, whilst others leave the music largely as pitch and rhythm. This variety
will remain. The aim of Modified Stave Notation is just to make the symbols chosen
by the composer, arranger or editor easier to read.

Music notation is, like all languages, evolving. Modified Stave Notation, by reduc-
ing contrast and placing symbols consistently, hopefully enables more attention to be
paid to the visual perception of this “space-bound vocabulary of symbols created for
the ear but accessible only through the eye” [Read, 1979, page vii]. Score-writing
computer packages now make the production of Modified Stave Notation quick, ena-
bling the desired consistency to be achieved cheaply and accurately. The reader of
Modified Stave Notation is hopefully able to read more fluently and with greater
confidence.
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Abstract. Leisure time activities that are exciting, fun and entertaining are im-
portant for everyone, also disabled people. Computer games have become part
of everyday life for many people. There are however few entertaining computer
games which are accessible for disabled users. Research and development in the
field of IT and the disabled has focused on education rather than leisure. The
aim of the UPS project is therefore untraditional: “to make entertaining soft-
ware accessible”. The setting up of guidelines for development of new products
is important both for standard software and products designed especially for
disabled users. Young people with disabilities wish to use the popular computer
games used by friends and family. The complexity and speed of standard com-
puter games and the input requirements often prevent this. The project is focus-
ing on standard products. However the variation in the level and type of disabil-
ity means that not all can use standard products, and one activity is to develop
new software. The project will also establish a web site for disabled users, par-
ents, teachers and assistants.

1 Introduction

Exciting, run computer games and multimedia products for young people with com-
plex learning disabilities, are these available? This question was discussed in the UPS
pre-project (01.04.2002 - 30.11.2002). The most important conclusion from the pre-
project is that it is difficult to find entertaining software for people with severe dis-
abilities.

The target group in the pre-project was similar to the target group in the main pro-
ject: Persons with mental disabilities, or persons with a combination of severe motor
handicaps and perceptual losses.

Many young people with disabilities wish to use the popular computer games and
entertaining multimedia products used by friends and family. There is a need for these
multimedia products to be adapted to suit the special needs of disabled users, but it is
also essential to develop special software. However specially developed products
should contain the best aspects of entertainment products for the general population,
so that family and friends and disabled young people can enjoy these products to-
gether.

It is not surprising that disabled users want to use computer games. The game in-
dustry realized about 6 billion Euros in Europe (2001), and 9 out of 10 in the age 9-16
are playing computer games in Norway (www.forskning.no). Computer games are not
necessarily a one-man occupation. Network based entertainment is important for a lot
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of people [1]. For some people RL (real life) is less important than their life in cyber-
space. This observation is frightening, and computer games are of course not only
positive. Computer games have however become part of our society, and disabled
persons should not be excluded from participation.

The application for a main project was accepted in 2003. This paper describes the
most important activities in the project as well as the results from the pre-project. UPS
is funded by the Norwegian research council, Microsoft, Electronic Arts and endow-
ment funds.

2 The UPS Project

The main project started in October 2003 and will run over a three-year period. The
main goal is to:

adapt and develop entertaining software for young persons with disabilities, which
is inclusive.

Based on the results from the pre-project, the main goal is divided into three sub
goals:

1.

2.
3.

Adapt standard software. It is important to develop tools and/or types of co-
operation that make such adaptations possible.
Develop software based on the needs of the target group.
Establish a web with information and a database with free, digital materials. The
user interface is an important challenge: the target group of the project, experts,
helpers,... should all be able to use the site.

As a basis for both our adaptations and development activities, we have made a set
of guidelines for software development. These guidelines are described before dis-
cussing the three sub goals.

3 Guidelines for Software Development

The pre-project was focused on mapping user needs. The methods used were case
studies and interviews with users and helpers. Based on the pre-project results, litera-
ture and experts in this field, a set of guidelines for usable software has been devel-
oped. These guidelines will be used both in our development activities and when
evaluating/testing standard products. We will also use the guidelines to influence the
standard game industry.

The guidelines cover five main aspects:
1.
2.
3.
4.
5.

Level/progression
Input
Graphics
Sound
Installation and adaptations

The five categories are briefly discussed below. An English version of the guide-
lines can be found at:

http://www.medialt.no/rapport/entertainment_guidelines/index.htm.
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3.1 Level/Progression

It is important to offer differing degrees of difficulty in computer games and other
entertaining software. This can be done as a progression from easy to difficult and/or
to offer options that influence complexity, speed, language etc. Most commercial
computer games use various kinds of progression, but the “easiest level” is often too
fast or complicated. The practice mode found in some games is very helpful, espe-
cially if the player is “immortal”.

In games composed of several tasks, it should be possible to select each task di-
rectly (this is also the case for so called secret rooms). A disabled user can enjoy indi-
vidual tasks, but he/she is perhaps not able to reach this activity because it is neces-
sary to follow a particular path in the game. Direct choice of individual tasks can be
simulated if the game includes functionality to save status. This solution however
requires that helpers are willing to spend time using the product.

Additional products dealing with the same main theme as a computer game, e.g.
videos, books, toys or stickers may be helpful for some disabled users. This is the
case for many persons with Down’s syndrome.

The language (both verbal and written) is also very important. Products should be
translated into local languages, and the usage should be as simple as possible. Some
games use what can be called a cult language, and this can be particularly hard for
disabled users.

3.2 Input

Entertaining software should allow for different input devices. In most standard soft-
ware for PCs it is possible to use keyboard, mouse and joystick. More specialized
devices like steering wheels and pedals are also common. One of the main problems
for our target group is that most standard software requires too many different com-
mands (about 10 buttons/mouse movements are typical in car, sports and action
games).

Qualified training is very important to utilize the users potential for controlling the
computer. Perhaps computer games are the best applications to motivate the users to
go through with this training? A thorough and methodical training scheme is de-
scribed by Brænde and Halvorsen [2].

Games cannot generally be fully controlled using one or two switches, and scan-
ning techniques are also difficult to implement (e. g. because of speed). Specialized
input devices for the disabled can often be used with entertaining software, but the
number of commands are too few. It is therefore important to allow for the use of
several different input devices simultaneously. A group of users can then work to-
gether to manage the different functions.

It is usually not possible to adjust sensitivity, fault tolerance, speed and size of
pointers (or other interactive controls) in standard computer games. This functionality
is desirable both for users with motor handicaps and sight disturbances. Entertaining
software does not often use standard pointers found in the operating system (where
appropriate choices are available). Implementing suitable functionality should not be
very complicated because games already support a wide range of input devices and
the calibration of these devices.
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3.3 Graphics

Modern computer games use advanced graphics. Even if this is impressing, it should
be possible to adjust resolution, size, details, colours, contrast etc. The speed in videos
and animations should also be adjustable.

Graphic presentations often include less important elements (e. g. decorations), and
it should be possible to turn these elements on/off. Visual disturbances are common in
the target group, and simpler graphics increases the number of possible users.

When a task is solved, it is important to use explicit visual feedback and reward.
Explicit visual (and auditory) feedback is of vital importance if persons with severe
learning disabilities should maintain the dialogue with an application. As skills in-
crease, the result of the users actions is motivating by itself, and the value of response
from an application will, to a greater degree, be associated with informative feedback.

3.4 Sound

It is important to offer different choices for speed, length, voices, volume etc. Fur-
thermore it should be possible to turn off different sound elements, e.g. background
music and effects. Repetition is very helpful for spoken messages, and the user should
be able to start/stop these messages.

Different options for sounds are more common than for graphic elements. The
main reason for this is probably that graphics are essential for using the game while
sound may just make the experience more fun or realistic.

When a task is solved, it is important to use explicit auditory feedback and reward.

3.5 Installation and Options

Simple installations are essential, and it is important not to change system files. If
system files are changed, assistive devices sometimes do not work correctly after the
installation.

Use a wizard or another simple interface to set software options. It should be pos-
sible to save these settings (perhaps in different profiles). The user/helper also should
be able to save the current game. This will make it possible to go directly to particular
tasks/positions.

Use a standard procedure for exiting the application (e. g. Alt+F4 in Windows).

4 The Adaptation of Standard Software

As mentioned in the introduction, young persons with disabilities want to use standard
software for entertainment. Different adaptations are possible: alternative input de-
vices, built in adjustments etc. For many users practice in using assistive devices is
also essential.

It is often very difficult to make standard computer games and multimedia products
usable for our target group. This is still the case if appropriate assistive devices are
available, and the person has accomplished qualified training programs. If different
assumptions and needs had been addressed in the software development process,
adaptations would be much easier.
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Even if a computer game is too complex or fast for a disabled person, parts of the
game could be fun and usable. Typical examples of this are products with a demo or
trial mode. In products made up of small tasks, some of the tasks can be applicable. In
other products, e.g. in car and snowboard games, the player may be immortal, and the
game is fun, even if the player does not win.

User tests are important in the UPS project. We want to find out if standard prod-
ucts are fun for our target group. It is quite obvious that not all persons are able to use
all games, and therefore we want to pick usable products for each of the test persons.
Our main methods for selecting games are expert evaluation and interviews with dis-
abled persons and/or helpers.

4.1 Expert Evaluation

About 30 standard computer games, of different types and from different producers,
will be evaluated in the project. A set of test criteria based on the guidelines is devel-
oped. The evaluation will be used to pick out about 10 products for user testing.

A typical test scenario for PC games is as follows:
1.
2.
3.
4.
5.
6.
7.

Previewing handbooks
Product installation
Playing with the game for about one hour (possibly more if this is necessary)
Testing different standard input devices (including keyboard)
Map options (sound, graphics, input devices etc.)
Try to find hidden options (e. g. registry settings)
Complete the evaluation outline

PC is the most important platform in the UPS project. Xbox and PS2 are also used,
and the expert tests are more or less similar. The tests are more detailed than the
guidelines, e.g. concerning alternative input. The evaluation outline may also be used
for other applications.

The expert evaluations can be used as references for parents and helpers, and the
results will be stored in a database (available on the web).

4.2 User Tests

As mentioned above our goal is to select usable games for the test persons. Five per-
sons will test about 10 games each. In addition we collaborate with Haukåsen School
for the disabled, Trøndelag Centre of competence and other institutions. Our goal is to
test several games in these environments as well.

We have two main goals with the user tests:
1.
2.

Evaluate the guidelines for software development
Determine if standard computer games, whole or parts, can be adapted to meet
the target group needs

The first step is to test games without adaptations (except for assistive devices or
software). Tests will be documented using video, and we have developed an interview
scheme. Both testers and eventually helpers will be interviewed.
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After the completion of all user tests we will select one of the games. This game
will be adapted to meet as many user needs as possible. The same test group will try
the product after the adaptation.

4.3 Standard Product Adaptation

The adaptation method is not obvious at this point. Our first step is to analyse the test
results. The next step is to pick one of the games, and to suggest and implement nec-
essary changes.

Possible work includes:
1.
2.
3.

New interfaces for assistive devices (hardware or software)
Development of system software (e. g. to slow down computers)
Modifications and/or add ons to the program code

Microsoft and/or Electronic Arts have to assist in implementing these changes, and
a game from one of these publishers probably will be selected.

5 Specially Designed Software

Even if some standard software can be adapted, specially designed products are nec-
essary. Persons in the target group have very different assumptions and needs, and the
persons with the most severe disabilities will not be able to use standard games. It is
however very important to use successful design rules from standard software. The
goal is that the specially developed software should also be fun for friends and sib-
lings.

5.1 Suggestions for Possible Applications

The UPS project has completed two brainstorming sessions on possible products. The
proposals are very different, and we have started work to select one of the ideas. One
of the most important dividing lines is between applications that can be implemented
using presentation tools for the disabled, and those that have to be developed from
scratch.

The main advantage of using a presentation tool is that alternative input (switches,
scanning etc.) is already implemented. The disadvantage is limitations in this type of
software (usually not developed to design entertaining software, but to develop educa-
tional applications).

Examples of suggested applications from the brain storming session are quoted in
the table below.

The suggestions above are all examples of entertaining software. It is however not
possible to implement typical computer games using the accessible presentation tools.
A collective term for these applications could be “searching different environments”.
An accessible media player is neither a computer game, but e.g. listening to music is
entertainment! Using computers as an interface to other devices is also suggested, e.g.
to trains or a robot. Of course this is entertainment! A robot could for example be
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used to search other environments than an electric wheelchair. In other words: “The
computer can be used as an interface to entertaining activities, not only as a platform
for computer games”.

Sport and car games are very popular. Sport games include: football, snowboard,
golf, ... Car games include everything from rally to car races. These games usually
require very good eye-hand control. A specially designed winter sports or car game
were suggested, also because these games are used by friends and family.

5.2 Testing the Specially Designed Software

The specially designed software will be based on the design guidelines. A test group
consisting of at least 5 persons will be selected.

The most important goals with these user tests are:
1.
2.

Are the users able to use the product?
Do the users have fun?

The users may be able to use the product without having fun, but the opposite is
probably not true. A statement identified in the pre-project summarizes the challenge
when developing entertaining software for the target group: “Simple but not childish
and slow but with speedy excitement!”

6 Web Site

A web site will be associated with the project. The goal is to provide for management
also after the project period. Important contents will include:

Information about adaptations and entertaining software
Discussion groups
A database with free multimedia contents

Pictures, videos, sounds etc. can be used in different tool kits, e. g. in the Norwe-
gian software package Programsnekker (application joiner). A database with free
multimedia content was demanded in the pre-project. We will also test if it is possible
to include finished applications in the database (or file system). This is dependent on
different aspects, but most important is the installation procedure. Basic functionality
is already implemented in “Programsnekker”.

To design a suitable user interface is not trivial. We want to include informa-
tion/services for different users, including our target group. The use of symbols, assis-
tive devices/software (e. g. scanning) and navigation for visually impaired users are
examples of the challenges.
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We will try to develop the web site in collaboration with other Scandinavian pro-
jects and institutions. A Swedish project, Interagera, also want to establish a site, and
these sites have several similar goals.
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Abstract. The TiM project, funded by the European commission in-
tended to develop and to adapt computer games for blind children and
for partially sighted children who need specific graphical display set-
tings that fit to their visual possibilities. A game engine has been devel-
oped that allows to design modality-adaptable multimedia games. These
games can be played using various modalities according to the specific
devices needed by the player. A set of such adapted games was devel-
oped and used to study the adaptation of game interaction situations
and the potential of such games with respect to Education, Learning
and Therapy, and to demonstrate the possibilities of the game engine.
Additionally a new relief deposit method was created, a Braille device
programming library was developed, and a juridical study about adap-
tation of existing contents was carried out. This paper summarises the
results of the project.

1 The TiM Project

The overall aim of the TiM Project [1] is to provide young visually impaired chil-
dren, with or without additional disabilities, with multimedia computer games
they can access independently, that is without the assistance of a sighted person.

Currently, hundreds of computer games are available to sighted children, that
they can use to play and learn without the assistance of an adult. Many of these
games would be of great interest for blind children because their contents include
a large amount of audio resources with coherent educational and ludic content.
These games are usually based on an ‘exclusive’ graphical interface, that is the
only way to interact with the games is to use a mouse. Then, blind children can-
not access them in an autonomous way. More widely visually impaired children
experience difficulties with those games, depending on to the level of their visual
possibilities.

The use of access technology for visually impaired people, like screen read-
ers (software allowing blind and partially impaired users to access to computer
contents), is often impossible with games, because of technical incompatibilities.
Moreover in the rare case where standard access software would be compatible,
the result would hardly be called a game, as we will see in section 1.3.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 248–256, 2004.
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The operational objectives of the project were:

To develop tools facilitating the design of games intended to visually im-
paired children;
To study the adaptation of game interaction situations to non visual inter-
faces;
To develop a set of working games, adapted to visually impaired children,
and corresponding to various game situations;
To evaluate these games with visually impaired children;
To study the potential of these games for visually impaired children, from
an educational, a learning and a therapeutic points of view;
To study legal questions raised by the adaptation of existing multimedia
product;
To study the conditions to ensure effective diffusion of those kind of games
towards visually impaired children.

1.1 Users Group

The main group of children currently concerned is composed of children who
cannot use ordinary graphical interfaces because of a visual disability: blind
children and partially sighted children whose vision is rated less than 0.05.

We focus on ages from 3 to 10 years old. The games can be used by older
children, especially in case of children with additional disabilities.

1.2 Specific Modalities

To reach the specific needs of these children, the games should be adaptable to
the visual possibilities of each of them, according to the specific modalities he/she
can use. In the case of blind children, only tactile-based (Braille, tactile boards)
and audio-based (stereo sounds, surround sounds, speech synthesis) modalities
are available.

A visual modality is accessible to partially sighted children, that as been
called “Customisable Graphical Display”. It uses an graphical equipment and
the software must allow a large variety of settings: scalable font prints, adjustable
colours and contrast...

Additionally a graphical view is always available and should be attractive to
sighted people like parents, brothers and sisters or school mates.

A very important issue is to supply the support for all existing models of
each category of device, as well as being able to add drivers easily when a new
model comes on the market. Indeed specialised devices are usually very expensive
(Braille displays starting at $ 5,000). So it is necessary that the games can run
with any models that children might have access to.

1.3 Usability

The adapted games have to be considered by children as real games. In some
rare case, access technology would be compatible, but it would result in a very
complex interface, and the result would hardly be called a game.
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Adults accept to make concessions in order to be able to use the same tools
as their sighted peers via Assistive technology. Usually this requires a long and
difficult learning, and a lot of fastidious operations. For instance when using a
word-processor with a screen reader, to check if a word is in bold face in a para-
graph, it is necessary to select this word, to open the dialog box corresponding
to the characters attributes, and then to seek in this box if the attribute “bold”
is checked or not. This can hardly be accepted by children, especially when they
play.

2 The Game Development Platform

The main goal of the project was to develop a programming tool that allows to
easily design games adapted to our target group.

The approach chosen by the TiM project has been to design games using a
modality-independent model [2]. A game development platform [3] was developed
as an API for designing the game scenarios using Python1 scripts. This platform
allows to design computer games able to manage different kinds of special devices
corresponding to various modalities (tactile, audio, large screen displays).

The most important feature of this platform is the separation between the
game scenario and the multimodal and multilingual resources:

2.1 Game Scenarii

Game scenarii are implemented independently of the devices and of the lan-
guage. A game scenario is a Python script that uses the TiM Platform API
components. Those components are preexisting functionalities that are provided
to the game designer to simplify game design. Given TiM’s objective of adaptive
games, components are very high level objects completely independent of the
representation they will have on the different devices. 3 kinds of components are
available.

Fundamental components are the basic elements of each game situation:
widget is a generic component that can be a label or a button, used to
display any information or picture.
source is a component allowing to handle surround enabled sound sources
and to play sound files on these sources.
timer is a component allowing to start a function after a given delay.

High level components include facilities that are often necessary in a com-
puter game:

player is a component that represents the main character of a game.
navigator may be used to control a character as well as to move in a
menu. It can handle keyboard input as well as joystick or game pads.

Scenario components are used to describe the different time sequences of the
game:

1 The Python language: http://www.python.org
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scene correspond to a part of a game taking place in a rather constant
environment. It is a way to divide a game in many small sequences, like
in a movie.
game is the main component of a game and includes all the scenes.

Each component manipulated in the scenario is an abstract element, that is
there are no reference to any resource files there.

2.2 XML Stylesheets

Each game scenario is associated to a style sheet that contains all the necessary
resources that are needed to render each component using each modality, and
when it is relevant in each language. This style sheet is an XML document with
a specific DTD that was designed to fit our needs.

For instance the resources available for a widget component may include text,
pictures, alternative text for Braille displays, alternative pictures for the Cus-
tomisable Graphical Display, graphical information like position on the screen,
colours and fonts to use for the prints, etc.

Additionally each widget may have several “states” allowing to define various
contents and layout for the same element depending on the situation in the game.

3 Programming Libraries

Each kind of user device is managed using external an external libraries. We used
existing software libraries when it was possible: OpenAL2 is used to play sounds,
as well in stereo and localised in a surround environment; and SDL3 is used to
access to the graphic frame-buffer, audio devices, keyboards and joysticks.

Then we developed the programming libraries that were necessary in specific
cases like Braille or tactile board devices (see below). The architecture allows to
easily update those modules or add a new one corresponding to a new kind of
device.

Two programming libraries were developed within the framework of the
project:

libbraille is a programming library to access braille displays [4, 5].
This library is responsible for all the low level interactions with Braille dis-
plays. It allows:

to write a text string on the display;
to raise Braille dots independently;
to use any Braille table in order to be usable in any language — the user
can also use a personalised table;
to get the keys that have been pressed by a user, depending of the avail-
ability on each model:

2

3
OpenAL: the Open Audio Library, http://www.openal.org
SDL: Simple DirectMedia Layer, http://libsdl.org
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function keys;
Braille keyboard;
chords (combination of space bar and Braille keys);
cursor routing keys.

libboard is to tactile boards what libbraille is to braille displays. Since Tactile
boards are much more simple devices as Braille Terminals, this is a light
library. It allows to get the number of the cell pressed on a tactile device.

Currently the game platform does not support speech output. Actually it was
observed that young children have difficulties to understand synthetic speech.
Then in the TiM games the texts were recorded by actors. Anyway the devel-
opment of a libspeech library, that will have the same philosophy as libbraille
and libboard, was started and is planned to be included in the platform in the
future.

4 Tactile Overlay Production

Research have been carried to produce tactile overlays that respect two impor-
tant constraints:

they need to be tacitly attractive for the children
they need to be very solid, since it is game interfaces that the players may
use for a long time, they have to press on it (this is different from tactile
books where each page is touched during a shorter period, and not pressed).

Actually a new relief deposit technology was developed, that give the pos-
sibilities of textures, black print, and relief print as Braille, diagrams, or weft.
This technology allows to put Braille on any kind of support (plastic, CD, metal,
etc).

5 Theoretical Results

5.1 Game Analysis

During the project an important knowledge was acquired about development
of game for visually impaired children, particularly about adaptation of game
situations, and the use of various input and output modalities. By using some of
the TiM games as case studies, it was possible to point out some challenges and
possible solutions. Then a set of guidelines concerning design of specific games
or adaptation of game situations for non visual interaction was developed.

5.2 Potential of Games

TiM project has been exploring possibilities to design or re-design conventional
game activities as sound only applications for blind and visually impaired chil-
dren. The seven developed games allow direct interaction in meaningful sound
environments.
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The potential for education, learning and therapy was evaluated with respect
to the special needs of blind and visually impaired children at primary school
age. The educational potential lays mainly in modes of interactions which mirror
or complement a variety of classroom interactions.

For the process of individual learning TiM games mainly contribute to au-
tonomous learning, the development of listening skills and audio-tactile co-
ordination. Game interactions are highly motivating for children and are a good
shared focus for guided learning for young blind children.

The therapeutic potential was analysed with respect to a number of be-
havioural problems often met by blind and visually impaired children: the at-
tention span, listening skills, the sense of achievement and communication. Ad-
ditionally we explored the possible contribution of audio-graphical interfaces
which could be tailored to different visual impairments and which would allow
systematic training of the use and integration of both senses.

5.3 Ergonomic Studies

A study of game adaptation, from an ergonomic point of view was carried out
[6]. The ergonomics’s approach studies the accountancy between human people
and the product. The aim is to understand the human behaviour concerning
the product in order to improve its accessibility and usability. This discipline is
described as a factor of innovation and safety.

5.4 Juridical Studies

The process of adapting existing games in the manner suggested by the TIM
project raises a number of issues never encountered before. Some challenging
legal work is needed with the objective of sourcing appropriate negotiating part-
ners to secure the right to adapt the existing multimedia works to specific au-
diences. First, it is necessary to identify the exploitation right holders, then, it
is necessary to build a contractual framework which will enable the utilisation
and the adaptation of multimedia works. The juridical studies carried out dur-
ing the project aimed at study the relations between the owner of an original
multimedia product (publisher) and the designer of an adaptation (adapter). A
contract signed with the company owning one of the games that was adapted
during the project was used as a case study. A model of contract was proposed.

6 TiM Games

A set of games was developed using the Blindstation within the framework of
the TiM project. These games were the basis for 2 kind of studies:

to study adaptation of game interaction for visually impaired children
to demonstrate the kind of games that can be developed using the TiM
platform



254 D. Archambault

Mudsplat is an arcade like game where the player has to shoot on everything
he can ear. Using stereo, the objects are on a line in front of the player and
he can move left and right.

X-Tune is a musical construction game where the player can sequence and play
with different sound environments.

Reader Rabbit’s: Toddler is an adaptation of a mainstream discovery game
designed for very young children.

Magic Dictation is a educational game for learning reading and writing. A set
of activities are proposed: spelling, recognise words, hangman, etc. It can be
played with the screen (scalable fonts) and the Braille display, but also only
on the audio modality, with a reduced set of activities (because some are not
possible without reading).

Tactile/Audio Discovery is a very simple game for very young children or
children with additional disabilities to to associate sounds and pictures on
the screen or tactile information of a tactile board.

Hide and Seek is a game where the player as to reach animals localised by a
sound in a simple surround sound environment.

Tim Journey is an exploration game. The player solves a mystery in real-time:
he has to explore a complex surround sound environment, divided in various
scenes (beach, forest, harbour, etc...) and to solve puzzles to collect evidences
that will allow him to solve the mystery.

7 Distribution of Software

TiM Game Engine
The TiM game engine will be released as opensource, with the GNU LGPL
license4.

libbraille
libbraille was released as an opensource librairie, with the GNU LGPL license
and is available at: http://libbraille.sourceforge.net

TiM Games
Some of the games that were developed within the project will be soon avail-
able (like Mudsplat and XTune for instance), while others are still working
prototypes that can be used to play with children. Then the last one (TiM
journey) is a prototype version of a very ambitious game idea intended to
show the possibilities of the platform and to setup the navigation in a sur-
round environment.
Information about the dissemination of games will be available on the
timgames website:http://www.timgames.org

4 GNU Lesser General Public License, http://www.gnu.org/copyleft/lesser.html
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Abstract. Blind people shooting virtual monsters on a real football field. Is that
possible? The European Media Master of Arts-program of the Utrecht School
of the Arts (Arts, Media & Technology) and the Bartiméus Accessibility Foun-
dation in Zeist have developed a curriculum for accessible game and program
development together. Within this curriculum already many spectacular games
have been developed like Drive, The Curb Game, Hall of Sound, Powerchords,
Wow, Demor and others. The games include the use of user panels and exten-
sive user testing and present the future possibilities of gaming.

1 Introduction

The European Media Master of Arts-program of the Utrecht School of the Arts (Arts,
Media & Technology) and the Bartiméus Accessibility Foundation in Zeist have
developed a curriculum for accessible game and program development together.
Within this curriculum already many spectacular games have been developed like
Drive, The Curb Game, Hall of Sound, Powerchords, Wow, Demor and others.

These games are all examples of the valuable collaboration between the Utrecht
School of the Arts (HKU) and the Accessibility Foundation. The HKU-students have
the technological skills while the Accessibility Foundation offers the necessary exper-
tise in the field of accessibility and a forms a direct link to the target group. With the
availability of the right resources and the right knowledge there is the possibility of
producing high-quality prototypes in a very short amount of time. Together with the
pupils of the Bartiméus School the prototypes can be adjusted to fit their wishes and
needs. These prototypes are not only proof of concepts but many of them can be fur-
ther developed into high-quality products. At the moment the curriculum is being
exported to other institutes like the University of Twente and involve stakeholders
like disability organizations, web design companies, government agencies, publishers
etc.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 257–263, 2004.
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2 Drive, Racing Game for the Blind

The Drive-project was one of the first projects in the collaboration between Bar-
timéus Accessibility and the Utrecht School of the Arts. The goal of the Drive project
was to create a (non-visual) computer game that resembles the same level of accessi-
bility and fun as a game with visual output. The game had to be as exciting and chal-
lenging as visual games. It is designed for blind children of the age of 10 to 14. The
game is programmed by Sander Huiberts, Hugo Verwey and Richard van Tol, is
available on CD-rom and can be ordered at www.accessibility.nl and/or downloaded
at www.soundsupport.net

Although most people like the game, it is the research behind it that gives an enor-
mous amount of information about sound and games. The research gives us more
insight into the emotional aspects of a game and focuses not on translation of visual
information to sound but takes sound as the starting point to produce a game. The
game has been downloaded from the site more than 50.000 times.

Development: September 2001-january 2002.

2.1 Project Goals

Drive originated from the fact that there was a huge and unexplored gap between the
present computer games at that time and games for visually impaired users. While
seeing gamers ventured into 3D gaming worlds such as ‘Myst’ and ‘Final Fantasy’,
blind gamers were forced to play yet another game of Blackjack, Battleship or Mem-
ory.

Several attempts to create a game that is as exciting as a game for the seeing had
failed because they consisted of translating (read: ‘sonifying’) the visual content of
existing games. Unfortunately, various aspects of what makes the game fun to play
get neglected in this process, because these other aspects are not translated into the
audio-domain. This means that real important aspects of the game play disappear.

During the concept phase all visual terminology was eliminated to avoid visual
terminology in the game.

This project was the first step in researching the possibilities of using sound as the
main fundamental throughout a design process. The research illustrated that
Drive focuses on sonifying the essence of a game instead of the visual output. In this
case, the essence of a racing game is not steering but the sense of speed (compare
which one is more fun: steering but travelling with 5 mph or no steering but travelling
with 700 mph). To really focus on the challenge of expressing speed using only
sound, Drive leaves out steering completely.

Extra time was also put into the design of the audio menu, preceding the actual
game. It works on two levels, one for new users and one for regular users. The new
user will go through the menu listening slowly at each spoken option, while regular
users can browse through the menu listening to short beep-sounds which vary in pitch
and are placed just before the spoken option. This menu and game intro are also very
important for transferring the gamer into the right atmosphere and mood.
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2.2 Game Description

Drive is an audio-racing game. In the game the player is chosen to test a newly devel-
oped ‘shuttle’, which travels over land on a fixed track. The goal of the game is to try
and reach the highest speed possible. This is done by picking up ‘boosters’ which are
basically temporary gear-extensions. Boosters are spread along the track and they can
be picked up using the left cursor key. Then the booster is activated, by pressing the
right cursor key. It might seem easy at first but as the player gains speed, the boosters
get harder to catch, due to the change of speed. The game lasts 3 minutes after which
the player gets points for picked up boosters and for the distance he has reached
(measured by checkpoints). If an internet connection is present, this score is checked
with the Drive-website to see if the player has reached a hi-score. If that is the case he
is asked to type his name, which is then uploaded to the website.

Drive is completely based on sound and aims to exceed existing audio games
through several ways (some of which were never used in an audio game before).
First, there’s Bob. Bob is the co-pilot and he reacts to the way the gamer handles the
shuttle. If the player is doing bad Bob persuades to go faster.

Drive features adaptive music which reacts to the speed of the shuttle. When the
player is moving slowly the music is a little easy but if he accelerates, the composi-
tion will get more stimulating and rewarding. This way it amplifies the sensation of
speed. The music will also develop in theme and roughness while the player moves
further and further over the track.

During the game the player will hear a variety of Doppler sounds passing his shut-
tle, like helicopters and sirens. The theory behind this is called ‘force-focusing’ which
basically means that different sounds are intentionally breaking the concentration of
a listener by adding new sounds to an existing soundscape (this changes the focus).
In the game high quality sounds and studio-recorded voice-actors are used, in contrast
to the existing games, which mostly feature self-voicing speech synthesizers, which
do not sound stimulating.

2.3 Project Results

Drive can be downloaded for free at the Drive-website. More than 50.000 people
have downloaded the game. The project has attracted a lot of media attention and
appeared in television programs, radio shows, newspapers, news sites and magazines.
Many blind and seeing gamers and have played the game and appeared in the hi-score
hall of fame.

Drive is playtested with a large (blind) audience and the overall opinion was that
Drive is an exciting and accessible game. The blind users could handle the game just
as good as the seeing users. In general, blind users are capable of reaching higher
scores than seeing users. This shows Drive is a game in which the blind gamer is not
handicapped at all. Several seeing users joked they felt handicapped themselves,
because they were used to receiving visual feedback.
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Because of the sonification of every element of the essence from racing games,
both the accessibility-factor and the fun-factor become clear during concept phase.
This shows that ‘Drive’ is a good example of a design-process purely based on sound,
one of the aims of the project. It also illustrates that accessible does not mean ‘an
adapted original’ but ‘a re-designed original based on the essence’.

During research phase, much effort has been put into the relationship between
sound and emotion in a game environment and into meta-gaming elements. Competi-
tion is very important for blind gamers and especially competition with their seeing
friends. Drive makes this competition possible by offering a central website where
players can meet and compare their scores and leave messages in the guestbook.

The Drive project was the first step into the development of prototypes for the
blind target group. The enthusiastic reactions of the gamers prove that the develop-
ment of a game is a valuable step into the creation of more stimulating games for the
blind.

3 Curb Game, Cross the Street

Life isn’t really exciting when you’re a hedge-hog living on a curb. But life is what
you make of it! So get your quills moving because there’s bound to be some excite-
ment waiting in the place all hedge-hogs know as... The Other Curb!

Development: May 2002 – June 2002.

3.1 Project Goals

The Curb Game is developed by the same team as Drive (Richard van Tol, Sander
Huiberts and Hugo Verweij). The game is an attempt to create an accessible online
game, similar to the massive amount of online (Shockwave) games for sighted gam-
ers.

With this game we research the possibilities of designing a game which is fully
based on sound (like Drive) in combination with a graphic layer. Since sound is used
as the fundamental element in the game’s design, accessibility for visually impaired
gamers comes natural. By adding a graphic layer on top of this audiogame, the game
not only becomes more attractive for sighted gamers but also accessible for users with
hearing impairments. During the game the player is able to turn off the graphics and
continue to play on sound alone!

We deliberately chose the theme for this game, “crossing the road”, for several rea-
sons. First, the tension of crossing the road while not being able to see the traffic is
something most blind people have experienced in real life. It is this tension that we
wanted to use in a game. The second reason is that we wanted to present seeing peo-
ple (since we were making a hybrid game) with a situation blind people face every-
day.
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3.2 Game Description

In The Curb Game you are a small hedge-hog living on a city curb, which isn’t really
that exciting. So, as a hedge-hog, you get your thrills from crossing the road as many
times possible! Not an easy task because you may either end up as road kill or die
from boredom if you stay on your curb.

3.3 Project Results

The final demo product is an online Shockwave game that can be accessed through.
So far The Curb Game has been played 142.818 times. That’s an average of almost
200 times a day for two years. The Curb Game is played by a mixed crowd of gamers
with and without a visual handicap. We received a lot of positive feedback from sur-
prised sighted players, saying that they “thought they were playing simple Shockwave
game like any other”.

4 Demor, 3D Shooting Game for the Blind

Demor is a location based 3D audio shooter. Demor does not only focus on the enter-
tainment aspect of computer gaining, but also attempts to contribute to the emancipa-
tion and mobility of the blind and visually impaired people in order to enhance their
integration with the ‘sighted’ world. It is a proof of concept developed on the basis of
theoretical and practical research. The game information, sound samples and more
can be downloaded at: http://demor.hku.nl. KMT-HKU Project leader of the project
and leading a multidisciplinary team of 9 students: Arnout Hulskamp.

Development: September 2003 – February 2004.

4.1 Project Goals

The main goal of the project was to explore the possibilities of a location-based game
for visually impaired users. The emphasis lay on the development of an innovative
concept for a product that could contribute to the emancipation of the blind and visu-
ally impaired people in order to enhance their integration within the ‘sighted’ society.
It is a proof of concept developed on the basis of theoretical and practical research.
The final game would not be for commercial but for research purposes only. If the
proof of concept would fail then all the gathered research would still be documented
in a thorough research report. The final game, if achieved, should be equally playable
by both blind and sighted players and should provide entertainment.
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4.2 Game Description

Demor is a 3D audio first person shooter (FPS). The game play consists of navigating
through a 3D audio environment. This environment contains loads of environmental
sounds but also ... the bad guys! The goal then, of course, is to shoot as many bad
guys without getting shot and receiving the highest score.

The game takes place in 2066. Misshapen and deformed creatures now walk the
earth, hating mankind for their creation. They therefore try to change every place on
Earth into bare and empty wastelands in order to extinguish humanity.

Of course, there’s human resistance and that’s where the player comes in. The
player’s character is asked to take over one of the creatures’ settlements in order to
regain a healthy earth. The settlement is divided in 4 segments, each with their own
soundtrack, environmental sounds and enemies. These represent 4 different zones: a
breeding ground for new monsters, a swamp-like environment caused by industrial
pollution, an monster transport site and a barren wasteland.

Demor is a “location based” game. Simply said, it means that the player physically
takes part in the game and that he or she controls the game with physical actions. The
player carries a laptop in a backpack, wears a headphone and holds on simple joystick
input device in his hand. The game is played on a big empty outdoor space, like a
soccer field for instance. A simple portable head tracking device is attached to the
headphone. The laptop is connected to a GPS module. The Global Positioning System
(GPS) is a satellite-based navigation system made up of a network of 24 satellites
placed into orbit by the U.S. Department of Defence. GPS was originally intended for
military applications, but in the 1980s, the government made the system available for
civilian use. GPS works in any weather conditions, anywhere in the world, 24 hours a
day. There are no subscription fees or setup charges to use GPS.

The system works with a zero-point. The player basically stands in the middle of
the open area and presses the joystick once. The system will initialise itself from
where the player is standing (the zero point) and the 3D auditory environment will
unfold itself around him. The player is now standing in the exact middle of the game.
When he moves around the GPS satellites will keep track of the location of the player
and communicate that to the laptop, which will then adjust the audio landscape.

It co-operates with the simple head tracking device. When the player turns his
head, you will actually hear the soundscape turn around as well. This means that the
whole audio game environment will adjust itself to what the player is doing. When-
ever the player hears an enemy somewhere he has to turn his head in that direction
and pull the trigger on the joystick. If the player aimed right he will have shot the
enemy. The computer tracks the aim very precisely. If the player aims very well he
will receive more points for shooting the monster than if he aimed less well. This
makes the game a whole lot more repayable and realistic as well.

4.3 Project Results

A working demo of Demor has been developed. The game has been received very
well by the blind and sighted audience. The primary objective, creating entertain-
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ment, has been received. The technology used in this project is still a bit expensive
but it has set a clear example for future systems. The game is not only groundbreak-
ing for combining audio games with GPS technology, but also for using 3D sound in
combination with a head tracker at the same time.

The concept of using a wearable 3D audio system for navigating could be used for
applications other than entertainment applications like games. Examples are navigat-
ing in the real world, as well as audio augmented workstations. New technology, such
as the Ultra Wide Band (UWB) standard for wireless communication could be used to
improve the system.

5 Conclusion

The games described above all proved to be successful. As Drive was one of the first
games totally based on sound which could be compared to current visual games,
Demor is already experimenting with the newest technologies. But there is still a lot
of research to be done. Subjects like ‘sound interfaces’, ‘audio guiding’ and ‘immer-
sion through sound’ are still to be researched. And as technology keeps developing
there will be new possibilities to be discovered.

6 More Information

www.soundsupport.net
The number one site about sound based games. With the results of the research and
downloadable demo’s of the games named in this paper.

www.accessibility.nl
Homepage of the Accessibility Foundation

www.hku-kmt.nl
Homepage of the European Media Master of Arts-program of the Utrecht School of
the Arts (Arts, Media & Technology)

demor.hku.nl
Homepage of the Demor project (until end of 2004)
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Abstract. A range of methods used in the development of computer games for
young blind and visually impaired children demonstrates how depending on the
stage and focus of a design process different ways of working with children al-
low to identify relevant information. It is also shown how methods help to cre-
ate mutual understanding between special needs children and a design team.

1 Introduction

Developing methods for the evaluation of prototype computer games with children is
a field which slowly gains more attention. In the area of usability testing progress has
been made in applying methods developed for adult users to testing with child users
[1,2]. However, testing e.g. the appeal of content or the fun children have is still not
very far developed with respect to a) the measurability and b) the way results of test-
ing can be made effective for the design process.

When working with children with sensory disabilities, again re-thinking of meth-
ods is required in order to ensure mutual understanding between the children and the
design team. In the following we will use the development of one computer game for
blind and visually impaired children as a case study to demonstrate possibilities and
problems in identifying and using a range of evaluation methods.

The TiM project [3], funded by the European commission within the ‘Information
Society Technologies’ (IST) programme was dedicated to providing blind and visually
impaired children with autonomous access to computer games. The goal of the project
was to develop software tools which allow a) the development of audio-tactile game
contents and b) the adaptation of existing commercial games. Within the project we
worked together with 72 visually impaired and blind children in order to explore po-
tentially useful and enjoyable computer-based game-interactions.

2 User Needs Analysis

In the idea development phase two approaches to identify user needs were chosen.
One was a questionnaire investigating the availability and use of computers, special-

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 264–271, 2004.
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ised hardware and software and the familiarity with game and educational software in
the home environment. The relationship of computer use to severity of visual impair-
ment, age, gender and country were analysed.

The second approach was dedicated to the needs and requirements for play and
learning experienced by the children themselves. The chosen methodologies focused
on the abilities of the children more than on the compensation for disability. In the
following some examples of results will be shown. The data are part of the final re-
port of the TiM project [3].

2.1 Questionnaire

A total of 76 questionnaires were retuned by parents and carers in France (26), Swe-
den (23) and the UK (27). Of the children 49 are in the age range 3 to 12 years, 27
children where between 13 and 18 years of age. 43 were boys and 33 girls.

The Tim project aimed at blind or severely visually impaired children. The ques-
tionnaire therefore was designed to explore the effect these impairments have on the
accessibility of computer games. A comparison with less severe visual impairment
(acuity higher than 0.01) was chosen in order to highlight differences between the
groups. Note, that the distributions shown in Table 1 are not representative for the
general population of people with visual impairments but were chosen to allow com-
parisons of the three groups.

The degree of visual impairment was coded in three categories - blind (no vision),
visual acuity below 0.01 and acuity better than 0.01. A person with a visual acuity
below 0.01 has some residual vision but must in most cases rely on tactile (Braille) or
spoken output to be able to use a computer. Table 1 shows the distribution of visual
impairment.

Example of results 1.

The Availability of Computers in Home Environments
Results of the questionnaire show the availability of computers as well as the degree
of specialized assistive technology in the home environments of blind and visually
impaired children.

The majority of the questioned families (59%) in all three countries do have stan-
dard PCs with operating systems Windows 95 or higher at home. 20% have special
computers and 13% of the families did not have a computer at home. Standard moni-
tors with or without synthetic speech were the most used in home environments. In
France and Sweden Braille & synthetic speech outputs were available to small groups
of children at home, but not in the UK.
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The Need for Support in Using Computers
The need for support from sighted peers or adults in using the computer is influenced
by age as well as the degree of visual impairment. 69% of younger children as well as
61% of children who are blind or have an acuity below 0.01 require some or full sup-
port when using the computer compared to 34% of older and 45 % of children with an
acuity higher than 0.01.

2.2 Sessions with Children

Semi-structured Interviews. We met individual or small groups of blind and visu-
ally impaired children in their school context. After introducing the TiM project to
them we asked a series of questions about problems the children meet playing in
schools and at home. When asked about what would be most important to be changed
in order to solve those problems, 12 children between 8 and 11 years old agreed about
the following points:

Example of Results 2: The understanding of sighted children about what it means to
be blind/VI.

The need to have to ask for help so often and not be able to do things autono-
mously.
The feeling to be locked out of the fun their sighted peers are engaging in, espe-
cially the world of computer games and teenage magazines.
The inability to communicate to others who they really are.

Observations. Observations took place in everyday school life within and outside
lessons.

Example of Results 3. Observing the use of Desk top computers with keyboards,
mouse or tactile input devices like IntelliKeys we found

A lack of continuous control interfaces (only key/button/area of touch on/off
control mechanisms).
The use of sound is predominantly indirect, i.e. descriptive of objects/events
rather than direct.
There is no direct manipulation of sound, only of graphics.
The performance of control actions is based on graphics with more or less spe-
cific audio-feedback. There is no audio-guidance of navigation on the screen.

3 Scenario Development

The results of the user needs analysis were one factor influencing the development of
a series of scenarios. Out of a number of game scenarios developed in the TiM project
we chose ‘Mudsplat’ as case study to demonstrate how user needs information was
integrated in the design of game prototypes.

Mudsplat is an Arcade game based scenario with several levels in which monsters
who try to cover a city in mud need to be splashed with water in order to disappear.
The player is the hero who can free the city from the monsters. This game was devel-
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oped for short-term play, giving the children access to the kind of game play and fun
their sighted peers are engaged in. The design goal was to support autonomous use of
the game by blind and visually impaired children. Table 2 summarizes how user
needs were incorporated in the game scenario.

4 Prototype Development

Iterative evaluation of prototypes occurred in three phases. Phase 1 was a peer review
of the first prototype. From Prototype 2 on evaluation sessions were performed with
70 blind and visually impaired children in France, Sweden and the UK. The focus of
evaluation changed from mainly content in the earlier stages to mainly usability for
the late stages of game development.

4.1 Peer Review

All game prototypes were first evaluated by minimally two members of the project
team who where not involved in the direct concept and programming work. The peers
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concentrated on the evaluation from a user perspective, taking into account the result
of the user needs analysis. Aspects for evaluation were:

Interface (comprehension, navigation, control);
Content (suitability for certain age groups, complexity of possible interactions,
expectation of motivation/excitement);
Quality of sound (e.g. identifying and differentiating sounds);
Quality of interaction (e.g. interactive vs. passive sounds).

The goal of the peer review was to ensure the basic handling and understanding of
the game by children. This step prevents frustrating experiences for the children and
unnecessary delays in creating design-relevant information. After every iteration a
short peer evaluation took place in order to review the changes as solutions to the
problems which were raised. From the peer review also resulted the awareness of
potential problems concerning content and usability of the game which required ex-
ploration with the children.

For effective use of the peer review results by the game developers they were pre-
sented specifically for aspect(s) of design adjustments. Table 3 shows in case of the
‘Mudsplat’ game results of the peer review would be presented to the design team.

Example of Results 4.

4.2 Game Evaluation with Children

Prototype evaluation with children includes two approaches of working towards de-
sign-relevant results. One concerns questions raised by the designers (top-down ap-
proach), and the other concerns problems found when children actually use prototypes
(bottom up approach). Identifying the content and methods for a session requires to
translate the questions of the designers into for children relevant terms and, it requires
the translation of children’s answers and suggestions back into terms which are di-
rectly usable for the respective partners in the design team being e.g. interface design-
ers or concept developers [4, 5] . In our view, when working with disabled children,
facilitating mutual understanding between children and designers means facilitating
perspective taking and re-experiencing the perception of action possibilities along
shared abilities. In the case of blind and visually impaired children this has been
proven a challenge to the design team in the visually dominated area of computer
game designs.
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Evaluating software requires analyzing the inter-relationship between interface and
game content topics. Not being able to fulfill a task can in principle be caused by
either usability problems, problems concerning the meaning or goal of activities or a
combination of both. Therefore, in order to provide results which can be directly in-
corporated in design, testing has not only to identify a problem but also its source.

Whenever possible, users should be involved in finding solutions to clearly identi-
fied problems. Children are known for their pragmatic and often unconventional way
of approaching problems and therefore may expand the potential for solutions. Espe-
cially in the case of disabled users, their experience and insight in problems related to
their disability makes them the experts the design team might need for efficient prob-
lem solving. In cases of big structural changes in a design, mocking up and discussing
possible solution with the children before implementing them can prevent mistakes
and save time.

In the following the methods used for testing the evolving Mudsplat game proto-
types will be described and discussed. Examples of respective results and their use in
the design will be given.

4.3 Methods for Prototype Testing

Observation in free exploration of the prototype (solitary and pair use);
Observation in guided activities with the prototype (solitary and pair use);
Observation in guided activities not involving the prototype (solitary and small
groups);
Interviews;
Brainstorming sessions.

Observations of Free Exploration are used for an initial overview of problem areas
the children meet, or in a later phase of development in order to capture the variety of
ways children choose to relate to a certain product. This method reveals the problems
children find in using a prototype without being prompted.

Example of Results 5. Silent gaps in which no information is given about how to pro-
ceed at points 1-n in the game.

Audio feedback for successful entering a name for the safe file needs to be
added.

Observation in Guided Activities is focused on certain aspects of design such as e.g.
the understanding of a task or the effectiveness of navigation. A series of those activi-
ties can be set up in order to isolate the source(s) of certain problems or test possible
solutions. This method is the main strategy chosen in evaluating the usability of a
product. Methods, which are available for adults can become adapted for children, but
a scientific approach to those adaptations has only just been started [1].

Using observational methods as well as interviews for the same question has been
useful as it helps us to become aware of possible discrepancies between the results of
both methods. The comparison highlights the difference between the verbalized ex-
perience of children (interview) and interpretations of observations.
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Example of Results 6. Repetitive failing to finish a level was seen by an observer as a
serious problem while the children experience it as an inherent part of starting to
play a computer game.

Observation in Guided Activities Not Involving the Prototype is mainly used for
two reasons: One is the attempt to isolate the source of a problem which is impossible
through the integration of aspects in the prototype. The other is the need to gather
information before a prototype is functioning well enough to start testing it.

The use of already existing products which allow the exploration of a certain as-
pect of the new design, (e.g. the comparison of different navigation methods) is a very
efficient way to create relevant information for the design team at an early enough
stage to be effective.

Example of Results 6. The children between 6 and 8 years seemed to randomly use the
arrow keys in order to navigate towards or away from a monster sound. We needed to
identify if the problem was a) due to left/right discrimination of the sound source; b)
the delay between key pressing and sound change or c) the understanding of the game
functionality.

 Children were standing in the middle between two loudspeakers with the same
distance as in Mudsplat playing. A monster sound or another sound was played
at different positions in the left/right plain. The children were asked to first point
and then go to the position of the sound. Identifying the direction and position of
the sound source was not a problem.

 In the same setup as in a) we played one sound and asked the children which of
the two cardboard keys they had to press in order to go to or away from that sta-
tionary sound. Again, it was no problem for them to do so.

 We played different sounds from the game and asked children which of them
were monster sounds and which were others. The young children had difficul-
ties in discriminating them. From this result we decided to change the introduc-
tion of sounds and the volume difference between interactive and non-
interactive games. As a result young children felt more under control.

5 Conclusion

The methods used for the evaluation of Mudsplat, a computer game for blind and
visually impaired children, demonstrate the diversity of approaches required in order
to understand children’s needs on one side and produce information which can be
directly used by a design team at the other. A systematic analysis of the potential and
effectiveness of a wide range of methods used with children related to the kind, stage
and focus of a design process is required in order to provide product developers with a
tool box of methods which give children a clear voice in the design of products for
them.

a)

b)

c)
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Abstract. “Nearly half of all handicapped people would travel more frequently,
if there were more barrier-free offers. And about 40 percent have already re-
nounced a travel because adequate offers were missing” (Max Stich, ADAC
vice-president for tourism, 2003). So far the tourism industry still has hardly
recognized the potential and the value of barrier-free tourism. As long as the
tourism industry will not identify that barrier-free tourism is an indicator for
quality, a trademark and a competitive advantage they will not attract its con-
siderable market-share. Often the lack of not supporting barrier-free tourism is a
combination of missing offers and inadequate or missing information presenta-
tion.

1 Introduction

The European Union estimates that currently 15-20% of the population are affected
by a disability from temporary to permanent nature [1]. The types of disability range
from visual, hearing and mobility impairment to mental and cognitive impairment and
comprise also elderly people. Currently the population in Europe is continuously
aging. The fact, that older people share many of the access barriers faced by people
with disabilities, demonstrates that a tourism industry that addresses these issues can
attract significantly more customers [2].

Tourism information providers who consider the needs of “Accessible Tourism” or
“Tourism for All” do not concentrate on a small market niche, they try to take advan-
tage of a remarkable market segment. Good accessibility does not only improve the
accessibility and usability for people with disabilities but make tourism in general
more accessible especially for elderly people and a wide range of the population.

To be able to assess the market potential of people with disabilities, the share of the
population is not the only significant parameter but also the intention for travelling.
Scientific studies have shown that the intensity of people with disabilities travelling in
general is only a little below average, while the intensity of travelling in the native
country is clearly above average [3]. Therefore it is recognizable, that people with
disabilities don’t travel less and they represent under this point of view also an attrac-
tive target group. Furthermore it is widely recognized that people with disabilities
frequently travel accompanied by people without disabilities like parents, friends or
other companions. For the tourism industry this fact causes a multiplier effect that
enlarges the potential of the market segment. However, the possibility of taking ad-
vantage depends on how the tourism industry will address the issue of accessible
tourism.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 272–279, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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The paper is organized as follows: Section 2 gives an overview on the accessibility
of official tourism Web-sites in the European Union, which constitutes the basis to
present information about accessible services and products to potential customers.
Section 3 explains the traditional ways to present tourism information and outlines a
concept to make eTourism accessible. Section 4 and 5 conclude the paper with an
outlook on the current legislation followed by a short conclusion.

2 Accessibility of Tourism Web-Sites

To discover the current status regarding accessibility of tourism Web-sites the insti-
tute of Future Studies and Technology Assessment (IZT) [4] has carried out a study
that evaluates the 16 National official tourism Web-sites of the European Union.

The study used the 14 Web Content Accessibility Guidelines (WCAG) 1.0 [5] as a
basis to analyze the degree of accessibility and to identify the bandwidth regarding the
implementation of accessible Web-Design. The WCAG-guidelines consist of 14
guidelines which each includes checkpoints for three priority levels. The priority level
identifies the checkpoint’s impact on accessibility.

Fig. 1. Ranking of Accessibility Evaluation of European tourism Web-sites [6].

The study was curried out with respect to the first priority level which represents
the basic requirement for some user groups to be able to use Web documents (Con-
formance Level “A”). The English Web site of 16 National official tourism Web-sites
were analyzed and 59 criteria were evaluated.

Fig. 1 gives an overview on the results of the study [6]. If a Web-site meets all pri-
ority 1 checkpoints of WCAG 1.0, the site received 100 percent. The analysis of the
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European Web-sites points out that at present some accessibility guidelines are re-
flected but the issue of Web accessibility in tourism is still at the beginning.

The study has shown a bandwidth of fulfilling the criteria that ranges from 78 to 34
percent. Therefore the main result of the analysis [6] is that in summer 2003 none of
the checked official National Tourism Web-sites complied with all priority 1 check-
points of the 14 WCAG guidelines. None of these Web-sites support accessibility in a
way to reach at least a minimum of accessibility that is reflected in a level “A” con-
formance [5].

3 Tourism and Accessibility

When travelling, people with disabilities and older people have special needs like
accessibility of transportation, accommodation, sights, restaurants, streets, parks,
communication infrastructure, etc. An accessible infrastructure is the basis to support
Tourism for All. The strategic planning of travels does not start at the holiday loca-
tion, information on the accessible infrastructure influence the whole booking and
decision making process.

To improve the quality of services for people with disabilities and to cope with
their needs the tourism industry has to support tourists in an appropriate way in both
stages travel planning as well as travelling.

Because of their special requirements, the travel planning of people with disabili-
ties normally is characterized by a more detailed information enquiry than known
from people without disabilities. People with disabilities require information with
respect to their individual special need, which is often significantly different from the
information usually requested from people without disabilities. Frequently the un-
availability of this information is the cause why the tourism industry and their prod-
ucts and services do not attract this customers and the market potential remains un-
tapped.

Fig.2. explains the traditional way to present tourism information in the Internet.
Such information representation can be found on state-of-the-art destination manage-
ment systems as wells on single tourism Web-sites. A tourism object like a hotel or a
sight presents its products and services to their online customers. Frequently such

Fig. 2. Traditional representation of tourism information a) the concept – b) an example: Hotel
Guglwald (http://www.hotel-guglwald.at).
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Web-sites are not implemented as accessible Web-sites and are therefore not accessi-
ble for people with disabilities and moreover contain no information about the avail-
ability of accessibility features.

If a tourism object contains information on accessibility features these features are
often consolidated on a single page or in a separated area. This is convenient if the
tourist is looking for a summary but it’s often hard to find and therefore hard to ac-
cess. This fact is aggravated if the Web-pages are not designed as accessible Web-
pages. Furthermore Fig.2 and Fig.3 demonstrate the differences in information inquiry
and booking process of tourists without (Fig.2) and with disabilities (Fig.3).

Fig. 3. Traditional representation of tourism information extended with accessibility informa-
tion a) the concept - b) an example: Wolverhampton Grand Theatre
(http://www.grandtheatre.co.uk).

Tourists look for certain information according to their interests, to book different
touristic products and services like accommodations, transports, events, wellness
activities, etc. Tourists with disabilities also look for certain information according to
their interests. Additionally this group of tourists has the need to check different ac-
cessibility information before booking touristic products or services to ensure that
during their travel condign attention will be given to their special needs like appropri-
ate accommodation, accessible transportation as well as an accessible infrastructure
and events.

The information mostly required is information regarding access. Access varies
depending on the kind of disability. [1] characterizes access from three main dimen-
sions:

Physical access: people with mobility impairment like people using wheel-chairs,
they require information on accessible hotel rooms, lifts, ramps, etc.

Sensory access: people with hearing or visual impairment, need tactile markings or
hearing augmentation.

Communication access: people who have difficulties with written word, vision,
speech, and language problems.

A detailed summary and description of touristic quality criterions to cope with
these requirements for people with disabilities and elderly people has been published
in [7].
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The physical support of accessibility is the basis to make touristic products and
services attractive to people with disabilities and elderly people. For a successful
marketing of tourism products and services just the existence isn’t sufficient, it is very
important to communicate this information to potential customers. People with dis-
abilities have a clear need to receive information on accessible facilities. Such acces-
sibility information is a quality criterion that will influence the tourist’s decision mak-
ing and booking process.

The Internet as an information medium offers impressing possibilities for people
with disabilities. The Internet opens the access to information which is otherwise hard
to obtain. Especially tourism information systems and destination management sys-
tems are one of the most frequently accessed information sources in the Internet.
However people with disabilities often hit barriers when surfing the Web. Usually,
this is not caused by their disability – people with special needs use assistive tech-
nologies that compensate disabilities. Mostly Web pages are not accessible because
Web designers do not follow the rules and guidelines for designing such pages [5].

Unfortunately many state-of-the art tourism information pages and destination
management systems reflect this lack [6], e.g. often Web pages include images with-
out alternative text, but many users cannot see images. Some are blind and use screen
readers or voice browsers, others have turned off images or use mobile devices not
capable to present images. Designing accessible Web pages means to build Web Sites
that do not exclude people with mobility, visual, hearing or cognitive impairments to
reach the widest audience possible and to leave nobody behind [8].

In principle there are two different ways for a successful support of accessible
eTourism. The first concept is an accessible version of the traditional approach which
is extended with accessibility information (Fig.3). It offers tourism information with
accessibility information for people with disabilities and elderly people added in an
additional section or respectively on additional Web-pages. The whole information
representation is implemented as accessible Web-pages and therefore accessible for
all tourists (Fig.4).

Fig. 4. Accessible eTourism with accessibility information added on additional Web-pages.

This approach inherits the advantages and disadvantages of the traditional ap-
proach (Fig.3). It offers the user a compact overview on accessibility information, but
lacks because the accessibility information is separated from the service or product
description.
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Fig. 5. Accessible eTourism with omnipresent accessibility information.

To overcome this lack, the accessibility information has to be integrated into the
original product or service description (Fig. 5). In this way accessibility information is
omnipresent and therefore easy to retrieve. For people with disabilities this means that
no additional information enquiry is necessary.

For successful destination marketing the presentation of information on accessible
environments via accessible media like accessible Web-pages is by far the most im-
portant area of concern to make barrier-free tourism a success story. In many cases
tourism information provider lack in communicating and marketing accessible ser-
vices [9]. Information on accessible environments is the basis to attract people with
disabilities, to make the destination interesting for the tourists, to influence the tour-
ist’s decision making and to accomplish to welcome them as guests.

4 Accessibility and the Legislation

The accessibility of Web-sites for people with disabilities is one specific target of the
eEurope Action plan [10]. The last years process to implement these target in the
legislation of the members of the European Union has been started. All member states
have committed to integrate the WAI guidelines [5] into national law. Starting with
official public Web-pages on an European and National level, which will later be
extended to Regional and Local sites [6].

Increasingly, there is a growing body of national laws and policies which address
accessibility of Information and Communications Technology (ICT), including the
Internet. These legislations provide and aggravate the need for organizations to pay
attention to accessibility issues.

The approaches among these laws and policies differ from country to country:
Some establish a human or civil right to ICT, or define that any ICT purchased by the
government must be accessible, while others issue that ICT sold in a given market
must be accessible [11].

The United States with the “Americans with Disabilities Act (ADA)” which was
passed as a law in 1990 was a precursor in this area. Other countries like Australia
(“Disability Discrimination Act”), Canada (“Common Look and Feel for the Inter-
net”), United Kingdom (“The Disability Discrimination Act 1995”) or Germany
(“Barrierefreie Informationstechnik Verordnung (BITV)”) [12] followed with their
regulatory and legal requirements. As enforceable law the ADA shows effects not
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only in daily life - “If you take a walk around your state or local government complex,
school or library, you’ll see new ramps, wider doorways, new elevators and Braille
signs where needed” [10], but also in the accessibility of public Web pages. With
such legal and regulatory activities accessibility can be established as a civil right of
all citizens.

5 Conclusion

People with disabilities are regularly confronted by environment, economic, social
and attitudinal barriers when travelling as tourists [2]. Physical barriers include inac-
cessible accommodations, restaurants, sights, visitor attractions and inadequate trans-
port as well as inaccessible Web-based information and lack of adequate or appropri-
ate assistance [2].

Increasingly there is a growing body of national laws and policies which address
accessibility including ICT and the Internet. These legislations provide and aggregate
the need for organisations to pay attention to accessibility issues. Barrier-free tourism
is therefore not only an indicator for quality and an image forming factor but also a
competitive advantage if the information provider undertakes the work necessary for
“tourism for all” early.

If the tourism industry wants a successful access to this market potential, they must
understand the needs involved and learn to respond to the challenges for the benefit of
both parties.

It is a fact that accessible tourism has a huge economic potential with a lot of space
for increase [9]. By improving the quality of information and services for people with
disabilities, the tourism industry would also improve the quality of information and
services for all customers. But often a lack of promoting and communicating informa-
tion on accessible services causes an untapped potential.
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Abstract. Providing comprehensive accessibility is the major challenge for
tourism service providers to address people with disabilities (and older people)
as growing consumer groups. Information about accessibility of tourism objects
(accommodation, sights, streets, parks, etc.) is equally important as barrier-free
tourism information systems to support the booking and decision making proc-
ess.
Consequently, this paper introduces the extension of tourism information sys-
tems in a twofold way. First, each tourism object is provided with information
about its accessibility realized by additional meta data information. Second,
based on user profiles content presentation and user interface navigation are dy-
namically adapted to the user’s individual needs in order to support appropriate
search as well as presentation features.

Keywords: Tourism information systems (TIS), accessibility, people with dis-
abilities, barrier-free tourism, eTourism.

1 Introduction

During the last years a broad spectrum of different Web-based tourism information
systems (TIS) has been established. The acceptance and consequently the competi-
tiveness of a TIS is mainly determined by the quantity and quality of data it provides.
Therefore most existing TIS already try to fulfill the tourists’ request for an extensive
data collection.

Tourism industry now realized the potential of people with disabilities (and older
people) as growing consumer groups, thus representing a growing market segment. A
main topic in this context is accessibility, one important aspect to improve the quality
of a TIS. Accessibility covers several sub-topics like

accessibility of transportation, accommodation, sights, restaurants, infrastruc-
ture, signs, medical support, access guides, etc. (barrier-free tourism)
spreading of the products accessibility information
accessibility information in tourism information systems
accessible tourism Web-sites and accessible tourism information systems

In order to provide technologies and applications supporting accessible tourism in this
paper usability of Web-based tourism information systems as well as accessibility
information about tourism objects (transportation, accommodation, etc.) are mainly
focused.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 280–286, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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People with disabilities have very special requirements concerning the usability of
Web-based tourism information systems. This is explained by the heterogeneity of
their disabilities (visual, speech, hearing, physical, etc.). But sometimes different
disabilities require similar accommodations. For instance, someone who is blind and
someone who cannot use his or her hands both require full keyboard equivalents for
mouse commands in browsers and authoring tools, since they both have difficulty
using a mouse but can use assistive technologies to activate commands supported by a
standard keyboard interface [1]. To meet these requirements for each user an indi-
vidually adapted (personalized) user interface is suggested.

Accessible tourism information systems are only the first step towards barrier-free
tourism and must therefore be followed by comprehensive offers of information about
the accessibility of tourism objects.

Taking implementation costs into account and at the same time increasing the us-
ability of the concept the presented approach proposes the extension of existing tour-
ism information systems instead of expensive adaptation processes. Tourism objects
within existing systems are extended with both presentation and accessibility meta
information, thus enabling a dynamic adaptation of a tourism information system’s
layout, navigation and its content corresponding to individual user profiles.

The paper is organized as follows: Section 2 gives an overview of related work in
the field of accessibility. In Section 3 the concept of the intelligent accessibility ex-
tension for TIS is introduced. The presented approach only considers software exten-
sions and does not discuss the possibilities of other assistive technologies (e.g. hard-
ware used by people with disabilities to help accomplish tasks that they cannot
accomplish otherwise or could not do easily otherwise). Chapter 4 concludes the pa-
per and describes further research activities.

2 Related Work

In May 2001 the world health organization (WHO) initiated the international classifi-
cation of functioning, disability and health (ICF). This initiative was the consequence
of previous classifications to harmonize empirical studies in the field of medical dis-
eases. ICF complements ICD-10 (international statistical classification of diseases and
related health problems) and therefore is looking beyond mortality and disease. The
improved classification strengthens the fact that people with disabilities are mainly
influenced by their environment because environmental factors provoke sequences
starting from a person’s impairment over handicap, and finally, it gets the disability.
Briefly mentioned with respect to this classification there are visual, hearing, motor,
intellectual or psychological disabilities [2].

Although, the classification of disabilities is available in medicine there exists no
similar standardization in the context of Web usage. However, the Web accessibility
initiative (WAI) provides a set of scenarios that illustrates how people with disabili-
ties use the Web and how they can be supported. The working group outlines different
disabilities that can affect Web accessibility such as blindness, deafness, hard of hear-
ing, dyslexia or aging-related conditions. For all those disabilities the group describes
barriers that people may encounter on the Web and proposes assistive technology and
adaptive strategies to overcome those limitations [1]. Assistive technologies are prod-
ucts used by people with disabilities to help accomplish tasks that they cannot accom-
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plish otherwise or could not do easily otherwise. When used with computers, assistive
technologies are also referred to as adaptive software. Some assistive technologies
rely on output of other user agents, such as graphical desktop browsers, text browsers,
voice browsers, multimedia players, plug-ins. Adaptive strategies may be techniques
that people with disabilities use, with or without assistive technologies, to assist in
navigating Web pages.

Additionally, the Web accessibility initiative (WAI) initiated by the W3C recom-
mends a set of guidelines that helps designers of Web pages to improve design and
navigational handling. Generally, those guidelines aim to ameliorate Web accessibil-
ity for all people. Especially, for those who operate in specific contexts because of
some kind disability. The design guidelines cover two general topics: (i) ensuring
graceful transformation, and (ii) making content understandable and navigable [3]. In
total, there are fourteen recommendations of how to provide accessible design solu-
tions such as “do not rely on color alone” or “ensure that documents are clear and
simple”. Those guidelines are easy to understand and even easy to implement. Unfor-
tunately, the existing bottleneck is their missing promotion for a simple implementa-
tion.

At the European online market the tourism information system TIScover [4] is one
of most important and successful ones. Within one month more than 34 Mio Web
users access the system for searching, planning and finally booking holidays or busi-
ness trips. The sophisticated technology provides a meta data framework that supports
tourism providers such as tourist offices, agencies and hoteliers to present and admin-
istrate their individual tourism products by using one common extranet. This meta
data concept provides ideal pre-conditions for introducing and realizing accessibility
in multiple facets. Additional information required for barrier-free tourism, accessible
tourism objects, and accessible system features may be represented through additional
meta layers, which are semantically interpreted through an intelligent extension or
add-on of the existing system.

3 Intelligent Accessibility Extension

To meet the special requirements of people with disabilities and older people exten-
sions concerning the usability of Web-based TIS as well as the accessibility informa-
tion about tourism objects are necessary.

The presented approach aims to provide an appropriate adaptation process based
on user profiles. Such a profile is specified by each individual user and contains in-
formation about the user’s special requirements. For example, to use the Web many
people who are deaf rely on captions for audio content. When browsing a Web page
they are allowed to toggle the captions on an audio file on/off. In contrast to a deaf
person a blind person normally will prefer audio files. Attributes such as name, ad-
dress, gender or preferences for interests, which are actually state of the art in com-
mon user profiles, are also helpful in context of accessible tourism information sys-
tems. However, for individualization purposes in terms of respecting requirements of
people with disabilities the proposed system contains information about the kind of
disability according to the ICF standard [2]. The configuration of individual user
profiles can be regarded as multi-step process, whereby the system assumes a default
profile in an initial stage and updates it incrementally depending on the user’s input
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and actions over time. The result is in any case represented by an XML structure and
serves as decision-maker for personalization and adaptation.

To enable the introduced personalization and adaptation features existing tourism
objects are extended with meta data concerning four different levels (i-iv), whereby
the goal is to decide which objects are individually relevant for a user and how this
information should be presented in order to optimize Web usage, navigation, and
information gathering.

(i)
(ii)
(iii)
(iv)

content such as hotel accessibility or room equipment,
tourism offers according to the user’s individual interests,
layout to provide barrier-free Web accessibility, e.g. audio for blind, and
specific information to provide accessible electronic tourism guides, e.g. in-
teractive tourist maps while traveling in both audio or graphical mode.

For the implementation it is sufficient to reduce these four levels of meta data to
two groups. First, ta representing information about tourism object accessibility (i-ii)
and second, wa representing Web accessibility and usability (iii-iv) (see Figure 1).
Looking at (educational) hypermedia systems, the concept proposed in this paper
supports a comparable threefold adaptation of content, navigation, and layout (presen-
tation) [5] [6].

The introduced intelligent accessibility add-on (Figure 2) is divided into a person-
alization (first-level control) and an adaptation (second-level control) module. After a
user request (Figure 2, User A or User B) the personalization module filters appropri-
ate tourism objects (Figure 2, For example, depending on
both the specification within the user profile as well as tourism object accessibility
meta data (ta) a tourism object “canyoning ” is not selected for persons in wheel-
chairs. In the next step, the adaptation mechanism module prepares each tourism ob-
ject for the individual presentation on the user’s client application of the TIS. For this
adaptation the corresponding user profile and Web accessibility meta data (wa) of the
tourism object are used (Figure 2,

The personalization mechanism is implemented based on topic maps which are
quite suitable and convenient to handle huge amount of (meta) data in a structured
form and especially, to reproduce relationships among those data [7]. With respect to
accessible tourism information systems this technology enables representation of
tourism objects accessibility information, user profile information and any aspects
relevant for managing the system environment in concise and navigational style. For
example, it allows consideration of the ICF standard to define which disability has
which impact on the kind of selected objects or the WAI scenarios to describe which
Web presentation techniques are relevant for which kind of disabilities.

In the presented approach topics represent user profile characteristics and its impli-
cations on the selection of tourism objects. A certain user profile (Figure 2, User (Pro-
file) A, User (Profile) B) represented by an XML structure is compared with and
mapped against the general topic map of the personalization module which covers
information about all possible and supported disabilities (e.g. corresponding to ICF
and WAI). In topic map terms this means that specific “topics” are visited and its
associations to implications are followed. The result of the personalization mechanism
is a set of user selected tourism objects which are pre-selected corresponding to the
user’s disabilities. The resulting XML structure builds the basis for the following
adaptation process.
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Fig. 1. Example of a tourism object’s meta data extension.
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Fig. 2. User profile based presentation and content adaptation processes.

The adaptation process is responsible for defining how selected objects are pre-
sented (visualized/made audible) by a Web browser or any other target device such as
a PDA (personal digital assistant). Knowledge provided by WAI guidelines that rep-
resent characteristics of user profiles and its impact on navigation and layout are rele-
vant for this second-level control mechanism, as well represented by topic maps.
Adaptive navigation support helps users to find the most relevant path in the hyper-
space. Adaptation of layout (visible/audible) supports alternative forms of how to
present the content, navigational links, or the Web page as a whole.

The appropriate transformation technology, especially when considering standard
initiatives, is obviously XSL transformation (XSLT). XSLT is an effective way to
produce adopted output in form of HTML (hypertext markup language), WML (wire-
less markup language), XML or any other target language. Rule-based stylesheets
form the essence of the XSLT language and build an optimal basis for the introduced
adaptation mechanism. They are most useful when processing source documents
whose structure is flexible or unpredictable and are very useful when the same reper-
toire of elements can appear in many different document structures. Finally, personal-
ization and adaptation mechanisms provide users personalized and individually
adapted tourism information (Figure 2,

4 Conclusions and Future Work

This paper introduces an approach to provide intelligent accessibility based on per-
sonalization mechanisms as convenient add-on to existing tourism information sys-
tems with the aim to enable barrier-free tourism in several facets.

Existing tourism information systems are extended in a twofold way. First, each
tourism object is extended with information about its accessibility realized by addi-
tional meta data information. Second, based on user profiles content presentation and
user interface navigation are dynamically adapted to the user’s individual needs (dis-
abilities) in order to support appropriate search as well as presentation features.
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Future work will focus on accessible electronic tourism guides to support people
with disabilities not only before but also during and after traveling with individual and
adapted information. Especially, in the context of barrier-free tourism user acceptance
is the key to success. Therefore, usability and user-interface evaluations and studies
have to be done to prove the concept. The tourism information system TIScover pro-
vides the ideal platform for those activities.
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Abstract. Through recent developments in the segment of mobile de-
vices like personal digital assistants (PDA) the usage of mobile appli-
cations in different areas of our normal life increases. New applications
support mobile users with location-aware information. But today’s sys-
tems are not usable for all: there still exist various barriers for blind and
visually impaired people. This user group does not receives the same
information as normally sighted users. AccesSights overcomes these bar-
riers by supporting both user groups with the same information. Meeting
the different user requirements we designed a multimodal user interface
to support different user groups – each in their suitable fashion. The in-
troduced AccesSights system is based on our highly flexible and modular
Niccimon platform.

1 Introduction

When visiting cities or gardens as tourists most users share the same goal: they
intend to explore the area and find interesting information. Even though the
tasks are the same for all user groups, the means to find and receive tourist
information are typically laid out for sighted users. Consequently, most of the
information is not accessible for people with special needs, like blind tourists.
Modern technologies and mobile computers can help to overcome these barriers
and allow for Accessible Sightseeing.

Together with the growing availability and variety of wireless networks, like
Global System for Mobile Communication (GSM), General Packet Radio Service
(GPRS), Wireless LAN (WLAN), and the expected Universal Mobile Telecom-
munication Systems (UMTS), users are able to communicate everywhere, to con-
nect to servers, and share information even in mobile scenarios. Consequently,
today’s mobile systems enable the users to carry around these devices with the
respective software and information to be used both online and offline, e.g.,
when traveling. Localisation techniques such as the Global Positioning System
(GPS) complement these technologies providing the basis for location-aware ser-
vices and information. Hence, by locating the tourist one can provide interesting

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 287–294, 2004.
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information and services about the local spot or the surrounding. This develop-
ment helps to counteract one of the basic problems for tourists: when visiting
cities and sights so far they do not necessarily find satisfactory information on
the spot. In addition, some sights of interest might be missed due to missing
signs, incorrect description, wrong language, or too small letters. Let alone that
there is any support for people with special needs, such as blind. With the devel-
opment of our proposed multimodal location-aware mobile tourist information
system – AccesSights – we meet the needs of different user groups by exploiting
modern technology. The focus of this work is to support both blind users and
sighted users at the same time with the same tourist content but for each user
group in their preferred modality. Therefore, we analysed the typical demands in
mobile tourism and extracted three main phases for tourists during their visit:
an orientation phase, a movement phase, and an information perception phase.
In each of these phases we support different modalities which we identified nec-
essary for the different user groups and their needs in our AccesSights system.
With AccesSights we contribute to modern tourist information systems that
allows to share the same tourism experience for all users.

1.1 State of the Art

One of the first projects to enhance the mobility situation of “visitors” to present
further information while on the move was Cyberguide [1, 2]. Cyberguide sup-
ports visitors when exploring a Lab. Main element of the system’s user interface
is a map on which a visitor can see his or her actual position. The map shows a
floor plan, containing the location of the different projects. A visitor can walk to
the different locations and receive a description in form of hypertext documents
on an Apple Newton. Later approaches like for instance LoL@ [3, 4] integrated
the usage of modern positioning services like GPS and communication technolo-
gies like UMTS in such a scenario.

Further projects started to enable the blind and visually impaired to receive
the same tourist information as normally sighted users, e. g. the MoBIC project
[5]. MoBIC concentrates on the overall enhancement of mobility for blind people.
It addresses the known problem that blind people do not get sufficient informa-
tion when planning their route and about the location they wish to travel. They
developed a commercial product, the Trekker [6]. It uses speech output to in-
form the user about his or her location, which streets are crossed, and generates
a list of orientation points for the route. The MoBIC system mainly uses speech
output and the user always has to ask for the needed information. Speech out-
put, however, is very distracting and presents the information only in a serial
manner; so the output tends to be very long. Humans, however, are able to
perceive information also in a parallel manner. Therefore, an information flow
should be ambient in order to allow other information sources to be perceived.
To support the idea of permanently presented information the AudioGPS [7]
project uses non-speech sound. The main purpose of the project is to help the
user navigate through the real world whereas the actual position of the user is
acquired through GPS. AudioGPS supports the user in answering the following
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questions: Where am I? How far is my target away? In which direction do I
have to move? The target object is enhanced by a special sound which presents
the current position of the target. The known problem to distinguish a sound
playing in front of the user or behind – when using headphones – is solved by
using different sounds.

In our approach we aim at a combination of both concepts, speech output to
receive further information and an ambient auditory environment for navigation,
supports the blind visitors and at the same time enables them to receive the
same tourism information as normally sighted visitors. In this paper, we present
a concept and implementation for such an approach. We identified three typical
phases for a tourist when visiting a park and developed the AccesSights system
which supports the blind tourist in all three phases.

2 Requirements for Blind and Sighted Users

In order to design a mobile tourist guide that is suitable for blind and sighted
users, it is necessary to analyse the user characteristics, the tasks they have to
solve, and to describe the context in which the users interact with the system. We
analysed the occurring tasks when visiting a park like the Royal Herrenhausen
Gardens in our project mobiDENK [8]. In this first field test, we identified three
main phases: orientation, movement, and information. These main phases, pre-
sented in the following, are the same for both user groups. However, the means
with which these phases are processed differ much in the distinguished user
groups.

2.1 Interaction Phases of a Tourist Information System

When tourists visit a park for the first time, they typically start by orientating
themselves. Afterwards, they walk around, finally reach a point of interest (POI),
and try to get more detailed information about this POI. A short task and
context description explains the general requirements of each of these phases:

In the orientation phase the tourists are often making themselves familiar
with the area. Normally, in a calm environment the visitors will spend some
time to identify interesting areas or POIs in the garden and then set of to
explore the area.
While moving around the visitors either strolls through the gardens or try
to find POIs. In this phase the tourists rely on navigation information and
at the same time have to watch their steps, not to run into other visitors or
obstacles (e.g., a rake), to be careful at dangerous places (e.g., a crossing),
and not to leave the narrow path. Therefore, the tourists need to pay full
attention on their movement tasks.
In the information phase the visitors have reached the desired destination
and spend some time to receive information about the local spot.

All three tasks have their different challenges and demand different attention
from the visitors. In order to offer a barrier free access in these three phases a
multimodal support is essential for blind and sighted users.
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2.2 Multimodal Support for Different User Groups

To support blind and normally sighted persons one has to regard the suitable
modalities of these user groups to let them both share the same experience.
The primary form of perception for normally sighted people is the visual sense
whereas blind persons mainly use the auditory sense. We consider these special
needs to differentiate the modality in each phase.

In the orientation phase the normally sighted person can use the visual
display to find out about the area, the paths, and the location of POIs. As
this is typically done while standing still there is nothing that draws the
attention of the visitor away from his or her task. Correspondingly, for blind
visitors this information needs to be presented in auditory fashion.
In the movement phase, the normally sighted visitor uses both visual and
auditory senses to navigate, watch out for other visitors, find signs, etc.
The blind visitor has to solve this task relying only on the auditory sense.
But here we find the most barriers, as most of information is only visually
perceivable such as, signs, obstacles, or other visitors, and are therefore not
accessible for the blind.
In the information phase at a certain POI, for sighted people both auditory
and visual information can be helpful. Blind people have to rely on auditive
information only.

With regards to the aforementioned requirements and the possible multi-
modal information support in the different phases we now present the concrete
design of the AccesSights system.

3 AccesSights’ Multimodality Design

Our multimodal mobile tourist information system supports both user groups
in each of the different phases. The data concerning the visited area is trans-
formed and presented so that it suits the modality the tourist needs. For each
information object in the tourist information system we aim at providing both
a graphical and acoustical presentation. The basis for this information presenta-
tion is the multimedia content of the mobile tourist information system. In the
following, we are looking into the multimodal information presentation and the
user interaction with the system in more detail.

3.1 Supporting Multimodal Orientation

In the orientation phase normally sighted tourists use a graphical map of the
park to find POIs as shown in Fig. 1(a) and plan the route to get there. The
visitors can see their own position and the positions of the POIs and infer the
distance to the designated POIs. Additionally, different types of POIs can be
distinguished by different iconic representations. For the blind users auditory
information allows them to build a mental model of the area: Each of the sight-
seeing POIs is represented by a distinct and unique sound, a so called Hearcon.
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Through the Hearcons a representation of the real world with various POIs is
mapped onto a virtual auditory environment around the user. The distance be-
tween the own position and each POI is mapped directly onto the loudness of
the Hearcons in the scene as shown in Fig. 1(b). The result is a weakly intrusive
virtual auditory map of the garden. Using different sound families for different
types of auditive information, the sources can be distinguished.

Fig. 1. The AccesSights system

3.2 Supporting Multimodal Movement

While moving around the tourists need information about distance to and loca-
tion of the POIs. They try to find the beforehand identified POIs or stroll around
in the park without no special destination. For the normally sighted users audi-
tory support like sounds to identify POIs or speech output is an additional help
enhancing and extending the visual information, enabling them to look at the
digital map only from time to time. For the blind the central sense to carry out
navigation in the park is the auditory sense. They need their auditory sense to
orientate themselves in their surrounding and are not able to perceive multiple
system information in auditory fashion at the same time. Therefore, the blind
user must be able to explicitly decide, when to hear the virtual auditory map. By
this the information presentation will not overlap with the real world auditory
information which is most important to them.

Additionally, we aim to overcome a common problem for blind people to
notice obstacles on their way. With our system a visitor is able to mark a location
as dangerous when he or she finds an obstacle there. Afterwards, other visitors
receive a warning message when they get close to that location. Obstacles are
presented through other auditory cues then monuments, to easily distinguish
dangerous artifacts from the monuments in the park. The system must support
a mechanism to dynamically remove these “virtual” obstacles after a predefined
time limit or other visitors must be able to remove them, when they later notice
that there is no problem anymore.
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3.3 Supporting Multimodal Information Presentation

When a visitor reaches a POI, the location-aware system signals that the user can
now receive more detailed information and the system switches from movement
phase to information phase. Both, the blind and normally sighted user can select
the desired information from the multimodal system. The presented information
is adapted to the user’s actual location. While the system presents pictures and
text to the sighted users it generates an auditive version of the content via
speech output to the blind user. Through the hardware-buttons on the hand
held computer the user navigates through the information space. The normally
sighted user can also interact with the visual display and select the desired
information with a graphical user interface.

4 AccesSights System Platform

The basis for our multimodal mobile tourist guide is the Niccimon platform
which has been developed in our Research Center of Excellence of Lower Sax-
ony for Mobile Applications (Niccimon) [9], Germany. This platform provides
different autonomous modules for map visualisation, POI definition, location
sensing, etc. A mediator realises the cooperation between those modules. Addi-
tionally, the Niccimon platform offers live cycle control, visualisation, auditory
support, network communication, and inter-component communication through
specific interfaces. Using these modules and interfaces, the rapid development
of innovative mobile applications can be achieved by reusing existing modules
and implementing the applications particular tasks on top of these, as shown in
Figure 2. This platform has been successfully employed in different application
domains, such as location-aware games [10] or location-aware tourist guides [8].

Fig. 2. Modules of the Niccimon platform

4.1 Multimodal Information Presentation

To realise multimodal requirements mentioned in Section 3, we integrated au-
ditory support into the Niccimon platform with our AIR3DSound framework
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(auditory interaction realm three dimensional sound package). This framework
combines the definition of virtual sound scenes, different digital sound standards,
and various output devices (headphones, Quad loudspeakers, and loudspeaker
arrays). By integrating this sound framework we gain the advantage of a seamless
combination of visual and auditory elements in our application. Objects such as
POIs and Danger-Areas are presented as graphical icons as well as sound sources,
through Hearcons. In respect to the auditory “dimension”, all these objects are
used to create an ambient background sound which provides support for orien-
tation, movement, and information for the user, on command.

AIR3DSound has initially been developed in the context of providing web
pages to blind users [11]. The extended version of this framework allows us
to generate a mobile auditory environment, which is represented by a 2D/3D
scene with an associated geometry. Within this auditory scene the application
can place Hearcons, which augment/represent objects and information in the
real world. To distinguish diverse objects, different types of information are
realised by different sounds. So each of this non-intrusive sounds represents a
distinct information source in the application. Besides the additional objects
and information, the user (listener) has to be part of this auditory scene; his
or her location is mapped into the auditory scene and forms the reference point
for the overall sound generation. The sounds produced by the different Hearcons
in the scene are mixed in a manner that gives the listener the impression of
actually standing in the auditory scene. Through this we are able to create
a virtual auditory environment that augments the real world with additional
auditory information.

4.2 Modality Independent Content Modeling in XML

Looking at the World Wide Web for example, content presentation is typically
built and structured for sighted users using desktop PCs. Therefore the exist-
ing user interfaces are not usable for visually impaired persons, in general. This
leads to an information gap excluding users with special needs. To overcome this
information gap we modeled the content in a modality independent fashion so
that it can be easily transformed matching different modalities and/or different
platforms. In our AccesSights system we support blind as well as sighted users,
interacting with standard mobile hardware (PDA) in their role as tourists visit-
ing a park. We define modality-independent content by the usage of XML and
encapsulate tourist information in XML-Files. Through the combination of XML
and user/hardware profiles we are able to dynamically create content matching
the users needs considering also the device characteristics. The XML document
structure itself is exploited to provide both sighted and blind users suitable vi-
sual or auditive navigation structure. The XML based content is transformed
into an appropriate visual and/or auditive presentation exploiting transforma-
tion languages such as XSLT and text to speech mechanisms.
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5 Conclusion

In this paper, we introduced the general phases for the usage of mobile tourist
information systems. From the different user groups we want to address, we de-
rived the modality requirements for experiencing mobile, location-aware tourist
information. With our system design, we share the same content in different
modalities with these two user groups. Blind users and sighted users can experi-
ence the tourism space on their own, but can also cooperate with each other as
they are able to receive the same information. The Niccimon platform together
with the AIR3DSound framework and XML content modeling provides the ba-
sis for the development of the AccesSights system. In future user studies we will
test and evaluate the system with the two user groups and receive feedback for
further development of the system.
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Abstract. This session introduces a series of papers that present new perspec-
tives to support the industry in its quest to support a wider variety of users.
Through them, we will learn how different research groups are approaching the
topic, and will try to understand whether the research arena is tackling in a sup-
portive way the needs of the industry.

The World Wide Web is offering content in a wide variety of media and formats that
is difficult to compare to the technological landscape of a few years ago. Authoring
and publishing processes must be able to deal with a diversity of devices. Further-
more, portals as content aggregators are becoming commonplace.

It is also noticeable that despite the wide corpus of research on the topic available
to the industry, together with the set of guidelines published by the Web Accessibility
Initiative (WAI1) of the World Wide Web Consortium (W3C2), which cover Web
content, user agents and authoring tools, Web accessibility for people with special
needs has not drastically improved over the last years3.

The sessions is targeted to challenge academia and industry to come together and
find out how research work can truly support industry needs in the nearer future,
where mobile and ubiquitous computing will be omnipresent in our lives.

The session will try to display current advances in the area of authoring, and
evaluation and repair tools, that support private and public online service providers in
the development of accessible portals and intranets of commercial dimensions (in the
order of thousands of pages). The papers tackle not only technical aspects, but issues
related to the support given to the involved actors by the implementation of reliable
quality assurance, standards compliance and monitoring methodologies.

We want to open new doors to Web accessibility by integrating it within standard
software development processes. Only when these developments become available,
the uptake of guidelines and recommendations by the industry will grow, and it will
allow their cross-validation and improvement, thus making feasible an Information
Society accessible to All.

1

2

3

http://www.w3.org/WAI/
http://www.w3.org/
See, for example, “The Web. Access and Inclusion for Disabled People A formal investiga-
tion conducted the Disability Rights Commission (London, 2004)”. Available online at:
http://www.drc.org.uk/publicationsandreports/report.asp

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, p. 295, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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Abstract. A part of a larger user study conducted within the scope of the EU
project IRIS was to investigate the preferences of people with disabilities in re-
gard to interface design of Web applications. User requirements of online help
and search engines were also in the focus of this study, since the target user
group depends heavily upon powerful tools to support them in the process of
seeking information. The results showed that user preferences for information
presentation vary a great deal, which could be solved by comprehensive user
profiling. However, the functionalities of online help and search functions, as
presented in the Internet today, need to be enhanced so they can be used more
flexibly and be adjusted to the users’ mental representation of problems and in-
formation needs to help them fulfill their tasks.

1 Introduction

Improving orientation and navigation, adding mechanisms to support information
retrieval, and coping with the structure of a Web site is a pressing issue in designing
accessible and usable Web sites [4,6,7,8]. We conducted a user study within the scope
of the EU-funded project IRIS1 to research these issues more closely. The collection
of data aimed at enhancing results of another user study previously carried out in the
beginning of the project, to evaluate the needs of disabled people in regard to appro-
priate information presentation to prevent information overload, and functionalities
facilitating accessibility and usability of a Web site among other issues [6]. The main
objective of the user study reported in this paper was to evaluate accessibility and
usability issues of two upgraded Internet services, a Web-based collaborative envi-
ronment and an e-shop generator for B2B applications. The data baseline for our work
was a detailed questionnaire administered in addition to the core test scenario.

2 Methodology

The test sample consisted of 18 people with different disabilities. In accordance to the
primary disability of the test participants, they were categorized in the group of per-

1 Incorporating Requirements of People with Special Needs or Impairments in Internet-based
Services (IST-2000-26211): http://www.iris-design4all.org/

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 296–301, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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sons with motor impairments (6 people), deafness (5 people) and vision impairments
(7 people). They used different types of assistive technologies like Braille-lines,
screen readers, text-to-sign software, speech recognition software and mouse emula-
tion. Since test participants needed at least some background in Internet usage, to
answer some of the questions, no novice user participated in the study. There was one
short-term user; however, the rest of the test participants were middle-term users (5)
and long-term users (12). All test participants were using the Internet since more than
one year and accessed the Internet at least four days a week with a minimum 2.5
hours per week.

Since it was the main goal of the user study to evaluate two upgraded Internet ser-
vices, a test scenario was designed comprising a standard task reflecting typical user
activities when utilizing such services. To facilitate our analysis log files were re-
corded. The users had to fill 3 questionnaires. In the first questionnaire, we collected
data about the personal, educational and professional background, as well as prior
computer and Internet usage of the test participants. The use of assistive technology
was also determined. More relevant for our user study was the third questionnaire,
which explored the preferences and needs of the test participants in regard to informa-
tion presentation, color-schemes, and required functionalities of an efficient online
help system and search function. The questionnaire consisted of 25 structured ques-
tions, many times accompanied by an enhanced checklist, which means that several
options were provided for response. Whenever feasible, all checklists offered an
“other” option accounting for the fact that not all possible replies might have been
considered.

3 Results

Appropriate information arrangement plays an important role, because it is a consti-
tuting factor of orientation and can ease navigation on a Web page. Particularly for
people with motor impairments it is crucial to be able to reach a navigation link with a
minimum effort. Test participants were asked about their preferences on placement of
navigation information like main menu bar, section links and in-site functionalities
such as help and search. Most of the test participants (35%) agreed that the main
menu bar should be placed on top of the viewport. 18% voted for showing it on the
left side of the viewport, whereas 12% preferred to have the main menu bar on the
bottom of the viewport. Sub-section commands should be found on the left of the
viewport according to 18% of the test participants. 30% of the test participants agreed
to place less relevant information on the right side.

It seems that the placement of navigation information most test participants agreed
on complies with the quasi-standard in the Internet, where the main menu bar is most
often placed on top of the screen, sub-section commands are on the left side and the
right side is left for additional information like advertisement or log-in facilities for
registered users. However, the results show also, that user preferences vary and a
large group of test participants preferred a different design.

Since information overload is a usability issue often mentioned by Internet users in
general, but in particular by people with special needs, an option was suggested to
allow the user to transfer menus or navigation links from a Web page into a list the
user may access any time if wanted. 47% of the test participants would make use of
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such an option, and considered it helpful to enhance accessibility and usability of a
Web site2.

To support orientation and information comprehension on Web pages, color cues
are often mentioned as important tools. Therefore, test participants were asked about
their preferences on coloring for menu links, embedded text links, visited links, etc. It
could be seen that in all instances, except for the color of embedded text links, where
60% voted for blue, 30%–40% of the test participants agreed on the same color. The
rest of the test group was divided in groups of 10%–20% favoring different color-
combinations or was indifferent. For instance, for section titles, 30% of the test par-
ticipants preferred black, but 10% voted for yellow, 10% for dark red, 10% for green,
10% for blue, 10% for orange, 10% for light blue and 10% were indifferent. In regard
to menu links, 40% of the test participants were in favor of black, yet also 40% pre-
ferred blue. In summary, the colors selected by most of the test participants were: blue
for embedded text links (60%), red for visited text links (40%), blue when hovering
links (30%), black for section titles (30%), red for visited sections (30%) and black
for keywords (30%). However, it cannot be underestimated that the group of test
participants preferring different color-combinations was all together in most cases
larger and split up in groups with differing preferences. Therefore, this study ac-
knowledges that user preferences seem to vary a great deal in regard to color-
schemes.

User preferences in regard to formatting were also researched, because it is also a
tool for highlighting and organizing information. It was suggested by most of the test
participants that bold typeface should be used for titles (40%) and keywords (20%),
usage of different typefaces should be avoided according to 30%, underlining should
be used for links (30%) and titles (10%), 25% would prefer if lists are numbered and
suggest continuous numbering of all titles.

As it could be observed in several user studies, disabled and older people are not
very keen to experiment in order to find information [8], probably because they are
afraid to get lost on a Web site or trigger a harmful process. Therefore, it is very im-
portant for this user group to provide reliable means to help them getting around on a
Web site and support them in using functionalities of an Internet service they are
interested in. Provision of a flexible online help function is a powerful tool to assist
users in this respect. First of all, it is important that the online help is designed with
the questions prospective users will have in mind, so a problem-oriented approach
should be taken, also allowing for cross-referencing [5]. The help function should be
context-sensitive and guide the user step-by-step in how to fulfill the action required,
with illustrative examples, whenever appropriate. Very stressed by the test partici-
pants, the wording of the online help must be easy to understand and technical terms
should be avoided, or at least explained in a glossary. It was also suggested that the
online help function must be flexible in use, meaning that forward and backward
navigation should be possible, and that the user should always be informed where she
is within the help system [9,9]. According to the test participants, the most important
functionalities a help system should provide are: bookmarking of visited help sections
(35%), print function (50%), indexing (70%), list of topics covered in the help system
(80%), and a facility to search it (100%). Thus, a comprehensive list of keywords with
synonyms should be incorporated in the help system. The latter finding underlines

2 Option already incorporated in some modern browser versions like Opera 7.x
(http://www.opera.com/).
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again the importance of offering powerful search facilities to enable people with dis-
abilities to find the information sought [4,6,8]. For this user group, skimming through
chapters of irrelevant information in regard to their request is extremely discouraging,
because navigating with assistive technologies takes in most cases a lot of effort and
the probability of losing context is high.

To improve the accessibility and usability of an Internet service, powerful search
facilities are not only relevant for the online help function, but for successful informa-
tion retrieval on the whole site. Much work has been done in regard to representation
of data in search facilities to support the users individual search strategy [11,11]. 60%
of the test participants stated that they prefer to use a search function when looking
for information, instead of skimming menus or following links. As it could be seen in
another user study [8], 100% of the group of learning disabled people used the search
function for finding information. One reason might be that reading text takes a lot of
effort for people with a learning disability. However, reading on a computer screen is
very fatiguing for the eyes of every computer user, and for some people like motor
impaired or blind people, it is very important to get to the information sought for in
the most direct way saving “clicks” as much as possible. Test participants were asked
what kind of information they think should be retrievable and prioritized within a
search function. 50% mentioned that it should be possible to find services offered on a
Web site; 50% selected that they would like to be able to find links and headers via
the search function; 60% found helpful if sub-sections could be searched for; and 70%
decided that main sections need to be highly ranked.

In regard to how to formulate a successful search query, it is important to keep in
mind that most of the times people have a question or expression in mind when look-
ing for information. Therefore words might be used for input in a conjugated or de-
clined from which should be accounted for according to 50% of the test participants
by enabling the search function to derive the root of a word. 50% of the participants
considered important that a search function can compensate for misspelled words.
80% of the test participants would like to be able to search for possible keywords. In
case a search query was not successful, 60% would like to get a list of synonyms for
the entered keyword(s). 90% of the test participants considered helpful to refine a
search query with the help of a list of keyword(s) somehow related to the entered
search term(s). In regard to how the test participants would prefer to state a search
query, results show different approaches: 20% thought a search function should be
able to process natural language questions; 40% would like to type in a word phrase;
and 90% chose to type in one or several keywords. Most search engines today are
designed to handle one or several keywords to start a search query. However, facili-
ties to react upon unsuccessful search queries are most often lacking, e.g. the possibil-
ity to search in a list of possible keywords is normally not available.

4 Conclusions

Comparing the test results in regard to information presentation with standards preva-
lent in the Web, e.g., indicating links by underlining, marking visited links as red, it
can be stated that a considerable group of the test participants (at least 30% in most
cases) seem to have adopted those standards. The majority of the test participants,
however, preferred completely different solutions. This can partly be attributed to
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differences in personal taste, but in most cases it is due to special needs caused by a
disability. Therefore, the further development of quasi layout and design standards to
support orientation and navigation on a Web site is not of much help for the majority
of disabled people. For this user group, accessibility and usability of a Web site is
influenced significantly by the possibility to determine their personal style of informa-
tion presentation, according to their needs as part of their user profile.

The issue of personalizing Internet services and applications via user and device
profiles is the subject of ongoing research (see, e.g., [13] and references therein).
When sites are properly designed separating content and presentation, as described in,
e.g., the Web Content Accessibility Guidelines 1.0 [1,2,3], users can make use of their
own stylesheets overriding author preferences. This functionality is available in the
recent versions of common browsers. However, the design of such stylesheets is be-
yond the skills of the average Internet user.

Since the efficient use of a Web site is related to the problem of finding the infor-
mation sought for, and being able to handle its available functionalities, it is very
important to provide a comprehensive online help and a powerful search function.
Information on accessibility features like accesskeys must be part of the help
function and should be easily accessible. The user study showed that it is crucial for
both functionalities to support different strategies to search for information and alter-
native problem representation. For disabled people, particularly with cognitive im-
pairments, non-native language speakers and novice users, it is sometimes difficult to
circumscribe their problem with the appropriate keyword(s). Therefore, support is
very important in case the appropriate section could not be found in the online help or
the search query was not successful. For instance, provision of synonyms for key-
word(s) can alleviate these problems, thus the likelihood that a search query is suc-
cessful can be increased. Furthermore, search functions particularly on complex Web
sites rarely rank properly their own content, which means that main or sub-sections,
and services offered on the own Web site cannot be retrieved via the search function.
Since most users are more likely to keep a title or keyword in mind, rather than the
navigation path leading to this information, it is to the benefit of all users to provide a
powerful tool to retrieve this information. Beyond information retrieval, we want to
stress that the search function also provides an important means to ease navigation,
because the starting point is always the same and the user is lead directly to the ap-
propriate place, which is a favorable solution for all users. Since the online help and
the search function provide the most important means to support the user in making
good use of a Web site, the effort is worth to improve it with the mentioned function-
alities.
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Abstract. This paper presents the eAccessibilityEngine tool, which employs ad-
aptation techniques to automatically render web pages accessible by users with
different types of disabilities. Specifically, the eAccessibilityEngine is capable
of automatically transforming web pages to attain AAA-level conformance to
the W3C WAI Web Content Accessibility Guidelines and to “Section 508” of
the US Rehabilitation Act. The proposed tool is intended for use as a web-based
service and can be applied to any existing web site.

1 Introduction

It is widely acknowledged that people who are faced with difficulties in exploiting the
capabilities of the Internet may experience social exclusion. Nevertheless, most web
sites are currently partially or entirely inaccessible to people with disabilities [4].
Thus far, the majority of initiatives for promoting web accessibility are oriented to-
wards the design of accessible web sites. These efforts include, for example, guide-
lines for web design, accessibility evaluation software for checking web page compli-
ance with guidelines, etc.1 Although this “proactive” approach to ensuring acces-
sibility is, arguably, the most promising long-term strategy, there is a pressing need to
re-design existing, non-accessible sites, rendering them accessible in a fully- or semi-
automated way.

This paper presents a tool, called eAccessibilityEngine, which can automatically in-
troduce web accessibility enhancements in existing web sites. The eAccessibilityEn-
gine transforms non-accessible web pages into accessible forms; the actual “output”
of the tool can vary in accordance with specific user needs, and the assistive software
and hardware available to the user for accessing the web. The primary motivation
driving the development of this tool has been to facilitate “reactive” approaches to
introducing e-accessibility support in existing web sites. Development to date has
focused on supporting, primarily, the “Web Content Accessibility Guidelines 1.0”2

and the provisions made in “Section 508” of the US Rehabilitation Act3.

1

2

3

A thorough review of existing technologies and tools can be found in “Evaluation, Repair,
and Transformation Tools for Web Content Accessibility”, available at:
http://www.w3.org/WAI/ER/existingtools.html.
W3C – WAI, Web Content Accessibility Guidelines 1.0: http://www.w3.org/TR/WCAG10/.
Section 508: http://www.section508.gov.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 302–309, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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The eAccessibilityEngine is based on concepts and techniques derived from the
field of user-adaptable systems [5]. Specifically, the tool maintains user profiles and
uses them to decide upon the type of adaptations to be applied to a document, in order
to render it accessible to a particular user. The tool does not engage in active interac-
tion monitoring during run-time, nor does it modify the user model automatically. The
later is modified / maintained directly by the users.

The rest of the paper is organised as follows. The next section “Related Work” pre-
sents other relevant systems and technologies, while the following one provides an
outline of the main operational principles of the tool, its architecture, and the way in
which users interact with it. The paper is concluded with a brief overview of ongoing
and future work on the tool.

2 Related Work

In recent years, research efforts have focused on design and development tools facili-
tating the construction of accessible user interfaces for applications and services [6].
Additionally, efforts have been directed towards tools such as Betsie4, or the Web
Access Gateway5 that can be installed “on top” of specific web sites with the purpose
of providing equivalent but more accessible forms of their pages. However, such tools
mainly address the requirements of users with visual disabilities (i.e., colour impair-
ment, low-vision, etc). As a result, their role is typically restricted to removing graph-
ics from web pages, and providing text-only versions, with very limited control and
configuration capabilities offered to the user.

A significant body of related work has also been presented in the literature re-
cently, under the general title of “accessibility-oriented transcoding”. Although a full
review of the area is beyond the scope of this paper, the rest of this section examines a
few representative examples for the purpose of pointing out potential limitations or
gaps, which the eAccessibilityEngine aspires to address.

“Aurora” [2] is an example of a system that uses a semantic-approach to web con-
tent transcoding, with the intention of identifying and facilitating multi-step, goal-
oriented transactions. The system uses XML-transcoding technologies to extract from
web content and present for user interaction only the data relevant to execute these
transactions. Aurora, like other tools in this category, provides good results in terms
of e-accessibility, but cannot be considered a comprehensive solution that can be
applied to a web site as a whole.

At the other end of the spectrum, the framework presented in [1] does represent a
comprehensive solution, based on a so-called “ability driven” approach to accessibil-
ity-oriented transcoding. Nevertheless, it is not obvious whether users can control the
transformation behaviour of the system. Furthermore, several assumptions are made
about the way in which the framework is integrated with existing web-based systems,
which suggest a rather “intrusive” approach that may not be easily applied to existing
web sites.

4 Betsie: http://www.bbc.co.uk/education/betsie/about.html.
5 Web Access Gateway: http://www.flatline.org.uk/~silas/access.html.
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Another line of work in the field is related to annotation-based transcoding of web
documents6. External annotations of documents and document transcoding on the
basis of these annotations, is a quite powerful approach that can also be used to ad-
dress accessibility. The downside is that, where existing sites are involved, applying
the approach would require not only the integration of a transcoding “engine”, but
also the creation and maintenance of the external annotations, which may prove im-
practical as an entry-level solution.

3 An Adaptation-Based Approach to Web Accessibility

3.1 Principles of Operation

The eAccessibilityEngine is based on an approach to web accessibility targeted to-
wards addressing physical or perceptual disabilities, or combinations thereof.
Disabilities are modeled using stereotypes [3], and each stereotype is associated with
a set of accessibility transformations that adapt web pages according to the needs of
the respective group of users. An individual user model may comprise of one or more
stereotypes (one or more stereotypes may be active for a given user). Users may have
full control over the creation of their individual user models, i.e., they can both in-
spect and manipulate. It should also be noted that the eAccessibilityEngine is designed
so that new disability stereotypes can easily be introduced and associated with appro-
priate web document transformations.

The accessibility transformations associated with specific stereotypes are se-
quences (or “chains”) of elementary transformations (Transformation Processing
Units, or TPUs for short). TPUs can perform modifications both at the physical level
of interaction (e.g., fonts and colours), and at the syntactic level of interaction (i.e., re-
structuring) of web documents. TPU functionality is based, to a large extent, on the
ability to “recognise” and address patterns of inaccessibility in web pages (e.g.,
HTML tables used for page layout).

For the majority of disability stereotypes, a web page undergoes a first transforma-
tion process, which aims at providing Level AAA accessibility according to the W3C
- WAI standard. Fig. 1 illustrates the result of an AAA accessibility transformation.
Besides complying with the AAA level standard, this initial transformation is de-
signed to have the following supplementary features:

The resulting page is rendered linearly, in a top-down manner. Any tables used
for page layout are removed at this stage.
“Tab” browsing is supported. A tab index is assigned to every active element of
the page (links and form elements), making it possible for the user to navigate
through them in a sequential manner using the “Tab” key.
HTML anchor elements are added to demarcate specific sections of the HTML
document (e.g., top of the page, navigation bar, core content of the page, bottom
of the page). Additionally, each of these anchors is associated with a specific
access key (in effect, a key which acts as a “shortcut” to the anchor). This en-
ables users to jump to these sections with a single key press.

6 W3C, “Annotation of Web Content for Transcoding”:
http://www.w3.org/1999/07/NOTE-annot-19990710/
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Fig. 1. Transformation of a web page to an AAA-WAI conformant version.

Icons are added to indicate conformance to standards and specifications (AAA-
WAI conformance icon7, Valid HTML 4.01 icon8, Valid CSS icon9, Bobby ap-
proved icon10).

Usually, the TPU chains defined for certain disability stereotypes perform addi-
tional modifications to the AAA-WAI conformant version of the web document. For
example, a stereotype profile for blind users could begin from the AAA-WAI con-
formant version and add, as an extra transformation, the replacement of images by
their alternative text. However, certain disability stereotypes do not need to provide
AAA accessibility. Consider for example, a user with dexterity impairment. In this
case, the full graphic layout of the page may be retained, and the active elements of
the page (links and form elements) can simply be enlarged, so as to provide easier
interaction to the particular user. The described approach therefore adopts the per-

7 Level Triple-A conformance to Web Content Accessibility Guidelines:
http://www.w3.org/WAI/WCAG1AAA-Conformance.

8 W3C Markup Validation Service: http://validator.w3.org/check/referer.
9 W3C CSS Validation Service: http://jigsaw.w3.org/css-validator.
10 Bobby: http://www.cast.org/bobby.
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spective that interface adaptation is a fundamental mechanism towards achieving
optimal accessibility for target user groups with diverse needs and requirements [7].

3.2 Architecture

The eAccessibilityEngine is implemented as a web-based service. The communication
with the user’s web browser and with the web server that delivers the content is done
through the HTTP protocol. As a consequence, the tool may be deployed on a sepa-
rate machine than the web server. The software itself is implemented using the Java™
Platform in conjunction with a variety of XML technologies (XSLT, XPATH), and
Application Programming Interfaces (API).

The overall architecture of the eAccessibilityEngine (see Fig. 2) comprises of three
main components: the Communication Component (CC), the Profile Managing Com-
ponent (PMC), and the TPU Managing Component (TPUMC). The adaptation proc-
ess is as follows:

Fig. 2. Overall Architecture of the eAccessibilityEngine.

The CC receives a request for a web page, located on a remote web server, from
the user’s web browser (Fig. 2, (1)), and forwards the complete request (including
HTTP headers and parameters) to the remote web server (Fig. 2, (2)). Upon receiving
the page (Fig. 2, (3)), the CC forwards the HTTP request headers to the PMC (Fig. 2,
(4)). The PMC identifies the user, and transmits the corresponding user profile to the
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TPUMC (Fig. 2, (5)). Concurrently, the web server transmits to the TPUMC the page
to be adapted (Fig. 2, (6)). The TPUMC selects the TPUs to apply on the document,
on the basis of the user profile. The result of this selection process is a TPU chain,
which is sequentially applied to the document. The result of the step-wise transforma-
tion process is a document that has been adapted for accessibility, in accordance with
the user profile (Fig. 2, (7)). The adapted document is provided as a response to the
client, along with the HTTP response headers previously received from the web
server (Fig. 2, (8)).

Integrating the eAccessibilityEngine with an existing web site involves typically
the following steps:

The eAccessibilityEngine is installed as a stand-alone web application (installa-
tion can be at the same server as the web site is served from, or at a different
one). The tool can be deployed as J2EE web application, using any of the avail-
able application servers (e.g., Apache Tomcat11).
Links are added to the existing web pages, through which the eAccessibilityEn-
gine can be invoked. Basically, these links “point” to the corresponding web ap-
plication and pass the URL of the existing page as a parameter. Using these
links users can retrieve the “accessible versions” of pages.
Pages served through the eAccessibilityEngine have a one-to-one correspon-
dence to the pages in the original web site. The adapted pages also contain addi-
tional links that enable users to interact directly with the eAccessibilityEngine,
as described in the following section.

It is important to note that the eAccessibilityEngine does not pose requirements to
the original web site / system, other that the ones outlined above, for its basic opera-
tion. It does, however, provide additional facilities that can be integrated on a need-to-
have basis. Such facilities enable, for instance, the manipulation of user models /
profiles directly on the associated web system, the configuration of operating parame-
ters of the tool (e.g., caching of adapted documents), the configuration of presentation
parameters of the tool (e.g., style sheets, which provide the accessible pages with the
same look-and-feel as that of the site), introduce site-specific transformation possibili-
ties (e.g., by defining the standard structural elements of pages), etc.

3.3 User Interaction

Users are not necessarily aware of the presence of the eAccessibilityEngine. In fact, if
users do not wish to modify their initial selection of an “accessibility profile” (see
below), they need to directly interact with the tool only once.

More specifically, the first time the tool is invoked for a particular user, the user is
prompted to choose one, or a combination of, the available disability profiles (each
corresponding to a stereotype). Invocation of the tool, in this context, is simply
achieved by following a link to the “accessible version” of a page.

The user’s choice is stored as an individual default profile. Individual profiles may
be controlled and refined by the user, by fine-tuning parameters of the transformations
that apply for the chosen disability stereotype. For example, a user with vision im-
pairment may choose the preferred font size and colour contrast for viewing the web

11 Apache Tomcat: http://jakarta.apache.org/tomcat/index.html.
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site (achieved by modifying the options provided by default in the low vision stereo-
type), or may even define the preferred position for the navigation bar at the top or at
the bottom of the page.

4 On-going and Future Work

The eAccessibilityEngine is a working prototype system currently under user evalua-
tion. The tool has been successfully employed to provide accessibility support to the
SEN-IST-NET12 web portal (see also acknowledgements).

The main limitation of the current implementation is that accessibility transforma-
tions need to be applied to a specific context. In order to register web sites with the
eAccessibilityEngine, some minimum requirements regarding the content of the pages
must be fulfilled. Such requirements include the validity of the markup language
(currently HTML, and XHTML) and the use of CSS style sheets. To take advantage
of some of the more advanced capabilities of the tool, the “tagging” of the different
sections in the web document may be required in some cases (e.g., in order to indicate
items of the navigation bar).

Our main objective, which largely defines our ongoing work on the tool, is to build
additional facilities into the system, so that comparable levels of functionality can be
achieved, without enforcing the aforementioned requirements on the target system.
This involves the development of algorithms that can intelligently “tag” or annotate
pages at run-time, as well as the integration of functionality that would enable the tool
to break down pages and serve their individual components to the users (e.g., by util-
ising a document cache in the system).
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Abstract. Although the legal requirements for Web accessibility are spreading
world-wide, and mobile devices are common-place nowadays, support to stan-
dards and accessibility by the mainstream industry is still sloppy. This paper
analyzes the limitations of existing evaluation and repair tools and presents a
new tool developed by the authors to overcome existing limitations and support
the industry by the implementation of quality assurance processes that include
accessibility.

1 Introduction

The Web Content Accessibility Guidelines 1.0 [2] are close to its fifth anniversary,
and despite the growing number of countries that are introducing policies related to
ICT accessibility, its uptake by the mainstream industry is still very slow. This low
acceptance might be partially due to the strong technological focus of the first version
of the document, appropriate when the recommendation was issued, but which is
difficult to apply to the wide variety of media and formats that populate the Web
today.

The Web Accessibility Initiative from the World Wide Web Consortium is aware
of this fact, and is working towards a second version of the document to address this
concern, among others [1]. However, the main issue is the lack of support to author-
ing and publishing processes of big Web sites and portals that include accessibility
and usability, by the existing commercial evaluation and repair tools.

This fact coincides in time with a growing concern from the industry with Web
standards to be able to support a variety of mobile devices and user agents that are far
from the times of the browsers war at the end of the nineties.

In this paper, we will present a brief analysis of the limitations of existing tools,
and how the authors have tried to overcome these barriers by developing a tool suite
that can support the industry in the coming challenges of the mobile Internet and
accessibility. The paper reflects our experiences with real commercial projects in the
public and private sector.

*  http://access.fit.fraunhofer.de/

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 310–316, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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2 Why Web Standards?

The Web industry was unique in its beginnings, and an inherent dose of amateurism
populated many Web sites due to lack of understanding of the technical complexity of
the new media, combined with the easiness to produce content with simple
WYSIWYG tools. As sites grew in complexity, portals became commonplace in the
Internet and the public demanded more quality, it became clear the need to implement
development processes, similar to those of the software industry.

However, the absence of a wide variety of user agents to access content led to
some stagnation of the industry that was basically producing content for the two
dominant browsers in the market. It has not been until recent years, with the appear-
ance of mobile devices, and a wider offer of alternative browsers, when it became
clear that it was impossible to produce ad-hoc content and design for every specific
platform.

Therefore, big media companies like ESPN or Wired News, among many others,
have already migrated to sites strictly compliant Web-sites. In general, the benefits of
using Web standards are (see, e.g. [4,5,7]):

Lower Costs. It becomes much easier to manage a site-wide look and feel due
to the separation of content and presentation. The development and deployment
processes are simplified, and rendering differences become minimal across
browsers. Furthermore, page sizes are reduced, and they render faster in brows-
ers. The speed is increased by the browser caching mechanism of CSS, com-
bined with faster rendering speed of browser engines in standards-compliance
mode.
Future-Proof. Standardized code is more portable across devices, and allows its
reuse, without giving room to less compelling designs. It also allows extensibil-
ity to other XML-based languages like SVG, SMIL or MathML, that can be eas-
ily rendered in new browsers. It also avoids being locked to a particular tool,
browser or even a particular developer, that created code-forkings compatible
with different browsers.
Wider Customer Base. Better search engine rankings are obtained because
separating presentation from content augments the information/markup ratio.

In this context, accessibility must be seen as another important issue linked to a
standards conformity process that brings along a wider customer base. In our opinion,
linking accessibility only to policy compliance might difficult the adoption of acces-
sibility by the mainstream Internet industry.

3 Limitations of Current Evaluation and Repair Tools

As stated earlier, the industry needs a set of tools that support them in the process of
implementing accessibility within the overall scope of their Content Management
System. An analysis performed by the authors in the early phases of developing the
imergo platform1, allowed us to identify the following limitations in existing tools:

1 imergo is the medieval Latin word for “I dive in” or “I plunge into.”
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Limited crawling capabilities for very large Web sites. This is also very impor-
tant for the public sector, especially for ministries and local governments that
have to maintain several Internet portals with actual topics.
Most of them do not support properly project handling. That includes not only a
robust database backend, but also versioning capabilities and a monitoring sys-
tem that allows to check only modified pages. That is also important when im-
plementing Quality Assurance methods.
Lack of validation against published grammars (particularly complex for SGML
parsers) and Cascading Style Sheets. This is again critical for browsers running
in mobile devices, which have much lower processing capabilities, therefore re-
quiring valid documents to parse them efficiently. These user agents are less
fault-tolerant than many known desktop browsers. Large scale validation for the
monitoring of big portals is also inexistent.
Poor or inexistent support for other languages. That includes not only localiza-
tion issues related to the GUI, but also adaptation to the different policy frame-
works that are emerging in Europe. This issue is particularly relevant to the EU,
where the knowledge of English is not in general good enough to allow the av-
erage developer to understand and interpret complex evaluation reports.
Low quality components to analyze and repair DOM (Document Object Mod-
els) trees [5]. A surprisingly high number of applications do not implement
DOM parsers to verify the accessibility rules that can be automatically tested,
and are using sophisticated text parsers that are however not adequate for this
task, thus leaving to manual verification tests that could be easily automated.
Undocumented lists of carried tests and existing limitations for their customers.
Fragmentation, i.e., lack of integration between different tests, that require, for
instance, the use of several tools (e.g., validation, color contrast, etc.).
No capability to perform color-blindness simulations.
No support to the development of in-house tests, related to, e.g., corporate im-
age checks, etc. via plug-ins.
Very limited filtering capabilities in regard to errors, warnings, etc. Also they
are focused on producing technical reports, but not in producing reports for dif-
ferent audiences: management, customers, etc.

But the most important deficiency is the lack of integration with Content Manage-
ments Systems. Only very small Web sites are produced now with any of the well-
known Web design tools, or are only used in the conception phase. Web portals are
produced with different teams, and content is aggregated via CMS. CMS are in most
cases based upon XML templates derived from some proprietary DTD or Schema,
which also demands from the tools the possibility to realize on the fly XSLT trans-
formation and aggregations to be able to evaluate accessibility issues.

4 imergo Architecture and Characteristics

Bearing in mind the limitations of existing tools, as described in the previous section,
we saw a gap where a new type of application could be developed to adequately sup-
port accessibility and standards compliance. It was also a key issue that the underly-
ing architecture could adapt itself to different development environments. The appli-
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Fig. 1. imergo Graphical User Interface: configuration options.

cation is designed to provide three interfaces: a command-line interface, a Web Ser-
vices interface, and a multiplatform GUI interface. It is obvious that for the type of
application we mainly targeted, batch processing was the more important issue, com-
bined with powerful post-processing of results.

The architecture of the suite includes:

An XML-database back-end compatible with any XML:DB2-compliant com-
mercial or Open Source database.
A localizable interface, implemented via a flexible and accessible Java [7] GUI
framework. The localization includes the reporting system as well.
A powerful multi-threaded and configurable crawler able to process many dif-
ferent document types (including authentication and proxy support).
A flexible reporting and project management system, targeting different audi-
ences: Web developers, management, etc.

2 http://www.xmldb.org/
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Fig. 2. imergo Graphical User Interface.

imergo offers as well a flexible and customizable definition of validation rules,
both for accessibility and document validation (standards compliance). To our knowl-
edge, imergo is the only tool in the market supporting pure SGML/HTML, as well as
XML, validation of complete Internet portals (including XHTML, XML, XSLT,
XLink, and any other XML application). From the accessibility standpoint, it offers
off-the-shelf support for:
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Web Content Accessibility Guidelines l.0.3

Section 508.4

German Accessibility decree.5

Initial benchmarking comparisons with other known tools in the market, demon-
strated a superior performance in:

Number of documents found, stored and checked.
Reliability and speed for big Internet portals.
Number of checkpoint items identified and implemented.
Monitoring capabilities and project management.

5 Conclusions and Future Work

imergo has been successfully tested in the last year with several big portals in Ger-
many in both the public and the private sector. It has helped to the Internet providers
that use it to establish realistic monitoring procedures in combination with Quality
Assurance methods to deploy accessible solutions within their Internet presence. Of
course, this tool is a complement to expert evaluation and it is never intended to re-
place manual checks, but to support the experts in their tasks by offering a single tool
with different solutions integrated.

We want also to highlight that this tool is not intended for certification purposes, as
it is totally unrealistic to pretend that huge Web sites (in the order of several tens of
thousands of pages) can be absolutely accessible. In the authors’ opinion, certification
is being preached by people lacking the technical awareness about the complexity of
the technical processes involved in the development of Web applications with con-
tinuously updated content. However, adequate tools can support industry efforts to
implement reliable Quality Assurance methods and help to make the Internet more
accessible to all.

The tool is being further enhanced with several new functionalities that include dif-
ferent WYSIWYG views of analysis, support for manual tests, and in-site analysis of
DOM structures via statistical methods to identify issues like navigation consistency,
etc.
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Abstract. How can you be sure that your website complies with the W3C
guidelines. Research shows that many websites use the W3C Accessibility
logo’s on their site. Research has also shown that most of the sites that use the
logo’s do not comply with the guidelines at all. Because there is no control over
the quality of the logo except by the public and the evaluation and interpretation
of the checkpoints leave space for discussion, the Netherlands government to-
gether with stakeholder organisation and companies have set up a transparant
evaluation scheme and a controlled conformance logo. This paper describes the
project and the results of the feasability study.

1 Introduction

In many countries, web accessibility and building accessible websites is not manda-
tory. However, many organizations and web designers make an intentional effort to
aim for accessibility. The final results are not always checked according to the Web
Content Accessibility Guidelines (WCAG) of the W3C and an increasing number of
websites prove to be non-compliant. The same situation occurs more or less in coun-
tries where accessibility is mandatory. Because of the multi interpretable nature of the
first generation guidelines (WCAG1.0) it is not so easy to objectively evaluate com-
pliance without adding extra objective and measurable criteria. This problem will be
solved by the guidelines Working Group in the next version by providing clear crite-
ria. The Euroaccessibility project that combines the experience of more than 24
members in 12 countries will be setting up a European scheme for evaluation and
certification that is based on a clarification of the criteria and best-practice in all the
countries. The organisation and scheme used in this European project is based largely
on the project described in this paper.

Many organizations ask for a way to ensure that their websites comply with the
guidelines. Many websites use the W3C Accessibility logo’s on their site. Research
has shown that most of the sites that use the logo’s do not comply with the guidelines
at all. Because there is no control over the quality of the logo except by the public and
the evaluation and interpretation of the checkpoints leave space for discussion, the
Netherlands government together with stakeholder organisation and companies have
expressed the need for a transparant evaluation scheme and for a controlled confor-
mance logo. Based on research and experience from the Design4all Evaluation and

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 317–322, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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the Dutch Drempels Weg-project, it appears that organizations, when it comes to a
quality mark, are in need of:

External testing of the website for accessibility;
Accordance with international law and regulations. This means access to and
anticipation on developments in the US and Europe;
A way of showing that they have delivered an accessible website, which meets a
certified quality mark that is also recognized by the government;
Development of objective measurable criteria;
Regular inspection of the website in order to see if it is still in accordance with
the quality mark, and additional rights and obligations.

The Drempelvrij project (Barrier Free) is developing a Quality Mark based on
these needs together with all stakeholders in the Netherlands. The project has devel-
oped objective measurable criteria for web content accessibility, which can be used to
review websites. The criteria are in full accordance with the Web Content Accessibil-
ity Guidelines priority 1 (16 checkpoints) and can be used for evaluation and valida-
tion of website accessibility.

The results of the project are used as input into the new W3C guidelines and the
EuroAccessibility project. Websites that comply with the criteria are allowed to use
the quality mark that is controlled by the project.

The project is funded by the Dutch government. The project results will be avail-
able to other countries directly and through EuroAccessibility and the EDeAN net-
work.

This paper first describes the work done in the feasability study and then the de-
velopment of a clarification of the web accessibility guidelines with evalution criteria.
This clarification is a prerequisite for a quality mark and for objective evaluation
results.

2 Feasability Study

In the exploring phase, a feasibility study has been carried out on the social support
for a quality mark regulation.

In order to involve experts and other parties concerned, from the very beginning, a
supervisory committee has been formed. After a short presentation of the supervisory
committee we will discuss the feasability study.

2.1 Supervisory Committee

The supervisory committee is constructed in such a manner that all interested parties
(stakeholders) are involved from the very first beginning. Participation in the supervi-
sory committee is guaranteed on the basis of expertise of the parties. For the time
being, the following parties take a seat in the supervisory committee: The Bartimeus
Accessibility Foundation (www.accessibility.nl); Nederland~ICT (FENIT); De Ned-
erlandse Thuiswinkel Organisatie (the Dutch home shopping organisation); VNO-
NCW (Confederation of Netherlands Industry and Employers), also on behalf of
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SMEs; Advies.overheid.nl; Ministry of the Interior and Kingdom Relations; Ministry
of Health, Welfare and Sport; Dutch Council of the Chronically Ill and the Disabled
(CG-Raad); Federation of organisations of people with intellectual disabilities and
their parents (FvO); Federation for the Interests of the Visually Impaired and the
Blind; Seniorweb; National Accessibility Agency (LBT).

2.2 Feasability Study

The feasibility of the quality mark regulation depends on a minimum of two ele-
ments. First of all there should be a market for a quality mark regulation. This means
that a sufficient number of organizations should take an interest in applying and using
the quality mark. Moreover, these organizations should be willing to pay for the qual-
ity mark.

Secondly the regulation needs a broad social support in order to have a distinctive
effect on the market. Both aspects have been tested.

The feasibility study revolves around four central aspects of quality mark regula-
tion:

Demands of the market;
Expectations of parties concerned;
Affordability;
Initiation by the government (subsidy and to make it mandatory).

The potential scale of acceptance of the quality regulation in the market has been
registered by interviewing several relevant parties. In total 10 interviews where con-
ducted. When selecting stakeholders for the interviews, care was taken to ensure that
potential certificate holders from the private and public sectors on the one hand and
Internet users with disabilities on the other were represented to an equal extent.

First of all, interviews have been held with (multi) national organizations to check
if the quality mark can count on acceptance by a substantial group of organizations.
Also by interviewing, an inventory of expectations and wishes has been drawn up to
establish how much support and approval the quality mark can rely upon from the
side of interest groups and parties concerned. Also the possible acceptation of the
quality mark regulation among local and central authorities has been tested.

Finally, by way of an extensive digital survey all stakeholders have been involved
in the feasibility study.

The digital survey was brought to the attention of about 1,355 potential certificate
holders through the cooperation of the stakeholder organisations. Additionally when
selecting stakeholders for the digital survey, care was taken to include representatives
of consumer organisations, web builders and government agencies. Several different
representative organisations of each group of interested parties were asked to cooper-
ate by circulating the link to the digital survey amongst their members.

Consumer organisations: 115
Web builders and Internet providers: 491
Government agencies: 73
Others: 676
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2.3 Results of the Feasability Study

The full report can be ordered on the website of http://www.accessibility.nl. On the
basis of the findings from the interviews with the representative organisations and the
results of the digital survey among website providers, the following can be con-
cluded:

1.

2.

3.

There is broad social support for the development of a quality mark, as the in-
terviews reveal that the organisations representing the business sector, the pub-
lic sector and people with disabilities all want to support the development and
implementation of the quality mark. Most of the respondents in the digital sur-
vey indicated that they are willing to make their own websites accessible and to
have them monitored in order to obtain the quality mark.
The willingness of the people concerned to contribute to the development of the
quality mark has different motives dictated by their specific interests. The inter-
views reveal that, depending on the position of the people concerned, these in-
terests may relate to product development, market potential, image improve-
ment, pressure from interest organisations and taking social responsibility.
The digital survey did not reveal a lack of willingness on the part of potential
certificate holders to obtain the quality mark, as a large number of respondents
indicated that they:

are aware of the problem of digital accessibility;
need more objective and verifiable criteria;
want to realise or improve the accessibility of their own websites;
want the accessibility of their own websites to be checked;
want to draw web builders’ attention to digital accessibility;
ask their web builders to build digitally accessible sites.

4.

5.

6.

Despite their willingness to obtain the quality mark, the digital survey reveals
that many of the respondents are not willing to pay much for monitoring. They
are willing to invest in digital accessibility if the emphasis is not on the monitor-
ing but on actually improving the website.
The study reveals that the majority of people involved in the study find the
quality mark a suitable method of achieving digital accessibility. Furthermore,
the following preconditions were expressly given with regard to the decision as
to whether to introduce the quality mark:

The quality requirements must be market-oriented and easy to apply;
The quality requirements must be reasonable in terms of preserving the lay-
out, the functionality and the flexibility of a website;
The quality requirements should not stand in the way of the technological
development of a website;
Monitoring costs should be set at an acceptable level;
The credibility of the scheme must be guaranteed.

It has emerged that the parties involved need a number of supporting activities
that also reinforce the quality mark and improve digital accessibility in general.
The suggestions for parallel activities from the parties involved are developing
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7.

8.

9.

the knowledge needed to create digitally accessible websites, providing support-
ing resources for the quality requirements, such as a manual, providing standard
contracts which include requirements for digital accessibility, development of
tools and more.
Potential certificate holders would derive value-added from the quality mark
mainly in that it reinforces the image of the website holder and identifies the
fact that it is accessible to people with disabilities. The digital survey reveals
that these aspects were the most important reasons for the respondents rating the
quality mark positively. The interviews with representative organisations in the
public sector reveal that a positive assessment of the quality mark is mainly
based on taking social responsibility and on aspects of image. To business sec-
tor interest organisations, the commercial impetus is the most important aspect,
and image and the differentiating role are of secondary importance.
The interviews reveal that website providers find that there should be no formal
obligation to obtain the quality mark. Providers in both the private sector and
the public sector expressly indicate that they would prefer the quality mark to be
voluntary. Conversely, representatives of Internet users with disabilities have
indicated that they would prefer the quality mark to be obligatory for govern-
ment agencies and businesses with an important social function.
The study reveals that awareness of the problem of digital accessibility posi-
tively influences the willingness to pay for obtaining an accessible site and a
quality mark. Most of the organisations interviewed pointed out the importance
of communication by providing information on the subject and giving examples
of digital accessibility.

3 Developing Objective Evaluation Criteria

The development of the criteria follows the W3C Web Content Accessibility Guide-
lines. Starting point is the priority 1 checkpoints (16 checkpoints) of the current
WCAG1.0. Research has enabled the translation of this document into a normative
document by adding objective measurable criteria and points of verification, with a
major and minor non-conformance level caesura. Additionally, a digital tool is manu-
factured to help people perform a multi-step tool assisted manual evaluation of a
website following the normative document.

Also research has been done to find out which regulations, issuing of rules and
lawmaking rules by the authorities stipulate the draft of the quality mark as well as
the testing criteria. An example is the legislation on accessibility in the UK, the Neth-
erlands and Germany. In order to do so research has been done into similar quality
mark regulations from other (international) authorities. Both researches lead to an
accurate determination of the institutional framework and policy plans.

To develop the quality mark a committee was installed. In this committee ICT-
companies, social organizations, central and local bodies and consumer organizations
participate. Based on the W3C Web Content Accessibility Guidelines, the committee
has, in an iterative process, determined the testing criteria according to a jointly ar-
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ranged procedure leading to a quality mark regulation that meets all legal demands
and conditions on a national, European and international level. This should result in
the validation of the regulation. The current normative accessibility evaluation docu-
ment can be downloaded from the Accessibility.nl website.

4 More Information

More information about the Quality Mark project can be found on the following web-
sites and pages:

http://www.accessibility.nl
Dutch site about accessibility. The documents produced in the Quality Mark project
can be found in English:

http://www.accessibility.nl/en/qualitymark/
On this page you can order a copy of the feasability study including detailed results.

http://www.accessibility.nl/en/qualitymark/normdoc.php
Last version of the normative document for the Quality Mark. Also available as a
Word document.

http://www.design4all.org
Website of the design4all evaluation (also available in English) and of the Quality
Mark when ready. The site offers ongoing evaluation of a website.

www.euroaccessibility.org
The home of the EuroAccessibility consortium. This is an open consortium that fo-
cuses on a common European evaluation methodology and a certification scheme.

http://www.gebruikersonderzoek.nl
Dutch website where organisations can find user testing and user supported evalua-
tion protocols that have been specially designed for testing websites with people with
disabilities by the University of Twente, the Accessibility Foundation and other
stakeholders.

http://www.drempelsweg.nl
The website of the Drempels Weg Project. A project funded by the Dutch govern-
ment that aims to help more people with disabilities on the internet and make the
internet more accessible. The project produced a scheme for the ongoing monitoring
of websites and also a Logo that is protected. This scheme is placed on a seperate
website www.design4all.org.

Brochure about the Accessibility guidelines (‘access all WWW areas’)
A special brochure has been produced that explains the guidelines, the rationale be-
hind them, gives examples of accessible code and helps evaluate a website. The bro-
chure is primarily intended for designers and builders of websites.

Brochure about Accessibility for policy makers
A brochure focusing on policy makers to help them understand about accessibility
and make them aware of the businesscase, the policy implications, the ease of imple-
mentation and the way to test the results.
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Abstract. Providing an accessible Web presence is often regarded as
an ethical or social obligation. Profit-oriented enterprises in particular
tend to interpret the implementation of “barrier-free” access to their
websites as a cost-intensive technological gimmick rather than as a busi-
ness opportunity. This paper provides systematic insight into the cost
and benefit drivers that might determine a purely rational management
decision on Web presence that takes accessibility into consideration. The
relative price for one percentage point of audience increase (“reach”)
combines cost-benefit aspects, and provides the basis for a quantitative,
scenario-based, general approach that reveals possible savings for enter-
prises of various sizes under differing cost assumptions and provides a
viable, easy-to-use framework for individual use cases.

1 Introduction

“The Web has become a commodity that everyone has to have and everyone
needs to use because it is built upon the most important commodity of the net
millennium: information.” [15]. The issue of full Web accessibility to this most
important of commodities has become a controversial subject on which a wide
spectrum of differing notions exist. However, there is still only limited awareness
of those people who are excluded from this important source of information and
means of communication. In this context, “full access” refers to Web content
that is made available to all users, whatever user agent they are using (e.g.,
desktop browser, voice browser, mobile phone) or constraints they may be oper-
ating under (e.g., noisy surroundings, under- or over-illuminated rooms, or in a
hands-free environment) ([21], p. 5). Reducing the issue of accessibility to a mat-
ter of assistive technology is a widely held approach that is nevertheless both
misleading and hampering – in fact, accessibility is a question of appropriate
compliance to Web design basics [18].

Given the large pent-up demand represented by the large size of this group
of deprived persons, the number of websites truly providing full access to the
Web appears almost diminutive at this time. The discrepancy between demand
and supply is even more obvious, considering that nearly half of all European
enterprises (46%) already operated a corporate website in 2000. However, a
notable gap exists between large companies on the one hand and small and
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medium-sized enterprises (SME) on the other: 80 % of the large companies are
present on the Web, compared to only 44% of SME’s ([5], p. 2). By 2002, 55%
of all companies had created a presence on the Web ([14],p. 1). These trends
imply that a large percentage of companies will launch their own website in
the near future. They, together with those companies pondering a relaunch of
their existing website, will thus have to consider the accessibility issue on the
basis of cost-benefit criteria. The fact that most cost-benefit-factors are difficult,
if not impossible, to quantify represents an important barrier hampering the
implementation of accessible websites.

The lack of fully-accessible websites is largely attributable to ill-considered
cost considerations and to a widespread unawareness of the beneficial conse-
quences of providing such access [4,12]. Therefore, this paper outlines the bene-
fits of integrating accessibility into the website design process and identifies the
determining cost factors involved. As the size of an enterprise usually determines
the Web design costs, we provide a rough estimate for the dimension of these
costs based on expert statements for each category of enterprise size. We evaluate
three different cost scenarios (facile, normal, and complex) for five different sizes
of enterprises (from micro to very large) to reflect the rough market-potential
and the fact that the approach presented is meant to serve as a general method
applicable to individual sectors. The scheme presented in this paper is based on a
comparison of classic costs for advertising in print media and the expected gains
realized by increasing the number of potential customers reached. Combining
a classic yardstick (“reach”) with the estimated costs for an accessible website
provides an application-independent measurement of the economic impact for
an enterprise.

Section 2 provides an insight into the beneficial business impacts of Web
accessibility (such as corporate image), highlights the risks involved in ignoring
customers with special needs (such as legal liabilities), and addresses the dynamic
developments expected in the future. Section 3 defines categories for enterprises
and website costs and develops a quantitative framework. Section 4 provides
concluding remarks as well as an outlook on future work.

2 Impacts and Benefits of Web Accessibility

2.1 Image

The increasing relevance and public awareness of accessibility-related issues
might have significant impacts on a company’s reputation. Non-conformance
may result in a negative media attention, unfavorable publicity, or a potential
loss of business. Considering that a major motivation for Web presence lies in
improving the corporate identity and reputation ([11], p. 9), it may turn out to
be highly contradictory if the website does not conform to accessibility require-
ments. In contrast, accessible websites provide brand enhancement, increased
goodwill and positive public perception to an ever growing extent. Analogous
to the legal aspects, the repercussions to image issues are highly case-dependent
and therefore go beyond the scope of this paper.
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2.2 Legal Liability

A higher legal exposure due to national and international laws and regulations
must be taken into account to a greater extent when operating a website that is
not fully accessible: lawsuits and litigation expenses, fines, and penalties are more
likely to accrue over time [19, 17]. Very few legal cases concerning Web accessibil-
ity exist, and in most cases, the parties agreed on a settlement; ‘NFB (National
Federation of the Blind) v. AOL (America Online, Inc)’ provides a useful ex-
ample. On the other hand, the case ‘Maguire v. SOCOG’ (Sydney Organizing
Committee for the Olympic Games), in which SOCOG was fined A$20,000, is
often quoted as a precedent for cases worldwide. The potential occurrence of
such losses and the associated risk should also be part of the decision-making
process. As there is not enough evidence to provide a sound basis for a general
estimation, only a case-specific risk analysis would provide some indicators of
the associated costs; therefore, this factor is omitted in the basic application-
independent approach.

2.3 Audience

One of the most frequently mentioned reasons for considering accessibility lies in
increasing the website’s potential audience size, as accessible websites accommo-
date a wider range of users in a wider range of access conditions [19]. These new
potential customers consist of disabled people, senior citizens, and users with
reduced bandwidth or technically obsolete devices, as well as people with situ-
ational constraints (e.g., hands-free environment) or using different user agents
(e.g., mobile phone or PDA).

The share of the general population with disabilities has always been viewed
as a niche market, but about 15 % of the EU-population in the age group 16
to 64 years have a disability ([10], p. 8). Additionally, 20 % of the population in
Europe presently consists of people older than 60, who are far more likely to have
reduced physical abilities (e.g., arthritis, visual impairments etc.) that hamper
Web access or make it even impossible. Although the older generation represents
about 20 % of the population, only 5 % of marketing budgets are spent on them
on the average [6]. This fact neglects that the actual and future senior citizens
have an above-average living standard and dispose over an income higher than
that of the younger generation (cf. [6]).

Because of the barriers to accessing the Web, people with disabilities and
elderly are under-represented among Internet users: recent studies state that
about 30% [13] of disabled and 20% ([9], p. 24) of the generation 55+ use the
Internet, compared to the 53 % of the total EU-population ([9], p. 25).

Most companies underestimate the potential sales growth that this develop-
ment implies. Sales are rising either in a direct (i. e., through Internet sales) or
an indirect way (i. e., where customers just pick information before purchasing
via conventional ways in a shop) [2].
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2.4 Time Dynamics

Because all of these effects are not static, one might have also to analyze their
development over time. These days, the initial costs of creating an accessible web-
site are higher than those incurred in creating a standard, but non-compliant
website. Cost reduction is the motivation for profit-oriented enterprises to use
appropriate standard markup language, content management systems or style
sheets, when creating a new website. As these measures greatly support accessi-
bility as a side effect, they promote the spread of accessible sites, leading the cost
gap between conventional and accessible websites to be leveled out. Over time,
the regulative authorities throughout the world will have enacted stricter laws
and regulations that require websites to be fully accessible. As a consequence,
lawsuits and the degree of penalties are likely to increase. Furthermore, at the
moment there is less awareness in Europe than in the USA concerning on acces-
sibility [3]. The image loss or gain will change as the consciousness of this subject
matter rises. The demographic development will be characterized by declining
birth rates and rising life expectancy. The fastest growing demographic segment
in Europe includes people over the age of 50. By the year 2050 it is expected
that the relative ratio of people over 60 increases from 20 % to over 37 % within
the European Union [20].

3 A Scenario-Based Cost-Benefit Approach

In the following section, we first develop a pure cost approach that makes it
possible to estimate the additional costs incurred by creating an accessible Web
presence. An enhanced approach integrates benefits by estimating the size of the
additional audience that can be addressed through an accessible Web presence.

3.1 Cost Analysis

The choice of business scenarios for a generally applicable framework was driven
by the goal of keeping the approach relevant to all potential industries and
sectors. Therefore, five basic business scenarios provide the basic pattern for a
comparison of different approaches that focus on set-up costs for a Web presence.
We distinguish five categories of enterprises on the basis of their size (micro,
small, medium, large and very large (cf. [8])) as determined by their turnover
(0.2, 3, 25, 100, 400 million Euros (cf. [7], p. 11)).

Furthermore, we assume that accessibility is implemented during the initial
phase of designing a new website and therefore that an entirely new Web presence
and a complete relaunch are equivalent in terms of costs. Retrofitting an existing
site always involves higher relative additional costs, whose extent depends on a
variety of factors, including the size and complexity of the existent site and its
original coding. Initially, we compare the costs of designing an accessible website
from scratch with the costs incurred when accessibility is ignored. The mean
costs for such a standard website depend the enterprise’s size and are assumed



A Cost-Benefit Approach for Accessible Web Presence 327

to be 2,500, 10,000, 20,000, 40,000, or 150,000 Euros (cf. [1], p.7) in the case of
a micro, small, medium, large, or very large enterprise.

Because the topic of accessibility is relatively new, there are as yet no studies
reporting on the costs that may arise when a site is made accessible. Conse-
quently, experts have widely differing opinions, ranging from negligible additional
costs to extra costs of up to 25 % [4]. It can be assumed that a website’s degree
of complexity determines the design costs and, as a consequence, the relative
extra costs for providing full accessibility (e.g., a website with online-shopping
and associated payment functions is more complex and as such requires higher
relative additional costs than a plain static homepage).

Therefore, in order to calculate the resulting absolute total costs, the cost
scenarios distinguish between facile, normal and complex implementation, which
imply an estimated cost increase of 2 %, 10 %, and 25 %, respectively. To pro-
vide rough relative total costs these absolute values are placed in context of
the respective mean turnovers. Covering the whole spectrum of enterprise sizes
and various website complexities requires several simplifying assumptions: mean
turnover per size-category, mean website costs per size-category, and selected
representative ratios for the effort to implement full accessibility. Table 1 shows
the derived absolute total costs for accessible Web pages for each enterprise size
as well as the relative total costs, which depend on turnover.

Table 1 makes clear that the investment costs involved are relatively small in
relation to turnover (usually less than 0.5 % of an average size-specific turnover,
except for micro enterprises, for whom the relative cost might extend to 1.56%
due to the relatively low total turnover). For each cost-scenario, the ratio of the
costs relative to turnover for the accessible Web costs decreases as the size of
enterprise increases. While the total relative costs range from 0.04 % of turnover
for large firms to 1.56% for a micro enterprise, the actual cost increase incurred
by providing full accessibility is very small and varies between 0.3 % and 0.001 %
of turnover. Our general cost analysis reveals that the costs for accessible Web
presence are lower than commonly assumed (cf. [4]). Table 1 may be used as an
initial guide for decision-makers who are considering their first Web presence
or a relaunch of their existing website. For a specific application-case, a more
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detailed cost analysis based on the actual parameters needs to be performed in
a next step in order to provide the basis for a sound management decision.

3.2 A Cost-Benefit Approach

To provide a key figure that effectively combines the costs and benefits of ac-
cessibility, we introduce the yearly average costs for one single percentage point
of the so-called “reach”. This common marketing measure denotes the relative
ratio of persons that can be reached by a specific media (e. g., Web, print, tele-
vision). Associating the reach with the estimated absolute costs determined in
Section 3.1 provides the cost for one single percentage point of reach. This key
figure represents the relationship between the number of persons reached by a
certain website relative to the investment for this Web presence. Furthermore,
for accessible websites, this figure includes the costs adjusted by those factors
determined in the previous cost analysis. The increase in audience is estimated
based on statistics (cf. Section 2.3) as well as by relying on surveys, which es-
tablish that the consolidated number of disabled and seniors in the EU lies at
roughly 25% of the general public [16]. Given that the target audience of users
facing difficulties online lies at 10 % to 25 % of the general public and assuming
that only one-third of this potential audience is actually present on the Web [9,
13], one can identify three scenarios 7%, 12%, and 18% for the estimated low,
medium, and high increase in actual audience. Due to the lean and flexible design
of accessible websites, we further assume that the website’s operating time can
be extended by 30 %.

Table 2 shows the numerical evaluation of the entire set of nine outlined
scenarios. Each scenario combines the relevant additional costs for accessibility
(for each implementation type) with the potential audience-increase and presents
the possible relative savings based on the reach.

Given the outlined assumptions concerning augmentation of audience, web-
site costs, operating time, and the enterprises’ characteristics, the possible rel-
ative savings may vary between 12 % and 35 % of the website costs per reach
point. These global estimates are independent from the size of the enterprise and
from the business sectors. For a stop-or-go decision upon accessibility in a certain
context, Table 2 and the underlying approach will support the decision-maker by
providing basic aspects and some statistical material. Considering, that a recent
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study ([12], p. 13) establishes that 30 % of the responsible managers state that
accessible Web pages were not (yet) implemented for cost reasons and another
75 % state lack of information as the reason for their inaction, our approach
provides some of the missing information and substantiates that costs are likely
to be dominated by benefits.

4 Summary and Perspective

Web accessibility is a topic of increasing concern to organizations for a variety
of reasons, including financial, moral and legal considerations. This paper ad-
dresses major business aspects of the accessibility issue and discusses various
business advantages that can be achieved by adding accessibility to the web-
site development process: improving an enterprise’s public image, increasing the
number of potential customers, preventing litigation, conforming to laws and
regulations, and accruing cost savings. Because business executives require hard
facts to support them in making better decisions regarding the online channel,
this paper provides a framework for a cost analysis approach based on statistics.
A very general quantitative approach combines cost with benefits in terms of the
additional audience and potential customers that can be reached by providing
an accessible Web presence.

As such, a sector-independent approach can only provide rough values for
orientation; individual applications require that adaptations be performed and
case-specific constraints be taken into consideration. One possible direction for
future work would include case studies about real-world applications, which allow
a more detailed benefit view (e. g., websites with ordering function will immedi-
ately experience an increase in sales). Because the relevant legislation is relatively
new or not yet enacted, another direction of impact should use risk analysis to
analyze the effects of lawsuits and litigation costs. Similarly, the scope of image
loss and gain should be investigated, with market analyses of the impact of un-
favorable publicity, as well as of the business lost in the event that the needs of
persons requiring fully accessible websites are ignored. The result of our general
cost-benefit approach may be interpreted as an indicator that improving the ac-
cessibility of a website is an easy-to-attain, cost-effective business opportunity.
Not only is it a wise business decision to improve accessibility of a Web presence,
as the Internet as a whole is still growing, the information and communication
technology continues to progress and we, the consumers, are growing older.

References

1.

2.

Bundesministerium für Wirtschaft und Arbeit, Referat Kommunikation und In-
ternet (ed.): “Unternehmenspräsentation im Internet”. In: e-f@cts: Informationen
zum E-Business, Iss. 11. Berlin (2002)
Bundesministerium für Wirtschaft und Arbeit, Referat Kommunikation und In-
ternet (ed.): “E-Business im Handel 2003”. In: e-f@cts: Informationen zum E-
Business, Iss. 14. Berlin (2003)



330 V. Heerdt and C. Strauss

3.

4.
5.

6.

7.

8.

9.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

Chamberlain, H.: “Opening Doors to Information Technology – Section 508 of the
US Rehabilitation Act of 1973”. In: Miesenberger, K., Klaus, J., and Zagler, W.
(eds.): 8th International Conference on Computers Helping People with Special
Needs. LNCS, Vol. 2398, Springer, Berlin (2002) 686–691
Clark, J.: Building Accessible Websites. New Riders, Indianapolis (2002)
Deiss, R.: “E-commerce in Europe”. In: Statistics in focus, Theme 4, Vol. 12.
Luxembourg (2002)
Economist: “Over 60 and overlooked: Marketing to the old”. In: The Economist
(UK-edition), Vol. 364, No. 8285 (Aug 10th, 2002)
European Communities (ed.): “SMEs in Europe, including a first glance at EU
Candidate Countries”. In: Observatory of European SMEs 2002, No 2. Belgium
(2002).
European Commission (ed.): “SME Definition: Commission Recommendation of 06
May 2003 concerning the definition of micro, small and medium-sized enterprises”.
In: Official Journal of the European Union (OJ) L124 (2003).
European Commission (ed.): “Flash Eurobarometer 135 ‘Internet and the public
at large’”, (2002).
<http://europa.eu.int/comm/public_opinion/flash/fl135_ en.pdf>

European Commission, Eurostat (ed.): “Disability and social participation in Eu-
rope”. Theme 3. Luxembourg (2001)
IBM: “Internet- und E-Business-Einsatz im bundesdeutschen Mittelstand 2003”.
(2003).
<http://www-5.ibm.com/de/mittelstand/download/ebi_praesentation.pdf>

Icomedias and University of Graz: “Studie: Barrierefreies Internet in Österreich”.
Graz (2003). <http://icomedias.com/cms/dokumente/10003397/7306dba5/
studie_barrierefreiheit.pdf>

Lenhart, A.: “The ever shifting internet population: A new look at Internet access
and the digital divide”. In: PEW Internet & American Life Project. Washington
(2003). <http://www.pewinternet.org/reports/toc.asp?Report=88>
Ottens, M.: “Statistics on the information society in Europe”. In: Statistics in
focus, Theme 4, Vol. 38. Luxembourg (2003)
Paciello, M.G.: Web Accessibility for People With Disabilities. CMP Books,
Lawrence (2000)
Sandhu, J.: “Demography trends and issues”. In: Besson, R. (ed.): Proceedings of
the 5th COST 219 Conference on Trends in technologies for disabled and elderly.
Gummerus printing, Jyväskylä (1995)
Sierkowski, B.: “Achieving web accessibility”. In: Proceedings of the 30th annual
ACM SIGUCCS conference on User services. ACM Press, Providence (2002) 288–
291
Slatin, J.M., and Rush, S.: Maximum Accessibility: Making Your Web Site More
Usable for Everyone. Addison-Wesley, Boston (2002)
Thatcher, J., Bohman, P., Burks, M., Henry, S., Regan, B., Swierenga, S., Urban,
M., and Waddell, C.: Constructing Accessible Web Sites. Glasshaus, Birmingham
(2002)
United Nations, Population Division, Department of Economic and Social Affairs
(ed.): Population Ageing 2002. New York, USA (2002).
<http://www.un.org/esa/population/publications/ageing/Graph.pdf>

The Web Accessibility Initiative (WAI), W3C WAI Education and Outreach Work-
ing Group (EOWG): “Presenting the Case for Web Accessibility”.
<http://www.w3.org/WAI/EO/Drafts/bcase/Overview.html>



The Use of Current Content Management Systems
for Accessibility

Laura Burzagli, Marco Billi, Francesco Gabbanini, Paolo Graziani,
and Enrico Palchetti

Italian National Research Council Institute for Applied Physics “Nello Carrara”,
Via Panciatichi, 64 50127 Firenze, Italy

{L.Burzagli,M.Billi,F.Gabbanini,P.Graziani,E.Palchetti}

@ifac.cnr.it

http://www.ifac.cnr.it

Abstract. Accessibility tries to avoid introducing in web pages any kind of bar-
riers that might prevent their being understood by disabled users. Content Man-
agement Systems are a widespread class of products that enable the creation,
archiving and publishing of information on web. This paper discusses how to
relate accessibility with CMS, starting from some key functions of this family
of products. This requires analysing some aspects which are sometimes very
remote from a technological perspective, but closer and more related to the en-
vironment in which they are used. Many of them are suggested by experience,
and need to be correctly reformulated in order to be included in the life cycle of
a CMS.

1 Introduction: The Problem of Accessibility.
Theory and Practice

“Accessibility” is a key characteristic for modern web pages. This characteristic tries
to avoid the introduction in web pages of any kind of barriers that might prevent their
being understood by disabled users. In recent years, many countries have introduced
specific laws regarding the accessibility of electronic services.

In Italy, for example, a law called “Provisions to support the access to information
technologies for the disabled” has been adopted since the beginning of this year.

The problem has just been faced by the international community, and several sets
of guidelines have been created by W3C Web Accessibility Initiative [3]. The most
important ones are entitled”Web Content Accessibility Guidelines 1.0, W3C Recom-
mendation, 5 May 1999”, generally referred to with the acronym WCAG 1.0.

These guidelines represent a basic aspect in the design of accessible web pages.
In principle, writing an accessible web page should involve adopting only the

above cited guidelines when coding the page, using an appropriate language, such as
HTML or XHTML. For instance, the guidelines specify that a number of redundant
contents must be included, such as alternative text for images, and different and clear
browsing paths have to be offered to users. This implies an in-depth knowledge of
languages and of accessibility options. For example, if an author uses HTML 4, a set
of tags and options is made available to follow this low level approach, so that the
author can use these facilities when accessibility problems are to be considered during
the design process of a page.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 331–338, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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Experience has shown that this particular application of accessibility principles is
feasible only for web sites with a limited number of pages. In practice, when a com-
pany has to build and maintain a large web site, made up of hundreds of pages and the
contents of which change dynamically over time, a different kind of approach has to
be used. The adoption of particular instruments is necessary, such as Content Man-
agement System (CMS) that are able to support the creation, management and pub-
lishing of web information. Since CMS also include authoring tool functions, another
set of guidelines published by WAI is eligible for considering and improving their
accessibility: “Authoring Tool Accessibility Guidelines 1.0 W3C Recommendation 3
February 2000”.

In the next section, an overview of CMS will be presented. Next, the relations be-
tween CMS and accessibility will be discussed, starting not from technical require-
ments, but from some key functions that are common to most CMS.

2 An Overview of Content Management System (CMS)

A Content Management System makes it possible to create, archive, search, control
and publish information from within a flexible and integrated environment. A wide
variety of implementations is offered for this kind of product, the technical character-
istics of which are often very different, because they are developed for different mar-
ket sectors [1,2].

By means of the use of a CMS, the process of creating web pages basically consists
of manually entering their text or dynamically fitting their content into a pre-
formatted page template that has a predetermined layout.

The CMS then takes care of every aspect related to a graphical presentation of in-
formation to users. This provides a non technical way of creating web pages: knowl-
edge of HTML XHTML, or any other specific language, is not required, because,
with a CMS, users will seldom (if ever) have to code pages directly. Furthermore,
because a CMS automatically applies style and layout during publishing, another
benefit is that pages are consistent across the site and have a uniform appearance.

Now, how does the process of publishing web pages using a CMS relate to acces-
sibility?

Undoubtedly significant changes of perspective have to be adopted when facing
the problem of accessibility for CMS-generated pages, and this is what we will try to
clarify in the rest of this discussion.

3 CMS and Accessibility

Studying the relations between CMS and accessibility is not an easy task. Basically, at
least two different approaches could be followed.

The aim of the one is to develop totally new products, redesigning them while hav-
ing accessibility in mind, with a publishing engine that is capable of generating pages
that fully conform to a given set of accessibility guidelines. Of course this is a diffi-
cult task and considerable efforts in terms of human and financial resources are re-
quired in order to develop a new product.
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A less ambitious, but still very important, approach can be to study the process that
current CMS available on the market follow for generating pages and highlighting the
main points where possible difficulties related to accessibility could arise.

In this paper, we will mainly follow this second approach, i.e. the intelligent use of
already existing CMS. However this will lead us to locate a few aspects that could
possibly prove to be helpful during the design process of new-generation CMS.

This discussion will not focus on the different technical requirements of each prod-
uct, but, starting from a specific experience carried out by the authors as Public Ad-
ministration consultants, will try to identify certain key functions to be found in most
products, and to analyze if and how the correct use of each of these functions can
contribute to achieving accessibility in the final documents.

In other words, operating systems, databases, languages and hardware and software
requirements will not be dealt with, because these are not directly involved in acces-
sibility and, moreover, because a huge number of different CMS is available, all hav-
ing their own technical characteristics and software/hardware requirements.

To begin the discussion on CMS and accessibility, it is useful to focus on the fol-
lowing four main functions of a CMS.

3.1 Content Creation

Content creation includes all the functionalities required by authors to produce con-
tents using the CMS. For example, one of these functionalities could be the presence
of an integrated authoring environment with, perhaps, an editor with a visual
WYSIWYG interface.

This is a crucial point for accessibility, even if it is not the only one, as will be ex-
plained in the rest of the paper.

It must be clear that pages created with a visual editor will be accessible only if the
translation process from visual to mark up, which is performed by the editor itself,
complies with accessibility rules. Moreover, the editor must include the possibility of
specifying all elements and attributes relevant to accessibility, in particular those
related to alternative contents.

For example, when inserting an image, the editor must prompt or at least allow the
user to insert alternative text, without having to edit the source code for the page. This
is particularly important when the CMS stores page directly in a repository, because,
once entered, page sources can no longer be edited.

Another common situation is when editors allow entering a page directly coding its
source. An example of this situation may be experienced when using PostNuke CMS
[2].

If the author is not an accessibility expert, s/he could unintentionally introduce ac-
cessibility barriers into the page.

To avoid this, an additional step is necessary before the page is actually published,
i.e. validation of the page by means of a validation tool. This action avoids including
accessibility barriers in an otherwise accessibly-designed site.
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3.2 Content Management

In general, the content management phase does not directly concern accessibility,
because its function is only to store previously-entered contents in a common reposi-
tory.

However, it has been found that the integration process for documents coming
from external systems is often included in this step.

When a web site with hundreds of page is designed and maintained, since the
contents are generally distributed among several different systems, it may sometimes
be necessary to import pre-existing documents into the site.

From the perspective of accessibility, it is important to consider that importing
external documents without first checking them with validation software could
possibly introduce potential sources of inaccessibility.

This happens, for example, when an external page includes an image without an
alternative text or a link with a title that is anything but descriptive, such as “click
here”.

When the validation program returns a negative report, different strategies can be
adopted. The first one is to let the program automatically repair the page, if
technically possible.

Otherwise, users should be allowed to fix any accessibility problem reported by the
validation program. Of course, this requires users to have a good knowledge of the
markup language used to code pages and, also, of accessibility guidelines.

3.3 Publishing

During the publishing phase, the CMS takes the content stored in the repository and
automatically generates the final pages.

The first key feature of the publishing step is the use of page templates.
Templates completely characterize the overall structure of a web page. It is impor-

tant that they be designed according to accessibility requirements, because they will
act as a common container for anything that was entered in the CMS during the con-
tent creation step. If a template does not meet accessibility requirements, any attempt
at generating accessible documents will undoubtedly have no results.

If templates are well designed and the content creation process is strictly controlled
for accessibility, the web site produced by the CMS is likely to meet excellent acces-
sibility standards, and the problem of electronic barriers is solved, with good stability
and reliability over time.

If templates contain sources of inaccessibility, users will meet barriers when
browsing the page. For example, it is common to encounter templates structured so to
convey contents in a succession of deeply-nested tables, a situation that is discouraged
by accessibility guidelines.

In this case, accessibility problems arise from page structure rather than from the
specific information that it contains. But, again, the result will be that electronic ob-
stacles will prevent disabled users from accessing the page.

The publishing phase is also the time when page stylesheets are created to give the
page its final graphical appearance. For example, they take care of colors, font fami-
lies and font size, and, clearly, have an influence on accessibility.
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It is then particularly important that templates and stylesheets be designed by a
well-trained group of professional web designers (perhaps belonging to the company
that produces the CMS), who have some knowledge in the field of accessibility.

The best thing would be to have an expert in accessibility among them, in order to
also keep up with legal regulations that may well differ from country to country
throughout the world.

This is also important because templates and stylesheets are not likely to change
frequently over time, and CMS final users often have little or no control over them -
even if the possibility of customizing at least stylesheets would be a great bonus for a
CMS.

3.4 Documentation and Training

This phase includes various different aspects, such as training, documentation and
maintenance. At first sight, they might seem (and often are considered) completely
unrelated to accessibility, because the latter is considered to be connected only to
technical and implementation issues.

As with any other software product, good training should clearly be offered by the
producer in order to illustrate the various CMS features to users (in this case, content
creators). This point is even more important if the CMS has to produce pages that
conform to accessibility requirements.

In this case, the training process should include the fundamentals of accessibility,
in order to properly educate content creators, especially if the CMS lets them enter
pages directly code them in an appropriate markup language (see point 1). This does
not mean that authors need to become experts, but only that the training process will
clearly provide a few key principles of accessibility.

During this phase, different training paths should be set up by the CMS producer,
who should customize them to match the different needs that each role may have.
This concept will be clarified in section 5.

The same argument applies for documentation, which should contain a brief tuto-
rial on how to design accessible web pages.

4 Evaluation and Repair Instruments

An important factor that should act as a guideline in choosing or designing an acces-
sible CMS is the presence of an integrated evaluation and repair system.

Until now, complete and exhaustive automatic software to evaluate accessibility
has not yet been engineered. However, very good results can be achieved with the
correct use of special tools which are often offered as plug-ins in many web authoring
tools. A complete list of evaluation and repair instruments can be found on the WAI
web site at the following page: http://www.w3.org/WAI/ER/existingtools.html.
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5 Roles

The previous discussion was focused on the general key features of a CMS, as a soft-
ware product. Because a CMS is unquestionably a complex application, to completely
examine and judge carefully all the CMS-related accessibility issues, one has to criti-
cally observe what roles are involved during the process of choosing, setting up and
using a CMS.

It is useful to identify three roles: the customer, the contractor and the author.
1.

2.

3.

The customer is usually the person who requests the development of a web site
and defines the requirements of the final product.
The contractor, or the technological partner, is a person or a group of skilled
persons with an adequate technical background, who design and implement the
CMS.
The author is the person, or group, who introduces and updates information in
the web site. This group could itself be divided into subgroups in which authors
have different rights with respect to the introduction and editing of information.

Of course, this does not mean that it is always possible to identify three different
persons or groups, but that it is possible to identify three different main roles.

This scheme is convenient, because CMS are not yet capable of automatically pro-
ducing fully accessible web sites. It is important, therefore, to study what kind of
knowledge regarding accessibility each role must have, and what kind of interaction it
must have with the application in order to achieve the maximum level of accessibility
from existing CMS.

5.1 Contractor

The first actor, i.e. the contractor, is mainly active during the first phase of product
development. This is not a technical role and its main function is to decide what the
accessibility requirements should be. It is thus the starting point of the entire accessi-
bility process.

The contractor must be informed on the level of accessibility required for the prod-
uct, and so must have an adequate knowledge of this field.

Moreover, in some important sectors, such as the Public Administration, the con-
tractor must also follow a set of specific governmental regulations, and all the rele-
vant information must then be included in the contract.

For example, in Italy, all Public Administration web sites have to comply with the
Italian law about accessibility, and, thus, it is the contractor’s legal responsibility to
observe this law.

5.2 Technological Partner

In response to the contractor’s request, the technological partner has the task of im-
plementing a product with the appropriate requirements, or choosing and appropri-
ately customizing an existing product.

A technological partner may be part of the same company as the contractor (if it is
big enough and has the necessary skills), or from an external company.
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In any case, this partner is characterised by the highest level of technical skills
within the lifecycle of a CMS, because it is the responsible for translating the contrac-
tor’s requirements in technical terms.

With respect to the content creation process, when a new CMS is designed, this
partner must design and implement an editor to be used to enter contents in the CMS.

Otherwise, if an existing editor is adopted, it must clearly define how to use the
built-in editor. In any case, this aspect, with regard to all the remarks in section 3.1
should be considered.

This partner should also define how the author has to interact with the editor,
choose how much freedom to leave up to the author and, as a consequence of this, set
up all the appropriate controls. For example, an author might be left free to edit the
source code. In this case, however, a validator software must be included as a plug-in
in the editing module (see section 4).

In the content management phase, the technological partner has to design the inter-
action appropriately with external documents (see section 3.2).

This partner then has to face the problem of setting up templates in the publishing
phase (see section 3.3), by editing any existing ones or writing new ones from scratch.

This partner also has to train CMS users in accessibility, according to the strategies
adopted during the development phase. He has to produce the appropriate documenta-
tion.

This does not mean that a complete knowledge of accessibility must be provided,
but an exhaustive set of rules on how to use the CMS in order to get accessible web
pages must be made available.

5.3 Author

An author is responsible for entering contents, and does not take part in the develop-
ment of the CMS.

He must receive appropriate training in how to introduce and edit information, in
order to use the CMS correctly.

As pointed out before, this only requires that an author be aware of an exhaustive
set of rules on how to use the CMS in order to obtain accessible web pages.

6 Conclusions

To conclude, due to the complex nature of a CMS, dealing with accessibility requires
analysing certain aspects that, at times, are very remote from a technological perspec-
tive, but are closer and more related to the environment in which they are used.

Many of them are suggested by experience, and have to be correctly reformulated
in order to be included in the life cycle of a CMS.

Future developments might consist of giving a more accurate classification of
functions and roles, taking into account both new real-world experiences and new
products tested in the laboratory, but keeping in mind that the fundamental idea is to
translate a set of very general guidelines into an actual context and real world prac-
tice.
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By starting from the point of view that has been sketched in this discussion, it
could also be possible to develop new conceptual solutions for a more correct and
more effective use of CMS as regards accessibility.
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Abstract. Increasing proliferation of hand-held devices as well as the
need for delivering information to visually impaired persons have caused
the need for transcoding web information into documents that can be
delivered as audio. Web information is typically represented as HTML
(Hyper Text Mark-up Language) documents. Audio delivery of web doc-
uments is done using VoiceXML. Due to this difference in mark-up no-
tation, much of the web is inaccessible via audio. One way to solve this
accessibility problem is to automatically transcode HTML documents to
VoiceXML. In this paper, we describe such an automatic transcoder that
converts HTML into VoiceXML. The transcoder is compositional and is
realized in two phases: The parsing phase where the input HTML file is
converted to HTML node tree, and the semantic mapping phase where
each node in the HTML tree is compositionally mapped to its equivalent
VoiceXML node. Our transcoder is extensible in the sense that: (i) it
can be upgraded easily by users to accommodate modifications to and
extensions of HTML; (ii) it provides means for the user to modify the
translation logic while dealing with certain HTML tags. The translator
is being publicly distributed.

1 Introduction

The World Wide Web (WWW) has seen tremendous growth in the recent years
and has become the primary source of information all over the world. The major
drawback of the existing web infrastructure is that it requires users to visually
look at the information displayed. Thus it cannot be used in situations where
constant visual attention of the user is required, e.g., while driving an automobile.
In such situations, a good solution to interactively access documents on the web
is through audio and voice.

VoiceXML [10] is a standard mark-up language created by the VoiceXML
forum and the W3C consortium to make Internet content and information ac-
cessible via voice and audio. VoiceXML documents can be aurally browsed on a
desktop computer with microphone and speakers or over the phone. Just as a
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web browser renders HTML documents visually, a VoiceXML interpreter (or a
voice browser) renders VoiceXML documents aurally.

One solution to this accessibility problem is to maintain different versions of
the same web site that provides content: formatted in HTML for visual browsers
and in VoiceXML for voice browsers. From the web server’s perspective, main-
taining two versions of the same web site is labor intensive and expensive. Thus
the only effective option is to maintain the information in HTML format and
develop an application that automatically converts an HTML document on the
web to a VoiceXML document.

In this paper we report on the development of a transcoder that can auto-
matically translate HTML documents to VoiceXML documents on the fly. The
transcoder is extensible in that its behavior can be customized according to the
user’s preference. The user can influence the system’s behavior via a user inter-
face sheet. The user can also adapt the transcoder to handle new tags that may
get added to HTML in the future.

The World Wide Web Consortium (W3C) has developed an official XML
transformation language, XSLT (XSL Transformations) [1], for the purpose of
facilitating transforming documents from one XML format to another. One could
argue that XSLT would be the easy and natural choice for building HTML to
VoiceXML transcoder. However, recent research [2,3] has highlighted XSLT’s
drawbacks in handling the task of generic HTML to VoiceXML transcoding.
These drawbacks include XSLT’s poor syntax (XSLT programs are so verbose
that they become unreadable, even for simple XMLs), lack of facilities for “nuts
and bolts” programming [2], its poor interface with other languages, and the
difficulty in transforming XSLT documents themselves.

2 Related Work

VoiceXML is a relatively recent phenomenon, and its popularity for aural nav-
igation of the web has still not caught on (primarily due to the lack of the
number of documents available in VoiceXML as well as the fact that it is still a
new technology). Telecom companies, however, have widely adopted it and have
developed numerous applications (especially for automated call handling) that
make use of VoiceXML.

Currently, computer screens and the web are auralized through software ap-
plications called screen readers. Screen readers [4], such as Jaws for Windows,
Windoweyes, and Webspeak [7], capture the text present in a web page and em-
ploy speech synthesis technologies to speak this information to the user. They
only capture the plain text from HTML pages and ignore the structural informa-
tion provided by the tags. Moreover screen readers do not provide the interactive
features present in current HTML or VoiceXML pages. James [8] proposed a
framework for designing audio interfaces to HTML documents termed Auditory
HTML access system or the ‘AHA’. However, his system is basically an improved
screen reader.
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Goose et al. [6] proposed an approach for converting HTML to VoXML.
VoXML is very similar to VoiceXML and requires an audio browser that is
capable of processing VoXML tags and reading out the information contained
in VoXML marked-up web page. Since VoXML is a primitive language, current
application vendors do not support VoXML or its tags.

Gupta et al. [5] have proposed an approach for translating HTML to
VoiceXML. Their approach is based on denotational semantics and logic pro-
gramming. Even though, the methodology is efficient, it handles only a subset
of HTML tags. Our work can be considered as an extension of the approach
outlined in [5]. Moreover the translator, developed for a small subset of HTML,
is not extensible.

In the rest of this paper we give an overview of the transcoder and its imple-
mentation. A more detailed exposition can be found in [9].

3 System Model and Architecture

The transcoder has the following components: (i) the lexical scanner, (ii) the
parser, (iii) the semantic mapper, and the (iv) interface sheet manger.

The transcoder developed by our approach has two phases: a parsing phase
and a translation phase. In the first phase, the input HTML file is parsed and
its HTML node tree (similar to a parse tree) obtained. In the second phase, this
node tree is passed as input to the semantic translator, which runs a recursive
translation algorithm and produces the corresponding VoiceXML file as output.

A prominent component of our transcoder is the Interface sheet. It is used
as an instruction medium between the system and the user. The model of the
Interface sheet is shown in Fig. 1

The Interface sheet is divided into two
blocks: the component block and the the
tag block. By providing instructions in the
attributes and output text section, the
user can instruct the system as to how
to treat the corresponding components.
That is, the user can specify the values
of various VoiceXML and voice browser
attributes such as the duration of silence
(which indicates end of verbal input), du-
ration of time allowed for speaking text
that is recorded (similar to a text box in
HTML), etc. In the tag block the user can
(optionally) specify how certain tags are
to be handled. The interface sheet is developed in such way as to allow the def-
initions for new tags that may get added to HTML in the future. Thus, when a
new tag is added to HTML at a later date, the user simply has to include that
tag in the interface sheet, and specify the corresponding VoiceXML action/tags.
The transcoder will be subsequently able to translate HTML documents marked
up with new tags.

Fig. 1. Structure of Interface Sheet
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The main component of the transcoder is the HTML to VoiceXML core
semantic converter. This component contains the transformation logic that needs
to be applied to each and every HTML tag. The core converter uses two tables
for data storage, the internal data sheet and the external user interface sheet.
The internal data sheet contains a list of HTML tags and the corresponding
VoiceXML tags which involves complex transformation logic to be applied before
obtaining the VoiceXML output. The data contained in this sheet is not provided
for the interaction of users, thus these set of HTML tags gets transferred in a
standard manner. The external user interface sheet contains HTML tags which
are used for text display or appearance of the web-page, etc. These tags adds
more value to the web-page only when they are viewed visually. These tags
cannot be transferred to audio in a way that would make sense or improve
document understanding.
Fig. 1 shows part of an interface sheet. It states that the <blockquote> in the
input HTML file will be substituted with the audio comment “Starting of the
phrase that is quoted from elsewhere”. If the user wishes to change to some
other statement, s/he simply has to update the sheet with that statement. The
core converter produces VoiceXML statement for every HTML node by referring
either to the internal data sheet or to the external user interface sheet.

The transcoder developed by our methodology is capable of converting any
HTML file to corresponding VoiceXML file, however it has some limitations and
restrictions.

The input HTML file should be a well formed document, in the sense, ev-
ery opening tag should have a corresponding closing tag. If a closing tag is
missing, then the documents has to be preprocessed to automatically insert
this missing closing tag (this is accomplished by another module available
as freeware called HTML tidy).
The input file should be error free (i.e., a file which can be viewed through
a desktop browser without errors).
The input file should not have any tags that are not defined in HTML 4.0.
When HTML files are viewed through certain browsers, the browser inserts
many special tags which may not be found in the HTML specification. How-
ever, these tags can be removed by performing some pre-processor operations
on the input file. Alternatively, the corresponding VoiceXML actions/tags
for such HTML tags should be added in the Interface sheet.

4 Transcoder Logic

4.1 Parsing Phase

In order to convert any file from one format to another, its syntactic structure
has to be understood. The HTML file’s structure should be captured by a node
tree and then it has to be transfered by identifying the subtrees. The structure
of an HTML file can be obtained by parsing the HTML file and obtaining the
parse tree in an hierarchical node form. In our application, the HTML parsing
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is done with the help of wise-system’s web-wise package. Web-wise is an HTML
template parser which takes in an HTML file and outputs a HTML node tree.
An node tree is a tree type data structure of ‘HTML nodes’. Each node abstracts
an HTML tag. Each of the nodes can have sub-tags and this goes on recursively.
The basic structure of a HTML file would start with a root <html> tag having
children <head> and <body>

4.2 Translation Phase

The second phase of the system
does the actual translation. In the
translation phase, the output of
the parser – the input HTML
file’s node tree – is traversed in a
“left to right depth-first manner”
and the corresponding VoiceXML
is produced for every visited node.
The translation of HTML node to
VoiceXML node is not straight-
forward because the structures of
HTML and VoiceXML are en-
tirely different. Browsing a web-
page visually differs remarkably
when compared to browsing in an
audio-only environment. Thus even
though a rich multimedia presenta-
tion of a web-page cannot be given,
our method tries the best possible
ways to make the user comfortable
with the environment.

The root node of the input
HTML node tree is passed to the
translation processor. The transla-
tor performs the initial actions that
need to be done for the particular
HTML node. The initial action may involve producing a VoiceXML tag or set-
ting/resetting of some flags etc. Then the first child of the node is obtained, and
is passed to the transcoding processor recursively. If there are no more children
nodes then this node is processed, and the final actions are performed. The final
actions may be a set of similar actions as the initial action. Then the recursive
invoking ends and the control is returned to the parent caller. If the root node
does not have any children to process, then the final actions for the root node
is performed and the final VoiceXML output file is obtained. Then this file is
passed to a VoiceXML syntax checker. This may be any VoiceXML compiler like
tellme, heyanita, etc. The resulting file is the syntax-free VoiceXML equivalent
of the input HTML.

Fig. 2. HTML Parser - Example conversion
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4.3 Translation Issues

There are a few basic issues that need to be addressed while converting a HTML
file into a VoiceXML file. They are:

1.

2.

3.

4.

5.

The transcoder assumes that every open tag (e.g., <form>) would have a
corresponding close tag (e.g., </form>). This assumption is very crucial
since we would set some flags on the occurrence of some of the open tags
and similarly reset the same flags while encountering the close tag.
Interacting with a voice browser is not as simple as interacting with a visual
browser. Let’s assume a user is filling a form which contains many input
fields. In the case of a visual browser, he/she can see all the fields at the same
time. Thus he/she can check his/her inputs manually before submitting it
to the server. But in the case of a voice browser, since the commands are
spoken sequentially, it is very difficult to keep track or remember the already
filled-in inputs. Thus it becomes necessary that the user’s consent has to be
obtained before submitting the input items.
Since VoiceXML is a derivative of XML, it inherits the nature of being highly
structured. Thus, the position of every node or tag in VoiceXML is restricted
by a set of possible parents and a set of possible children. So even though a
VoiceXML node can be formed with correct syntax, the compiler may throw
an error if the node’s location (parent or child) is wrong. For example the
VoiceXML statement

is syntactically correct but the compiler will throw an error if it is used in
the following manner

The ‘<prompt>...</prompt>’ can appear only within a field or a block,
since it is not a child of the ‘<form>’ element.
While translating HTML to VoiceXML, in most cases it may so happen that
either one HTML tag has to be replaced by two VoiceXML tags or, two
HTML tags will map to the same VoiceXML tag. Hence, the translator logic
has to be designed in such a way that these features are realized.
For example, ‘<h1>’ has to be translated to ‘< prompt> <emp>’, since
‘<prompt>’ is for speaking and ‘<emp>’ is for stressing the words.
Lastly, it is important to note that every VoiceXML input needs a valid
grammar to cross-check against the provided input. In HTML, a text-box
input can be defined to accept any text within a limited size, but that cannot
be done using VoiceXML. Every input has to have a valid grammar.

4.4 Translator Logic

The Translator logic contains the methodology for converting all HTML tags
into their VoiceXML counterparts. In this section, we discuss the manner in
which some of the more complex HTML tags are handled.

Form Tags: form tags are the most important and most complex to deal with
during translation. This complexity is due to the interactive feature it provides to
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the user. The HTML form tag contains the URL of the CGI (Common Gateway
Interface) or the web-page to which the form elements have to be submitted
and the ‘method’ used (GET or POST) for submission. The method basically
specifies the type of encoding that needs to be used while sending the inputs.
The VoiceXML form does not have these two attributes. Instead, it needs to
have the name attribute since every form has to be identified with a unique
name (the form name is used for transition between forms during navigation).
In VoiceXML, the URL and ‘method’ for sending the inputs has to be used only
with the ‘submit’ tag. When the <form> tag is encountered, the ‘URL’ and the
‘method’ (GET or POST) is stored in a separate global variable, to be used later
along with the ‘submit’ tag, and a name is automatically generated for the form.

Radio Button: In HTML, radio buttons
are used for providing the user with a list
of options from which the user selects ex-
actly one option. In HTML, the radio tags
do not have a closing tag. This feature of
the radio tag causes problems when it is
translated to VoiceXML. Take the follow-
ing example:

Fig. 3. Form Node: Radio Type

This creates two check-boxes with the value field besides them. When the user
selects one of the check-boxes, the other becomes inactive. Thus only one value of
the ‘sex’ item will be submitted finally. To obtain all these features in VoiceXML,
the following logic is employed. When the first radio tag is encountered, the field
tag is declared.

The name of this field and the value are stored in a separate structure. The
user is also prompted about the presence of options and instructed to select one
of the options. The options are read out one after another. Now, the challenge
is to recognize the last radio tag of this type and close the field item. For this
purpose, the next sibling (nodes in the same level in a tree and having the same
parent) is obtained and checked to see whether it is a radio input type and, if
so checked whether its of the same type. When it is not the same, the field item
is closed.

5 Conclusion and Future Work

In this paper we reported on a transcoder that we have developed for trans-
lating HTML documents to VoiceXML for aural access. The distinct feature of
the transcoder is that it is extensible. As the translation logic is designed with
the help of internal data sheet and external user interface sheet, any tags added
to HTML in the future can be added to one of the two data sheets, and the
corresponding logic for that node can be given by the user. However, the HTML
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node included should not be a complex node which may require changes in the
transcoding logic of other nodes. A trivial text display tag can be added easily
to the external user interface sheet. For example in future if a tag “<scatter>”
(e.g.,<scatter> text <scatter>) is added to the HTML specification, which dis-
plays the enclosed text in a scattered manner, then this tag can be included in
our translation logic by adding it to the external interface sheet. Future work
includes removing some of the current limitations of the browser, e.g., adapting
it to more recent versions of HTML, and to XHTML.
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Abstract. The next frontier for research on the Web is to make it
universally accessible, primarily via audio. Work in this direction in-
cludes the development of voice browsers and the design of VoiceXML,
an XML-based standard for marking-up documents to be played on voice
browsers. VoiceXML is interactive and allows voice input to be received
and processed by a voice browser (i.e., VoiceXML documents can be au-
rally navigated). Unfortunately, this interaction is completely controlled
by the author of the VoiceXML document. Coupled with the sequential
nature of audio output, this results in a navigation process that is tedious
and not under the listener’s control. It also inhibits the development of
more advanced applications that require aural navigation. In this paper
we develop techniques that put aural navigation under the listener’s con-
trol. We propose voice anchors that allow listeners to aurally tag specific
points in the audio document for access via spoken commands later. We
discuss a spectrum of techniques for realizing anchors and their imple-
mentation. We also introduce voice-commanded scripting languages for
orally programming aural navigation strategies.

1 Introduction

The next frontier for research on the Web is to make it accessible via voice and
audio, so that not only it becomes more accessible, it also becomes accessible
through other media such as cell-phones, as well as at times when visual medium
cannot be used. Considerable work has been done in this direction, which in-
cludes the design of VoiceXML [12] and voice browsers. VoiceXML is the HTML
of the voice web, the open standard markup language for voice applications.
Numerous commercial vendors such as IBM [11], TellMe [10] and BeVocal [5]
provide voice browsers that can be used to “play” VoiceXML documents. These
browsers can be accessed through a microphone and speakers of a computer (e.g.,
IBM Websphere), or through the phone (e.g., Tellme Studio). The association
of these browsers to VoiceXML can be compared to the association of HTML to
popular text browsers such as Netscape and Internet Explorer. Though HTML
and VoiceXML have similarities such as obtaining user input through “forms”,

* Authors are partially supported by grants from the US National Science Foundation,
the Department of Education, and the Environmental Protection Agency.
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and providing dynamic execution of code through server-side CGI, there are
a few prominent differences. The foremost of them is the ability of the visual
medium to express multiple things at a given time compared to the deficiency
of the audio medium to express voice data only sequentially. Thus, the audio
data in VoiceXML documents needs to be categorized in modules, or what are
called “forms”, so that the forms can be played one after another. As a result,
the “control of execution” gains utmost importance in VoiceXML documents.
Forms are played one after another according to the directions provided by the

element present at the end of each form. However, this flow
of control between dialogs is determined by the writer of the VoiceXML page,
and is fixed. This results in the listener having very little control over the doc-
ument’s navigation, resulting in tedium (e.g., if the writer decides that the user
must listen to a long dialog, the user has no choice), as well as inhibiting the
development of advanced applications of aural navigation.

In this paper, we develop the concept of voice anchors and describe tech-
niques for implementing them. Voice anchors permit listeners to have greater
interactive control during aural browsing, thus allowing complex interactions
to take place through audio/voice. Our research is motivated by our desire to
develop aural tools for interactive navigation of mathematical documents by vi-
sually impaired students. We started with translating MathML to VoiceXML
to make MathML documents accessible through audio. However, we quickly en-
countered the limitation of current VoiceXML and its browsers in providing
dynamic control of navigation to their users. This led us to device voice anchors
and voice-commanded scripting languages. However, our techniques have wide
applicability, since VoiceXML is now widely used in the industry for providing
information residing in databases & the WEB via audio (e.g., over the phone).

Dynamically navigable VoiceXML will have a significant impact on ease of
access to information. Many major airlines and corporations serve information
on the phone using VoiceXML. However, these services are limited due to lack
of listener-side control. A dynamically navigable and accessible VoiceXML will
allow more complex applications. For instance, American Airlines currently pro-
vides gate arrival/departure information over the phone through VoiceXML.
Given current limitations, anything beyond simply providing information will
be too cumbersome for the user. With listener-controlled dynamic navigation,
sophisticated VoiceXML applications can be developed. For instance, an audio-
based virtual travel agent that allows users to interactively make reservations
and book tickets can be built.

VoiceXML extended with voice anchors can be the de facto interface language
for assistive technology applications for the blind and visually impaired. We
conjecture that just as the visual WEB based on HTML/XML has become the
standard interface for all applications that require a visual interface, the aural
web based on VoiceXML will become the standard interface for applications that
require audio/voice interaction [4]. We assume that the reader is familiar with
VoiceXML and Common Gateway Interface (CGI). More details and background
can be found in [8].
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2 Limitations of VoiceXML

VoiceXML restricts the inputs from the listener to a set of predefined phrases
called the grammar. This grammar is usually a simple list of words specified in
the VoiceXML document. To provide navigation, the developer of the VoiceXML
divides the document into a number of forms, gives a name to each, and then
prompts the user (via menus) at the end of the document for the name of the
form they wish to revisit. Thus, the flow of the VoiceXML document is always
controlled by the page author. If the writer fails to anticipate the interaction
scenario the listener desires then this interaction pattern is left unspecified in the
document, depriving the listener of that particular interaction. These problems
are exacerbated by the fact that, unlike visual navigation, aural navigation is
necessarily linear in nature. Note that a grammar (really a list of words) in a
VoiceXML document specifies all the words that the listener may possibly speak
while giving the input. Any word spoken outside of this grammar will not be
recognized. This is because current voice recognition technology cannot recognize
an arbitrary utterance from an arbitrary user1.

Most of the limitations of VoiceXML stem
from this single fact. Figure 1 shows an example
VoiceXML document. It contains forms named
chlorine and ether, and another form at the end
that allows the user to listen to the information
on chlorine or ether again. The data contained
in these forms are played by the voice browser
one after another. The form chlorine is read in
full; next, the control shifts to the form ether
and its contents are read in full (the control has
to be explicitly transferred, otherwise the voice-
browser will exit the document). Finally, control
is transferred to the last form where the user
chooses what he wants to hear again. Informa-
tion is read sequentially in a static manner, until
an explicit ‘goto’ is encountered, which the doc-
ument writer includes to provide interactive con-
trol. However, there are several flaws in providing
interaction in this way. For instance, if the lis-
tener chooses to hear information about chlorine,
he will be forced to hear information about ether
again. More complex control can be designed to
avoid this, however, then the page becomes un-
necessarily complex. Also, once the browser starts giving out the information
on chlorine or ether, there is no way to interrupt it, one has to hear the entire
chunk of information, which might be quite large.

Fig. 1. Basic VXML page

1 Arbitrary, free-form utterances can be recognized only after considerable training of
the software on a particular user.
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3 Listener-Side Control

The focus of our work is to provide greater control to the listener while accessing
VoiceXML documents so that users can navigate within a page with a greater
degree of freedom. We present a spectrum of solutions and their implementation
to improve VoiceXML’s interaction. All the approaches follow two basic criteria:
(i) The user should have the ability to interrupt or interact at any given time.
(ii) The user should have means to hear exactly what they want and skip what
they don’t want.

A very simple way to provide the listener of a page somewhat more control is
to permit them to utter certain pre-defined words (with pre-defined semantics)
to move back and forth in the document. For example, uttering ‘skip’ should
move the control to the next dialog, while uttering ‘back’ should move it to the
previous one, etc. However, full-fledged dynamic navigation of VoiceXML can
become possible only when the listener is granted freedom to label a portion of
the document with an audio identifier of their choice and later return to that
labeled portion by uttering the identifier. These audio identifiers, termed voice
anchors by us, are similar to HTML anchors, though HTML anchors are placed
by the page’s author and not by the user. The various solutions to permit listener-
controlled dynamic navigation of VoiceXML, that we discuss in this paper, use
voice anchors as their basis.

Current VoiceXML design does not support such dynamic voice anchors or
markers. Allowing user defined voice anchor will require supporting grammars in
VoiceXML documents that are defined at runtime, i.e., at the time the document
is served. It will also require modifications to VoiceXML browsers so that they
will support such dynamic grammars. As mentioned earlier, current voice recog-
nition technology cannot recognize an arbitrary utterance spoken by an arbitrary
user and convert it to text. Current technology can only recognize arbitrary ut-
terances, as long as the set of such utterances is fixed in advance, as is done in a
VoiceXML grammar. Thus, arbitrary voice anchors cannot be supported, how-
ever, we outline a number of reasonable solutions to support voice anchors, given
this limitation. Ideally, the voice browser should be modified to make these ap-
proaches work, however, by dynamically generating new VoiceXML documents
through CGI programs called in VoiceXML pages we are able to implement our
solutions without having to modify a voice browser. The following section de-
scribes various anchor based techniques for supporting listener control dynamic
navigation.

Once anchors have been placed in the document, more sophisticated navi-
gation strategies can be specified. This requires the design of voice-commanded
scripting languages that are simple enough so that users can verbally state the
navigation strategies, yet powerful enough that they serve the users’ needs.

4 Overall System Architecture

All the above strategies have indeed been implemented in a system that we have
designed. Figure 2 shows the overall architecture of our system.
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Fig. 2. Overall Architecture

will install our system as a proxy server on their computer (Fig. 2). All access to
VoiceXML documents will now go through this proxy server, which will retrieve
the specified VoiceXML page (that is at another site) and add the requisite code
and appropriate CGIs to it. The user will then be able to dynamically navigate
this modified page on his/her browser. Since all requests go through the proxy
server, the whole process will be transparent to the user. Note that the CGIs
invoked during dynamic navigation will reside on a server managed by us. There
is no reason why the CGI code for dynamic navigation cannot be executed on
the client side, and indeed our eventual goal is to build such functionality into
a voice browser. In fact, we are currently beginning to implement such a voice
browser that supports listener controlled dynamic navigation as described in this
paper.

We next describe the various anchor-based methods for supporting listener
controlled dynamic navigation along with their implementation in more detail.
Relative Direction Control: In this approach, a VoiceXML document is ex-
tended to allow the user to control the relative direction of navigation, i.e., flow
of execution can be controlled by the listener by speaking key words such as
‘repeat’, ‘skip’, ‘back’, ‘begin’ and ‘stop’, etc. However, a problem with this
approach is that control can be shifted only to a restricted scope. The code for
interactive control is automatically inserted by our system. Ideally, we would
like all VoiceXML browsers to support the above builtin keywords.
Predefined Anchor Names: In the predefined anchor approach, each listener
will be required to provide a file containing list of anchor names (s)he may
use in advance. This list of labels will be used by our system for automatically
transforming the VoiceXML page requested so that the words in the file will be
recognized as voice anchors. One of the disadvantage to this is that the users
may forget what labels they placed in this file. Another approach is to modify
the document so that along with each dialog, a possible anchor name will also be
read out that the user may select to label that dialog. However, the disadvantage
is that navigation time is increased and the user may not be able to remember
the label name.

The author of a
VoiceXML page can use
our system to automati-
cally obtain an enhanced
page with extra infor-
mation added to facili-
tate dynamic navigation.
The author will then
post this enhanced page
on their site instead of
the original document.
Alternatively, readers of
VoiceXML documents,
wishing to navigate them
in a dynamic manner,
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Domain Specific Grammar Approach: This approach requires the designer
of the document (or a third party) to include all possible words in a particular
domain into the grammar for anchor names. Theoretically speaking, the anchor
name grammar would be complete only if all the legitimate words in the English
language are included in the grammar. Since this is impractical, the words are
amassed by restricting the domain.

Placing Anchors by Spelling: In this approach the listener is required to spell
the anchor name. Since each utterance is a letter, it can be easily recognized.
The letters can be assembled into an anchor name, and the page appropriately
transformed so that next time uttering the anchor name (as a full word) will
result in control moving to that corresponding dialog. The most important aspect
of this approach is that any name can be chosen for an anchor.

Obtaining Anchor Inputs and Navigating: The spelling of an anchor can
be easily recognized by a simple grammar which has 26 letters of the alphabet
and 10 digits. However, we use the facilities provided in VoiceXML to specify
regular expressions since it results in a simpler implementation. These regular
expressions can be implemented using one of the several languages designed for
this purpose such as GSL (Grammar Specification Language), SRGS (Speech
Recognition Grammar Specification) etc. Our system uses GSL to develop the
anchor name grammar. The grammar is designed in such a way that it can accept
alphabets sequentially up to to a finite length. Once the user stops speaking, the
grammar concatenates all the alphabets or digits and returns a string as result.
Recalling of anchor names can be done by speaking the full word. This is because
we add the new anchor name to the grammar every time an anchor is created
successfully. Two variables, namely, ‘currentName’ and ‘nextName’, are intro-
duced by our system in the beginning of the document when it augments a page
for placing of voice anchors. These are declared as document level variables,
meaning that their scope is global. These variables get their values updated
when the control shifts to a new form. The triplet

is sent to the CGI program in our server. The CGI script stores the
triplet in the local memory of the server and generates new VoiceXML document
preserving all the information (data, form information, etc.) from the parent doc-
ument, and puts a new form at the beginning of the document indicating that
the navigation should start from the form contained in the variable ‘nextName’.
The next step is to allow the user to navigate to these anchors by supplying their
names. This is accomplished by invoking the ‘recallModule’ by uttering one
of the grammar words to recall. The CGI queries the information it saved to find
the corresponding form name for the anchor name. A new VoiceXML document
is created just in the way described in the previous subsection and the name of
the form to start from is provided at the beginning of the document.

Dynamic Grammar: The grammar used in our system is developed as a offline
grammar and it is stored in the same place as the CGI scripts. Grammar is in-
serted automatically in a regular VoiceXML document by our system and accepts
input spelled character by character or entire string at a time. The grammar ac-
cepts anchor names only through spelling. But every time the ‘anchorModule’
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is called, the CGI script appends the new anchor name to this grammar. So
after an update, the grammar would be powerful enough to recognize a set of
alphabets and numbers plus the newly added anchor name. As a result, the user
can speak the anchor names as a whole word when they perform the recall.
Cumulative Anchors: The idea of anchors can be generalized to further facili-
tate navigation. The same anchor name can be associated with multiple forms, so
that when that anchor is recalled, all the associated forms are read out. This gen-
eralization of anchors is easily implemented in our system by associating multiple
form names with each anchor name, instead of associating just one. Cumulative
markers thus allow sub-documents to be dynamically created during navigation
of the document. Given a large document, one can use cumulative anchors to
dynamically build a hierarchy of sub-documents. For example, all dialogs in a
chapter that refer to a particular concept can be anchored with the same label.
Recalling this label later will result in the sub-document consisting only of the
labeled dialogs being read out by the browser.

4.1 Verbal Scripting Languages

We can view the VoiceXML document with anchors inserted as consisting of
a collection of pairs (i.e., a relation between an anchor
name and its corresponding form). One can design voice-commanded scripting
languages – which can be regarded as a query language over this relation – That
are simple enough to permit users to pose the queries verbally yet powerful
enough to allow them to program complex navigation strategies. For example,
if a user wishes to hear the dialog labeled ‘chlorine’ repeatedly, he can issue
the command ‘repeat chlorine until exit’. Work is in progress to develop
such languages.

5 Applications

VoiceXML with listener-side control for navigation has vast potential. It makes
non-trivial applications of VoiceXML possible. We have applied our work to two
major applications: (i)The Aural Web: To make the visual web aurally accessible,
Web pages should be automatically translated into VoiceXML, which is dealt by
using translators such as the one developed in [9] and the VoiceXML pages should
be dynamically navigable by the listener which is dealt with via anchors. Work
is in progress to develop such an aural web. (ii)MathML is rapidly becoming the
mark-up language of choice for Mathematical documents on the WEB. Thus,
a simple way of making mathematics accessible to the visually impaired is by
translating MathML documents to VoiceXML. However, the static navigational
nature of VoiceXML is still in impediment. These impediments can be overcome
by using techniques described in this paper. We are currently developing a tool
which translates MathML documents into VoiceXML using XSL style sheets.
During this translation, different VoiceXML forms are associated with various
subexpressions which can then be labeled with voice anchors. The generated
VoiceXML document can then be dynamically navigated.
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6 Conclusions

In this paper we presented the shortcomings of VoiceXML that prevent listeners
from having complete control over navigation of audio-based documents. We
discussed the possible approaches to overcome these shortcomings. We developed
the concept of a voice-anchor, namely, audio labels that a user can associate
with forms of a VoiceXML document. The user can then access these labeled
forms at will by simply recalling the anchor name. The implementation of voice
anchoring as well as the working and architecture of the approach adopted to
obtain truly dynamically navigable VoiceXML documents was discussed. We
also proposed the idea of verbally-commanded scripting languages for orally
programming complex navigational strategies. The ideas proposed in this paper
are quite novel. The only other work we are aware of is the work on voice-
marking by Ramakrishnan et al at SUNY Stony Brook. Voice-marks are audio
counterparts of HTML book-marks, and have inspired our work on voice anchors.
Voice anchors can be thought of as a generalization of voice-marks. To the best
of our knowledge, we are not aware of any other efforts similar to ours. This is
perhaps because VoiceXML itself is quite a new technology. There are however,
other efforts to provide interactive audio navigation [1–3], however, these are not
based on VoiceXML.
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Toward User-Centered, Scenario-Based Planning
and Evaluation Tools

Paul Bohman and Shane Anderson
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Abstract. Existing Web accessibility evaluation tools are only capable of pro-
viding feedback within the context of individual Web pages. This short-sighted
approach produces a fractured and fragmentary assessment of the accessibility
of the Web site as a whole. A more effective, holistic alternative is to focus on
scenarios of user interactions across Web pages, taking into account user char-
acteristics, and focusing on models and patterns.

1 Introduction

There are many tools now available to assist Web developers in the process of making
their Web content accessible. Though there often seem to be substantial differences
between these tools, their functionality is generally limited to two basic purposes:
reporting and repairing. Nearly all tools generate some type of report. Some tools also
offer repair functionalities, either outside of or within the authoring environment.
Both the report and repair functions can be valuable parts of the development process,
but the emphasis with both of these functions is on the process of fixing existing code.
The approach is reactionary rather than proactive. The end result is that not enough
attention is given to the process of planning for accessibility up front.

This paper discusses a framework from which Web accessibility planning and
evaluation tools can be developed. This framework can be used to develop anything
from a heuristic-based mental checklist to a full-fledged software program with built-
in algorithms that customize the planning process based on user input. Throughout all
of this, the key is to ground these tools in scenarios, and to center these scenarios in
the user experience.

2 The Totality of the User Experience

All people experience Web content differently because all users are different. Every
individual has a unique set of skills, background knowledge, interests, motivations,
and physical abilities. People with disabilities have unique characteristics and meth-
ods of accessing Web content that set them apart from other users. In fact, the vari-
ability between disability types and even within disability types is also quite pro-
nounced. It is impossible to account for every kind of person with a disability under
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every type of circumstance, but it is possible to recognize and categorize trends and
patterns in the way that people with disabilities experience Web content.

These usage patterns are not limited to patterns within one Web page at a time.
People with disabilities, not unlike other users, often navigate through many pages in
a Web site and even across different Web sites during a single session. Despite the
obviousness of this statement, there are currently no tools for Web accessibility that
take this into account. All of the tools currently available focus on analyzing one Web
page at a time. These tools look for technical errors, or violations of technical stan-
dards, but they do not provide a wider view of the Web site as a whole, or of the user
experience as a whole. The result is that the tools give a fragmented picture of the
accessibility of a Web site. This fragmentation obfuscates the totality of the user ex-
perience, and can cause developers to overlook important accessibility barriers.

2.1 Shifting the Focus to Usability

By analyzing the needs, abilities, constraints, and usage patterns of people with dis-
abilities across an entire Web site, it is possible to shift the focus of developers from a
“compliance” mentality to a more beneficial focus on the usability of the end product.
This kind of shift of focus has been evident in the way that the World Wide Web
Consortium (W3C) has approached version 2.0 of its Web Content Accessibility
Guidelines (WCAG) [1]. Whereas WCAG 1.0 [2] presented developers with a list of
do’s and don’ts mostly within the technology of HTML, WCAG 2.0 takes a more
holistic approach that spans current and future technologies, with the goal of provid-
ing broadly applicable principles, rather than isolated techniques. In the current work-
ing draft of WCAG 2.0, there are four broad principles under which all of the more
specific guidelines and techniques are subsumed. These principles advocate that con-
tent should be:

Perceivable – the user should be able to “get at” the content.
Operable – interface elements must be usable.
Understandable – the content must be organized and presented in a way that
makes sense to the user.
Robust – the content can be used with current and future technologies.

These principles can be applied to single Web pages, but their real power is in their
applicability across the Web site as a whole. In broad terms, if only most of the site is
designed with accessibility in mind, then people with disabilities will be able to ac-
cess only most of the site. If key sections of the site are not operable by keyboard, or
if these sections are operable but not readily understandable, or if the core principles
of WCAG 2.0 are somehow violated, then the overall experience of some users will
be unfavorable. They might not be able to do what they wanted to do on the site at all.
They will not be able to buy the book they were hoping to buy, or to find the informa-
tion that they needed to find, or to sign up for the class that they needed to take.
Whatever the user’s purpose for going to the site, it is the overall scenario – the user’s
goals, the user’s actions, the user’s physical constraints – that must be examined in
their entirety, otherwise the usability of the site may suffer.
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2.2 User Characteristics and Constraints

Types of users must also be considered. Characteristics such as age, gender, interest,
and disability type are integral to the planning process. Within disability types are a
few major categories:

Visual disabilities (blindness, low vision, color blindness)
Deafness
Motor disabilities (slow movement, inability to use a mouse, etc.)
Cognitive disabilities (reading disorders, attention deficit disorders, etc.)
Seizure disorders

Each of these types of disabilities affects a person’s ability to access Web content
in specific ways. For example, a blind person using a screen reader will need alterna-
tive text for all non-text content, keyboard access to all functionality, logical linear
progression through the page and through the site, etc. It is beyond the scope of this
paper to detail all of the specific needs of these disability types, but one point that
must be emphasized is that each disability type must be considered within each sce-
nario of Web site functionality. People with the different types of disabilities must be
able to proceed through the entirety of the scenarios without obstacles. Ideally, the
Web site would also be optimized to make the site not only accessible in a technical
sense, but usable in a human sense. User-centered, scenario-based planning makes
this possible.

2.3 Identifying Patterns in the User Experience

Patterns are important whenever users interact with data. An example of a usability
pattern is the “warning” pattern. This pattern occurs when the user is about to perform
an irreversible action – whether on purpose or accidentally, and whether the user
understands the consequence of that action or not. To protect the user, the solution is
to warn the user that the action is irreversible, and then provide the user with the
choice to either proceed or cancel the action. This simple feedback can help prevent
accidents or misunderstandings.

The concept of identifying patterns in the user experience is hardly a new one. The
architect Christopher Alexander applied this approach to the design of buildings in a
physical space [3]. Software engineers soon recognized the value in applying this kind
of approach to the design of virtual environments. Trygve Reenskaug and others de-
veloped the influential Model View Controller (MVC) pattern language while work-
ing on SmallTalk-80 at Xerox PARC during the 1970s [4; 5; 6]. Though the idea is
not new, it has not yet been fully applied to the realm of accessible Web design.

There are many attempts at creating pattern languages, but the simplicity of MVC
allows for a basic discussion of the important ideas without losing sight of their rele-
vance to Web accessibility. The Model View Controller pattern addresses the problem
of separating hardware and software into three main areas of functionality. First is the
data model. Data must have a structure for the computer to work with. Next is the
view. This label is a bit of a misnomer, especially in the context of disability issues,
but the term refers to data as the user perceives it, whether visually on a computer
monitor, aurally (by listening) through synthesized voice output, or haptically (by
touch) through a refreshable Braille device. What the user perceives and what the
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computer perceives are oftentimes very different. The last item is the controller. The
controller manages changes to the data model. Controllers reflect the user’s manipula-
tion of the data via input devices such as mouse and trackball devices, keyboards, eye
tracking systems, Braille devices, voice recognition software, and so on. By expand-
ing the definition of “view” and “controller” to include a variety of output and input
modalities, designers will be able to incorporate these scenarios, or use cases into
their thought processes and later into their designs.

3 Scenario-Based Planning and Evaluating

Scenario-based planning and evaluation considers the way that different kinds of
users will interact with the system as a whole, rather than focusing on single Web
pages at a time. The user must be able to start a task, perform all of the necessary
intermediary functions, and finish a task. For example, users of an online retail site
must be able to search for items, select items, review the selections, enter purchase
information, confirm the purchase details, and then submit the purchase. That would
be the most fundamental scenario to consider. Other scenarios include checking on
order status, submitting site feedback, redeeming virtual coupons, appending orders,
submitting product reviews, changing contact information and preferences, etc. The
actual scenarios will vary depending on the functionality offered by the site, but the
example serves to show that there are several types of possible scenarios for any one
site, and many of these scenarios involve several steps. The accessibility of the site
must be determined in the context of being able to access every step of the scenarios.
Page-by-page analyses, though useful in some ways, shift the focus away from the
larger scenario, thus endangering the accessibility of the overall user experience.

Even sites that do not offer advanced user interactivity must consider user scenar-
ios. For instance, a news site must consider the various types of information that users
will be searching for. Some users will only want to skim the headlines. This is one
scenario. Other users will seek out specific types of news stories, such as technology
news stories, entertainment news stories, or political news stories. These scenarios are
a bit more complex. Users must be able to find the general category (e.g. politics),
select the category, browse the headlines within the category, and read the specific
stories that interest the user. Sometimes users will want to access archived news sto-
ries. A search scenario must be considered. These and other scenarios must be
planned out in advance.

Scenario-base planning includes the use of patterns both on the behind-the-scenes
programming side as well as on the interface and design side of Web development.
Scenarios provide the larger context for patterns. Patterns alone only address small
sections of scenarios. For example, in an e-commerce scenario, the “warning” pattern
could be used would be when the user wants to cancel a purchase or when the user is
about to submit final payment (e.g. “look over your order and make sure that every-
thing is correct”).

3.1 User-Based Scenarios within Tools

Within each broad scenario, it is necessary to consider the characteristics of different
types of users with disabilities. Using the “warning” pattern again as an example, not
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all users will benefit from the same type of warning. A deaf user will not benefit from
an audible error “buzzer.” A blind user will not benefit from an error graphic (unless
it has appropriate alternative text). A person with slow muscle movements may not
benefit from an error message that requires the user to react within a set amount of
time, especially if that amount of time is brief.

The pattern characteristics of most of these user types are at least somewhat pre-
dictable, in the sense that developers can anticipate the appropriate sensory modali-
ties, and/or physical constraints of the different categories of disabilities. These char-
acteristics can be programmed into planning and evaluation tools so that the tools can
navigate the Web site in ways that replicate both the scenarios and the users’ charac-
teristics. In essence, the tools can walk through the site, performing the same func-
tions that real users would perform, and then evaluate the accessibility and usability
of each of the steps along the way, from the perspective of users with disabilities. The
tools can follow multiple paths within each disability type. For example, in an e-
commerce scenario, the tool could:

Follow an error-free path of selecting the merchandise and proceeding through
all of the steps necessary to purchase it
Enter in mistakes along the way, such as a faulty email address, or incorrect
password
Empty the shopping cart then add more items to it
Return to shopping several times after entering multiple items into the shopping
cart
Etc.

The tool might be able to recognize and execute some of these patterns automati-
cally, with built-in algorithms that recognize common scenarios in e-commerce situa-
tions. The tool could even be designed to “learn” such patterns based upon parameters
that the tool users set over time. Where such pattern recognition is not possible, the
tool could still be instructed to perform a set of pre-planned actions within a Web site,
as defined by the tool users.

3.2 Tools for Different Types of Developers

Variations on this basic idea allow for the creation of a conceptual planning tool that
anticipates potential problems before any code or HTML is written at all. Planning
tools of this nature could be designed for different types of audiences. Programmers
could benefit from a tool that worked and acted like a Unified Modeling Language
(UML) environment [7]. Designers could benefit from strictly conceptual tool that
worked somewhat like an interactive flowchart or even a paper prototype process [8].

4 Final Thoughts

It is not enough to say that a Web page passes an accessibility evaluation tool. People
with disabilities are not interested in accessibility on a page-by-page basis. They are
interested in the accessibility of their entire interaction. People go to Web sites with
some sort of purpose in mind. This purpose is what constitutes the scenario. Users of
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different kinds, with different types of disabilities will likely engage in the same over-
all types of interactions, or scenarios, so the characteristics of these users must be
taken into account. This sort of user-centered, scenario-based planning and evaluation
is the key to ensuring that the entirety of the user’s experience is taken into account
when considering accessibility and usability.

Though they don’t exist yet, tools can be created to take advantage of patterns in
these scenarios and user characteristics. These tools can be used to plan user interac-
tions that are both usable and accessible. They can also be used to evaluate existing
Web content. Only when tool developers concentrate on the user experience as a
whole – rather than on individual pages at a time – will these tools reach the level of
maturity required to truly transform the Web into an accessible and usable experience
for the broadest range of users.
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1 Preliminaries

In recent years we have witnessed an increased effort towards the development
of tools and methodologies based on information technology aimed at reducing
the communication divide between sighted and blind individuals. In particular,
considerable effort has been invested in tackling the complex issue of automat-
ically or semi-automatically providing alternative access modalities to the Web
to fit the needs of users with different backgrounds, learning styles, abilities and
disabilities. In particular, our focus is on providing access modalities to the Web
that are more effective for individuals with severe visual impairment. The exist-
ing literature [2,1] has identified accessibility of tables and use of on-line forms
as two of the most challenging problems in this context – since the understanding
of tables and forms is directly dependent on knowledge of the spatial layout of
the components of the structure, which in turn is an inherently “visual” feature.

In our previous work [5] we presented a framework which makes use of an
explicit encoding of the navigational semantics of a Web page; the encoding cap-
tures the components of the document, along with the relationships between such
components implied by the spatial layout of the document. The explicit represen-
tation is then used to assist the user in navigating the document – either offering
a roadmap through the document components or offering a formal encoding of
the document for reasoning and automated answering of user queries. In particu-
lar, in our previous work we explored a successful methodology to automatically
recognize the structure of HTML tables, using a combination of syntactic analy-
sis algorithms and machine learning methodologies [5]. In this paper we present
a promising methodology to approach the problem of automatically recognizing
the structure of HTML forms.

2 Problem Description: Understanding HTML Forms

A recognized problem in automatically synthesizing the abstract structure of
an HTML document arises from the difficulty of understanding the organiza-
tion of HTML forms. HTML forms may contain a number of different active
components (e.g., textboxes, radio buttons, pull-down menus), each requiring
a different presentation methodology. Although it is fairly easy to identify the
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type of each form component, its direct presentation would be useless without
associating the appropriate description of the component – e.g., indicating to the
user the presence of a textbox does not make any sense unless we can provide
a description of what kind of text is expected in such box. The majority of the
forms provide a description of each form’s component as English text, spatially
located “close” to the component itself. Unfortunately, most existing Web pages
do not create explicit connections between active elements and their description
(e.g., via the < label > element), relying exclusively on spatial location of text
elements and form elements. Frequently, the spatial layout is achieved through
a complex nesting of forms and tables. These elements make it hard to provide
a meaningful aural presentation of forms.

In this paper we describe a novel approach, based on Machine Learning tech-
nology (specifically, Inductive Logic Programming and Hidden Markov Models)
to the problem of recognizing the structure of HTML forms. The approach is
based on the explicit identification of the bindings between text elements and the
corresponding form components. Successful recognition of such bindings allows
us to extend our explicit representation of document structure (for non-visual
presentation) to encompass HTML forms. To the best of our knowledge, no other
aural browser provides this sophisticated level of understanding of forms.

3 A Machine Learning Approach

In this project, we adopt two different machine learning methodologies to solve
the forms binding problem. The first methodology relies on the use of the Progol
[4] system, an Inductive Logic programming system, while the second approach
relies on algorithms for the construction of Hidden Markov Models. We demon-
strate the use of these two methods as effective approaches to bind text and
controls in HTML forms. Once trained with sufficient background knowledge
and examples, Progol and Hidden Markov Models successfully combine text and
controls present in an arbitrary form. The binding of text to a control makes
the form navigation easy for a visually impaired user. This report provides an
overview of Progol and Hidden Markov Models, followed by an explanation of
their applications and the results.

3.1 Overview of Inductive Logic Programming and Progol

Progol is a machine learning system based on the formalism of Inductive Logic
Programming (ILP). An ILP system develops a declarative knowledge to produce
a general rule from a given training set of examples and from some background
knowledge. Progol requires the background knowledge and examples to be pre-
sented in the form of logical assertions (i.e., Prolog facts and rules). The output,
which is a generalized rule that explains the examples in the training set, is also
expressed in Prolog syntax. The user must specify the intended structure of the
general rule, i.e., the structure of its head and body. This information is given
to the system in the form of mode declarations. Mode declarations restrict the
predicates which can occur in the generalized rule [6].
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There are two types of mode declarations: Header mode declarations restrict
the structure of the head in the generalized rule by specifying what predicates
can occur in the head; Body mode declarations specify what predicates can occur
in the body of the generalized rule.

Progol constructs the generalized rule as follows. It determines the most
specific clause that explains the first available example. It then combines the
predicates in the most specific clause to make new clauses. Each of these new
clauses is tested against the given examples to determine how many they ex-
plain. The clause which explains the majority of the examples is declared as the
generalized rule [6].

3.2 Hidden Markov Models (HMM)

A Hidden Markov Model is a finite set of states, where each state is associ-
ated with a probability distribution. State transitions are governed by transition
probabilities and the outcome at a particular state depends on the associated
probability distribution. In a Hidden Markov model, the state sequence that
produces a sequence is hidden, and hence the name. Different state sequences
can produce the same sequence of symbols. Even though the state sequence is
hidden, it is possible to calculate the probability of states using emission and
transition probabilities.

In a HMM, a transition probability is represented as which is the prob-
ability of switching from state ‘s’ to state ‘t’. The emission probability, i.e., the
probability of producing symbol when in state is denoted by The
joint probability of an observed sequence observed on a path
can be written as,

Two algorithms can be used to train the HMM, called the forward and backward
algorithms [7]. Since the state sequence is hidden, it is not possible to determine
the exact state path for a given sequence but we can calculate the most probable
state path using the “Viterbi” algorithm [7].

3.3 Overview of HTML Forms

HTML forms are used to obtain information from user. A form consists of con-
trols (text field, radio buttons, check boxes etc.) and text explaining the controls.
The majority of today’s Web pages use HTML tables to format forms. A table
can be used in two different ways to format a form. The following structures
show the two methods.

A table is completely inside a form

A form is completely inside a table cell

In this project we allow both types of HTML forms.



364 E. Pontelli and R. Reddy

4 Binding Text and Control in Forms: An ILP Approach

The objective is to obtain the most general rule describing how to combine text
descriptions and form controls. There are two preliminary steps required before
we can use Progol to learn about text and controls in HTML forms. The first
step is to transform HTML forms into logical statements (facts). The second
step involves providing some basic rules to express the general properties of each
element in forms.

4.1 Preparing Background Knowledge

Step1: Transforming a form into Logical Statements (Facts): A form in HTML
is transformed into a set of facts in Prolog, where each fact represents an element
in the form. The properties and information about each element are given as
arguments to the facts. The prototype of the fact is as follows,

of the cell in which the form element is present. The facts are used in the training
process to bind text and control present in the form.

For example, the form in Figure 1 produces the collection of facts listed below:
cell(userdetails, table1, text, 1, 1, 1). cell(userdetails, table1, control, 2, 1, 2).
cell(userdetails, table1, text, 3, 2, 1). cell(userdetails, table1, control, 4, 2, 2).
cell(userdetails, table1, text, 5, 3, 1). cell(userdetails, table1, control, 6, 3, 2).
cell(userdetails, table1, text, 7, 4, 1). cell(userdetails, table1, control, 8, 4, 1).
cell(userdetails, table1, text, 9, 4, 2). cell(userdetails, table1, control, 10, 4, 2).
cell(userdetails, table1, text, 11, 5, 1).
Step 2: Providing Background Rules: Progol needs to determine the properties
of the individual form elements in the training process. Hence, Progol is provided
with some rules to determine the properties and attributes of form elements such
as order, positioning etc. The following is an example,

Fig. 1. Sample Form

The facts produced in the first step combined with the rules about element
properties in the second step comprise the background knowledge for the appli-

Each form in a web page has a unique
name and form_name provides this
name. Table number (tableno) is pro-
vided because a form can consists of
multiple tables. Element_type can be
either control (text field, radio but-
ton, check box etc.) or text. A serial
number is assigned to each element
in the form and element_number pro-
vides this number. Rowno and colno
provide the row and column number
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cation. With this background knowledge and some positive examples, Progol is
trained to combine text with controls present in HTML forms.

4.2 Training the System

About 20 forms, each having unique structure in terms of number of tables
present and placement of controls and text, are selected to train the system. To
provide examples, text and controls present in these forms are combined man-
ually. All these combinations are presented as positive examples. For example,
the following facts are positive examples for the form given in previous section.

The system is trained with these positive examples and the background
knowledge. The trained system is then tested with new forms to estimate the
performance. The next section presents the results.

4.3 Experimental Results

Every control in the form has a text explaining the control. A control and its
corresponding text are considered to be a valid pair. Given a training set, Progol
is used to detect such valid pairs in the forms. Fig. 2 lists the details of testing
a collection of new forms against the trained system. The benchmark forms
have been drawn from a variety of sources, independently from the forms in
the training set and in such a way to cover a wide variety of different form
structures. The accuracy results, in terms of percentage of correctly identified
bindings between text and control, are summarized in Fig. 3.

Fig. 2. Experimental Results. Fig. 3. Experimental Results using Progol.
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5 Binding Text and Control in Forms: HMM

We experimented with HMM using two types of observation sequences: unla-
beled and labeled. HMM trained with Labeled data outperforms its unlabeled
counterpart, as the former method gives more clues about the structure of the
training data. Since obtaining the labeled training data is not difficult in our
context (forms), the method proves to be both efficient and easy to implement.

The training data is a file containing a sequence of words followed by their
labels, where each word reflects a predominant property of the corresponding
HTML form element. These properties are chosen in such a way to help the
learning system in associating form elements with proper text. Three properties
are considered to represent the text present in the forms, while controls are
represented by their names. The properties are the following: stext: the text is
highlighted using tags such as < title > etc.; lftext: the text which
is label for some control in the form; text: simple text; tb: text box; ta: text
area; rb: radio button; cb: checkb box; sl: select list; sb: submit button.

The labels given to these words are listed below:
for_next: The text with this label explains the control present next to it
for_previous: The text with this label explains the control which it follows
mlt: Miscellaneous text (group of controls or information about the form)
wcontrol: Control with this label requires some text input
scontrol: Selectable control ( radio button, check box etc..)

The implementation of the HMM algorithms is obtained from Andrew McCal-
lum’s website (www.cs.umass.edu/ mccallum/data). The theoretical foundations
of creation and training of HMM can be found in [3].

Let us reconsider the form of Figure 1 and show the corresponding encoding
as a labeled sequence. The unlabeled observation sequence for this form is:

and the corresponding labeled observation sequence is:

5.1 Creating and Training the HMM

Since each state in the HMM represents the class a form element belongs to, the
number of states in the trained model depends on the number of classifications
we need to make of the element. Since we are only concerned about attach-
ing text to appropriate control, only five states are needed: three (for_next,

for_previous, mlt) to represent text and two (scontrol, wcontrol) to rep-
resent controls. These five states, combined with start and end states, form the
HMM. The initial model is created using Bayesian Model Merging (BMM) with
a selected set of forms as input (32 forms have been used). This model forms
the basis for further training. The model is then trained with a variety of forms
using forward and backward algorithms.
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5.2 Evaluating the Trained Model

Using the Viterbi algorithm,
the most likely state sequence
for a given observation se-
quence (form) can be deter-
mined. The following is a sam-
ple form tested against the
trained model. The input (ob-
servation sequence) for this
form and the output (most
likely state sequence) are also
listed.

Consider the example of Fig-
ure 4. The input observation se-
quence is:

Fig. 4. Sample Formand the corresponding output is:

where all form elements are properly tagged with their class. Table 5 summarizes
the results of testing the model with a variety of different forms, while Figure
6 compares the number of total text bindings in the form with the number of
bindings correctly identified.

6 Final Considerations

As it is evident from the above tables, the generalized ruled derived using Pro-
gol were very successful in binding form controls to the corresponding textual
description for regular forms. However, the Progol system still produces poor
results in some cases. This can be attributed to the following reasons:

Form control and corresponding text are present in two different tables
Form control has corresponding text in the form of a image

Progol also fails to form rules to detect a text explaining group of controls present
in the form. Providing some more details about form elements such as color and
font size of its text may give good results. Also, varying the background knowl-
edge greatly affects the generalized rule. HMM is considerably more effective in
those cases where Progol is lacking, and is capable of balancing out strengths
and weaknesses of Progol. HMM is more sensitive to the size of the training set;
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the training required a considerably larger number of examples before providing
models adequate for the effective analysis of other forms. In the future we plan to
investigate effective ways to integrate the two methodologies to further improve
precision of forms recognition.
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Abstract. We have developed a pen tablet based VR therapy tool for children
with develop-mental disabilities. It aims to stimulate visual, audio and haptic
sensation. It could be help for sensor integration and cognition treatment. The
therapist could edit the task as her/his planed and record the stylus trajectory. It
could be help for quantitative therapy and evaluation. The experiment was car-
ried out with normal healthy subjects and confirmed the basic functions of our
developed tool.

1 Introduction

A developmental disorder is a generic term of disabilities which characterized by a
physical, a mental and a emotional impairment in development period. Children with
developmental disabilities have developmental delay in sensation, motor skills, cogni-
tion, adaptive skill, language, communication and so on. Medical treatment, physical
and occupational therapy are required for them to be as independent as possible [1].
Occupational therapy for children with developmental disabilities involves the treat-
ment and evaluation of motor behavior including skilled motor behavior, learning
ability, social/emotion ability and basic activity of daily living. Occupational therapy
will be carried out through playing with toys and educational tools e.g. bricks, a ball,
clay and a puzzle. It can help to obtain a sensor and motor function coordination and
learn a general idea which required for study e.g. numbers, colors and shapes. How-
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ever, it is unreasonable to prepare any type of toys and tools suitable for individuals.
Moreover, it needs efforts to keep up children’s interest in playing and learning be-
cause they may get tired easily. Therapists require the toy and educational tool which
can stimulate their sensation effectively and motivate children for playing and learn-
ing. In addition, conventional evaluation method of the disability level and the effect
of therapy are mostly based on empirical aspect by the therapist. Therapist desires the
quantitative evaluation of their treatment.

The objective of our research is to develop a therapy tool which can be used as a
toy and educational tool. It attempts to treat sensor integration and cognition ability
using visual, audio, haptic sensation stimulation. It also aims to motivate children for
therapy and to evaluate the abilities and effect of therapy quantitatively.

2 Virtual Reality for Therapy

Virtual Reality (VR) technology can provide various interactions, in visual, audio and
haptic. One of the advantages of VR therapy is easily to control the stimulation. If the
therapist can change the parameter setting of the program, suitable level of stimula-
tion can be chosen. It could be effective for providing a therapy based on individual
ability level and preventing loosing children’s motivation. Moreover, computer based
VR system can record the behavior of children as numerical data in real-time e.g.
position, velocity, angle and reaction time. It could be help for quantitative evaluation
of ability and effect of treatment.

The therapeutic system using VR technology to dissipate a phobia of flying, driv-
ing, creatures using are under studied. Using VR makes it possible to experience
dangerous situation in safe. That is a one of the advantages of VR. The simulator for
acrophobia was developed by Hanyang University [2]. The simulator provides 3D
scenery using head mounted display. The view from on high allows patient to feel a
sense of height and give a clinical treatment. The after stroke rehabilitation systems
using VR technology are also developing, MIT-MANUS [3], MIME (Mirror Image
Movement Enabler) [4] and Rehabilitation Training System Using ER Actuator [5],
use robotic therapy system to recover the motor function. The systems provide a force
on to the support of the arm when moving arm in transitively and voluntary. VR -
based system using a haptic glove is used for post-stroke hand rehabilitation [6].
Another several research projects related VR therapy for young disabled are on go-
ing. VR for pain control of severe burns patient were developed by University of
Washington [7]. Patient wears a VR device and can interact VR environment. During
interact with VR environment, reducing the pain on the patient was confirmed. A
virtual classroom for attention deficit children is developed by University of Southern
California [8]. The subject wears VR device and seated in the virtual classroom. The
system stimulates the subject and measures the attention level of subject. It aims to
use for neuropsychological assessment and rehabilitation.
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Fig. 1. Haptic Device System.

Fig. 2. Pen Tablet Type Therapy System.

3 Therapy Tool Applying Virtual Reality

We are trying to develop therapy tools utilizing VR technology. Fig.1 shows a haptic
device system which aims to enhance visual and haptic sensation integration and
rehabilitation upper limb motor function. The system provides a virtual force on to
the grip e.g. spring, viscosity and friction force during moving a grip of the haptic
device [9]. Fig.2 shows a pen tablet type therapy system. With this tablet, the user can
work directly on the screen using a stylus with watching displayed contents. It is like
working with pen and paper. This system could be used for visual perception therapy
and evaluation of subject’s ability. Finally, both haptic device and pen tablet system
will be integrated to provide multi sensory stimulation. In this paper, we describe
about this pen tablet system. It was designed and developed based on physical and
occupational therapists.
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Fig. 3. Screenshot of the Symbol Editor.

3.1 Hardware

The therapy tool system consists of a computer, a pen display and software for ther-
apy. The computer is equipped with high performance CPU more than PentiumIII
and graphic accelerator board to display the visual contents in real-time. CintiQ
C1500X(G) tablet (WACOM Co., Ltd) is used for the display. The tilt angle of dis-
play can be changed from 22 to 77 deg. The stylus has a pressure sensitive function
with 1024 levels and the display can sense the position of the stylus in the area of 304
mm (H) × 228 mm (V) with maximum resolution 0.05 mm with an accuracy of 0.5
mm. The computer can monitor and record the position and the pressure of stylus
through universal serial bus (USB).

3.2 Software

In the first step, we have developed simple software. Fig.3 shows the screenshot of
our developed software. The software allows children to draw a line according to the
displayed graphical symbol by using the stylus. The trajectory and pressure of the
stylus can be recorded in real-time and store to the data file. After drawing, trajectory
can be shown on the display like a VCR. And also, recorded data could be used to
compare to the reference data and evaluate the skill of drawing.

Preprogrammed task is a simple drawing program which can draw a line between
parallel guidelines. The software does not have only preprogrammed tasks also it can
be created original tasks for therapy and diagnosis by the therapist. Primitive symbols
e.g. triangle, quadrangle and ellipse (circle) can be chosen from “Draw Symbol But-
tons” on the tool bar and set on the screen, move, resize as therapist planed (Fig.4).
Created screen image can be saved and loaded again. Visual C++ and OpenGL were
used to develop this software.
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Fig. 4. Screenshot of the Symbol Editor.

4 Experiment

4.1 Materials and Methods

To confirm functions of our developed system and to discuss about future work, ex-
periments were carried out with normal healthy subjects in a nursery school. 19 boys
and 14 girls, totally 33 normal healthy subjects were enrolled. The age range was
from 4 years and 10 months to 6 years and 9 months. The body height was from 1050
mm to 123 mm (Ave. 113 mm). 30 subjects were right handed and 3 subjects were
left handed. The informed consent of this experiment was obtained from all parents of
subjects.

Tasks were drawing a line between parallel guidelines using pen-and-paper and
pen tablet display. The line was drawn from left side to right side. The guidelines
were a lateral straight line and curvature line. The subjects were explained to draw the
line fast and accurately as much as possible. When drawing the line, the system re-
cords the stylus position and pressure data in real time. In addition, the sceneries of
experiments were captured on video to confirm the posture of their trunk and grip-
ping form.

4.2 Results

Fig 5 shows the scenery of the experiment in a nursery school and the screen shot of
the line drawing task. Fig 6 shows the results of one of subjects. Each graph shows
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the position, pressure and velocity of the stylus. In Fig 6(a), the origin of the tablet
display is set to left bottom and longitudinal axis is Y, lateral axis is X. The width of
parallel lines is 13 mm and the center of lines is 109 mm in Y axis. Around 165 mm
in X axis, two peaks can be confirmed. Between these peaks, circles indicate on each
graph, is related to changing the stylus velocity and tool force. The tool force was
started to going up in Fig.6 (b) and the stylus velocity on X axis was reduced in Fig.6
(c). He might change the grip when crossing a median line. It is confirmed on the
video.

Fig. 5. Experiment in a Nursery School: (a) Scenery of the Experiment, (b) Screenshot of the
Line Drawing Task.

Fig. 6. Results of Drawing Line: (a) Position of the Stylus, (b) Tool pressure of the Stylus, (c)
Velocity of the Stylus on X axis, (d) Velocity of the Stylus on Y axis.



Virtual Reality Based Therapy Application for Developmental Disordered Children 375

4.3 Discussions

It was confirmed that all functions worked well as we designed. Handling stylus on
the tablet screen was looks difficult comparing with pen-and-paper. It could be
caused that the angle of the display was not flat, the friction between tip of stylus and
display screen was different, and their ability of hand grasping was immaturity even
if they were normal and healthy.

5 Conclusions

We have developed a pen tablet based VR therapy tool for children with developmen-
tal disabilities. It aims to stimulate visual, audio and haptic sensation. It could be help
for sensor integration and cognition treatment. Experiments were carried out with
normal healthy subjects and confirmed the basic functions of our developed system.
The functions of therapist could edit the task as his planed and record stylus trajec-
tory. It could be help for quantitative therapy and evaluation. In future, more interac-
tive contents, another intricate shaped and varicolored symbol with sound and haptic
interaction will be developed. And also, the experiment of children with disability
will be carried out and try to compare with healthy subjects quantitatively using cor-
rected behavior data.
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Abstract. The wired Internet has influenced many areas in human society, es-
pecially the speed of knowledge and information exchange; the mobile Internet
is affecting much more in pervasive computing environment and will introduce
many special applications like health-care based on the wireless health-
monitoring network. We considered the mobile Internet for the real-time health-
monitoring network for the disabled and elderly people as inexpensive and ef-
fective system, especially with health-monitoring mobile devices. We studied
the Web-based health information network, and discuss the empirical results
about performance with emulated model considering the implementation with
the real-time information Web server for the disabled and elderly people.

1 Introduction

This paper introduces the health monitoring sensor network based on mobile Internet.
We will discuss with the results from real implementation of the similar information
network using the mobile web page as a WML health-information deck, assuming as
the transmission data unit from the watch phone with the health-monitoring sensors.
Our main interest is whether the real-time information service is possible with the
inexpensive web server and what else should be considered in advance for real im-
plementation of real-time health-monitoring sensor network, especially focusing on
the Web server as a role center in the health-monitoring network.

For introduction of background, we considered some related issues for the disabled
and elderly people from the previous work done by other researchers. First, we
should consider the useful results for the disabled and elderly people after our R&D
projects, if possible it’s better to introduce the successful products or service for the
universal access. Universal access implies the accessibility and usability of Informa-
tion Society Technologies (IST) by anyone, anywhere, anytime. Research and Devel-
opment (R&D) in IT (Information Technology) for people with disabilities feels the
pressure to bring the results of their projects successfully to the market. R&D in this
field, after a pilot period, now must show its impact on practice, on the quality of life
of target groups and therefore on related markets [1].
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To fail to involve consumers in the process of matching person and assistive tech-
nology perpetuates a system of service delivery that has not been as effective as it
could be from both an outcome achievement and marketplace perspective; this is
discussed in the study of assistive technology outcomes in the United States by
Scherer [2].

New approaches and related instruments, are needed for capturing human require-
ments in the new reality. Appropriate architectural framework and development tools
will need to be elaborated in the age of disappearing computer [3]. We should con-
sider the milieu of pervasive and ubiquitous computing. The development of highly
efficient and effective user interfaces, which are matched to the user needs and abili-
ties, was discussed for the successful application of assistive technology [4]. We are
mainly concerning the mobile health-monitoring device and the health-monitoring
network in the coming pervasive computing milieu, i.e. the disappearing computer
environment; and we can also consider the usage of information with voice interface
in the near future. Pervasive healthcare would improve the productivity of healthcare
practitioners and greatly facilitate the delivery of a wider range of medical services
[5].

The performance of a worldwide web (WWW) server became a central issue in
providing ubiquitous, reliable, and efficient information access. The performance
issues in the worldwide web servers were studied [6]. We discuss the performance
consideration of the health-monitoring network with inexpensive web server for per-
vasive healthcare of the disabled and elderly people. At first, we discuss the issues
about performance of mobile Internet environment considering the real implementa-
tion. For the mobile Internet, as one of major protocols, the WAP protocol [7] has
been used a lot, especially in Korea and many other countries, and WAP browsers,
with WAP 1.0 to WAP 2.0 version, have been implemented in many mobile phone
devices; and we consider this mobile Internet technology for the health-monitoring of
the disabled and elderly people.

The ubiquitous mobile computing [8] was mentioned in the current environment
with a plethora of mobile devices, and introduced several challenges, e.g. authentica-
tion, profiles and personalization, performance, etc. The challenged performance is
what the bottlenecks in the application architecture or the content path are, and we
should try to figure it out and we discuss about performance for the application of the
health-monitoring network for the disabled and elderly people.

We need some inexpensive and efficient way for the real-time health-monitoring
information network using sensors implemented in the watch, or in the watch phone,
or in the wrist PC. We introduce several studies and discussions done by several re-
searchers, especially about the current situation and issues of performance in wired
and mobile Internet. We need new performance analysis methodology for the health-
monitoring services in the milieu of pervasive and ubiquitous computing.

The sensor network for monitoring health in real-time way using the mobile Inter-
net should be as simple as possible. The performance of the health-monitoring net-
work is important to provide services with cost-effective and inexpensive system
solution. Therefore, let’s discuss about the performance, constraints and analysis, and
consider the requirement for performance in the pervasive computing environment.
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The difficulties in simulating the Internet were discussed by Floyd and Faxson [9],
and the heterogeneity of the network and the rapid change of the traffic depending
upon the new applications, ubiquitous web environment and the stochastic character-
istics of the session arrivals and connection sizes, etc. Here, we need to make our
traffic behavior to have deterministic characteristics instead of having the heavy
tailed distribution of the related random variable, e.g. the arrival rate, transmission
time of packet through Internet, processing time in the server, and the size of the
contents for health-monitoring information, etc. Barford and Crovella [10] studied the
critical path analysis of TCP transactions as follows. Previous work in the perform-
ance analysis and improvement of Web transactions falls into two categories: work
on servers, and work on networks/protocols, however they studied the effects of file
size, server load, network load, path length, and the causes of variability in transfer
duration. As conclusion, the server load is the major determiner of transfer time for
small files, while network load is the major determiner for large files; in addition the
dominant cause of variability in transfer time is packet loss. From the result of this
research we can think that to minimize the dependency of the overall performance of
the health-monitoring to the network traffic we should use very small sized file as
health-monitoring data, i.e. WML web page for mobile Internet and HTML page for
wired Internet, and the number of packets for one transaction should be as small as
possible. For small sized file or web page, the sever load is the major factor for per-
formance of health-monitoring, therefore the server should be dedicated for single
purpose, i.e. only for dedicated health-monitoring Web server.

2 Health-Monitoring Sensors and Network

We can consider various type of health monitoring sensors for real application, but
here we considered the wrist phone as a future product to measure the health data,
e.g. the pulse at wrist, the blood pressure, the strength of pulse, etc. Because the ori-
ental medical science is using this sort of information in the wrist to diagnose the
personal health; therefore even though those information may not be perfect for diag-
nosis of health we considered the real-time health-monitoring network based on mo-
bile Internet.

2.1 Health-Monitoring Sensors in Wrist Phone

The following Fig.1 shows health-monitoring sensors in wrist phone at one hand of
the disabled and elderly people. The wrist phone is the future product not imple-
mented yet, thus we assume that the sensors for measuring the pulses, the strength of
the pulses, and the blood pressure would give the raw data about health of the dis-
abled and elderly people.

Glitho et al. [11] introduced the case study about the mobile agents and their use
for information retrieval; the following health-monitoring sensors in wrist phones
may be considered as mobile agents even though they are not for same applications.
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Fig. 1. Mobile Health-Monitoring Sensors in Wrist Phone.

Here instead of plain client-server, we need the optimized client server or the mobile
agent approach for performance of our health-monitoring sensor network with health
Web server.

The performance analysis for real-time health monitoring system may be different
from the conventional analysis methodology for non-realtime applications. We
should investigate this type of new approach, because the real-time health-monitoring
network may be applicable to many new applications for the disabled and elderly
people in the pervasive healthcare. We studied the real-time health-monitoring appli-
cation, getting frequently personal information as well as writing the analyzed infor-
mation as a response to the request by client or health-monitoring agent in the mobile
Internet environment.

2.2 Health-Monitoring Network

For the real-time health-monitoring network using mobile Internet, as shown in the
following Fig.2, the dominating factor and the standard deviation of that random
variable should be bounded within the deterministic response time. To be determinis-
tic for real-time application, the estimation time should be bounded within
deterministic time, the interchange of data between the watch phone and the server
should be automatic except the requested information by the user, therefore the Web
server should be efficient and have high performance for the dedicated application if
possible, and the exchanged data and analyzed information should be as simple as
possible with simplified and efficient format. If possible, the bandwidth requirement
for wireless or mobile Internet should be immune to the network traffic condition;
also that will be good in terms of degradation caused by the other rich multimedia
contents sharing the same network and server.

The spent time in the Web server may be considered to be immune to the network
and server condition, with short packets below 1.5Kbytes that may be upper bound of
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packet size. In general, the frequency of health monitoring is much more than the
frequency of analyzed or diagnosed information from the health Web server.

This system is based on wired or mobile Internet, and the monitored health data
from sensors in watch phone can be registered in any time using mobile Internet with
the domain name of test Web server, i.e. ‘ktrip.net’ [12] for wired/mobile Internet.
Actually this site has been used for real-time information network server and we
considered it as a health-monitoring server, because this server can be used as any
Web server for testing.

Fig. 2. Mobile Health-Monitoring Network.

3 Health Information Server

An Information Center designed to meet the various needs of people with disabilities
will help them to achieve a higher degree of independence and facilitate their integra-
tion into the community; with the following four perspectives, discussed by Kowalik
[13], to ensure that a particular disability will not prevent the use of the information
system. For a disabled person to fully use the information stored in the information
system’s database, they have to successfully complete four tasks: 1.connect to the
information system; 2.say exactly what information they need; 3.receive the re-
quested information; 4.record it in a way that will allow multiple uses of the informa-
tion.

For the consistency of health-monitoring information and for the convenient user
interface, considering the universal access and universal design for the disabled and
elderly people, we need the unified health-monitoring Web server for wired Internet
and mobile Internet.

3.1 Health Information and Analysis Model

We used single web server as a health information Web server for the simplicity of
management and the cost-effectiveness. This method gives the effectiveness and
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efficiency for real-time health-monitoring network and utilization of resources, e.g.
the bandwidth for communication and the size of disk storage of health information
Web server for the disabled and elderly people.

We assume that the wrist phone with health-monitoring sensors writes regularly
the health information, which should be chosen carefully in further research, to the
health information Web server through mobile Internet, and processes the data and
analyzes for the request of the results in real-time way. Depending upon the fre-
quency of writing the health information, the workload of the health Web server may
change, and the interval of regular writing may be considered as arrival rate in the
queuing performance analysis model for health-monitoring. The transmission packet
unit for billing by mobile communication service provider is about 0.5 Cent (U.S.);
the packet size is 512 Bytes, which is the minimum packet size for charging in Korea.
Therefore, if possible, the health-monitoring data for wrist phone to the server
through mobile Internet should be below 512 Bytes, and this size is also bounded
much below l.5Kbytes that is one emulated WML deck for performance evaluation
of the health-monitoring Web server discussed later.

3.2 Health Information Web Server

The health Web server should have the capability of showing the appropriate health
contents, i.e. the HTML contents for wired Internet as well as the mobile contents for
many different kinds of mobile devices, e.g. WML, mHTML, HDML, etc. For uni-
fied service, there are several constraints, compared to the contents for the wired
Internet. First of all, we should consider the various kinds of mobile devices as well
as the browsers for mobile Internet, and each of those devices may have different
capabilities in terms of the image. The environment of the development and applica-
tion is very different from the existing wired Internet, i.e. mainly based on the almost
unified browser, i.e. MS Explorer. Therefore we considered only text-based health-
monitoring information from the wrist phone to the heath-monitoring Web server and
vice versa, to be immune to any type of Internet traffic load as well as to minimize
the mobile communication cost for cost-effective health-monitoring service.

We suggest the minimum requirements as capabilities of health information Web
server instead of luxurious capabilities, because of the cost-effectiveness and low
cost/performance ratio. To provide the minimum requirement for the wired Internet
using PC and for the mobile Internet using the wireless mobile devices, e.g. handheld
devices and mobile phones, we can provide the simplest functionality with the less
capable mobile Internet phone. Among several constraints with mobile phone, in
terms of the contents, the WML deck size should be below around 1.5 Kbyte. We
implemented the similar Web server of Information Network for wired Internet with
PC as well as for wireless Internet with mobile devices; however we consider the
Web server as an emulated health information Web server here. The size of contents
is below l.5Kbyte as a WML deck, which is the transmission packet unit in the WAP
environment; and even for the wired Internet we considered the same content with the
small size of web page for health information service. This size of 1.5 Kbytes health
information will be enough for the real-time monitoring information of health.
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3.3 Emulated Implementation and Empirical Results

The implemented system is as follows; for the operating system, Windows 2000
server; for wired and mobile Internet web services, IIS5.0 web server and ASP 3.0;
for DBMS, MS SQL server; for the mobile markup language, WML mHTML, and
HDML. The leased E1 (2.048 Mbps) Internet communication line to a router and the
test web server, i.e. the health Web server for both wired and mobile Internet service,
is being used. As we discussed already, the size of web page for unified service was
considered below l.5Kbyte for monitored health data and information and 5Kbytes of
the almost same analyzed or diagnosed information for wired PC Internet, to mini-
mize the dependency of the overall performance to the shared and stochastically vary-
ing network traffic; also the web server is dedicated to minimize the server load, and
dedicated for the health-monitoring network.

Fig. 3. Response Time (Mean and Standard Deviation).

Fig.3 shows the mean and standard deviation of 100 samples with the emulated
health-monitoring Web server, we can observe that the response time at wired PC is
fastest and stable with little deviation, the averaged response time with mobile phone
Internet is around 12 seconds with about 2 second standard deviation, the other two
cases with wired PC via the intermediate server show that depending upon the inter-
mediate server the mean and deviation of the response time become very different.
The size of web page for the wired Internet accessed by the domain name ktrip.net is
about 5 Kbytes, and the size of the mobile web page is about 1.5Kbytes, that becomes
about 1Kbytes after compiling to WAP binary file, that is considered as health infor-
mation. The mobile l.5Kbyte content retrieval time with mobile Internet is about 10
seconds longer than the wired (PC) 5Kbyte content retrieval time because of the
elapsed time with the gateway and base station etc., and this time should be consid-
ered for health-monitoring application with mobile Internet.

Considering the performance of the health-monitoring Web server, we can make
the processing time deterministic in the Web server for contents, where the determi-
nistic time is possible with the deterministic size of packet, below around 1.5Kbytes,
if possible below 500 Bytes in real implementation. We can consider the health-
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monitoring server as M/D/1 queuing model, i.e. Markovian arrival rate (M) and with
deterministic processing time the departure rate (D), with inexpensive single web
server (1) for health-monitoring service, for the disabled and elderly people.

4 Conclusions and Future Works

A real-time health-monitoring network for the disabled and elderly people, using the
domain name ‘ktrip.net’, has been studied on the basis of wired and mobile Internet.
The results of implementation show that the overhead time in the mobile Internet is
not negligible for ubiquitous real-time health-monitoring network. The evaluation of
the health-monitoring Web server for the wired and mobile Internet can be applied to
efficient investment for worldwide health-monitoring service for the disabled and
elderly people with the health-monitoring sensors in the wrist phone. As future
works, the availability of the health Web server will be studied for reliability of the
health-monitoring sensor network, and also the meaningful parameter for analyzing
and diagnosing personal health will be studied for real-time monitoring and diagnosis
for the disabled and elderly people in the Silver Society.
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Abstract. The aging communities in the United States, and elsewhere, are pre-
senting serious problems for the health delivery systems in many countries. Add
to this the problems associated with being poor and having limited access to the
health delivery, and the problem becomes one of even greater urgency. One so-
lution to this problem is the distribution of health monitoring equipment to the
patient rather than having the patient travel to the equipment. In some cases,
this might mean the installation of the health monitoring equipment in the pa-
tient’s home, while in others it could mean the development of a centralized fa-
cility in a housing project that would be easily accessible by the residents. In
the current work, the second model was built and tested in a low-income hous-
ing environment, the JL Young Center for Elderhealth Primary Care in Tampa.

1 Introduction

The JL Young Center for Elderhealth Primary Care was founded in 1991 as a coop-
erative between the University of South Florida College of Nursing and the City of
Tampa Housing Authority to increase access for low-income elderly to quality health
care. The center is located in a City of Tampa public housing facility that has 432
units and 497 residents. Over the past ten years services that are easily accessible and
cost-effective have been provided to a portion of the housing project residents and the
center has provided a multidisciplinary training site for nursing, medical, and social
sciences students. However, because of issues related to the mission of the clinic and
varying faculty responsibilities and student learning needs, the services that have
been provided in the clinic have been somewhat uneven and unpredictable, all too
often constrained by the academic calendar. Increasing the consistent availability of
health care services to this multicultural, low-income population of elderly has be-
come a high priority for the College of Nursing. One area of particular concern is
creating a mechanism that can provide an easy, accessible, accurate, and inexpensive
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way for patients to monitor and record a number of important health status indicators.
The project is designed to use the very latest in information technology to design,
implement, and evaluate an innovative method for self-monitoring and self-reporting
key health indictors of residents.

2 Specific Aims of the Project

2.1 Target Population

A number of community assessments of the Tampa Bay area housing projects for the
elderly have identified that accessibility to health care services as a major concern for
the elderly. The access issue is relevant across a number of areas including cost, dis-
tance, and the nature in which the care is provided. Findings of a Prevention for Eld-
erly People II (Ruben, et. al, 1996) risk appraisal project indicated that 90% of the
residents in the housing project live on less than $5,000 per year. Up to thirty four
percent identified that they had some difficulty with activities of daily living that
compromised their ability access health care and more than 70% reported they had
some kind of chronic condition. In addition, they indicated that, all too often, when
they did access the health care system, the treatment they received was not particu-
larly culturally competent or user-friendly (USF College of Nursing, 1999).

2.2 Monitoring Chronic Conditions

The primary goal of the Center for Elderhealth Primary Care is to provide health care
services that are accessible, cost effective, and tailor made to the geriatric population.
Of particular concern is improved monitoring of the chronic conditions that so often
plague the elderly. Nearly 40 percent have a chronic condition that causes morbidity
and limits function and seventy percent of all deaths can be attributed to some sort of
chronic disease (Adleman & Daly, 2001). The US Centers for Disease Control &
Prevention have identified that the most common chronic illnesses among the elderly
are hypertension, arthritis, heart disease, vision impairment, and diabetes. To effec-
tively deal with the challenges of managing chronic illness among the elderly, new
models of health care delivery must be developed. Key to any approach is assuring
that patients are able to take charge of health care decisions and have viable treatment
options. Research evaluating the impact of self-care in managing chronic disease has
demonstrated that patients who are able to take responsibility for ongoing self as-
sessment fare better than those have limited involvement in their own care (Loring, et
al, 1999). When chronic illnesses are effectively monitored, the result can be an in-
crease in life expectancy and improved quality of life (Tetzlaff, 1998).

2.3 Community

The Elderhealth Primary Care Center is integrated in the community and represents a
coalition between the College of Nursing and a number of community partners. Local
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hospitals have provided furniture and exam equipment. The YMCA has provided
scholarships for an exercise program and assisted with professional expertise. The
Senior Companion service provides support to train in-house seniors who in turn
provide care for those elderly in need. The City of Tampa Housing Authority pro-
vides a four-apartment suite that houses the clinic, pays the utilities, telephone costs,
and the salary of the clinic secretary. Solid community support has created the envi-
ronment that will facilitate expanding the services that are available in the center. The
project is one approach to increasing availability of care through a direct, convenient
diagnostic reporting mechanism.

2.4 The Project

The research is a clinically based, patient-centered project using the very latest in
information technology to design, implement and evaluate an innovative method for
monitoring and reporting key health indictors of residents.

3 Significance

Excellent evidence supports the benefits of early intervention in reducing the mor-
bidity and mortality of many diseases (Adelman & Daly, 2001). Effective, accurate
monitoring of signs that are diagnostic of chronic illnesses among the high-risk, eco-
nomically disadvantaged elderly will provide a strategy for increasing the possibility
of timely treatment. Creating a mechanism where by the elderly have control over
self-reporting has the potential of maximizing the positive impact of self-care. And,
using the latest of information technology as the vehicle will help to bring the, often
isolated, elder into the century.

4 Data Collected and Collection Method

One of the goals of the project was to collect data in an informal, friendly and con-
venient manner. The data collection was to be based on the user being able to interact
with a system that collected information on a variety of common vital signs and gen-
eral well-being status. A small lab was created in the housing center so patients could
collect their information in a private and convenient location. To accomplish this task
we created an automated system that would be simple to use, and non-threatening to
the patient. Further, as a large portion of the residents were Spanish speakers, the
system had to accommodate users in two languages: English and Spanish.

The system is comprised of two major components. A desktop computer and a
CardioTech health-monitoring device which is connected electronically to the com-
puter.
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4.1 The Desktop Computer

The desktop computer is a Macintosh iMac system with a 15 inch color screen which
is fitted with a touch panel. In this way, the patients can enter all information into the
system without using the keyboard. Their basic data are first entered into the system
after a consultation with a nurse. Part of the information entered in the system in-
cludes the patient’s social security number and their mother’s maiden name. To do
regular data collections, the patient is required to enter both of these data items using
either the touch screen or the keyboard. All communication from the computer
comes in the form of large print on the screen and voice synthesis. A sample screen is
shown in Figure 1 below.

Fig. 1. A User Login Screen in Spanish.

After logging into the system, the user is queried concerning a number of issues
concerning how they perceive their general health at that moment in time. Figure 2
below shows the screen that queries about these symptoms – in this case the question
deals with “headache” in Spanish.

Again, all output includes large print and speech and all input is carried out
through the touch sensitive screen.

4.2 The Health Monitoring Device

After the basic information is collected, the patient is directed to move to the actual
health monitoring device. This device was able to record:

1.
2.
3.

Blood pressure
Pulse rate
Weight
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Fig. 2. Queries Concerning Current Feeling of Well-Being.

and then transmit these data back to the desktop computer. Devices such as this are
commonly found in supermarkets and drug stores in the U.S.

Numerous tests were conducted with the device to verify its accuracy. It was de-
termined that while the device was not as accurate as the medical equipment found in
a doctor’s office, it was consistent and relatively accurate. It was deemed quite ade-
quate in monitoring changes in the patient’s vital signs.

The current data collected are stored in a database for later use and then reports are
printed for the patient. The reports fall into two basic categories: the current readings
and historical data. The data are presented in the language of choice and included
graphical representation of the information. The patient is advised to keep the data
print-outs for their next visit to their healthcare provider.

As the database is indexed by both patient, and physician, the system is able to
supply reports to both parties. In a future project we plan to automatically send regu-
lar reports to the physician.

5 Study Findings

The study involved 22 patients and a nurse researcher. The patients used the system
on the average of twice a week during a six-week period. The most interesting find-
ings of the project were:

1.

2.

The computer was stolen early in the testing period. The project was put on hold
until a new system was purchased. While this event has nothing to do with the
experiment, it does demonstrate that even the best plans often go awry.
The elderly patients found it difficult to stand on the device while vital signs
were recorded. Unfortunately, in order to measure the blood pressure / pulse
check, the patient was required to stand.
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3.

4.

5.

6.

7.

8.

9.

10.

11.

While the patients seemed to generally like the anonymity of the process, they
preferred spending time with the nurse than with the system. And, indeed were
more likely to participate if the nurse was with them during the tests.
Patients had difficulty believing the results of the tests. There is no explanation
for this finding.
Several of the patients actually used the printed reports to make healthier choices
dealing with weight or blood pressure medication.
Four patients stopped participating because they did not have enough money to
purchase their blood pressure medication and didn’t want constant reminders of
their health problems.
Patients had a difficult time mapping their symptom reporting to the actual
“hard” data generated by the system.
The mastery and use of the system was viewed in a very positive light by the
subjects.
Three patients reported that the printed reports were of value to their primary
health care provider.
All participants said that they would like to have continuing access to the system
after the project was completed.
Part of the study included obtaining information from the actual healthcare pro-
viders. Unfortunately none of them responded to our questionnaires.

6 Summary

The experiments, while being qualitative in nature, demonstrated that low-income
elders were able to use information technology to help monitor their health. Addition-
ally, they reported high satisfaction in using the system and further found the infor-
mation useful in making health care decisions.

The key finding is that Information Technology and well-designed user interfaces
can be a valuable supplement to traditional health care. Further, with growing need
for inexpensive, but efficacious care for the elderly, such tools seem to not only use-
ful, but also attractive to the patient.

One can expand the scope of these findings to include a wide variety of people
with a variety of disabilities. Testing in this expanded domain could prove to be a
boon to less expensive, quality health care to a broad section of our society that find it
difficult to currently receive health care monitoring.
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Abstract. The FRR (Friendly Rest Room) project creates and evaluates proto-
types of a more user friendly intelligent toilet for old persons and for persons
with disabilities. Additionally, applicable knowledge regarding needs and
wishes of old and/or disabled persons and their care persons are documented. In
this paper the user driven research approach, ethical aspects and the iterative
user centred design process are outlined. First results from user tests of lighting,
human computer interface and preferred seating heights are described.

1 Introduction and Aim

Many of today’s toilets in private and public places are not satisfying the specific
needs of European citizens who are facing physical and cognitive limitations. The
FRR project is carrying out the necessary research and design steps in order to build
and test prototypes for a Friendly Rest Room (FRR) for older persons and/or persons
with disabilities. All the elements of the FRR will adjust semi-automatically to the
individual needs of older persons with functional limitations or persons with disabili-
ties, allowing them to gain greater autonomy, independence, self-esteem, dignity,
safety, improved self-care and, therefore, enable them to enjoy a better quality of life.
The methods and technologies involved range from contactless smart card technolo-
gies with read-write capabilities, voice activated interfaces, motion control and sensor
systems and mechanical engineering, as well as ergonomic research, design for all
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philosophy, gerontechnology and medical and social sciences. The aim of the FRR
project is to empower old and/or disabled persons to use public restrooms in Europe
even despite an increasing level of disability and to support secondary users by pro-
viding an innovative, user-friendly and highly adaptable, smart toilet system.

2 Methods

According to a multidisciplinary approach the consortium brings together end-user
organisations representing a wide range of European countries, universities, research
and rehabilitation centres as well as industrial partners in the area of industrial and
public design and the sanitary industry.

2.1 Involvement of Users and Collection of User Needs

The project involves broad user driven research to define the user parameters for
designing and developing the FRR systems. User involvement takes place in all the
stages of the research and problem solving process of the FRR development and test-
ing. Starting from given restrooms [17] (“standard restrooms”) it is necessary to find
out (a) what older and/or disabled toilet users (primary as well as secondary users)
experience as difficult and (b) what they regard as helpful. This is done by applying
social research methods (interviews, observations, questionnaires, and secondary
statistics) and by referring to given technical/design solutions represented in the dif-
ferent FRR prototypes generations or FRR design specifications. For this reason 3
user test sites have been established in Sweden (Univ. of Lund), in Greece (Univ. of
Athens) and in Austria (Vienna Univ. of Technology).

2.2 User Test Sites and Ethical Aspects

The three User Test Sites are organised and maintained by the local FRR project
partners. At each site independent User Boards consisting of 7-10 expert users, care
persons and professionals from therapy, nursing and medicine and user representing
organisations have been established. Additionally, each site is equipped with a
“physical toilet prototype” in order to run user tests.

The setting-up and carrying out of the user tests is being accompanied by ethical
reviewers in order to ensure the protection of the dignity and privacy of test persons
and users involved [18]. In addition, to ensure the ethical quality of the on-going
work, the reviewers also help to develop new horizons in the design process about the
intimate and sensitive aspects of toileting, personal hygiene and public health as a
psychological and cultural phenomenon.

2.3 Qualitative and Quantitative Research

One of the main tasks of qualitative research in the FRR project are the user tests
which are carried out in several cycles with a relatively small group of specifically
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selected users. The users are asked to use the prototype system and if they have
agreed to be observed, the sociologist takes field notes. Technical data are measured
by the sensors of the prototype. After the test post-test interviews are conducted. The
methodology is based on the “Theoretical Sampling” method and on the “Grounded
Theory” by Strauss and Corbin [1]. Additional to the user test cycles, where the users
interact with new FRR prototype generations and reflect about interaction during the
post test interview (open interviews recorded & transcribed), other methods for col-
lection of qualitative data have been used: Expert knowledge has been gained during
expert workshops by conducting exploratory interviews with secondary users and is
also continuously provided by user boards.

In 2002 and 2003 FRR questionnaires about the personal situation regarding using
one’s own toilet were distributed in nearly all regions of the German speaking Europe
among members of seniors’ organisations by FRR partner Eurag and by the MS-
Society of Austria in their members’ journal. Additionally, Greek, English and Dutch
versions of the questionnaires have been distributed nationally.

2.4 Iterative and User Centred Design

In the FRR project 4-5 cycles of testing and redesigning [12], [16] are foreseen in
order to come up with the final FRR system beginning of 2005. Computer Based
Interview tools [13], [14] have been developed as a tool to get feedback and response
from users, professionals and experts to different design proposals.

The development process of each part in the FRR is based on both literature and
own FRR-research and takes place mostly in The Netherlands by the FRR-partners
Landmark and TUDelft. Earlier research on anthropometry of 600 elderly in The
Netherlands [27] is used as a reference in this FRR design process. The design proto-
types have been pre-tested by students of Industrial Design Engineering, partly using
an aging simulation kit developed by Loughborough University in the Third Age
Suit-project [28]. After the pre-tests the prototypes are sent to the tests sites in order
to be evaluated with old people and users with disabilities.

As an example for a basis of the toilet design Fig. 1 illustrates the large variety in
two body dimensions within the population of 600 elderly and 150 young people. The
popliteal height is the lower leg length and is relevant for the sitting height. The el-
bow-seat height is relevant for the armrest. The figure shows that there is almost no
correlation between these two measurements. This means that the designers are rec-
ommended to make the two product dimensions independently adjustable.

3 Ongoing Activities and Preliminary Results

Currently the 3rd test cycle has been successfully completed and is being analysed.
The specification, design and manufacturing process will come up with the 4th proto-
type generation to be evaluated by older persons and disabled users in May 2004.
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Fig. 1. Distribution of popliteal height and elbow-seat height [27].

3.1 Design of the Computer Interface

To obtain user input on the design of the computer interface different methods have
been used [12], [16]. The process started with an expert user evaluation of a set of
scenarios and sketches. This evaluation was performed by expert users both in Lund
(Sweden) and in Vienna (Austria). Following this first test, demonstrators of both a
voice interface and a hand held control were implemented. The voice interface was
based on ASR 3200 (embedded system) from ScanSoft [26]. The hand held control
demo interface was implemented on a Pocket PC device (Compaq iPAQ™ 5500) as
this type of hardware has a colour screen, is of approximately the right size and al-
lows for the use of images, text and sound. It is important to point out that this device
is not intended for the final FRR system, but has been used for obtaining user feed-
back on different ways to design the computer interface. Preliminary versions of both
voice interface and hand held control interface has been tested by groups of expert
users both in Lund (Sweden) and in Vienna (Austria). The tests performed so far have
confirmed the design approach used.

Fig. 2, 3. The FRR test room in Lund. Left side (Fig. 2) shows the entrance door, in the back-
ground the toilet bowl. Right side (Fig.3) shows site plan with bowl, sink and light sources.
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3.2 Lighting Tests and Conclusions

Figure 2 and 3 show the test room (usability laboratory) that has been built at the test
site in Lund. It was not possible to use a standard usability laboratory because of the
privacy aspects involved in toileting. The size of the room was determined by the
Swedish standard of 2.40 m x 2.40 m. Illuminance and contrast issues along with the
overall impression have been the focus of the tests in Lund. The toilet and sink are
connected to the water supply and sewer.

The test room is designed with optimal differences in colour contrast between wall
and floor, and between toilet/sink and wall. A blue-painted strip of wood was in-
stalled where the floor meets the wall to emphasize the difference in contrast. The
NCS (Natural Color System) Lightness Meter [19] was used to measure the differ-
ence in contrast. Twelve lamps were installed in the test room:

Six lighting fixtures on the walls directed upwards.
Two lighting fixtures with frosted glass mounted in the ceiling.
Three lights with frosted glass installed around the mirror.
One spotlight installed directly over the toilet seat.

Frosted glass and lighting fixtures directed upwards were chosen, because many
persons with visual impairments prefer indirect lighting. The test set up supplies be-
tween 300 and 550 lux when using the maximal effect of the light fixtures. Swedish
standards for bathrooms ask for 200 lux, and 300 lux for old persons. From the user
tests the following can be concluded:

Adaptable lighting is necessary
More work on lighting conditions at the sink (380 lux for sitting users and 416
lux for standing users are not enough for some users with visual impairments).
One spotlight over the toilet is not enough for the users. If more spots are used, it
minimizes the risk that the working area is thrown into the shadow cast by the
hands.
To achieve the optimal lighting solution an extended test time and the possibility
for the tester to adapt the lighting on her/his own is required.

3.3 Preferences Regarding Sitting Heights – Preliminary Results

The test site in Vienna is using an Hungarian product from Clean Solution Kft [2]
which has been significantly modified with additional adjustable grab bars, position
sensors and a PC-unit for controlling the toilet and for measuring and logging the
users’ preferred positions. This prototype is installed in a laboratory environment
without being connected to the water supply and sewer. The focus of the user tests
has been put on users with limitations in lower parts of the body, meaning users mov-
ing with wheelchair, cane or other walking aids.

For the test, the users were asked to transfer to the toilet seat (with clothes on) and
to adjust the height and tilt of the toilet seat to the optimal position. Three types of
optimal positions were measured: (1) optimal position for sitting down = transferring
to the toilet, (2) optimal position for sitting = using the toilet and (3) position for
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standing up = transferring back to the wheelchair (standing up). Many of the test
persons used the test equipment for a time of about 30-60 minutes, therefore several
positions were tried and some of them were classified by the test persons as being
optimal. The measured values for the sitting height have been transformed using a
correction formula in order to become independent from the influences caused by
different designs of toilet seats and different tilt angles and different parameters of the
used prototypes.

Several test runs were carried out. In the following, the test run in June 2003 is
outlined in more details. A height adjustable toilet additionally connected to a PC for
steering, measurement and logging purposes was used. The sample consisted of 17
persons (7 male, 10 female) between 15 and 82 years of age (average 53,5), partly
older persons (5 persons over 60 years) partly MS (multiple scleroses) patients. The
test-persons are partly using wheelchairs, walking aids or sticks.

Fig. 4. Preferred set heights and basic anthropometric data of 17 test participants in Vienna.

Figure 4 shows measured preferred seat heights for ‘position sitting’. Each user
has an individual bandwidth of preferred seat heights. The total used range of heights
was 364 mm to 529 mm. The popliteal lengths of the test-persons varied between 41
and 49 cm, body height between 183 and 156 cm (average 168.2). There is little cor-
relation between the anthropometric data (popliteal height, body height) and the pre-
ferred (average) sitting position. It is obvious, that the different needs of the test-
persons need to be covered by the toilet. Preferred seat heights (and also preferred
height of supporting bars) cannot necessarily be derived from body parameters but
are individual preferences, surely influenced by (remaining) physical abilities. More
work on this is currently being done in order to identify important parameters for the
future FRR system.
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4 Discussion and Outlook

The multidisciplinary approach of the FRR project is ensuring a wide horizon to
come up with innovative and reasonable approaches which are meeting the users’
needs and the economic necessities. An important feature of the FRR project certainly
is the strong user involvement which also can be observed in the way the project is
structured, especially with the different user test sites and the independent user
boards. The 4th prototype is planned to be evaluated in May 2004, the final FRR
system will be validated 2004/2005. More information is to be found on the web site
of the FRR consortium: http://www.frr-consortium.org
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Abstract. This work is concerned with the design and realization of a complete
telecare application for remote monitoring of patients at home, including a
wireless monitoring portable device held by the patient and a remote central
server application located in a surveillance center. Agitation, position and car-
diac rate data are used for alarm decision and can be exploited by the central
server application. Originality resides in the actimetry and heart rate data com-
bination for alarm decision and in the central server design aiming at offering
flexible assistance services for both the surveillance medical team and the prac-
titioner in charge of the patient.

1 Introduction and State-of-the-Art
in the Telesurveillance Domain

Promoting patient’s Home telecare is in France, and more widely in Europe, is today
motivated by the fact that generally patients can convalesce at home in their familiar
environment by being remotely monitored, and that this also responds to the difficult
problem of beds saturation in hospitals. Namely the goals of our telecare system,
developed in the frame of the MEDIVILLE project1 is precisely to offer a technical
solution to the Home telesurveillance (i.e. remote monitoring) for elderly persons and
cardiac persons who need a constant surveillance in their everyday life. This may also
represent an important factor of integration for these persons, young or older, who are
susceptible to become insulated from the society due to their illness. Tele-surveillance
implementation, and pilot exploitation in certain cases, is growing in North America
and in Europe, in particular within the Northern countries such as Norway, Finland
but also in Germany. It is expected to spread rapidly in the ten coming years with the
population who will become older and older.

Based on a similar alarm-based medical scheme such as found in [1, 2, 4, 5, 6], the
MEDIVILLE system is composed of a wireless monitoring portable device hold by

1 MEDIVILLE project: takes part of the AUTOMOVILLE project funded by the ACI-Ville
program of the French Research Office. Started in January 2001 and ended in April 2003.
Partnership: ISTM, ESIEE and INT.
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the patient at home and a remote surveillance server computer located in the surveil-
lance centre (see Fig.1).

The wireless portable device, fixed on the patient’s girdle, is connected to several
biomedical sensors in contact with the patient’s body. When the patient at home is
suffering from a malaise, a cardiac attack or makes a fall, the patient’s portable device
will generate an alarm and immediately transmit it to the surveillance centre where a
medical team is looking after the different monitored patients 24 over 24 hours.

For the last decade, several R&D projects (namely European Telematics and IST
projects as MOBCARE, TELECARE, CHS...) have been devoted to the remote sur-
veillance of cardiac persons by proposing different concepts such as the intelligent
dress with embedded sensors or holter-based systems able to transmit ECG (electro-
cardiogram) channels to a remote centre; for instance the VTAMN project proposes a
medical teleassistance suit ([2, 3]) consisting in several non-intrusive biomedical
sensors (complete ECG-leads array, SPO2, sudation, blood pressure, skin tempera-
ture...). More recently projects such as AMON2 and EPI-MEDICS3 [1] have realised
lighter systems often integrated in current devices such as a watch or a light portable
box. A most important problem for all these devices, and namely for the ECG signal
measurement, is the disturbances generated from the patient movements or the cap-
ture of external signal sources interference (electromagnetic, power line,....). On the
other side, trying to eliminate these disturbances often means sensors more intrusive
for the patient. Most of telecare application for elderly patient at home target fall
detection and require a reliable alarm system able to warn a telesurveillance or ur-
gency centre by avoiding false detection: indeed most of urgency cases for elderly
people are falls events and several approaches are proposed based on position and
inclination measurements and accelerometers sensors such as proposed in [4, 5]
showing already satisfactory fall detection results (about 80% good detection). Based
on simpler approach similar to [6] (patients’position) the MEDIVILLE system, as
developed in section 3, intends to propose an original and simple fusion scheme by
combining the patient’s position to an agitation measurement and to the heart rate
frequency (pulse measurement): indeed the pulse measurement is generally not asso-
ciated to fall detection schemes as considered as too much unreliable measurement.
Namely to make pulse signal acquisition more robust by reducing measurement noise
was one of the challenging work targeted by MEDIVILLE. Moreover experience
feedback from healthcare professionals were also taken into account and a design
methodology, as presented in section 2, was followed by the MEDIVILLE team to
design and realise a wireless portable terminal on one hand responding to a trade-off
between a minimal invasiveness and a robustness to any kind of interference, on the
other hand targeting a simple and low-cost system. The MEDIVILLE portable device,
fixed to the patient (section 3), is measuring over a certain time period his activity
degree and position status and his heart frequency rate (pulse rate); the whole is being
processed and fused to predict an eventual patient’s problem and to create an alarm
transmitted to the server of the surveillance centre. Section 4 describes the server
stage which is based on a quite flexible man-machine interface and communication
process based on a VPN protocol (Virtual Private Network): for instance it allows

2 AMON project: IST program from 2001 till 2003,
http://www.medictouch.net/AMON

3 EPI-MEDICS project: IST from 2001 till 2004,
http://www.epi-medics.insa-lyon.fr/ and see also reference [1]
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biomedical data exploitation (e.g. history analysis) and access in a quite flexible way
for the medical surveillance team and the practitioner to be potentially connected as
client to the central server.

2 The Methodological Process Implemented
to Design the MEDIVILLE System

The methodological process implemented to design the MEDIVILLE prototype was
based on five main stages, from the knowledge of the specific area of home telecare
to the MEDIVILLE platform realization and its first experimentations:

1 / One stage whose objective was to build the research network and to initialise the
collaborative process between partners. During this stage, the project team has de-
fined scientific, medical, sociologic stake of the project, in collaboration with medical
and health specialists, local communities representatives and sociologists. The method
was essentially based on interviews, workshops or discussions and exchanges during
specialised seminars (CATEL, ERGO-IA, BIOMEDSIM 2003).

2 / One stage intended to identify and analyse the context of usage and the needs and
constraints in the economical, technological, ethic deontological and regulation fields,
taking in account previous research works as such done in the frame of the DHOS
CREDES, DREES [7, 8, 9, 10].

3 / One stage of functional analysis and definition based on the “value analysis”
methodology4. During this phase, we also realised state of the art studies based on
technological survey, to identify and choose the different technological hardware and
software parts of the system.

4 / One stage of conception and technical realisation and integration built on an itera-
tive process. During this phase, we tried to take into account ergonomic recommenda-
tions and to improve the human interface of the different parts of the application (spe-
cially on the server part).

5 / One stage devoted to experimentation and test of the demonstrating platform in a
simulated environment. At this time we had opportunity to verify the pertinence and
reliability of the data delivered by the physiological and motion sensors placed on the
patient, and to improve the different algorithms implemented in data processing and
transmission. During this phase, we decided to build several scenario of usage (medi-
cal emergency, long term medical survey and so on).

The main experience feedback on the project is that acceptability of the products
and applications are determinant to deliver efficient homecare services based on in-
formation technologies. We believe that it is essential to proceed in an approach im-
plementing simultaneously functional analysis and acceptability evaluation. The track

4 Value analysis is a systematic and creative method to improve competitiveness. It is aimed at
satisfying user needs by means of a specific procedure for invention (or modification) which
is functional (the purpose of the activity), economic (what it costs) and multidisciplinary
(how one does it). This methodology was started in the late 1940’s by Lawrence D. Miles
while working in the purchasing department at General Electric.
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that we wish to explore will seek to adapt the value analysis method in order to take
into account, during the stage of functional analysis, acceptability criteria. Beyond the
economic value, it is a question of determining the functionalities which can reinforce
the practical value of the products and services developed, by taking into account
ergonomics and appropriation considerations.

3 Home Telesurveillance System

Working in-door and fixed on the patient’s girdle, the wireless portable device aims
to monitor the patient at home through different biomedical measurements which
have been selected from the first stages of the previous methodological process.
Hence four sensors were specified accordingly:

patient’s attitude: lied down or standing up/seated
his activity or agitation
his cardiac frequency
urgency call button starting the most recent previous sensors data

All the sensors data are processed within the wireless portable device by using
low-consumption electronic components in order to face autonomy problems which
are also crucial in that application. The circuit architecture is based on different mi-
cro-controllers devoted to acquisition, signal processing and emission.

The portable device is connected by radio to an in-door PC-base station placed in
the main room of the patient’s house. Continuously receiving the emission signals
from the portable device through a VHF radio link, the base station exploits them to
detect potential illness situation and, only in that case and after an automatic decision
process, it generates an alarm towards the remote server. On the other side the PC-
base station is connected to the remote server of the Surveillance centre (Fig. 1)
through an IP channel using a VPN protocol (see section 4). The selection of a VHF
frequency range for the radio channel has been made to ensure a sufficient emission-
reception distance and robustness for a domestic environment such as flat rooms: this
was successfully tested in different laboratory rooms separated by metal-composed
walls. Nevertheless research are currently been pursued on another radio protocol for
in-door home application (e.g. Wi-Fi, UWB...). An important work was devoted to
the sensors realisation (activity, attitude and pulse) and signal processing improve-
ment within the micro-controller to make the pulse signal acquisition more robust to
patient’s movements: an original noise reduction algorithm implemented in the micro-
controllers has allowed to lower measurement variance below the 10% required
threshold. Errors protection was also implemented for the radio transmission.

4 Computer and Communication System Used
in the Surveillance Server

4.1 Global Design

The overall architecture of the server is based on three separate components:
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Fig. 1. Architecture of the MEDIVILLE system: Patient’s environment (wireless terminal with
actimetry and pulse sensors + base station) and the Surveillance centre server.

the patient’s system
the practitioner’s system
the central server

It is linked to the home telesurveillance system by a Virtual Private Network
(VPN). The architecture of the proposed prototype is shown in figure 2. Each compo-
nent is then described in more detail.

The practitioner can be connected to both the main server and the patient’s base
station either through his cellular phone or his computer.

The main server consists in two main stages: the internet portal and at least one an-
other computer embedding one or more databases as well as the necessary tools for
the practitioner.

The central server is the main communication node,managing the following func-
tions:

The first and most important function is to keep the contact with the patient and
insure his security. It receives the alarms from the patient’s system and reorients
them, according to their seriousness, to the practitioner in charge and, in case of
unavailability or absence, to an another emergency system (such as the French
SAMU).
The storage of all the information relative to the patient.
The security insurance on information storage and the access to this information
for authorised users: patient agent, practitioner agent and server manager.
The provision to the practitioner of all information and aids necessary for taking
care of their patients.
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Fig. 2. Schematics of the e-health Server prototype: the surveillance server is located in ESIEE.

The importance and complexity of the functions taken over by this server strongly
require a reliable and extensive system. The system shall contain a sufficient capacity
and redundancy in order to cater for these conditions.

4.2 Data Exchange

Data acquired from the patient are stored on the local computer as follows:
A current file (replaced when a new data set is received)
A daily file relative to the last 24 hours period.
Currently, the data exchange performed using an ftp protocol using a VPN.

The transmission system scenario includes the following distinct cases:
1.

2.

3.

During normal operation, the local home system is solicited at regular intervals
(every 30 seconds) by the central system that transmits the totality of recent sen-
sors data (excepted for a special request such as consulting historical data of the
last 24 hours or for the change of data acquisition frequency). Transmission is
performed by using a text file with a header specifying the data format and the
time stamp followed by the digital data.
In an alarm case (generated either automatically by the monitoring system or
manually by the patient) the local system takes the initiative to communicate
with the central server and transmit (simultaneously to the alarm) the latest
available data.
The last case corresponds to a direct monitoring requested by the practitioner on
a particular patient. Il this case, the central server directly connects the local sys-
tem to the practitioner who can collect all the necessary data for his interven-
tion.
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The normal operation protocol also includes the reliability tests of the communica-
tion system and the synchronisation of the main and local systems.

The central system offers other databases facilities such as medical images, medi-
cation data and pharmacological models but also assistance tools to access with pro-
tection and visualize the set of databases from different cellular terminals (WAP,
UMTS) or platforms (PC, laptop, palm).

5 Current Results and Perspectives

An iterative validation phase of the whole system has been conducted in laboratory
within the second half-year 2003 with a reduced group of experts and testers, leading
to following refinements of the different components of the MEDIVILLE prototype:

the signal processing chain of the portable device has been improved against the
patient’s movements disturbances namely concerning the pulse signal acquisi-
tion; terminal supply autonomy and ergonomic acceptance were also found as
very crucial.
decision strategies combining actimetry and pulse data have been implemented
in the in-door PC base station to improve the fall detection and to correlate to
heart problems, but still works remain to be done in this area,
the surveillance server architecture and MMI has been refined to offer more
flexibility in the biomedical signals exploitation (signals history and visualizing,
acknowledge procedures, multi-agent management) according to the healthcare
professionals needs.

Validation and acceptance tests with the collaboration of SAMU (French Medical
Urgency Unit) and Toulouse Hospital are planned in course of years 2004 and 2005,
in the frame of the TelePat project5. This new project consists in the follow-up of
MEDIVILLE project focused on usage evaluation and technical re-design of the exist-
ing system with the healthcare professionals partners of TelePat project.
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Abstract. In this work we present the design of an Automatic Infant Cry Rec-
ognizer hybrid system, that classifies different kinds of cries, with the objective
of identifying some pathologies in recently born babies. These cries are re-
cordings of normal, deaf and asphyxiating infants, of ages from 1 day up to one
year old. For its acoustic processing we used a free software tool called Praat
[1]. Additionally, we used Matlab to implement the system, based on ANFIS
[2], to classify the infant’s crying. In the model here presented, we classify the
input vectors in three corresponding classes, normal cry, hypo acoustic (deaf)
and asphyxiating cries. We have obtained scores up to 96 % in precision on the
classification.

1 Introduction

Just born babies may be classified as the most handicapped kind of persons in the
world. In the first place, they can not even survive without adult’s help. Secondly,
because they completely lack the ability to communicate, not only their physiological
needs, but also their physical and psychological status. The pathological diseases in
infants are commonly detected several months, and often times, years, after the infant
is born. If any of these diseases would have been detected earlier, they could have
been attended and maybe avoided by the opportune application of treatments and
therapies. It has been found that the infant’s cry has much information on its sound
wave. For small infants crying is a form of communication, a very limited one, but
similar to the way adults communicate. Given that the crying in babies is a primary
communication function, governed directly by the brain, any alteration on the normal
functioning of the babies’ body is reflected in the cry. Based on the information con-
tained inside the cry’s wave, we can determine the infant’s physical state; even detect
physical pathologies, mainly from the brain, in very early phases [5].

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 408–415, 2004.

© Springer-Verlag Berlin Heidelberg 2004
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2 Infant Cry as a Tool for Early Clinical Diagnosis

Neurolinguistics considers the just born baby cry as the first linguistic manifestation.
It is the first experience in the sound production, which is followed by propioceptions
of laryngeal and oral movements, altogether with the listening capabilities feedback.
Which, deliberately, very soon, will be used to the production of phonemes. The
acquisition and phoneme selection is achieved through the discrimination between the
emissions of a spontaneous vocal activity and its auditory reinforcement. Von Mona-
kow y Morgue [7] in 1928 emphasized the need of innate activities as suction,
swallowing, and the crying as a previous stage to the development of language. Late
diagnosis of deafness is proven to cause delay in language development. Children
with hearing losses identified before 6 months of age have significantly better lan-
guage development than children whose hearing losses are identified after 6 months
of age. Children with normal cognitive development whose hearing losses are identi-
fied before six months can develop language at the same or a similar rate to a hearing
child [8]. Children identified with a hearing loss between birth and six months old
have a receptive language of 200 words and expressive language of 117 words,
whereas those identified between ages of seven and 18 months have a receptive lan-
guage of 86 words and expressive language of 54 words. When tested at 26 months
of age, those identified as deaf before six months old have “significantly higher”
measures of language growth and personal-social development [9].

In recent studies the subjective auditory analysis of voice and speech, have been
replaced by objective spectral-phonographic analysis, with the help of audio taping
and computerized analysis. Receiving special attention the spectral-phonographical
analysis of the just born baby crying. Preliminary reports are focused in the analysis
of full term newborns, premature, with neurological, metabolic, or chromosomal
alterations just born babies, as well as those with congenital anomalies among others.
The studies suggest an objective variability of the crying related to the health state
and the neuropsychological integrity. In the case of the infants who have been
through a period of new-born asphyxia, they are exposed to possible changes or neu-
rological level disturbance, depending on the degree of asphyxia that they had suf-
fered. According to the American Academy of Pediatrics (AAP), about 2 to 6 out of
1000 full term newborns present asphyxia, and the incidence is of 60 % in premature
newborns with low weight. From them, about 20 to 50 % die during the neonatal
period. From the survivors, 25 % develop permanent neurological sequels.

There’s a tight relationship between the central nervous system and the efferent
ways that involve the phono-articulator apparatus. When this function is not the
proper one, changes are produced in a intrinsic laryngeal muscular level so as in the
muscles that intervene in the respiratory process, these changes will translate possibly
in alterations or modifications in the baby’s cry. The cry study importance on the
recent born infant during the first months are related with the psychological and neu-
rophysiological information that it provides about the infant, its right interpretation
will provide complementary information that could support the different clinical di-
agnosis.
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Fig. 1. Automatic Infant Cry Recognition Process.

3 The Infant Cry Automatic Recognition Process

The infant cry automatic classification process is, in general, a pattern recognition
problem, similar to Automatic Speech Recognition (ASR). The goal is to take the
wave from the infant’s cry as the input pattern, and at the end obtain the kind of cry or
pathology detected on the baby [4], [6]. Generally, the process of Automatic Cry
Recognition is done in two steps. The first step is known as signal processing, or
feature extraction, whereas the second is known as pattern classification. In the
acoustical analysis phase, the cry signal is first normalized and cleaned, and then it is
analyzed to extract the most important characteristics in function of time. Some of the
more used techniques for the processing of the signals are those to extract: linear
prediction coefficients, cepstral coefficients, pitch, intensity, spectral analysis, and
Mel’s filter bank. The set of obtained characteristics is represented by a vector,
which, for the process purposes, represents a pattern. The set of all vectors is then
used to train the classifier. Later on, a set of unknown feature vectors is compared
with the knowledge that the computer has to measure the classification output effi-
ciency. Figure 1 shows the different stages of the described recognition process.

4 Acoustic Processing

The acoustic analysis implies the selection and application of normalization and fil-
tering techniques, segmentation of the signal, feature extraction, and data compres-
sion. With the application of the selected techniques we try to describe the signal in
terms of some of its fundamental components. A cry signal is complex and codifies
more information than the one needed to be analyzed and processed in real time ap-
plications. For that reason, in our cry recognition system we used an extraction func-
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tion as a first plane processor. Its input is a cry signal, and its output is a vector of
features that characterizes key elements of the cry’s sound wave. All the vectors ob-
tained this way are later fed to a recognition model, first to train it, and later to clas-
sify the type of cry. We have been experimenting with diverse types of acoustic char-
acteristics, reporting in this work the results obtained with the Mel Frequency
Cepstral Coefficients.

4.1 MFCC (Mel Frequency Cepstral Coefficients)

The low order cepstral coefficients are sensitive to overall spectral slope and the high-
order cepstral coefficients are susceptible to noise. This property of the speech spec-
trum is captured by the Mel spectrum. The Mel spectrum operates on the basis of
selective weighing of the frequencies in the power spectrum. High order frequencies
are weighed on a logarithmic scale where as lower order frequencies are weighed on
a linear scale. The Mel scale filter bank is a series of L triangular bandpass filters that
have been designed to simulate the bandpass filtering believed to occur in the audi-
tory system. This corresponds to series of bandpass filters with constant bandwidth
and spacing on a Mel frequency scale . On a linear frequency scale, this spacing is
approximately linear up to 1KHz and logarithmic at higher frequencies. Most of the
recognition systems are based on the MFCC technique and its first and second order
derivative. The derivatives normally approximate trough an adjustment in the line of
linear regression towards an adjustable size segment of consecutive information
frames. The resolution of time and the smoothness of the estimated derivative de-
pends on the size of the segment.

5 Cry Patterns Classification

The set of acoustic characteristics obtained in the extraction stage, is represented
generally as a vector, and each vector can be taken as a pattern. These vectors are
later are used to make the classification process. There are four basic schools for the
solution of the pattern classification problem, those are: a) Pattern comparison (dy-
namic programming), b) Statistic Models (Hidden Markov Models HMM). c) Knowl-
edge based systems (expert systems) and d) Connectionists Models (neural
networks). In recent years, a new strong trend of more robust hybrid classifiers has
been emerging. One of the better known hybrid models is the resulting from the com-
bination of the neural and fuzzy approaches [2], [3]. For the development of the pre-
sent work we’ll focus on the description of one of the neuro-fuzzy models, known as
Adaptive Neuro-Fuzzy Inference System (ANFIS). We have selected this kind of
model, in principle, because of its adaptation, learning and knowledge representation
capabilities. Besides, one of its main functions is pattern recognition. Although these
kinds of models are still under constant experimentation, their results have been very
encouraging.
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In a Automatic Infant Cry Classification System, the goal is to identify a model of
an unknown pattern obtained after the original sound wave is acoustically analyzed,
and its dimensionality reduced. One system with the capability to adjust to changing
patterns is ANFIS [2], which also is able to implement a nonlinear mapping from the
input to the output space. ANFIS is a neuro-fuzzy system that combines the learning
capabilities of neural networks [3], with the functionality of fuzzy inference systems
[2].

5.1 ANFIS Architecture

ANFIS is a hybrid learning architecture, proposed by Jang [2], As an adaptive net-
work, the parameters in some ANFIS nodes are adapted during training, in which
case the node is called adaptive node and it is graphically represented by a square.
There are also nodes whose parameters remain unchanged during training, they are
called fixed nodes and are represented by a circle. The network architecture is com-
posed of five layers. The architecture we used has two inputs, corresponding to each
of the principal components previously obtained. We used seven trapezoidal mem-
bership functions for each input. The linguistic properties assigned to each member-
ship function, for our purposes, were respectively Very Low (VL), Low (L), MoreOr-
Less Low (MLL), Medium (M), MoreOrLess High (MLH), High (H) and Very High
(VH). During the experiments, we tested different parameter settings, as well as dif-
ferent kinds of fuzzy membership functions. Through a heuristic selective process,
we ended up with seven trapezoidal membership functions for each of the two input
nodes.

Fig. 2. Automatic Infant Cry Recognizer ANFIS Architecture.
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6 Implementation of the Crying Classification System

A set of 122 samples have been directly recorded from 59 babies by pediatricians,
with ICD-67 Sony digital recorders, and then sampled at 8000 Hertz. The same pe-
diatricians, at the end of each recorded sample, do the labeling. The babies selected
for recording are from just born up to 6 month old, regardless of gender. The collec-
tion of pathological samples is done by a group of doctors specialized in communica-
tion disorders, from babies already diagnosed as deaf by them. The corpus collection
is still in its initial stage, and will continue for a while. The 116 crying records, from
the three categories, were segmented in signals of one second length. In this case,
1376 segmented one second samples were obtained, 157 of them belong to normal
cry, and 879 to deaf cry, and 340 with asphyxia. At the following step the samples are
processed one by one to extract their MFCC by means of Praat 4.0. The acoustic
characteristics are extracted as follows: for every one second sample we extract 16
coefficients from each 50-millisecond frame, generating with this vectors with 304
coefficients by sample. In this situation, the dimension of the input vector is large, but
the components of the vectors are highly correlated. In cases like this, and in order to
simplify the classifier’s architecture, it is useful to reduce the dimension of the input
vectors. An effective procedure for performing this operation is the principal compo-
nent analysis (PCA). This technique has three effects: it orthogonalizes the compo-
nents of the input vectors; it orders the resulting orthogonal components (Principal
Components or PC) so that those with the largest variation come first; and it elimi-
nates those components that contribute the least to the variation in the data set. In the
present work, we apply PCA, using Matlab, to the analyzed vectors to obtain reduced
vectors with two principal components. The vectors so obtained are the actual input
to ANFIS.

The generation of the fuzzy inference system (FIS), as well as the implementation
of ANFIS, and the evaluation of the system after training are implemented with the
Matlab’s Fuzzy Logic Toolbox. The FIS’s architecture consists of two nodes at the
input layer, each of which is subdivided in 7 membership functions, which generate
49 rules, and at the output layer the cry classes are represented by only one node, as
shown in Figure 2. In order to make the training and recognition test, we randomly
select 157 samples of each class. The normal cry’s sample number available deter-
mines this number. From them, 107 samples of each class are randomly selected for
training. With these vectors the network is trained. The training is made up to 20 or
30 epochs have been completed. After the network is trained, we test it with the 50
separated samples of each class left from the original 157 samples.

7 Experimental Results

The classification accuracy was calculated by taking the number of samples correctly
classified, divided by the total number of samples. The detailed results of one of the
tests for MFCC, with samples of 1 second, with 16 coefficients for every 50 ms
frame, are shown in the confusion matrix shown in Table 1.
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The classification accuracy achieved in this experiment is of 96.67 %. The experi-
mental results still present some variations. Some times the accuracy is higher and
some times is lower, although never lower than 93 %. We are working to improve the
system’s performance.

7.1 Comparison with Other Works

In previous experiments performed by ourselves, reported in [10], we used the same
set of samples, and the same training approach. The recognition was based on a feed-
forward input delay neural network, trained by gradient descent with adaptive learn-
ing rate back-propagation. The neural network’s architecture consists of 304 neurons
on the input layer, a hidden layer with 120 neurons, and one output layer with 3 neu-
rons. The training is made until 500 epochs have been completed or a error has
been reached. The results obtained are shown in Table 2. As can be noticed, the re-
sults in this case are slightly better, but the complexity of the network and the number
of epochs needed to be trained are much grater than the system based in ANFIS.

8 Conclusions

We have shown that the classification of infant cry may be automatically performed.
And that, once a robust classification system is developed, its results might be used
by pediatricians, nurses or general doctors to identify some kind of pathologies, like
deafness or asphyxia, in recently born babies. A system like the one described here, is
not intended to substitute the medical specialist, to the contrary, it is thought as a tool
to warn doctors of a possible malfunction or pathology present in the baby. An oppor-
tune warning on possible pathologies like those will allow placing special attention
on the suspicious babies, in order to detect the extent of the pathology as early as
possible. The early diagnosis will lead to the application of the adequate therapy,
which will avoid learning delays or other future handicapping sequels, and possible
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death. We also showed that ANFIS is a hybrid model, which offers very acceptable
performance in classification tasks. Compared to other classifiers we have tested,
ANFIS’ accuracy is similar, but it offers some advantages like lower training time
and simplicity in its implementation.
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Abstract. A particular use of technology in ‘open-ended’ contexts lies at the
heart of the development of Vibroacoustic Sound Therapy, which has been de-
veloped in schools for profound and multiply handicapped children and in
homes for the long-term care of the elderly and elderly mentally infirm. The
therapy uses examples of digital music technology to improve communication
skills, motor control and well-being. Three case studies exemplify the effects of
this therapy with the client groups.

1 Background

The idea of Vibroacoustic Sound Therapy (VAST) has gradually developed over a
number of years and is still evolving. It brings together aspects of different worlds
which are connected to music but without depending on traditional musical skills or
thought processes. In VAST a broad view of music is taken, and we move away from
particular ways of organising sound towards the view of sound itself as being the
most important element. Therefore, although practitioners of VAST will need to have
‘open’ ears, traditional musical skills such as the ability to read music notation or play
an instrument are not prerequisites.

The initial impetus for developing this therapy came from a visit to a special school
in the late 1980s. Initial experiments involved using items of music technology to see
if it would be possible to give profoundly handicapped children the possibility for
expression, the development of self-awareness and motor control. After some early
testing there seemed to be potential for further experimentation and in 1992 a formal
research project was begun in a school for profound and multiply handicapped chil-
dren (PMLD). These are children with no self-help skills who are totally dependent
on others for all aspects of daily living. Often they exhibit a range of disabilities and
frequently show little or no awareness of the external world.

Over a period of years a non-invasive therapy evolved, and around 45 longitudinal
case studies, some extending over five years, offer evidence of progression and de-
velopment, in some cases involving profoundly handicapped children where previ-
ously there had been no success in ‘making contact’ [1].

In 1997 the therapy was introduced to a home for the long-term care of the elderly
for a 30 week-long pilot study. The results were such that a two-year follow-up pro-
ject was established in three homes for the elderly, one a residential home, and the
other two homes for the elderly mentally infirm (EMI). To date more than 35 elderly
people have been involved for periods from 20 weeks to more than three years.
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2 Research Methods

2.1 Exploratory Methods – Grounded Theory

In such settings the application of methods to analyse the efficiency of the therapy for
specific conditions focused on discovery rather than verification. As the research was
initially carried out in the environment of a school, aspects of ethnographic research
methods were a natural choice and participant observation, case study and video
analysis of behaviour were the main tools employed in a programme of grounded
theory, [2]. For the work with children and the elderly I devised a longitudinal video-
based methodology called Layered Analysis [3]. In this methodology, every session
of Sound Therapy is completely recorded. Subsequently, for each individual, signifi-
cant moments are copied on to separate ‘master tapes’. Periodically every example of
one aspect from a master tape, a particular arm movement for example, can be copied
onto another tape – a ‘layers tape’ – and an extremely detailed chronological account
of behaviour significant to an individual can be assembled for detailed scrutiny. For
the purposes of reviews ‘summary tapes’ can be assembled. These are limited to
around 10 minutes in length and so draw perhaps on one example every three months.
Rather in the manner of time-lapse photography, where we can view a flower opening
in a short space of time, so it is possible to see significant, and frequently very mov-
ing, behaviours developing over a period of weeks, months or years. This has been the
main research tool for both groups involved in Sound Therapy.

2.2 Methods for Measuring the Effectiveness of the Therapy

In order to externally validate the short and long-term effects of Sound Therapy, a
small group of EMI residents were involved in a 10 week study conducted by Steven
Dennett of STB Consultancy Ltd. Using the Bradford Dementia Group Profiling
Scales: Well-being and Ill Being (WAIBS) [4], which form an on-going planning and
dementia mapping approach for individuals in residential settings, (see below).

More recently we have begun using the NOSIE (Nurse Observation Scale for Inpa-
tient Evaluation) [5,6]. This provides information on social confidence, social interest,
personal neatness, irritability, manifest psychosis and retardation. We have also re-
cently introduced a mood monitoring data collection scale (see below) which is com-
plemented by observation records kept by the therapist, who is also a full-time activi-
ties manager within the home.

3 Vibroacoustic Sound Therapy

The therapy is essentially non-invasive, with an emphasis placed on the creation of a
highly controlled environment in which individuals are able to choose to (re)develop
a range of skills through aesthetic interaction with sound. The essence lies in the
internal motivation of the individual; in working from the ‘inside-out’. At all times
the individual is given the opportunity to take control of the situation as far as possi-
ble. It seems that by giving a person absolute control over sound – where even the
smallest movement can generate a sound – leads to the development of expression,
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interaction, physical control and a sense of well-being. Any sound within a session is
experienced both as an aural and tactile sensation which reinforces the feedback loop
of cause and effect. From the resulting recordings of behaviour, both within and be-
yond VAST sessions, we can see progression and development in a variety of ways
across a range of disabilities.

Three items of (music) technology are central to this therapy, and they lie at the fo-
cus of the three divisions of sound therapy sessions:

3.1 Interactive Communication Skills

A digital sound processor and microphone era used to (re)develop and/or improve:
vocal inflection (expression); enunciation; range of phonemes (vowels, consonants,
etc.); enable expressive use of voice; listening skills. This section gives emphasis to
vocal interaction, with eye-contact and responsiveness being a focus, encouraging use
of the voice and the development of enunciation and expression. The focus given here
is on expressive communication through changes in pitch, volume and vocal timbre -
non-verbal communication. It is possible that some people who have lost the power of
speech are able to (re)develop vocal expressiveness and communication skills by
focusing on these elements.

3.2 Independent Physical Movement and Control

The Soundbeam [7], can help to (re)develop physical control (typically hand/arm or
head, possibly leg); extend/re-energise the listening range (quiet/loud; high/low);
awaken curiosity through exploration; enable self-expression. In this section of the
therapy session, using the Soundbeam, can lead to the development of expressive
ways of controlling sound. It works through the use of an ultrasonic beam. By direct-
ing this at a part of the body - the head, an arm or leg, even an eyelid - the smallest
movement will result in a sound being heard. Effectively you can move your head and
play for example an electronically generated ‘harp, ‘trombone’, ‘thunderstorm’, or
any sound you choose. Perceiving cause and effect and the awareness of control
through action seems to be the key to its effectiveness. All the sounds created in these
first two parts of the therapy are both heard and also felt as vibration, the Soundchair
providing an extra stimulus, reinforcing cause and effect [8].

3.3 Relaxation

Here the Soundchair is used to promote a general feeling of physical and mental well-
being, and to provide a possible trigger for recollection and reminiscence.This final
part of a session is for relaxation. Playing specially recorded tapes which combine
gentle classical, or ‘relaxing’, or ‘content-free’ music with low frequency sine tones
can induce deep relaxation. This in turn can help ameliorate anxiety, stress and de-
pression, as well as muscular aches and pains [9]. Much research has been undertaken
concerning vibroacoustic techniques, [10,11]. I have adopted a slightly different ap-
proach to others in producing the tapes, mixing sine tones of between 20 – 75Hz with
the music, but allowing the music to determine the pitch of the sine tone as well as the
timing of its pulsing.
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The effects are clear to see with both children and adults. In the environment of the
elderly, to date residents with the following conditions have experienced VAST: dis-
affection, anxiety, paranoia, depression, terminal cancer, possible vCJD, senility,
dementia, Alzheimer’s and stroke. In an EMI setting, residents are chosen for VAST
who seem particularly disaffected, depressed, anxious or have other acute symptoms.
Some of the staff in one EMI home now regularly use the chair themselves as this
gives them physical and emotional relief.

Within the PMLD school environment the first two sections of the therapy can be
very telling, and work in a similar way as with the elderly, the main difference being
that the children do not have the rich life experience to draw upon, and often at first
cannot communicate directly or indirectly. In the relaxation section, this is most often
used as a separate aspect, being called upon when a child becomes particularly agi-
tated or distressed.

4 Case Studies

4.1 Case Study 1

For PMLD children one case study extending over five years provides an example of
the potential for the therapy.

Born in 1986, M has cerebral palsy, epilepsy, hearing impairment, is cortically
blind and has gross involuntary movements of the limbs. Initially the suggestion that
M might benefit from VAST was a real challenge. Although he could move physi-
cally, there was no conscious control of his movements, and similarly there was little
apparent response from external stimuli. There were few indications that he might
have the cognitive ability to connect his physical spasms to a resulting change in
sound, or even that there was the possibility to develop a response to sound itself.
Even if he could, would he then be able to develop any control over his physical
movements, or develop the ability to know in advance that certain movements would
produce certain sounds?

M attended Sound Therapy sessions from September 1994 – December 1999. From
the first sessions, although he arrived in a physically agitated state we can see repeat-
edly a change from agitated muscular spasms to finer, more controlled movements,
which are smooth and less frequent and with progressive improvement. This progres-
sion continued throughout the first year.

In October 1995 for the first time M produced wonderful smiles. Prior to this his
face, although not without expression, had not shown real inner pleasure or delight.
From this month onwards there is an increasingly frequent positive expression of
delight and joy. He smiles, his face lights up, his eyebrows become raised and his
forehead shows, through the production of wrinkles, the development of a positive
and enthusiastic outlook.

In March 1996 he began to vocalise (almost sing) as he ‘plays’ the Soundbeam, a
phenomena which repeated frequently thereafter. Often he would arrive at the Sound
Therapy room in an agitated state from elsewhere in the school, but almost without
exception he would gradually become calm, still, apparently thoughtful, almost con-
templative, and reveal real physical control over his movements. He also began to
show positive responses, pleasure and delight during each session, and on occasion
appeared to ‘think’ about results before making a physical action, his eyes often
‘looking’ up towards the ceiling.
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Reports from his teacher and classroom assistants indicate that he became more
aware of the external world, and sometimes he would smile and sit upright in his
wheelchair when certain music was played. Clearly his awareness developed and
there was a growing responsiveness and ability to express himself, rather than remain
isolated and indifferent to the external world. The head teacher observed that there
were tremendous problems in finding a way in with M. He was a ‘difficult to get to’
child who did not want to know people; any kind of interference or intervention he
would repulse rather than accept. Sometimes he would smile, but to see recordings of
his Soundbeam activities is described by the head teacher as “just wonderful”. To-
wards the end of the programme he would often be sitting upright rather than flop-
ping, and was also alert. There was real progression and a developing quality of ex-
perience and control.

4.2 Case Study 2

E, aged 82, had been in a residential home for the long-term care of the elderly for a
few years following a mild stroke. Her speech was not impaired, but the left side of
her body was weakened and she would not use her left arm. I understood her to be
very disaffected with her life in the home, and she was described as somewhat de-
pressed and generally uncooperative.

This video study, taken over a pilot study lasting 30 weeks, shows a developing
change in behaviour, interaction, receptiveness and in smiling positive responses.
There are moments of fun, delight and energetic interchange with the microphone.
When using the Soundbeam we see an increasing ability to interact expressively with
sound, and the spontaneous and frequent use of her left arm! The final part of the
session reveals a lady deeply moved and involved in listening. During the 30 weeks
she received VAST her behaviour in the home gradually changed and she became a
member of a small group, with a more positive and out-going demeanour than at the
start of the sessions.

4.3 Case Study 3

This is located in a home for the long-term care of the Elderly Mentally Infirm. N had
been in care for some years and is 57 at the start of this study. He was leading a nor-
mal life but suddenly started to become forgetful. Deterioration was rapid and within
a few months he needed institutional caring having lost the ability of physical control
and apparent cognition. He had lost most, if not all, self-help skills and was unable to
walk. The diagnosis was either Alzheimer’s or vCJD, but this is not confirmed.

N experienced Sound Therapy initially for a 6 month period. He had cerebral irrita-
tion which made him fidgety. He could not sit still and was constantly pulling at him-
self, never being ‘at rest’. During this time the therapist found that he liked a ‘dron-
ing’ sensation produced using the Soundbeam, with some occasional positive
responses (vocal, verbal and facially expressive indicators) to his experiences in the
therapy. After 6 months there was a gap in the therapy, and it was during this that N
suddenly started to walk again. Both his wife, and staff at the home, feel there is a
direct link with the Sound Therapy and this change in behaviour. He has again been
receiving the therapy for the past 10 months and now he is walking independently
around the home and is able to feed himself. According to the therapist he will fre-
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quently be somewhat agitated and non-communicative before a session. During ses-
sions he is very responsive to the relaxation tapes. For example, the therapist often
records that having put headphones on him he will gradually relax, often smile at her,
and become totally still for the next 30 – 40 minutes. On return to the lounge he can
often be talkative and smile. His facial expression is often very positive.

5 Results

The on-going extended programme in an EMI setting referred to earlier includes a 9
point mood monitoring data collection element. This is, if possible, completed by the
resident after their therapy session, but in N’s case the therapist has to do this. As she
knows him well from working with him for some years, an acceptable level of accu-
racy has been achieved. Over 16 sessions the mood monitoring data collection scale
was used in order to monitor changes in mood before and one hour after the therapy
session. The rating scale allows to rate moods from 1 to 9 from negative to positive
respectively. The results of a paired t-test showed a significant (.01) change from
average 3.93 pre to 5.69 post therapy.

The ten week WAIBS study referred to earlier had as its main hypothesis that the
participant’s total (mean) well-being scores during the hour after the therapy will be
greater (therefore showing improved well-being) compared to the hour before the
session. With only six residents being involved this can only be seen as indicative, but
there was an overall increase in well-being in the hour after sessions for all partici-
pants. There was also an unexpected indication of expectation, with residents appar-
ently showing small improvement leading up to the session. A reading of the total
scores over the 10 weeks reveals that this positive effect remained high and only
dropped off over the following days.

From field observations over five years with the elderly we have seen improve-
ments in mood, level of distress, level of depression, level of aggression, level of
anxiety and level of relaxation. After Sound Therapy sessions many of those involved
could seem happier and would smile more, with greater awareness of other people.
This effect could last overnight and sometimes for some days.

Spanning some 11 years working with PMLD children, as a result of video analysis
and notes from a range of observers, the following changes can be seen as indicative
of development and progression over time. Children are developing a number of indi-
vidual ways of performing expressively with sound; clearly listening with care and
enjoyment to the sounds they articulate; showing a developing discrimination in the
selection and rejection of particular sounds; often making some vocal response as
they move in the Soundbeam; developing structures in sound which repeat and grow
from week to week; showing ‘aesthetic resonance’ through most telling facial expres-
sions and body movements; being actively involved for extended periods of time, far
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in excess of normal activity; developing a greatly increased level of concentration;
beginning to discover, explore, give expression to and communicate their own feel-
ings; making significant physical responses - movements and gestures which have not
been seen before, or which have not previously been made independently; showing
satisfaction and pleasure from their own achievements in structuring sound.

6 Conclusion

It seems that the use of this technology in controlled ways as described can effect
psychosocial aspects of patients’ functioning in many ways. However, the technology
itself cannot achieve anything, it is the way in which it is used that is crucial. Support-
ing intrinsic motivation and giving control to the participants is at the heart of VAST.
The aesthetic resonation which results from this approach is its power.

Current and future plans include the initiation of a project which identifies specific
ways of affecting certain conditions such as anxiety, depression, stroke-induced dis-
abilities, dementia etc. and to explore the potential benefits for other groups, such as
Parkinson’s Disease. We hope to further develop quantitative and qualitative research
tools to prove the effectiveness of the therapy for improvement of well-being and
quality of life. Six individuals so far have been trained in the techniques of VAST to
enable them to independently work in the field. More formal training courses may be
established to enable the benefits of VAST to reach out further into the community.
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Abstract. This system tries to help handicapped people, although it can be used
by anybody. It is designed to be used on a PDA, and it provides the following
services: have a phone book, make outgoing calls, receive incoming calls, gen-
erate manual alarms, generate mobility alarms, locate user, and follow user’s
condition. The user-friendly interface makes easier the use of these services,
and consists of a Macromedia Rash Movie. The system is being proved now by
real users and has very good approval in most cases. Now we are thinking of
some improvements of the services developed.

1 Introduction

This idea emerges with the purpose of assisting those people that, because of their
condition, are not able to lead a completely independent life, though their level of
disability allows them to lead a normal life with a little external assistance. We are
referring to the following communities: old people, brain damaged people, people
with Down’s syndrome, etc.

The application has to be installed on a device that can be carried by the users
wherever they go, therefore it will be installed on a PDA (1). We have chosen this
kind of device because PDAs allow full mobility, offering wireless communication
and the power and versatility of a computer as well.

This solution is intended to specify and develop an unified assistance centre to old
and disabled people. This centre will allow a direct communication with these people,
in order to make the user feel under protection the whole time. Our principal purpose
is to implement and improve old assistance services for the communities mentioned
above, and also offer new services, like locating disabled persons. These location
systems are based on wireless terminal communication via GSM (2) /GPRS (3) and
GPS (4).

We can not forget that the interface must be user-friendly because we are aware
that these new technologies can be difficult to use for handicapped people. We have
studied several possibilities in order to make the use of the system easier. The best
solution is to use a Macromedia Flash movie as user interface. User only has to click
on the screen of the PDA, and the system will do the rest.

This paper is organized into three sections: system architecture, services provided
by the system, and conclusions. In the first section, we explain the developed system
architecture. In the second section we explain the different services offered by this

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 423–429, 2004.
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system. These services are: a phone book, outgoing calls and incoming calls, manual
alarms, mobility alarms, locate user, and follow user’s condition. In the third section
we explain the results we have reached on the tests, the future work, and the limita-
tions of the system as well.

Fig. 1. System Architecture.

2 System Architecture

The solution is based on a system composed of these modules:

Portable user’s device: users carry some kind of portable client device with
them, such as a PDA, which is used to communicate with the Control Centre.
This device has a communication module (GSM/GPRS) and a SIM card (5).
The user interface is a Macromedia Flash movie that would show both phone
book data and the emergency button, and that communicates with the C++ Con-
trol Program under the XML(6) standard, through a XML socket. The Control
Program must communicate with the correspondent servers through GPRS. The
C++ program will connect to the Internet, download the appropriate user agenda
as well as the jpg files that go with each phone number of the agenda. This pro-
gram must send the pertinent alarms as well.
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Fig. 2. User Interface.

The following figure shows the user interface used in this system.
Control Centre: Set of servers and terminals that offer the appropriate interface
of communication with the user and his tutor. It is composed by next modules:

PDA Assistance Server: This server will communicate with the PDA via
TCP/IP through Internet. It will wait for possible messages from the PDA.
In case the message was an alarm it will notify the Operators Server of a
possible alarm. In case the message was a phone book request, it will do a
query to the database to get the phone book of the user and it will send it to
the PDA, under XML format.

Operators’ Server: This server will receive the alarm messages from the
PDA Assistance Server. Using the identifier of the message, it will do a
query to the database to get the data of the user who has asked for help.
Those data will be sent to the terminal of a free operator.

Database: It will store all system data users and also their phone books.
Those data will be put in through an Internet portal that will be hosted in
the Control Centre.

Web server: It will contain an access portal that will offer the possibility of
adding, modifying or deleting the system user’s data into the database.

Operators’ Terminal: Each of the terminals where an operator will be able
to see if any alarm message has been sent by any user. User’s data are
shown on terminal screen. The operator could then make a call from a tele-
phone device to the appropriate user via GSM. The user will receive the call
in his PDA.
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3 Services Provided by the System

Any of the services provided by the system, requires an initialization phase that will
be done by the tutor and by the C++ Control Program on the PDA. This phase con-
sists of the following tasks:

User’s tutor:
The phone book is constructed by the tutor of the disabled person on a portal
web, placed in the Web Server. The tutor only has to input, for each entry of the
phone book, the name and the phone number of the contact, and attach the .jpg
file with its image. This information is stored in the Data Base, and will be que-
ried later, in order to construct the Flash Movie on the PDA.

C++ Control Program:

Connects to Internet, using functions implemented in library “Ras.h”.
Sends a request message for user data, which includes the identification number
of the user. The PDA Assistance server will receive it, and will send the data re-
quested to the PDA on a message under XML format.
Creates a file “data.txt” that only contains the phone book data under a specific
format. When the Macromedia flash movie will start, it will read this file to fill
the fields on the screen.
Downloads the necessary images to show the content of the phone book. These
files are stored in a FTP Server, therefore the protocol that the program must use
to make the request is FTP Protocol.
Closes the connection to Internet, using functions implemented in library
“Ras.h”.
Throws two threads. Server Thread will create a XML socket with the Flash
movie, in order to allow the communication between them. Phone Thread will
be listening in the modem port, to detect possible incoming calls, and is respon-
sible for managing possible outgoing calls as well.

After these initializations, the system would be ready to offer two kinds of ser-
vices. Some are focused on answering queries, those can be manual alarms, phone
book, user’s o orientation. And others are aimed at keeping track of the user’s loca-
tion, those can be mobility alarm, user’s localization, user’s condition. All these ser-
vices are explained below:

Phone book: The user has a list of telephone numbers, each one with its respec-
tive image, on the screen of the PDA. The phone book is constructed by the tu-
tor of the disabled person on a portal web. The tutor only has to input, for each
entry, the name and the phone number of the contact, and attach the .jpg file
with the image. When the user turns on the PDA, the application will run, first
connecting with the server via GPRS to download the file that contains the
phone book’s data in XML format, and then connecting with the FTP (7) Server
to download the required images. When all this data is on the device, the appli-
cation will be able to create a new process that runs the Macromedia Flash
movie. This clip will be constructed dynamically from the XML data, and will
be shown on the screen of the PDA. When user clicks on one of the phone num-
bers (or its respective image), the device will phone to the person or service re-
quired via GSM.
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User’s orientation: If the user wants to get instructions about the way he must
follow to get somewhere, he can ask for this information and he will be assisted.
In the current version of the system, this assistance is based on operators. This
means that when the user asks for help, the Operator’s Server will assign him an
Operator, which will make a GSM call to the user in trouble to show him the
way. In the future, we want to improve the system by adding map routing. [2]
[3]
Manual alarm: The user can inform to the Control Centre when he needs help
only by pressing the Alarm Button on the screen of the PDA. Then, the flash
movie will send the string “SOS” to the Server Thread, through the socket be-
tween them. When this “SOS” string comes in through the socket an alarm mes-
sage will be constructed and sent, by the C++ Control Program, to the PDA
Assistance Server. User’s localization, i.e. latitude and longitude, is included in
the alarm message in order that he knows it. The PDA Assistance Server will
notify the Operators Server this alarm, and then the Operator’s Server will
assign an Operator, that will make a GSM call to the user in trouble. The C++
Control Program will have a thread listening in the modem port, to detect the
incoming call. When it is detected, the C++ Control Program, will inform the
Flash Movie, in order that it may change the image shown on the screen of the
PDA to a calls interface image and it may begin to sound. This screen contains a
“pick up” button, which the user must press if he wants to accept the call.
Mobility alarm: An automatic alarm is generated when the user goes out of the
pre-established area. The way we have implemented this functionality is this.
Two latitudes and two longitudes are included in the XML message downloaded
by the C++ Control Program installed on the PDA. Thus a rectangle is deter-
mined by these four values. The main thread of the C++ Control Program on the
PDA is always comparing the current localization (latitude and longitude) of the
user with these four values. When the user goes out of the pre-established area,
a mobility alarm message is sent automatically to PDA Assistance Server.
User’s localization is included in the alarm message. When a mobility alarm
comes in to the PDA Assistance Server, it will inform to the Operators Server,
which will assign an Operator, who will make a GSM call to the user.
User’s localization: User is located by the control-centre because of a relative’s,
or a tutor’s, call or even in the interest of the centre. This means that the C++
Control Program on the PDA must be able to receive incoming calls. Therefore,
it will be a thread listening in the modem port, to detect the incoming calls.
When an incoming call is detected, the C++ Control Program will inform to the
flash movie, in order that it may change the image shown on the screen of the
PDA to a calls interface image and it may begin ringing-beeping. This screen
contains a “pick up” button, which the user must press if he wants to accept the
call.
Studying user’s condition: We can make a data base of user’s locations and their
length time, and then process them to study the evolution in user’s mobility, de-
pending on the medium speed. We need to have another thread on the C++ Con-
trol Program, which send this data to the PDA Assistance Server, in order to
storage them in the database.
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4 Conclusions

The system is being tested now by real users, and its use has been widely accepted by
the users. The interface has been found quite convenient by the users because it shows
images and not only text, so it allows users with sight limitations to enjoy the system.
In a similar way, it would not even be necessary that the user is able to read. Among
the communities where the tests are being accomplished, we can find people with
Down’s syndrome and elderly people. It has not been tested with any other kind of
disabled people yet.

All the services developed in this system are very useful due to the following rea-
sons. The application allows you to make outgoing calls and receive incoming calls
wherever and whenever. It also makes user localization possible. It means that the
place where user is can be known in each moment. The application also allows you to
receive an alarm when the user is out of the pre-established area. If the user needs
some attention he can press alarm button in order to be attended by an operator, via
GSM. Therefore, not only the amount of offered services is important but also the
facility to access these services. Only a PDA, with a modem and a GPS receptor, is
required to enjoy the system.

Nowadays, there are a lot of systems for helping visually impaired people [4] [5] or
paralytic people, but none of them join PDA, GPS and phoning calls management at
the same time. For that very reason, the system described in this paper is so important
and original.

Experimental tests have been done with the GPS in open field and no problem of
range loss nor sudden failures occurred, but in the city, tests have revealed that some-
times under some buildings GPS has failures due to range losses. A possible solution
to this drawback could be to use the localization service that many mobile service
providers offer. This localization service is based on studying the power of the signal
in the mobile device with several antennas to be able to calculate the position of the
mobile device. As GPS is not used, the problem described above will not be such.

Even though special attention has been paid in making the interface user-friendly,
different kinds of interfaces should be analysed. Basing the system on the use of PDA
devices, a new concept for the interface can be added, based on speech-recognized
commands. With this improvement, blind persons could also use the system, and
within the other groups any user could use the interface he prefers or finds more con-
venient.

Due to that mobile phone devices are evolving to have better interfaces (full-
coloured and big-sized screens), in a future phase of the project the migration to those
devices could be considered and studied. Nevertheless, it should be taken into account
that the interface in such devices should not be less user-friendly, or if the interface is
slightly worse, it is because in other areas it brings many other advantages.

Now we are thinking about the improvement of this system and we can see that
routing maps could replace the actual operator-based orientation system. [2] [3]
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PDA, Personal Digital Assistant, small portable device, with a big screen.
GSM, Global System for Mobile communications, is a cell-based mobile radio
system developed using digital technology. In our system, it is used to establish
mobile phone calls.
GPRS, General Packet Radio Service, is a service in GSM networks. In our sys-
tem, it is used to send and receive data via TCP/IP.
GPS, Global Positioning System, is a satellite-based radio-navigation system that
permits users to determine their three-dimensional position (latitude, longitude,
altitude).
SIM card, Subscriber Identity Module, is a tiny chip card that makes it possible to
carry a mobile subscription and data through different types and generations of
GSM phone.
XML, eXtensible Markup Language, is a metalanguage, it allow you to design
your own markup languages, designed to improve the functionality of the Web
by providing more flexible and adaptable information identification.
FTP, File Transfer Protocol.
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Abstract. David tries not to use unfamiliar trains and buses, he doesn’t travel to
places he doesn’t know, and he doesn’t travel in unusual environments without
a companion. David is visually impaired and in such cases he becomes disori-
ented from a lack of preview, knowledge of the environment, and orientation
information and is consequently without the foundations on which to base mobil-
ity decisions. While his experiences are not always true for all visually impaired
travellers they do represent the majority experience of David’s peer user group.
proXimity is our attempt to address David’s travel problems and is based on our
previous work in Hypermedia and Real-World Mobility. By using combined Hy-
pertext and mobility paradigms we move toward a system that will assist David
in his travels. The primary goal of proXimity is to augment David’s reality by
giving hypertext a physical presence in the real world. We analogise the real and
virtual, and so aim to provide Nodes (link targets), Links, and Anchors in the
real world. Therefore, hypertext information that describes a physical location
also has a physical presence and ‘local’ physical artifacts can be augmented by
‘remote’ hypertext and semantic information.

1 Introduction

We are concerned with the mobility of visually impaired travellers in complex and unfa-
miliar internal and urban environments. Visually impaired travellers become disoriented
in these environments and this is especially the case when airports, bus or train stations,
shopping centres, and unfamiliar cities are to be traversed. In such cases the traveller is
left without the foundations on which to base mobility decisions due to a lack of infor-
mation about the environment. However, their journey can be assisted by supplying this
‘lost’ information and we envisage (and have started to develop) a system that adapts to
an individual based on their planned and completed journey, their mobility requirement,
and the environment being traversed.

proXimity is our solution to the travel problems of visually impaired pedestrians.
proXimity tries to extend the link metaphor from hypermedia into the real world. We
try to link the real and virtual so that visually impaired users can access complex travel
scenarios and locate physical objects in the real world by links pointed to them in the
accessible virtual world.

We perceive inadequacies in the way the real and virtual worlds currently blend,
and are particularly concerned by:
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1.

2.

3.

4.

5.

6.

The presumption that ambient devices will always be statically networked either by
wire or by wireless means.
The conventional wisdom which sites the user-interface (Siren) with the device
(Fire Alarm) thereby enforcing a designers view of an individual.
The missed opportunity to use an ambient device designed for a specific task (mark-
ing a piece of art) to fulfil a different task (like assisting travel and movement).
The inability to uniquely identify older artifacts which are not electronic or net-
worked (like a painting).
The over reliance on Global Positioning Systems (GPS) to gauge proXimity to
virtually marked out areas of interest. These systems are ineffectual because GPS
fails to address: artifact mobility, complexity of environments, signal interference
and inconsistency in internal and urban environments, and artifact uniqueness.
The high cost of – current – networked ambient devices.

Our system aims to solve these problems by using ambient devices and a Personal
Digital Assistant in the role of a real-virtual SHIM to conjoin real and virtual worlds
and we us the physical traveller (the visually impaired user) to ‘walk the links’.

The Story So Far. In our previous work we assert that lessons learned in the real-world
mobility of visually impaired individuals can also be used to solve their mobility prob-
lems when moving around Hypermedia resources. Further, we likened Hypermedia use
to travelling in a virtual space, compared it to travelling in a physical space, and intro-
duced the idea of mobility - the ease of travel - as opposed to travel opportunity. Finally,
we created a model of mobility that proposed a set of objects, techniques, and princi-
ples useful in addressing the travel and mobility issues of visually impaired users [9, ?].
We have come to realise that visually impaired travellers move around an environment
by answering the questions ‘where am I?’, ‘where can I go?’, and ‘what can I use to
help?’. The ease of movement is determined by the complexity of the questions, their
sequence, and the returned results ability to inform the formulation of the next question.
Previous attempts to answer these questions have used simple markers placed within the
environment or on users [1]. These devices have aimed to bridge the gap between vi-
sual and audible mobility information and as such have focused on sensory translation.
However, our system differs from these in that it uses hypermedia paradigms combined
with our mobility models to help us understand the mobility requirements of a user
within an environment and to enable those requirements to be fulfilled. In effect the
user takes control of their own mobility as opposed to being passive receivers of static
information.

Motivational Example/Problem. The majority of visually impaired users say that they
become disoriented and frustrated when they travel in complex and unfamiliar internal
and urban environments [7]. Our scenario focusing on David may seem contrived but
it does represent the real life experiences of many blind and visually impaired individ-
uals1. It is within this context that we first started to think about helping to solve the
mobility problems of visually impaired travellers. Imagine, a traveller running to catch

1 Used afterward as a general term encompassing the World Health Organisation definition of
both profoundly blind and partially sighted individuals.
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a flight, who can be directed to his gate based on artifacts encountered on his journey
and knowledge of his final destination. Or a visually impaired traveller who can be di-
rected around new environments (which would be previously inaccessible) with ease
and confidence.

With the advent of the semantic web and Tim Berners-Lee’s desire to describe re-
sources (many of them real world resources) more fully the division between real and
virtual will become more of a hindrance. We therefore thought that our system could be
extended to other user groups. For example, walking into proXimity of Michelangelo’s
‘David’ could display hypertext information from the local website, unique artifact his-
tories, and other pre-searched information from the web along with annotation services
and the like.

Synopsis. We provide examples of the current state of mobility with regard to ambient
devices concerned with the movement of visually unpaired surfers. We briefly review
the state of current related work in mobility technology and the concepts of hypermedia
and ad-hoc networking. In effect we give a multi-disciplinary background to place the
project in a general context. And then address similarities in other projects while high-
lighting differences with our own. Finally, we describe our initial developments and
then give an overview of our system. A system which, automatically and dynamically
creates ad-hoc networks from simple imbedded (invisible and embedded) ambient de-
vices by using a Personal Digital Assistant as an egocentric user interface and a network
hub. We will show how the system will work and how interconnections with sematic,
grid, and web resources will be made. To finish, we will describe our method of using
the HTTP protocol and stateless network connections to intelligently direct travellers
from point to point.

2 Background

ENVIRONMENT – Ambient Devices. At it’s simplest Ambient Computing2 has the
goal of activating the world by providing hundreds of wireless computing devices of
all scales everywhere. While the concept of generalised computational devices invis-
ible but situated through an environment is relatively recent the technology to enable
the concept is not. Ambient systems work by using infrared, radio, and inductive or
electrostatic technologies to transmit information between devices carried by the user
and a device fixed within the environment. When the user moves into range either the
beacon – within the environment – or the user device can give feedback. Beacons are
often placed at strategic points – say on a platform or railway concourse – to augment
implicit waypoints or create additional explicit ones, and the pools of mobility infor-
mation around them are known as ‘information islands’. Ambient systems stem from
the belief that people live through their practices and tacit knowledge so that the most
powerful things are those that are effectively invisible in use. Therefore, the aim is to
make as many of these devices as possible ‘invisible’ to the user, where applicable. In
effect making a system ‘invisible’ really necessitates the device being highly imbedded
and fitted so completely into its surroundings that it is used without even thinking about
the interaction.

2 Also known as ubiquitous or pervasive computing.
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USER - Egocentric Universal Access. Through our work on other projects (TOWEL [6]
and POLI [7]) we have become aware that single focus systems exist mainly because the
user interface and the functional parts of a device are conjoined such that just one user
modality is supported and one system functionality is addressed. Consider the example
of a lift, in which a dyslexic user may have difficulty choosing floors and accessing lift
functions because the lift user interface (in this case an LCD display) does not support
their needs. Or the problem of how to notify a deaf person working in their office that
there is a fire when the user interface to a fire alarm is only a siren.

KNOWLEDGE - Semantic Web. The Semantic Web is the abstract representation of
data on the World Wide Web, based on the RDF standards and other standards to be
defined. It is being developed by the W3C, in collaboration with a large number of
researchers and industrial partners. It is an extension of the current web in which infor-
mation is given well-defined meaning, better enabling computers and people to work in
cooperation. The development of ontologies will be central to this effort. Ontologies are
metadata schemas (built using the OIL / DAML + OIL / OWL languages), providing
a controlled vocabulary of terms, each with an explicitly defined and machine process-
able semantics. By defining shared and common domain theories, ontologies help both
people and machines to communicate more effectively. They will therefore have a cru-
cial role in enabling content-based access, interoperability and communication across
the Web, providing it with a qualitatively new level of service – the Semantic Web.

3 Discussion

We aim to give a real world presence to hypermedia information by electronically mark-
ing physical artifacts and groups of artifacts with imbedded non-networked ambient
devices. We aim to move descriptions of real-world node functionality, interaction pro-
tocols and interface specification, conceptual descriptions and groupings – of nodes –
to the virtual world (Web). We propose a connected mobile device (like a PDA or 3G
phone) be used as an egocentric user interface and computational hub to control devices
and manipulate information structures – stored as HTML and XHTML on the web. In
effect we have devices that represent anchors and nodes, and devices that are interfaces
- both types follow hypermedia and Web rhetoric.

We expect minimal computational and interface functions to be present on the
imbedded device but rather the device and the mobile interface to be used in combina-
tion. We aim to bring ‘remote’ information and control found on the web to the ‘local’
physical environment, and we expect to use semantic descriptions, disjoint and disparate
hypermedia information resources (like the web or Grid), and enhanced searching based
on accurate physical proximity to remotely described physically local artifacts.

We connect our imbedded devices to the internet using our mobile hub as the inter-
face therefore we have small infrastructure costs, placement by domain experts is not
required, the user-interface is removed from the physical world and is therefore flex-
ible and egocentric, ‘remote’ hypermedia resources from the web – or other storage
paradigms – are constantly searched and presented to the user based on the real world
nodes and anchors (and therefore artifacts) encountered which may also be moveable –
like books in a library for example.
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Fig. 1. Movement Scenario

There are many possible ways to determine a person’s position within a building;
camera, infra-red beams, RFID tags, capacitive effect - even prediction might be possi-
ble in certain circumstances. However, in our particular application, it was an object car-
ried by the traveller which needed to convey precise location. In fact now that we have
contemplated the options we think that infra-red can provide the solution. Consider an
infra-red emitting diode, what are its characteristics? Well apart from the output power,
the relevant one here is ‘beam half-angle’ and therein lies the answer. Application notes
for various components [12] show that the beam can have a very sharp cut-off, which
means that a detector on the person will only respond within a well-defined area. This
solves two problems; one of precise location and the other of ‘adjacent channel interfer-
ence’. And this solution has the other advantages of relative cheapness and low power.
These emitters may be battery powered and mounted on the ceiling (with the appropri-
ate device chosen according to the required accuracy of the location and the mounted
height.

Hypermedia – Hardware(artifact) Interplay. proXimity is all about linking the real
and the virtual and so the conceptual design of the system is focused on providing this
linking (via the Real Virtual SHIM). Figure 1 shows this interlinking in the context of a



proXimity: Ad-Hoc Networks for Enhanced Mobility 435

real world art gallery (depicted at the top of the diagram) with virtual information about
that gallery, and the art work within it, shown as a sequence of hypermedia nodes, in
this case web pages (depicted at the bottom).

Beacons in the real world locate users to specific hypertext resources by transmitting
the address of the location (Fig 1 R-E), in the form of the URI being entered. From
this the hypertext start point (home page of the web site – V-F) can be distinguished
and shown on a user device. In effect the focus of the interaction has move from the
real (R-F) to the virtual (V-F). The hypermedia resource can now be browsed to find
the appropriate exhibit (V-I to V-D). Directions to the exhibit area can then be given
and focus switches back to the real world (R-D). At this point the user becomes the
server and takes the virtual directions to find the real artifact. This is one big real world
routing problem and as the artifacts are heterogenous, disparate, and distributed the
task can be likened to hypermedia routing requests. Each real world node and anchor
doubles as a point on a virtual map and using graph theory [ 11 ] the user is directed to the
correct artifact location (R-A, R-B, or R-C). Once there the anchor point is activated and
hypertext information about the artifact is displayed along with the annotated comments
of previous users and a set of links to other related resources (V-A, V-B, or V-C).

4 Related Research

GeoNotes. Positioning technology is often associated with locating people in geograph-
ical space. The GeoNotes system, however, positions pieces of information. GeoNotes
allows all users to annotate physical locations with virtual ‘notes’, which are then
pushed to or accessed by other users when in the vicinity. GeoNotes use GPS and
DGPS, however this is only good for larger physical areas. Problems also exist with
these technologies because they are not accurate enough to react to exact areas (mea-
sures suggest only an 18 to 6 metre accuracy level), they seldom work in buildings and
internal environments, and are often very inaccurate in complex built up areas like cities
[5].

HP Cooltown - Websigns. HP Cooltown is a vision of a technology future where people,
places, and things are first class citizens of the connected world, wired and wireless - a
place where e-services meet the physical world, where humans are mobile, devices and
services are federated and context-aware, and everything has a web presence. Cooltown
propose that all devices should be connected, we think this creates an infrastructure
cost that is static and unmanageable, interfaces and functionality that are inflexible, and
information access that is too specific and therefore negates the intention of hypermedia
and the web [4]. We also propose that devices in the environment are second class
citizens (not first class) and that they cannot be networked without a user device being
in range and used as a conduit for device to network communication [2].

Equator. The central goal of the Equator Interdisciplinary Research Collaboration (IRC)
is to promote the integration of the physical with the digital. In particular, it is concerned
with uncovering and supporting the variety of possible relationships between physical
and digital worlds [8]. The objective in doing this is to improve the quality of everyday
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life by building and adapting technologies for a range of user groups and application
domains. Our proposed project is relevant to the research agenda of the Equator IRC as
it relates the digital and physical worlds. However, projects in the Equator stable like
Narrative, City, Artequakt, and AR do not address our key issue of creating a universal
real - virtual symbiosis through hypertext information and semantic knowledge [14].

Auto-ID. Auto-ID is a project to give everything in the world a unique ID through the
Physical Mark-up Language (PML).

Auto-ID technology will change the way we exchange information and prod-
ucts by merging bits (computers) and atoms (everyday life) in a way that dra-
matically enhances daily life in the all inclusive global arena of supply and
demand-the supply chain.

Auto-ID [3] does not utilise semantic descriptions, does not take account unique arti-
facts (as opposed to products), and does not take into account ambient device control
mechanisms.

HyperTag. HyperTag is a system of infrared tags that can be detected by some mobile
phones and with the addition of some software to the phone is used to point the onboard
browser to a specific web address. It [10] is only used for delivering single page and
source hypertext content, it does not address the issues of interface independence, con-
trol of ambient devices, Ad-Hoc networking, spatio-temporal searches over hypermedia
resources, or semantic descriptions of unique real world artifacts.

5 Summary

The research is multi-disciplinary and cross-platform. Primarily the research will be
useful to visually impaired pedestrians when travelling within complex and unfamil-
iar internal and urban environments. However, when complete it may be of use to
all users who need mobile, location specific hypermedia information from multiple
sources. These could include visitors to public information services, museums, and
art galleries. We have a real case study in place, with the collaboration with the Whit-
worth Art Gallery we intend to demonstrate our system over 3-6 months with real users.
proXimity is timely in that it uses new and evolving technologies across the knowledge,
environment, and user domains (Semantic Web, Ontologies, IR, Bluetooth, GPRS) to
create a novel and unique system [13]. We index physical objects using ambient devices
and join the real to the virtual on an Ad-Hoc basis thereby creating large scale physical
networks for information and control. In this way we address many of the problems
associated with the partiality and transient nature of current and future networks in se-
mantic and physical space. We then deploy a real application over this combined space
to demonstrate the feasibility of our ideas.
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Abstract. In this paper, we present a study which aims at designing
a locomotion assistance device that can deliver semantic information
about its surrounding environment at any time. As a first step towards
this goal, we introduce an original model suited for the description of
building structure, and we present an algorithm that exploits these de-
scriptions. Then, we explain how it is possible to link semantics to struc-
ture. Finally, we expose some research directions for user positioning and
human-computer interface design.

Introduction

Over the past few years, the LIMSI (Laboratoire d’Informatique pour la Méca-
nique et les Sciences de l’Ingénieur) and the LAC (Laboratoire Aimé Cotton)
have been developing the Teletact (see Fig. 1), a locomotion assistance device
for the blind [1,2]. The system uses a laser telemeter to measure the distances to
obstacles and transforms them into tactile vibrations or musical notes (the higher
the tone, the closer the obstacle). A project to improve the system is under way
in collaboration with Supélec: we want to give it the ability to provide symbolic
information about pointed objects.

Fig. 1. Photo of the current Teletact.

After giving a short overview of the system, this paper discusses our pre-
liminary results. We present a model for the description of architectural envi-
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ronments in buildings. Then, we introduce an algorithm capable of determin-
ing which default information is most relevant to the user. Next, we introduce
semantic representations, and we show how to link them to building structure
descriptions. This represents the work achieved so far. The last part of the paper
presents future research directions for user positioning, description acquisition
and user interaction.

1 System Overview

The system will try to determine its position thanks to a GPS (Global Position-
ing System) receiver where GPS reception is possible, and otherwise thanks to
an inertial unit. The position calculated from these devices will then be matched
against structural and semantic information embedded in the environment de-
scription retrieved from the ambient network (see section 5.1), so as to increase
precision and compensate for positioning errors (see Fig. 2).

Fig. 2. Overview of the system.

Context-awareness will be enhanced thanks to telemeter data (as in exist-
ing devices the new system builds upon) and to light sensors that can provide
additional information about light sources (sunlight, artificial light).

When the position of users has been determined, the system will give them
context-related semantic information. And when they point at some specific
object or location, the system will provide them with information about this
object or location.

For instance, when a user points at their boss’ door, current devices are able
to tell them that “there is an obstacle three meters ahead”. The device we are
describing here will be able to add that “this obstacle is a door”, and that “this
door leads to the boss’ office”.

In everyday life, such a system can significantly improve blind people’s lives,
by giving them precise information about their environment.
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2 Structure Modeling

To build this system, we must be able to model users’ environments. To date,
we have worked on building descriptions only. But of course, our model will
eventually cover the full range of environment descriptions.

2.1 Existing Description Formats

Current formats for 3D-scene description (such as VRML [3] or X3D [4]) focus
on describing the mere visual appearance of environments. Indeed, they target
sighted people and try to render scenes with as many visual details as possible.

In contrast, we target blind people and thus we need to model the structure
and semantics of environments.

The structure of architectural environments determines how architectural
elements are organized to compose buildings. Structure is either visible (e.g.
walls) or invisible (e.g. frontiers dividing a room in several zones, for instance
smoking ones and non-smoking ones).

Symbolic data bring semantics to the structure they are associated with. For
instance, these data may contain information about the owners of rooms in a
building, access restriction schemes, fire instructions, etc.

For data storage, geographical databases [5] represent an interesting frame-
work. However, they do not allow the representation of strong structure, so we
will not use them for building description.

To describe both the structure and semantics of environments, we need there-
fore to define our own formalism.

2.2 Modeling Building Structure

A Three-Tier Model. We introduce a three-tier approach to describe building
architectures:

first tier: we call lexical elements the simple (elementary) architectural ele-
ments, such as walls, doors, flights of stairs, and so on;
second tier: so-called syntactic elements are complex (composed) architec-
tural elements, constituted by putting together several lexical elements. For
instance, a room is defined by its walls, a stairway is defined by several flights
of stairs and landings, and so on;
third tier: syntactic elements are further aggregated in what we call aggre-
gation elements. For instance, several offices can be gathered in a cluster
called, say, “sales department”.

The concepts (or classes) used to build descriptions take place in a concept
hierarchy whose main branches correspond to the three families of objects.
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Fig. 3. Excerpt of an example description. The sales department is composed of two
offices, in turn defined by some walls, while being included in a floor.

Building a Description. Objects from the three tiers are bound together by
two kinds of edges (cf. Fig. 3):

inclusion links (solid lines) represent inclusion between elements within a
given tier;
composition links (dotted lines) enable objects of tier to be composed of
elements of tier

3 Relevant Information

3.1 The Problem

Using these architectural descriptions, the system will be able to determine where
the user is, and what object or location he or she points at.

However, we still do not know the level of detail, i.e. the granularity of infor-
mation needed by the user.

Indeed, too general information is useless, and too detailed information might
not be understandable if the user does not know the associated context. To
illustrate this, let us look at an example (see Fig. 4).

3.2 Proposed Algorithm

Suppose that the user is located in on the second floor of the Computer Science
(CS) Laboratory. He or she points through the window at an office on the first
floor of another building, the Library building, located next to the CS building.
What information shall we return? Information attached to the room, the floor,
the building, the campus...?

To solve this problem, we represent the scene as a tree. First, let us find the
deepest node that is common to both the path leading from to the root, and
the path leading from to the root. This node is labeled on Fig. 4.
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Fig. 4. A user points from one building to another one.

What happens if we return information located on or above? Such infor-
mation is too general, because it covers as well as Thus, it will probably be
useless for the user, because being in the CS building they already know that
they are on the campus.

In consequence, we should return information located below Therefore, this
information will be on the sub-path leading from to since it must describe
But it must be within the context of the user, because they could not understand
it otherwise.

Therefore, we return information located in i.e. the most general informa-
tion on the sub-path leading from to This corresponds to a default granular-
ity level. However, the user may wish to retrieve information located at another
level. For this reason, the final user interface will offer some means of climbing
up and down the tree.

4 Beyond Structure: Semantics

4.1 Motivation

What are we able to do now? When the user points at an architectural element,
the system is able to find it in its cartography. For instance, if the user points
at a door, the system knows that it is a door, and that there is, say, an office
behind.

However, our ultimate goal is to provide the user with semantic information.
In the above example, the system would not only state that the user is pointing
at a door leading to an office: it would also return the office owner’s name, the
office function, and so on.

To do this, we associate semantic information to the structure description.
More generally, such information can be used:

to add normative information to the structure, for example in order to tag
restricted areas in a building;
to identify objects, rooms, and zones;
to represent connexity information;
to add specific information to certain kinds of objects; for instance informa-
tion about painters could be associated with sculptures in a museum.
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4.2 Technical Solutions

To represent semantic information, the Resource Description Framework (RDF),
a W3C standard quite close to the theory of conceptual graphs [6], is rapidly
becoming commonplace. It allows us to express relationships between objects
of interest. These objects are instances of classes that are defined in a class
hierarchy expressed in OWL (Web Ontology Language, [7]).

Up to now, we have defined a basic ontology for structure description, that
defines:

object classes, divided in three categories: locations, people and places;
properties used to specify relations between class instances;

Actually, locations appear both in structure and semantic description. In-
deed, they allow semantics descriptions to be anchored in the underlying struc-
ture. In practice, this is achieved through the use of a common identifier.

5 Future Work

5.1 Tracking User Position

The whole system depends on its ability to track the position of the user. Where
reception is possible, GPS will provide a reliable and absolute positioning solu-
tion. However, in places where GPS reception is unavailable or inaccurate (e.g.
inside buildings and in dense urban areas subjected to canyon effect [8]), the
device will compute its position by means of dead reckoning using an embedded
inertial unit. This way, new positions are determined in a relative fashion, by
estimating how far the user has moved since the last GPS-acquired position.

Other systems like the Cyberguide [9] use beacons (infrared beacons, blue-
tooth devices, etc.) to take over GPS inside buildings, and then compute their
position through triangulation. We are not considering this option, because we
want our system to work anywhere, not only in specially-equipped places.

Unfortunately, dead reckoning is very much error-prone [10] : computed po-
sitions are likely to deviate from real positions because of cumulative errors. To
overcome this shortcoming, the map-matching method [11] suggests to restrict
the movements of people along well-defined paths on a map. Hence, it is possible
to reduce deviation errors by computing the most probable position of the user
along a path and not in every possible direction.

This works well for car drivers that are forced to follow roads, but in case of
pedestrians movements are less predictable (especially outside buildings). How-
ever, we think that knowledge about the structure and semantics of the environ-
ment is likely to help determine users’ positions. Therefore, a method of semantic
map-matching will be further investigated in the future.

5.2 Acquisition of Descriptions

Until now, we have assumed that we had environment descriptions at our dis-
posal, but they actually need to be constructed. We have listed three ways of
obtaining them:



444 C. Jacquet, Y. Bellik, and Y. Bourda

to write them from scratch, for example using a graphical editor;
to perform a conversion from existing description languages, either automat-
ically or semi-automatically;
to scan environments with the device, and label objects on the fly.

The last method would allow blind people to use their locomotion assistance
devices even in places where there is no available description. Visually impaired
people would tag the environment when first visiting a new place accompanied
by some sighted person (as they usually do). From these data, the system would
compute a partial model (cf. map learning, [10]) that could be re-used and refined
next time. Partial models could even be published for others to use them and
improve them in turn.

5.3 Navigation Aid

Many navigation aids have already been developed for sighted people: for ex-
ample, car navigation systems [12] are rapidly becoming commonplace. Thus, it
is likely that future locomotion assistance devices for the blind will implement
navigation aid functions as well.

If a device knows the structural description of its environment, it can assist
users in planning their path to some target. It can list the possible ways, and
even find out those with interesting properties, for example: the shortest, the
least likely to be crowded, the more secure (from a blind person’s point of view),
etc.

Thus, a mere topological path planning algorithm will not be sufficient, be-
cause the algorithm will have to take into account not just structural information,
but also semantic annotations that can influence the choice of a “best” path.

Usually, navigation aid interfaces require graphical output modalities, but
since blind people cannot use visual interfaces, the details of user interaction
with the device need thinking out, as the interface will determine how the system
will be accepted among users.

Indeed, the user interface must remain very simple, but take maximum ad-
vantage of available modalities, thus permitting access to the full range of pos-
sibilities of the device.

The user interface is likely to use multimodal techniques, combining speech
synthesis, musical notes, Braille displays and tactile vibrations.

Conclusion

Our project builds upon electronic travel aids that have been developed recently.
Already useful, these devices are nonetheless capable of only indicating distances
to obstacles, and not of giving higher-level information. To achieve our goal of
being able to name objects and provide additional information, we have proposed
solutions for two critical issues in this paper:
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defining a formalism to model the structure of visited buildings;
designing a model to represent semantic information associated with the
structure. When the system has the ability to constantly know its geograph-
ical coordinates, it will be able to determine candidate interesting informa-
tion.

User position tracking, description acquisition and semantic data presenta-
tion will be among the topics of our future research work.
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Abstract. This paper discusses an new navigation support device based on talk-
ing GPS information.

1 Introduction

Small and cheap talking navigating GPS receiver for the blind called Navigator was
build. Our observations showed that its sensitivity in street canyons was sufficient for
practice. Moving around town on their own is difficult for blind people. To do it
safely and at a pace not too dissimilar to that of the other pedestrians requires them to
continuously concentrate on acoustic, kinaesthetic and sensory feedback. For this
reason the operation of the device and the signals it emits must cause the minimum of
disruption. Therefore designers equipped Navigator with many easy in use functions.
Some of them are automatically triggered following a specific occurrence, the other
comprises single key functions. There are ten such functions. E.g.: the parameters of
the nearest point along the route, the distance and direction to a selected point and
finally, the third group of functions comprising once operated with a few keys. These
are used to set Navigator operating modes and modify its operation.

These and other functions that Navigator offers allow the blind person to get
around town on their own boosting their self-confidence, improving safety and the
convenience of travel.

Especially good situation the disabled have in Gdansk Poland. In this city Com-
puter Information System Gdaskon is designed for people with disabilities and allows
them to find their way along city streets safely and on their own. The database of the
system stores information about all the things which make travel difficult or easy for
the blind, partially sighted, deaf and people with mobility or manual disabilities.
Gdaskon generated information is sufficient for people with different disabilities ex-
cept the blind.

The blind need extra help to navigate because Gdaskon uses names of junctions or
tram or bus stops, which the blind are unable to read on their own. To allow blind
people to use the system “Gdaskon”, Navigator is used.

2 User Needs and Functionalities

Our observations of the problems blind people have in finding their way around city
streets showed that the positioning accuracy of the widely available GPS is sufficient
to solve the majority of the problems [2].
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It was not our objective to determine how accurate a GPS device is in locating a
position on the street and we were happy with the number of System satellites it is in
contact with. Instead, our focus was on providing the blind person with an inexpen-
sive and easy to use device to give him supports in difficult situations.

The device called Navigator was designed to specific parameters to reflect the spe-
cial needs of the user. Those include:

1.
2.
3.

blind people specific functions that the GPS is capable of sustaining,
the use of the functions bringing into focus the simplicity of use,
identifying ways to transmit the results of the functions without too much intru-
sion.

Navigator has a number of microprocessor controlled electronic parts. To operate,
the microprocessor retrieves information from a miniature GPS receiver and tells the
blind user the results using verbal messages. The processor also controls the recording
and playing back of short messages spoken to the microphone. The messages are
heard through an in-built loudspeaker or earphone.

In one-second intervals the navigator receives from the GPS the exact time, geo-
graphic co-ordinates of the location and the number of satellites it can track at any one
time. The latter is very important because the device needs at least 3 satellites to en-
sure proper receiver operation.

Moving around town on their own is difficult for blind people. To do it safely and
at a pace not too dissimilar to that of the other pedestrians requires them to continu-
ously concentrate on acoustic, kinaesthetic and sensory feedback. For this reason the
operation of the device and the signals it emits must cause the minimum of disruption.

Consequently, it was agreed that Navigator would only signal major changes oc-
curring on the blind person’s route or at their request, i.e. by pressing a single key.
Only some of the functions such as changing the operating mode or recording the next
point on the route can be completed using a few keys. Navigator functions are divided
into three groups.

Group one comprises functions that are automatically triggered following a spe-
cific occurrence. There are three such functions:

1.

2.

3.

In the guiding mode a signal is emitted when a previously recorded spot is being
approached within a specific distance. The blind person is told the name of the
place, how many meters away they are from it and the direction it is in relation
to the current route. Other options include automatic notification when the route
is deviated from.
In the navigation along city streets mode a signal is emitted when a pre-defined
spot is being approach within a specific distance. The message includes the
name, distance and direction of the point and the angle to turn to reach the next
point along the route, its name and distance. Again, other options include auto-
matic notification when the route to the next point is deviated from.
When the route is across a bigger area filled with obstacles that the blind person
must go round running the risk of losing orientation, Navigator can memorise
the desired direction and automatically inform the user every time they deviate
from the route by more than 10 degrees.

The second group comprises single key functions. There are ten such functions.
Examples include: the number of satellites the device can track at any one time, the
parameters of the nearest point along the route, the distance and direction to a selected
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point. The last function is particularly useful when riding a train, tram or bus and
Navigator knows the final stop – that way the blind person knows where to get off.

And finally, the third group comprising functions operated with a few keys. These
are used to set Navigator operating modes by changing options, to read additional
information or modify its operation.

These and other options that Navigator offers allow the blind person to get around
town on their own boosting their self-confidence, improving safety and the conven-
ience of travel.

Especially good situation the disabled have in Gdansk Poland because in this city
there is Information centre called “Gdaskon” [1].

The Gdansk Computer Information System Gdaskon is designed for people with
disabilities and allows them to find their way along city streets safely and on their
own. The system searches its database for a route that best meets the needs of a per-
son with a specific disability. The database of ,,Gdaskon” stores information about all
the things which make travel difficult or easy for the blind, partially sighted, deaf and
people with mobility or manual disabilities. The disabled person can input the starting
point and the destination one while Gdaskon generates the route along the streets of
Gdansk that takes into account the kind of person’s disability.

We know from practice that Gdaskon generated information is sufficient for people
with different disabilities except the blind [3].

The blind need extra help to navigate because having walked several blocks in an
unknown area, blind people do not know where they are.

This is because Gdaskon uses names of junctions or tram or bus stops, which the
blind are unable to read on their own. Asking passers-by for information does not
always bring the desired results [4].

To allow blind people to use the system “Gdaskon”, Navigator is used. It uses GPS
signals to:

1.

2.

guide the blind person along the Gdaskon generated route from turning point to
turning point,
inform the user where they are in relation to the entire route.

The definition of the position should include the name of the street section in be-
tween two consecutive junctions and the direction in relation to the nearest building,
the distance to it and its address.

The street name and address of the nearest building are of particular importance
near junctions; that way the nearest building can be positioned as being on a street
perpendicular to the one the blind person is walking along.

The blind use it, because the device is small, inexpensive, easy to use and first of
all operate in “real time”, ensuring that the response is as quick as possible, preferably
available within one second. To do it is difficult but possible.

The device’s most time consuming operation is finding the place and street nearest
to where the GPS receiver is; this takes up the most of the processor’s processing
time. This is because Gdansk has about 31000 addresses and 12000 street sections. By
assigning two byte signatures and dividing the city’s area into small squares, the bulk
of the processing can be taken care of in the software design and by including a dedi-
cated address database.

There is a record for each square with the signature of its nearest address point and
the signature of its nearest street section. Linked with these data is a list of street
names.
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Abstract. We developed and proposed a dynamic lighting sign (DLS
for short) system for people with poor vision to use to find their way.
The DLS system uses a chain of lighting units with LED to indicate
the way and is controlled by means of a PC. We implemented the DLS
system for helping people to find their way and evaluated it in terms of
light-flashing time, spatial interval and colour. We also carried out an
experiment to evaluate its effectiveness in helping people find their way.

1 Introduction

Intelligibility is a prerequisite for signs indicating a certain route, and over the
years many signs have been developed in keeping with this principle. For exam-
ple, pictograms, because they can be understood at a glance, make it easy for
travellers to find their way. Despite their efficiency, pictograms are not always
useful for people with poor vision. Firstly, they may have difficulty noticing the
signs because they are static. Secondly, they must have knowledge about signs;
they are required to make out what the signs mean. And thirdly, some signs are
unintelligible due to their small size.

Because the motion of light signs makes them more effective than static signs
on the ground, we consider them to be a good alternative. It has been noted
that information on the motion of light (referred to as optic flow) is identified
intuitively. For instance, James J. Gibson, a pioneer of ecological psychology,
noted that when a light sign moves, its motion can provide information that leads
people in the same direction as the light [1,2]. In addition, optic flow attracts the
attention of people with poor vision, because the eyes are sensitive to the motion
of an object regardless of the their strength of vision. This is also valid for motion
that occurs in the peripheral field.

In this paper we will outline our development of a new optical-flow sign
system for helping people with poor vision to find their way. We will also show
the usefulness of this system.
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Fig. 1. System structure(a) and lighting unit(b).

2 System Structure

The structure of the dynamic lighting sign (DLS) system that we developed is
shown in Fig.1(a). The lighting units shown in Fig.1(b) with two coloured LEDs
connected in a chain formation so as to form a line of light, and finally connected
to the controller PC. Both the colour and the light pattern are controlled by the
PC. Each lighting unit has a micro controller (PIC16F627), ID switches, LED
module, and driver circuitry, and can be controlled by PC via RS232C.

3 Experiments

3.1 Time Differences between Light Blinks

We conducted a preliminary experiment to determine the parameters of the DLS
system, which enables people with poor vision to be made aware of optic flow by
blinking lights. Two males and two females with normal eyesight participated
in this experiment. Thirteen stimuli, each consisting of a LED blink, were given
to the subjects; starting with 20ms, the time difference between the beginning
of two consecutive blinks was increased by increments of 5ms, up to 80ms. The
stimuli were given in both ascending (20ms through 80ms) and descending (80ms
through 20ms) orders. For the ascending order, the standard stimulus was set
to 20ms, and the other 12 stimuli were given for comparison. For the descending
order, the standard stimulus was set to 80ms, and the other 12 stimuli were given
for comparison. There were two trials for each order of stimuli. Hence, there were
22 trials in one series of stimulus presentation. In addition, two types of lighting
stimuli were presented: simultaneous blinks of six LEDs and simultaneous blinks
of nine LEDs.

Subjects, wearing Bangerter filter glasses, sat down at a distance of three
meters from the DLS system. They were asked to watch the standard stimulus
and comparative stimuli sequentially, and to rate each comparative stimulus on
a scale of five, from the maximum (Level 5), ‘flow of light appears completely’, to
the minimum (Level 1), ‘flow of light never appears’. Table 1 shows a summary
of rating averages and standard deviations for the four subjects for both the
six-LED and nine-LED stimuli. These results indicated that, on average, all
subjects rated the 25ms time difference highest in both series of time differences.
Therefore, we determined the parameter of the time difference for both six- and
nine-LED conditions of simultaneous lighting stimuli to be 25ms.
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3.2 Inter-LED Spatial Interval

The optic texture gradient may provide a clue for perceiving depth[2]. Based
on Gibson’s theory, depth perception is thought to be influenced by changes in
LED spatial intervals. The aim of this second experiment was to determine the
most effective inter-LED interval for perceiving the flow of light.

The subjects of the ‘Time differences between light blinks’ experiment de-
scribed above also participated in this experiment. The same experimental set-
ting was used, with two modified conditions. The first of these was the ‘normal
texture condition’, under which equal intervals between LEDs were used. Un-
der this condition, the subjects perceived depth in perspective, thanks to the
right texture gradient. The second modified condition, the ‘emphasised texture
condition’ narrowed the intervals between LEDs by degrees, as the distance be-
tween the LEDs and the subject increased. Here the virtual depth is magnified
by emphasising the texture gradient.

The subjects, wearing the same glasses used for the previous experiment,
were asked to watch the two lighting stimuli (same as the previous experiment),
and to judge which light stimuli worked better as a dynamic sign for signalling
direction. The result of this experiment was that the ‘normal texture condition’
was more effective than the ‘emphasised texture condition’ in 88% of the trials.

3.3 LED Colour

An experiment for determining the most suitable colour for the blinking LEDs
was also carried out. Eight colours of blinking LEDs were used with the same
experimental setting. The lighting unit had two colours of LED; red and green,
and could control the intensity of each colour over a range of eight levels. Two-
colour ratios were set for eight intensities of colour; red:green = 7:0, 6:1, 5:2, ...,
and 0:7. (7:0 representing true red, and 0:7 representing true green.)

Three of the four subjects indicated that the ratio of 7:0 was the best colour
combination for light, while the other subject indicated that the ratio of 6:1 was
the best. According to this result, the most desirable colour of blinking light for
the DLS is red.

3.4 Evaluation Experiment

Purpose: We designed the experiment to evaluate the influence of DLS on way-
finding behaviour, with suitable parameters derived from our preliminary
experiments.
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Experimental conditions: We set two experimental conditions and one con-
trol condition.
1. Right Direction Condition: The light apparently moved to the right.
2. Left Direction Condition: The light apparently moved to the left.

Control condition: In spite of the DLS, only one fire exit sign was turned on.
Subjects and procedure: Seven subjects participated in this experiment.

Four subjects were assigned experimental conditions: Each experimental con-
dition had two subjects. Another three subjects were assigned the control
condition. Each subject was asked to leave the building on foot as fast as
possible, wearing Bangerter glasses (PL filters). The way-finding behaviours
of each subject were recorded by a video camera, and analysed along with
their utterances.

We had expected that the direction of the light’s motion would affect the
subject’s selection of direction to take, but we did not find that it had any
effect. Four of the seven subjects took the right direction, whereas the other
subjects took the left direction. There was no relationship between the direction
they took and the direction of the light’s motion. According to utterances made
by the subjects under experimental conditions, two of four subjects were aware
that the light of the DLS moved, and the other two did not notice the motion.
One of them perceived lights that appeared to go on in the right direction.

The light setting was considered to be the clue for him to move in a certain
direction. We have not yet come to a conclusion on the efficiency of the DLS
for way-finding outside, but it was noted that all subjects in the experimental
conditions recognized and walked along the line of lights. This result suggests
that DLS can be useful for people with poor vision to find their way to exits. The
main reason why many subjects could not notice the movements of the lights
was the darkness of the LEDs of the DLS. We are therefore planning to improve
the brightness of the DLS.

4 Conclusions

We developed and proposed a DLS system to assist people with poor vision in
finding their way, and described our preliminary experiments and their results.
Our evaluation experiment did not produce a result indicating the efficiency of
the DLS system for way-finding because of a lack of LED intensity. We are going
to improve and further evaluate the DLS system, and report the results in our
future work.
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Abstract. A system to improve mobility of blind people based on computer vi-
sion is presented. It consists of a portable PC endowed with a digital camera
and a pair of auriculars. The system is able to detect and to track green and red
traffic lights used by the pedestrians without this disability. Colour histogram
analysis whereas structural data have been used to recognize these traffic sym-
bols. In order to handle with illumination changes a simple adaptation scheme is
proposed. By means of the auriculars, the system inform to the user about sema-
phore state and also about its pan position in real time.

1 Introduction

The development of technological aids to improve the quality of life of handicapped
people must be a main objective of the scientific community. In particular, we present
a system for the improvement of the mobility of the blind people in our cities, in order
to make their displacements easier and safer.

To dispose of proper traffic lights are one of the great fights of blind people that
demand the necessity of a safe system to be able to cross the pedestrian crossings on
their own. To do it, many of them count on guide dogs, which offer an invaluable aid.
Nevertheless all of them do not have access to this solution (due to the expensive
acquisition price and maintenance among other factors). The most of them must resort
to spontaneous aid of the pedestrians standing near them.

Most of big cities count of fixed acoustic transmitters to solve this problem (at least
in their main avenues and downtown). This solution is relatively cheap when sema-
phores are of new acquisition, but the massive substitution of present semaphores is
not affordable for local administrations in a short term. Moreover, the worrisome
acoustical contamination that undergoes our cities is increased by these annoying
tones, what causes annoyances to the closest neighbours (especially at night). This is
the main reason of because in the most of residential areas their installation is dis-
carded, being restricted to the commercial areas or great avenues and only during the
day-hours.

Some existing proposals to eliminate this problem consist of the incorporation of a
radio or ultrasonic system that connected to a pedestrian traffic light it allows to en-
able the acoustic signalling in order to indicate to the blind people the free way [1][2].
Its operation is driven by means of a remote control that the blind person activates.
With these facilities the acoustic signals are emitted only when the light is green and
the blind has activated it with the remote control. On the other hand, this system
forces the user to take a transmitter and also needs of more expensive semaphores.
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Moreover, there is not a standard normalization on frequencies to be used, and differ-
ent cities use different systems.

Our proposal is the development of a system based on computer vision that allows
to learn and to identify such symbols used by the pedestrians without this disability.
Such a system permits to increase the mobility of the blind people freeing them from
the special facilities provided by different cities or districts. The system is of universal
use, what multiplies the possibilities of autonomy of this group of people.

As a first result in this line of applied investigation, we present an autonomous sys-
tem that learns, detects, identifies and track the state of the semaphores for pedestri-
ans. The use of the standard hardware requirements for the selected solution allows
future extensions of the system with the same equipment.

2 The Visual System

In this work the task of identify and track traffic lights by means of computer vision is
considered. The reliability of the recognition process and execution time both deter-
mine the efficiency of an on-line tracking system. Some solutions can reduce the
processing time by using expensive computational resources, which reversely limits
their generalised application. When standard image acquisition hardware is used, the
most important limit is computation time. Colour is a good cue which allows a great
reduction in the amount of data needed to be processed with an excellent balance
between process time and the lose of robustness in matching the object at every new
frame.

In our work, colour histograms have been widely used instead of any other sort of
description for colour clusters such as Gaussian distributions or mixtures of them, as
can be found in the other works [3][4][5][6][7], due to its simplicity, versatility and
speed, all of them features appreciated in tracking applications. Moreover, the use of
histograms has been vastly proven helpful in colour object recognition and object
indexing [8][9]. Colour histograms have also been used in tracking tasks, as in
[10][11].

The most important drawback of using colour information is that of its sensitivity
to changes that illumination and relative motion between objects and the visual sys-
tem carry out on the appraised colour of tracked objects. In general, colour constancy
techniques attempt to avoid these misleading effects. For example, in [12] it is devel-
oped a correction for the technique of object indexing by colour, as described in [8].
Other colour adaptation scheme can be found in [3] [5] [7] [11], but in this work we
only update our histogram description by means of an easy weight rule filter that will
be shown later in this paper. In [13] can be found an extension of this technique used
in robot tracking tasks.

The goal of this system is to extract the position information of green or red light
signals from the image sequence supplied by the wearable camera. We assume that
initially the blind is stationary with respect to the scene and we use a model-based
approach based on colour histograms to describe the appearance of the icons to detect.

Our visual system has two different main parts: the model learning module and the
icon detecting and tracking module. These both modules are fed with images grabbed
by the acquisition hardware. With the aid of an operator, first module segments the
traffic lights out of the background and learns its colour histogram. The second one
relocates a previously identified signal at each new frame.
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2.1 Object Features

Our model of an object includes two kinds of features describing both appearance of
the object and coarse geometry. First, information about how the object looks like,
i.e., by the colour histogram of the object. Second, the area and shape of the green or
red coloured area, that is first and second moments. Also the localization of the col-
oured area (up or down) is taken into account.

Be I a colour image and p=(x,y) a colour point, then:

is a colour histogram, where is a colour bin and N is the number of bins on each
dimension. Then, operations with histograms, such as distance, intersection, union,
subtraction, can be defined in an easy way as follows:

This histograms-based model is used to segment images into traffic lights candi-
dates and background components. The result of the segmentation is employed then to
identify and track the traffic sign.

Figure 1 illustrates how a usual histogram of an image window with a red or green
traffic light looks like. Only relevant colour bins are showed. They form some colour
clusters.

As a first step, the algorithm search for those windows in the image that can con-
tain a traffic light. We call candidates to these areas. Instead of applying a colour
indexing scheme by means of histogram intersection to find out where the candidates
are, as done in [8], the solution we have adopted is very close to the colour histogram
backprojection technique in [11]: we binarize an image by deciding for every pixel
whether it belongs or not to histogram in the model. In our case, we compute the
intersection (3) between a definite neighbourhood of the colour of image
pixel p and the model histogram H. If this colour belongs to the histo-
gram in the model and, therefore, the pixel p belongs to a candidate.

Figure 2 shows a false candidate area belonging to the tail lights of a car. This is
not important because the car will disappear in the next frame. If not, the geometrical
analysis about red light surroundings will discriminate the real candidate from the
false one.

2.2 Model Learning

Any model-based tracking algorithm needs to learn a model of the target that it in-
tends to follow. This learning process can be supervised if the object to track is
known before, as in our application, or unsupervised otherwise. In supervised learn-
ing, since we a priori know what to track, a ground truth consisting of a fixed model
can be established. Then, if the adaptive model goes too far from the ground truth, it
is resumed to the fixed one.
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Fig. 1. a) Example of an identified red traffic
light.

Fig. 1. b) Colour histogram of the selected
window.

Fig. 1. c) Example of an identified green
traffic light.

Fig. 1. d) Colour histogram of the selected
window.

Fig. 2. False candidates in the presence of tail lights of a car.
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In supervised learning, in order to extract the colour histogram it is necessary to se-
lect the image areas where light signals appear. Figure 3 shows some of the patterns
used during the learning phase.

Fig. 3. (a) green lights sample patterns. Fig. 3. (b) red lights sample patterns.

In our case, we compute the intersection (3) between the definite dilation of
all the colour histograms of the green lights example patterns, obtaining a histo-
gram model G that contains the common colour identification. The same is valid for
red lights, so we can define:

From these histograms we extract the common part of their histograms (basically
due to black and yellow areas around the lights) in order to get a concise subset of
colour bins that identifies the green and red lights:

The area, shape and position features can be extracted by running a blob analysis
over the binarized image obtained by colour histogram backprojection of the pattern
(GL or RL) over the current image window.

2.3 Histogram Adaptation

The process of tracking an object has three main steps: object segmentation (colour
histogram backprojection), feature extraction (blob analysis) and, finally, histogram
adaptation. In this work, we have made use of a very simple adaptation scheme to
cope with colour variations based on a weight rule filter:

where is the updated histogram value for next step (t+1), is the updated his-
togram value at step t and is the computed histogram value at step t. Histogram
adaptation should take into account small and slow colour changes due to relative
motion between camera, object and illumination.
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3 Experimental Results

The overall system on which tests have been made consists of the following parts:

Camera: Must be mobile and wearable (hands free). We select a pair of glasses
with a mini camera integrated because most of blind people already use them
(other clothes as hats also can be a good solution to incorporate it). This camera
provides digital colour images of 640x480 pixels of 24 bits up to 30 frames/sec.
The connection to the PC is by means of a USB port.
Process unit: Portable PC computer. We propose this standard hardware due to
its versatility and existing software tools, standard devices, and standard visual
applications (as OCRs). Other cheaper control units (as Pockect PCs or PDAs)
can be used with a decrease in the capacities of the system and future exten-
sions.
Output device: Acoustical signals and voice synthesizer through special stereo
auriculars that do not limit outer hearing (main source of information for blind
people). Playing with the intensity of the sounds in the left and right channel the
horizontal location of semaphores is allowed.

Fig. 4. Sequence of a green light tracking performed by the system.



460 J. Aranda and P. Mares

The tracking module supplies with the current pan position of the target in the im-
age. Its output consists of an intensity controlled left/right sound to keep the user
informed about the angle position and to lead him/her to the centre position. The error
signal to calculate the sound intensity in each channel is defined as the difference
between the target image position and the image centre pixel coordinates. Head and
camera geometry have been considered to calculate this acoustic signal. This is help-
ful to maintain the user being always posed facing the signal being tracked, for in-
stance when crossing a wide avenue. In order to avoid unnecessary user shaking, a
dead zone is defined around the reference angle.

A video sequence showing the system following a green traffic light while the user
is walking on the street is presented in figure 4.

The overall process, including the image processing and visual detection and track-
ing, are computed in real time (5 Hz). Visual field of the camera can’t be nor so wide
due to limited resolution neither so narrow because it will be difficult to search the
traffic signal. The focal length of the camera has been selected so that with the avail-
able resolution we obtain a detection rate of almost 100% for a distance of less than 6
meters, falling until the 60% for distances of about 15 meters (wide avenues). Of
course, a higher camera resolution will surpass this effect, but computation time will
increase, reducing the feedback rate of the system.

What is important to point out is that the user establishes a feedback relationship
with the detection system, so it tries to maintain the target centred in the field of view,
helped by the stereo acoustic signal supplied by the own system.
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Abstract. The purpose of this research is to develop an interactive device for
environment recognition, which uses senses other than vision. At present there
is no interactive device with which a person who is visually handicapped can
gain an intuitive impression of the external world. Our device, which we have
named CyARM, has a mechanism that controls the motion of a visually
impaired person’s arm according to information about distance gathered by an
ultrasonic sensor. We refined the features of CyARM through experimentation.
The user can identify not only the existence of an object, but also its form.

1 Introduction

The many visual compensation devices for blind people are categorized into two
groups from the viewpoint of sensory output. Devices in the first group use audition
as the sensory modality of output; information is gathered from the surrounding
environment via iconic or sonic sensors and transformed into audible frequencies of
sound. Devices in the second group use haptic sense as the output medium;
information obtained by sensors is transferred into haptic stimuli (e.g.: vibrations).
These types of output can provide blind users with information about distance and
direction.

Some commercially available devices convey information about distance change
by qualitative or quantitative modification of vibration. Blind users can easily detect a
relative change of distance, but it is difficult for them to specify absolute distance.
They must therefore improve their cognitive skills such as inference to identify the
distance to objects. In other words, those devices can only be used successfully if the
user has advanced cognitive skills.
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In order for blind travelers to move about, it is important for them to obtain
information about direction (spatial information). Sound output (e.g. Sonicguide)
might be useful for providing spatial information, which is best conveyed by a
binaural sound difference. However, artificial sounds generated by devices may mask
natural sounds, making it difficult for blind users to hear sounds emitted by
surrounding objects.

With the aim of solving the above-mentioned problems, we are designing a new
sensory compensation device for the blind, by means of which they can perceive
distance and other spatial information directly, with no need for inference.

The unique human-machine interface we are developing is designed to reduce the
importance of the cognitive ability of the blind by specifying changes in distance and
direction to objects. Consequently, our device is expected to be useful to the visually
handicapped.

Fig. 1. Concept Sketch of CyARM.

2 Concept

We propose CyARM, a sensing device with a unique, intuitive interface for assisting
blind people with walking.

The user holds CyARM in their hand, and searches the environment by pointing
and moving the device. CyARM is connected to the user’s body by a wire and
transmits ultrasonic waves to measure the distance to the obstacle. The tension of the
wire is controlled according to the measured distance to the obstacle. If the obstacle is
at a short distance, CyARM pulls the wire tightly so that the user feels that they could
touch the obstacle by bending their arm. If the obstacle is at a long distance, CyARM
pulls the wire loosely so that the user extends their arm and feels that they cannot
touch the obstacle. The user can search for an obstacle in any direction by pointing
the device, and this will give them the illusion that their hand is extended to reach the
far obstacles. This output interface provides an intuitive interface for the user, who
can recognize the environment as if walking around touching things.
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3 Development of the User Interface

3.1 Structure of the Device

We designed the structure of the proposed sensing device, CyARM.
The ultrasonic sensor measures the distance to the obstacle, and the motor is

controlled according to the measured distance. The wire position is controlled by PI
control. The wire is rewound to the initial position at default, and the rewinding
tension is controlled by the measured distance; high tension for short distance, and
low tension for long distance. Tension or rewinding of the wire is represented by the
P gain in motor control; high motor current for high tension. When the user tries to
extend their arm, the device detects a small displacement of the reel caused by the
wire tension. The characteristics of the CyARM prototype are as follows.

Motor: Maxon GP16 (4.5W) with 29:1 gear head and magnetic rotary encoder.
Motor Driver: iXs iMDs03-CL
MPU: Renesas H8/3664
Ultrasonic frequency: 38kHz

Fig. 2. Device Structure.

3.2 Package Design

We also designed the package for CyARM. Fig.3 shows the built prototype package.
Fig.4 shows a future model sketch of CyARM. The ultrasonic sensor is located at the
front of CyARM, parallel to the user’s fingers for easy aim at the targeted direction.
We are trying to develop smaller, lighter, and easier-to-hold packages for CyARM.

4 Evaluation

We conducted two experiments in order to evaluate the usability of CyARM. One
evaluates whether the user can identify the existence of an object using CyARM. The
other consists of a comparison with another apparatus.
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Fig. 3. Built Prototype Package.

Fig. 4. Future Model Sketch.

4.1 Experiment on Identification of Object Existence

The first experiment investigated whether a user could identify objective existence.
The subjects were five non-visually impaired people and one visually impaired
person. The non-visually impaired people wore an eye mask, in order to impede
vision, and all subjects wore stereo headphones to prevent them from judging the
situation by means of external noise. All subjects had CyARM in hand and stood at a
defined position<fig. 5>. A whiteboard was placed at a position 2m ahead of the
subject. The subject tried to determine whether or not there was a whiteboard, and it
was then removed.

4.2 Results of Experiment on Identification of Object Existence

Table 1 summarizes the results of the experiment on identification of object existence.
Each subject tried to identify the state in which there was nothing and the state in
which there was a whiteboard ten times, respectively. On average, the state in which
an object existed was correctly identified 9.17 times out of 10, and the state in which
an object did not exist was correctly identified 9.67 times out of 10; thus it was shown
that identification is possible. However, it was pointed out in the interview after the
experiment that the power to roll round is not enough for comfortable operation.
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Fig. 5. Experiment on Identification of Object Existence.

4.3 Experiment Involving Comparison with Another Device

An evaluation experiment was carried out by four subjects, who used eye masks to
impede their vision<Fig. 6>. The subjects were asked to pass between two walls using
CyARM and Tri-sensor [1], and to make a comparison based on sound.

4.4 Results of Experiment Involving Comparison with Another Device

We investigated issues of usability and user requirements by means of interviews and
video analysis. Our experiment showed that the subjects could determine the
existence of an obstacle using both devices. It was also shown that CyARM has the
advantages of enabling the user to find the end of a wall and the thickness of a wall,
and to sense a person who is walking quickly.



CyARM – Interactive Device for Environment Recognition 467

Fig. 6. Evaluation Experiment.

5 Conclusions and Future Work

We proposed CyARM, a new kind of sensing device for the visually impaired, to
assist them in walking and recognizing objects around them. A wire is connected to
the user’s body, and controlled by CyARM according to the measured distance to the
obstacle. This interface gives the user the impression of their arm being extended to
an existing obstacle. We also discussed the implementation and package design of
CyARM for building the prototype. Future CyARM research will be carried out
through the gathering of more information on sensed obstacles, such as their texture
(soft or hard, cold or hot) and whether they are living things or man-made objects.
Other methods of gathering information will also be used, such as vibration and
feeling with the fingers.

These extensions will be discussed in our future work. The device we propose,
CyARM, gives new meaning to “sensing the environment”. We are also planning to
extend our research into joint attention or haptic joint attention feeling, which in-
volves more than two people watching or feeling the same object.
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Abstract. We developed a voice guidance system that increases-mobility for
visually impaired people. We use infrared communication technology called
Compact Battery-less Information Terminals. The user-friendly information
terminal of this system provides guidance as well as instructions for the system,
which can be installed at various locations. We also developed a bone conduc-
tion headphone for the system’s information terminal, which helps visually im-
paired users hear other sounds in the users’ surroundings without disturbance by
audio information generated by the system. To evaluate the usability of this sys-
tem, we conducted an experiment in which visually impaired people used the
system to be guided to a destination.

1 Introduction

Independence of mobility is very important to most people. We try to implement
Robotic Communication Terminals, which is a mobility support system for the elderly
and disabled people. RCT assists for their impaired elements of mobility -recognition,
actuation, and information access [1].

In particular, visually impaired people have problems comprehending their sur-
roundings and acquiring information necessary for mobility equal to that of sighted
individuals. We have developed a device that increases the mobility of visually im-
paired individuals.

To clarify the needs of the visually impaired, we conducted surveys in 1999 and in
2001 and received replies from a total of 788 visually impaired people [2, 3]. From
their response we learned that many were unsatisfied with their inability to recognize
the surroundings and hoped to gain greater independence of mobility.

Many devices have been developed to provide information for the visually im-
paired. Most systems require individual terminals or personal computers to process
the received signals [4, 5]. Visually impaired or individuals with special needs may
find it difficult to use these terminals due to the complexity of their operation.
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Infrared communication is appropriate for giving directions to the visually im-
paired because it can transmit signals in a specific direction and direct it at limited
range. A system using infrared ray communication called TalkingSign has been de-
veloped [6, 7], but this system requires individual terminals and it is rather expensive
when combined with the cost of information transmitters.

We considered, therefore, the following points in improving the existing assistance
system for the visually impaired: 1)_using infrared communication, 2)_making the
terminal user-friendly, 3)_keeping transmitter and terminal cost low. By adopting an
infrared communication device called the Compact Battery-less Information Terminal
or CoBIT for short, we developed a system which can not only guide users but pro-
vide instructions for use [8]. This system works with on user-friendly terminals can be
installed at various locations.

2 System

2.1 System Structure

As shown in Fig. 1, the developed guidance system consists of an infrared transmitter
set up near the target location, and a CoBIT, which serves as the audio receiver.

The transmitter amplifies the inputted signal waves and radiates them using infra-
red LEDs. The solar cell on the CoBIT receives this infrared emission and generates
electricity, after which the sound travels through the earphones directly connected to
the solar cell. One advantage of using CoBIT is the simplicity of the system’s struc-
ture. This simplicity lowers the cost of the installation of the system in public places
and promotes increased use of the terminals. Since the transmitter includes infrared
ray LED arrays, it is capable of easily selecting the proper types, numbers, or the
allocation of LED depending on the distance/ angles for the signal transmissions. It is
desirable to install the transmitter at ceiling height or higher to ensure that people or
other objects don’t block the transmission, reducing the efficacy of the system.

2.2 Bone Conduction Headphone Terminal

The current CoBIT model, however, has a disadvantage because the shape of the
earphones prevent users from hearing other sounds in the surroundings when the ear-
phones are outputting audio guidance. Most visually impaired people dislike their
hearing ability affected, since the auditory sense is crucial for those who cannot rely
on their eyesight.

We improved the CoBIT by developing a terminal adapted for a bone conduction
headset with two headphones and placed it on both sides of the headset, which can
reliably convey sound information (Fig. 2). The headphones sit just above the ears,
leaving the ear canals open and capable of perceiving surrounding sounds. Because
the headphone conveys sound while it is tightly attached to the head, it is not suscep-
tible to external sounds. Because of the high electricity consumption rate of the bone
conduction headphones, we have not yet been able to develop a battery-free system.
As an alternative we have installed a terminal that increases the signals received by
the solar cell. This terminal uses one 3-V battery as an outside power source.
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Fig. 1. Guidance system.

Fig. 2. Bone conduction headphone terminal.

The bone conduction headphone terminal can pick up the infrared signals at a dis-
tance of about 5 meters from the transmitter and within approximately 20 degrees of
the center of the transmitter indoors when there is no noise.

3 Testing the System Inside the Building

We tested the viability of the guidance system using the CoBIT system inside the
building with the cooperation of visually impaired participants.

3.1 Installation

We chose a corridor about 2 meters wide in a common area at our research center as
the site of the experiment (Fig. 3). We programmed the system to guide people from
the lobby to the elevator, a distance of about 70 meters. There are four turns along the
route, two left turns and two right turns. There were neither obstacles nor noise, nor
were there any tactile tiles for guiding visually impaired people.
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Infrared transmitters were installed on the ceiling along the route, and only four in-
structions were transmitted: “go straight,” “turn left,” “turn right,” and “you have
arrived at the destination.” We call all of these, except for “go straight,” ‘location
information.’

The transmitters that gave the “go straight” instructions were installed at 10-meter
intervals and at a 20-degree angle from the ceiling, so that the participants could hear
the instruction at some distance from the transmitter. The transmitters providing loca-
tion information were installed at an angle of 50 degrees from the ceiling so the par-
ticipants could hear the instruction when they were only 1 meter away from the cor-
ner.

Fig. 3. a) Indoors route map. Transmitters were installed on the ceiling as shown in b). Trans-
mitters’ tilt angles of the transmitters were adjusted depending on type of sound guidance pro-
grammed into them.

3.2 Participants and Conditions

Three visually impaired men who use walking sticks in their daily life participated in
this experiment. Two of them were are completely blind, and the third can only dif-
ferentiate between light and darkness. They walked the route twice, using the instruc-
tions from the terminal as an aid, once wearing the bone conduction headphone ter-
minal, and once wearing a CoBIT.

None of the participants were familiar with the route or the set-up. Nor were they
trained to use this system. If they lost their way, they were taken back to the starting
point without retracing their steps to start again from the beginning.

3.3 Results

Videotapes of the trials revealed some behaviors that were common to all three par-
ticipants (Fig. 4)

1.

2.
3.

Stopping or slowing down when approaching the corner and hearing the instruc-
tion “turn left (or right).”
Searching around with the stick after turning to the left (or right).
Locating the wall by using the cane, and then walking along the wall in the di-
rection instructed.
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Fig. 4. Common behaviors in experiments. (1)Stopping or slowing when approaching corner
and hearing location instruction, (2)Searching around with stick after turning left or right, and
(3)Locating the wall using stick, and then walking along the wall in direction instructed.

All the participants reached the finishing point by repeating the above. One of the
three participants, while turning around when given the ‘turn right(left)’ instruction,
hit the wall and was unable to proceed any further both in the first and second trials.
Nonetheless, he made a smooth turn at the crossing later in the trial, and in the end
managed to reach the destination. In the post-trial interview, this participant said that
he learned from the unsuccessful attempts in the earlier parts of the trial to walk
straight about one meter after hearing the ‘turn’ instruction and then make a turn.
From this, we may assume that users can acquire the proper timing by practicing the
timing of the instructions. On the other hand, the other two participants successfully
arrived at the destination although they had never used the system.

Feedback from the participants revealed that the guidance information was easier
to hear with the bone conduction headphone than with the CoBIT.

The participants also reported that the presence of the bone conduction headphone
did not make them feel uncomfortable as they moved. One participant complained,
however, that his temple began to hurt shortly after he began using the headphone.
The participants found the CoBIT light, compact, and easy to put on and take off.
They also pointed out some shortcomings such as difficulties in securing the earphone
in their ear and in hearing the instructions because of low volume. From the above,
we concluded that the bone conduction headphone is superior to CoBIT in that the
users can hear better. This is a crucial element for the mobility of the visually im-
paired, since, in order to avoid any potential danger, they must have full access to all
surrounding sounds as they move.

4 Testing the System Outside the Building

We also tested the system outdoors to evaluate the system’s effectiveness in surround-
ings with traffic noise and sunlight.

4.1 Installation

We defined a guide route on the grounds outside our laboratory building (Fig. 5). We
programmed the system to guide people from the entrance gate of laboratory to the
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entrance of the building. The distance was about 80 meters and the width of the path
was 3 meters from the starting point to point A (Fig. 5), and 6.5 meters from point A
to the destination. There were no obstacles and no tactile tiles.

The transmitters were installed at intervals of 5 meters. They chimed to give the in-
struction “go straight.” Location information transmitters were also installed (points
1-5 in Fig. 5), which gave voice instructions, (1)“cross the street to the right,”
(2)“cross the street to the left,” (3)“there are no curbstones for the next 10 meters,”
(4)“turn to the right,” and(5)“you have arrived at the door.” These transmitters were
installed on the poles or walls along the route.

Fig. 5. a) Outdoor route map. Numbers indicate transmitter locations on the walls and poles
along the path. b) Photograph of route with installation of transmitters.

4.2 Participants and Conditions

Four visually impaired people (three men and one woman) who use walking sticks in
their daily life participated in this experiment (none had participated in the first one).
All of them are completely blind. They walked along the route twice, using the in-
structions from the terminal as an aid, wearing the bone conduction headphone termi-
nal. As in the indoor experiment, none of the participants were familiar with the route
or the set-up. They also were not trained to use this system. If they lost their way, they
were taken back to the starting point without retracing their steps, to start again from
the beginning.

4.3 Results

The participants usually turned at the corners as instructed and searched for places
where they could hear the chimes. These actions are similar to those in the indoor
experiment. There were, however, fewer clues to finding the route in the outdoor
experiment than in the indoor one. Therefore, information from the transmitters was
very important in following the route and the directions.

Participants sometimes missed turns and were sometimes disoriented along a
straightaway. Failure to receive the directions may be cited as the cause for the par-
ticipants’ inability to walk along the curb stones and the walls. After becoming disori-
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ented and restarting from the beginning several times, the participants eventually
reached the destination, aided by the chimes and location information from the trans-
mitter as well as the clues regarding the route learned from previous unsuccessful
attempts. It took two of the four participants approximately two and a half and three
and a half minutes to reach the destination on the most successful attempt, while it
took the other two about nine and nine and a half minutes, significantly longer than
the first two. It is noteworthy that the two who arrived at the destination faster fre-
quently go out by themselves on a regular basis, while the other two are usually ac-
companied by someone else. This may have been the deciding factor in their differ-
ence in the moving speed.

It was the general opinion of all the participants that the instructions did not inter-
fere with the perception of the surrounding sounds. This suggests that the bone con-
duction headphone is suitable for outdoor use. On the other hand, the participants
complained that the pressure on their scalp due to the contact with the headphones
made them uncomfortable. They also felt that the headgear hanging over the head
disturbed their concentration. They also expressed hope that the system could be pro-
grammed so the location information is transmitted a few meters ahead of the cross-
ings to allow them longer time to mentally prepare.

5 Discussion

In our experiment, the visually impaired participants were able to reach their destina-
tion without being familiarized with the route beforehand, which indicates that a sim-
ple sound guidance system using infrared rays is quite practical.

The participants in the outdoor experiment, however, were sometimes disoriented.
This was mainly because they were unable to hear the instructions due to the narrow
transmitter range. The participants’ ability to hear the instructions depended on the
width of the passage they were traveling on. There is room for further improvements
including altering the broadcasting range on the transmitter, or improving the sound
quality of the receiver.

The range where users walk freely may be narrowed down to ensure accurate re-
ception of instructions. We plan to solve this problem by combining the infrared
communication with a non-directional communication device such as an AM radio.
An AM radio can provide rough information within a few meter range such as ‘You
are approaching a crossing’, while the infrared communication system confirms the
location of the crosswalk and gives instructions accordingly.

Feedback from the participants in the indoor experiment indicated that the bone
conduction speaker was superior to the CoBIT in its ability to pick up sounds but
inferior in its ease of use, and that the bone conduction speaker was more effective in
ensuring the safety of the visually impaired. Further improvements, though, will have
to be made on the sound quality, the wearability, and the design of the terminal.

Although the system proposed here is relatively simple in its construction and does
not require highly sophisticated technology, we were able to provide the necessary
information for visually impaired people at what seems to be a reasonable installation
cost. We are optimistic that improvements can be made, leaving advantages of the
infrared communication system intact so that visually impaired people can readily
navigate by themselves at any time.
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Abstract. This study attempted to reveal the role of auditory informa-
tion in the accurate “perception of crossability” for people with severe
visual impairment (‘the blind’). We created a ‘virtual 3D acoustic envi-
ronment’ in which listeners feel a car passing in front of them to help
them cross the street safely. An idea of this acoustic system originated
from a previous research that showed that the blind make good use of
reflected sounds or reverberations in identifying sources and in specify-
ing distances from objects. The system is useful not only for analyzing
critical cues of perception of ‘crossability’ but also for training the blind
how to cross a street. Such auditory information can provide the blind
with a safe training system for acquiring such auditory information.

1 Background and Goal

Since people with severe visual impairment (‘the blind’) are forced to make a
huge effort to travel independently, they are discouraged from participating in
society. On the other hand, some blind people are proficient in navigating for
themselves on routes that are not bound to studded paving blocks. They can
acquire useful information from perceptual stimuli for traveling independently.
Despite its importance, there is little known about their ability to perceive such
auditory information in everyday life, let alone training others to develop such
skills. Consequently, the blind need time to specify, acquire, and practice such
useful information. In reality the danger of crossing the street (referred to as
‘perception of crossability’) deprives the blind of any chance to practice. This
study was held on the assumption that a blind person needs to cross the driveway
so as not to contact running cars (see figure 1). Here, the blind are requested to
judge their crossability from various accoustic stimuli.

A viewpoint of Ecological Psychology is expected to specify what is the key
variable for crossability on the grounds that it has many literatures on ‘time-
to-contact’ or ‘time-to-arrival’ information. The ‘time-to-contact’ information of
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Fig. 1. An image of crossing the driveway

an approaching object is specified by the relation of its spatial position to its
velocity. It has played an important role in the study of visual control of action.
Velocity can be visually perceived either by using the retinal expansion rate
or the information provided by motion-sensible neural structures. Lee (1976)
showed that the inverse of the relative rate of dilation of an optical angle; he
named it specifies the time-to-contact of an observer with an object or surface.
Most literatures on ecological psychology have had deep interest in the visual
variable; on the other hand, Schiff and Oldak (1990) investigated that a person,
sighted and unsighted, could perceive time-to-contact auditorily. Thus, the inves-
tigations of acoustic perception of such time-to-contact information contributes
to specify when the blind should start to cross the driveway so as not to contact
with running cars by using acoustic perception of time-to-contact backward.

In this study we created a ‘virtual acoustic environment’ in which listeners
feel a car passing in front of them to estimate when it is safe to cross. The system
is useful not only for analyzing the critical cues to perceive crossability but also
training the blind how to estimate when it is safe to cross the street. This paper
reported our standpoint and the meaning of paying attention to such a ‘virtual
accoustic envirionment.’

2 Ecological Psychology for the Blind

2.1 Acoustic Parameters for Time-to-Contact

Crossing the street safely requires the blind to identify accurately such moving
sound sources as cars, footsteps, and so on. Rosenblum (1987) reported that
observers use at least three types of acoustic variables to verify that a moving
sound source has passed: interaural temporal differences, the Doppler effect, and
amplitude change. He pointed out that psychoacoustic literature on localization
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has been concentrated on fixed sound sources and these variables were presented
only in isolation, even if the sound source was assumed to be mobile. Rosenblum
emphasized the relative contributions of different tyeps of stimulus variables for
a blind person to identify moving sound sources.

Shaw (1991), Schiff and Oldak(1990), and others have taken in an ecological
approach to acoustic perception and developed an ecological acoustics. They
investigated, for instance, that velocity can be auditory perceived by using the
rate of intensity or loudness growth and what acoustic variables can specify
‘time-to-contact’; that is acoustic Some researchres built new study area of an
ecological acoustics; while others express caution about such a simple analogy
between visual and acoustic Conclusion for this controversy needs sufficient
evidence to identify the characteristics of acoustic

2.2 Previous Research

Noticing the important role played by auditory information when the blind per-
ceive obstacles, Ito; one of autohors; investigated acoustic information for the
blind to identify time-to-contact of approaching objects and concluded that such
acoustic information as the sound of running cars, footsteps, reflected sounds
from objects etc. may also be available to blind pedestrians (Ito, 1997, 1999).

Ito (1999) demonstrated an auditory interceptive pendulum-hitting task by
referring to the blind baseball where the player judges the timing of swinging
the bat by the sound of the approaching ball on the ground. Ito asked for ten
subjects to perform an interceptive Pendulum-hitting task and a judging the
arrival time task in an echoic room using the handcrafted apparatus where
the iron ball (38 mm dia.) rolled on the U-shaped trackway (18 x 2700 mm)
with a constant velocity. Figure 2(a) shows the front view of the apparatus. In
the first task, each subject was requested to intercept the approaching iron ball
by swinging a pendulum and, in the second task, to press the switch when s/he
thought it was passing in front of her/him.

Fig. 2. (a) A front view of the apparatus (b) A table of timing error in each task
(reprinted from Ito (1999))
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Interceptive timing errors were defined as the differenve between perceived
time and actual time (the time required for the iron ball to reach right in front
of the subject). Figure 2(b) indicates that timing error in Pendulum-hitting was
about twice as large as that of This is because subjects could not
obtain any auditory information on the pendulum except the acoustic informa-
tion for localizing the moving sound emitted by the iron ball. However, Ito also
demonstrated that the accuracy in timing increased after repeating the trials. In
this additional experiment, subjects were conjectured to be able to succeed in
coupling auditory perception and his/her requested action. Therefore, Ito con-
cluded that familiarity with acoustic environment is considered to play some
kind of role in this coupling.

Thus, Ito has cleared various evidences about how the blind can perceive and
identify a moving sound sources and has specified reflected sounds or reverber-
ations (see below for further details) of sources as key factors for an ecological
acoustic study. In another experiment he ascertained that a periodical change
of time delay is more important than pitch or sound pressures, revealing that
auditory information was being effectively used at crosswalks for the benefit of
the blind. However, no solution has been proposed to give a cue for crossing the
street, which is the most dangerous and most necessary hurdle to allow the blind
to participate in the society. An explanation of such auditory information can
provide the blind with a safe training program to acquire such skills.

3 Acoustic Cue Acquisition Training
in a Virtual 3D Acoustic Environment

3.1 System Architecture of Virtual 3D Acoustic Environment

Since the blind obviously cannot learn timing to cross by trial and error on actual
streets, a virtual acoustic environment whose controllable parameters should
contain all acoustic factors given in an ecological psychology study on auditory
perception is indispensable.

Figure 3 shows the production of sound sources by “audio recorder” (Roland
AR-3000) and MIDI sound sources from a PC. The main components of this
system are a three-dimensional sound space processor (Roland RSS-10) which,
in a virtual 3D sound space, can simulate such acoustic environments as reflected
sounds, reverberations, and the Doppler effect. A ‘reflected sound’ is defined as
a sound that emanates from the sound source and is deflected off the floor once;
it is a sound that reaches the ears after a short delay or a time lag caused by
a long detour. On the other hand, ‘reverberations’ are defined as sounds that
reach the ears again or more than once, as in such a closed space or a room.
They are deflected back and forth between the floors, walls, and ceiling.

RSS-10 has four sub-processors: a Binaural Processor, a Distance Proces-
sor, a Reverberations Processor, and Delay Mode. RSS10 uses those four sub-
processors, based on the Head Related Transfer Functions (HRTFs), which were
measured in an anechoic chamber, to enable listeners not only to localize sta-
tionary sound sources but also to detect the course of the motion of a sound.
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Fig. 3. Overview of our system

The experimenter can also design many different trajectories of sound images by
using the exclusive software (Roland Creating 3D Sound).

Two “sound space processors” are connected in cascade and linked with
the PC (DELL DIMENSION 4500) via the MIDI interface (Roland UM-550).
Then, 3D sounds produced by the two RSS-10s are mixed and amplified before
reaching the headphones. There are two types of audio output, and this “sound
space processor” can produce both of them. Both types of audio output have
advantages and disadvantages. For instance, transaural output forces the listener
to sit equidistantly from both speakers; on the other hand, binaural output
produces invariable 3D sound regardless of listener’s head movement. Here, the
system’s output device is equipped with a digital surround headphone system
(SONY MDR-DS8000) with has two unique functions: Digital Infrared Audio
Transmission and Head Tracking. This system dissolves both disadvantages at a
low price; the headphones perform as an efficient speaker system, using feedback
from the movment of the listener’s head and by using 3D magnetic track sensors.
Figure 4 shows a picture of experimental devices.

In this virtual 3D acoustic environment, sounds processed by two RSS-10s
represent motor vehicles. A subject operates a joystick or a mouse to move a
stick figure safely across the street. The experimenter can specify and control all
sound parameters, facilitating the identification of a listener’s acoustic variable
specifying time-to-contact while crossing the street. The first aim of using this
system is applied for analyzing critical cues of ‘perception of crossability.’ The
second one is applied for training the blind to acquire such cues; especially,
theoretical background for cue acquisition training is also based on an ecological
psychology as the following.

3.2 Cue Acquisition Training Based on Ecological Psychology

The two primary schools of thought in ecological psychology reflect the contri-
butions of two great founders: J. Gibson and E. Brunswik. J. Gibson is famous
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Fig. 4. Picture of our experimental devices

for his achievements in ‘perception’ study; on the other hand, E. Brunswik elu-
cidated ‘cognitive judgment’. Many researchers have pointed out definitive dif-
ferences between them, for example, their interpretation of ecological validities;
nevertheless, a synthesis of both theories is now being recognized.

Brunswik proposed a lens model wherein relationships between the judgment
subject and the environment (distal) were explained by a symmetrical structure
that placed cues (proximal) for the judgment at the center. He distinguished
“cue utilization validity” from “ecological validity.” The former indicates its la-
tent validity in how accurately cues specify the ecological criteria, and the latter
indicates its individual validity in how efficiently cues reflect the acting subject’s
cognitive judgment. The author has developed an interactive skill-transfer sys-
tem based on Brunswikian Ecological Psychology because it successfully explains
the difficulties of skill-transfer (Shiose et al., 2004). Figure 5 shows two judgment
versions of the lens model called a triple system design because it analyzes cues
from three directions with two judgments and the environment.

Our proposed skill-transfer system regards such processes as an apprentice-
ship system of ‘interpersonal conflict’ and ‘interpersonal learning’ between an
expert and an apprentice; that is a collaborative work by using cues in com-
mon. Thus, the difficulties of the skill-transfer process are roughly classified into
two processes: the difficulty for the expert to externalize his/her personal cues,
and the difficulty for the apprentice to embody such acquired cues. This system
provides us with the way to acquire judgment cues over the expert’s shoulder.

However, one serious problem remains before this skill-transfer model can
be immediately applied to acoustic-cue acquisition training programs. This sys-
tem tacitly postulated that both the expert and the apprentice should notice
a common set of cues and recognize their mutual awareness: that is, ‘visually
joint attention’. Therefore, whether this system is applicable for acoustic cues
has not cleared yet. We have not yet proved whether auditory joint attention
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Fig. 5. Triple System Design in the Dynamic Interaction of Skill-Transfer

exists and whether it is necessary for skill-transfer. First, we have to specify
acoustic cues for the ‘perception of crossability’ and establish a novel idea for an
acoustic-cue training program. Hints for this problem was given by Ito’s previous
research (Ito, 1999). Ito (1999) demonstrated that repetition of the task trials
and familiarity with acoustic environment is important to improve the accuracy
of estimating time-to-arrival. Hence, establishment of the virtual acoustic en-
virnoment is one of the few training system to let the blind acquire acoustic cues
for ‘perception of crossability’.
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Abstract. This paper presents the architecture and operation of a PC-based
software program (Six-In) that allows a standard QWERTY keyboard to be
used as a Braille keyboard translating the (contracted) Braille to text. It is aimed
at people learning Braille and users who prefer to use a Braille rather than a
QWERTY keyboard. The system is multilingual (if appropriate Braille-to-text
translation tables are constructed for a language). The system works on most
PCs, but fails on machines that do not support multiple key rollover.

1 Introduction

The traditional method for a blind person to write a Braille document is to type the
Braille using a brailler. A brailler (for example a Perkins or Mountbatten Brailler) is a
mechanical or electro-mechanical device that has around ten keys:

6 ‘dot’ keys1, which correspond directly to each of the 6 dots in a Braille cell;
a space key, which moves the embossing head one space to the right causing
blank Braille cell (a space) to be produced;
a carriage return key, which positions the embossing head to the left-hand side
of the line;
a line feed key, which moves down one line;
a backspace key, which moves the embossing head one space to the left.

Braillers are chord keyboards; many Braille characters have multiple raised dots in
the Braille cell and hence require between one and six keys to be depressed simulta-
neously.

Braille keyboards are generally used by blind people in two situations, when they
are using a Brailler and as an interface to certain portable electronic devices. When
using a brailler, a blind person can directly produce Braille hard copy. Where an elec-
tronic copy is required, there are systems that allow a brailler to be connected to a
computer, which will translate the Braille to text (see for example [1, 2]). A number
of portable electronic devices are provided with Braille keyboards – for example, note
takers and personal digital assistants (PDAs) designed for blind users. In this case, the
Braille keyboard is effective because it reduces the size of the keyboard needed. If
output is to be spoken (rather than displayed on a refreshable Braille display), transla-
tion software must exist to translate from Braille to text. Where contracted Braille (for

1 For most of this paper, we confine our discussion to 6-dot Braille.
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example Grade II English Braille) is used, this is more than a simple character re-
placement task and quite complex language dependent algorithms have to be used.
The issues concerning such translation are described in [3] and revisited later in this
paper.

In this paper, we describe a system that allows a user to ‘Braille’ on a standard
QWERTY keyboard, with the result that the Braille is converted into text (represented
as the appropriate set of ASCII characters). Where contracted Braille is used, the
Braille is decontracted to present a full textual representation. Other systems exist that
allow a Braille keyboard to be simulated on a QWERTY keyboard, e.g. Braille 2000
(http://www.c-a-s.com/brl2000/), but these may not decontract the Braille directly
into text and route it to an application in the way that Six-In does.

There are two sets of potential users for the system. The first is blind users who
find it more convenient to input characters using Braille than a standard QWERTY
keyboard. A user will typically choose to do this when he/she finds it faster to type
using chord entry. The second set of users is people learning Braille. These will in-
clude blind people, where speech output (generally through a screen reader) can be
used to reflect the typing, and sighted people where visual output can be used to pre-
sent the results. It is suggested that for both sets of learners this style of output is more
appropriate than producing Braille directly, although in both cases Braille output can
be generated by the computer system – in visual form for sighted users if necessary.

2 Six-In

2.1 Input

Input is via a standard QWERTY keyboard, with the keys S, D, F and J, K & L
mapped to the six dot keys in the same layout as a standard Braille keyboard. The
space bar, the Enter key and the Backspace key forming the equivalent of a Brailler’s
space, carriage return/line feed and backspace keys respectively.

2.2 Output

Six-In translates the Braille input into appropriate ASCII text. This can be routed to
the application that has the current focus. So, for example, a user of Six-In can “type”
directly into applications such as Microsoft Word or into a Braille tutor program.

2.3 Architecture

Six-In is an application that runs under Microsoft Windows and its architecture is
explained in this context. Similar systems could be constructed for other operating
systems and the basic architecture remains valid. There are a number of issues that
need to be addressed:
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Getting hold of the keystrokes.
Deleting alphabetic keystrokes that are not part of the input set (S, D, F, J, K, L,
Space, Enter, and Backspace).
Determining when a chord is complete.
Translating Braille cells to text.
Routing the text to an application.

The architecture of Six-In is presented in Fig. 1. This figure shows three main sec-
tions: the Six-In system itself; the Windows operating system; and the application that
receives the text.

Fig. 1. The Architecture of Six-In.

Keyboard Hook
Keystrokes must be intercepted before they are routed to the application that has the
focus. If they were not, the characters would appear in the application. The intercep-
tion of keystrokes in this way is achieved by using a keyboard hook. A “hook is a
mechanism by which a function can intercept events (messages, mouse actions, key-
strokes) before they reach an application” [4]. The keyboard hook will provide key
down and key up events to the Keyboard Filter. When the keyboard is hooked, keys
strokes are removed from the buffer and hence not passed to the application. Of
course when Six-In sends keystrokes to the application, these are also hooked. The
hook “knows” the difference between “simulated” keyboard input and standard key-
strokes and operates appropriated to prevent problems around re-entrancy.

Keyboard Filter
The Keyboard Hook presents key down and key up events. The filter can simply dis-
card those that are not part of the set of simulated Braille input keys. The filter can
also determine when a chord is completed. The filter will receive a sequence of key
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up and down events. To type the text character ‘f’ the chord S, D, J must be typed to
encode the three dots that make up the character ‘f’ – see Figure 2. The filter may
receive the key down and key up events in any order (for example S down, D down, J
down, J up, S up, D up is as likely as J down, S down, D down, S up, D up, J up or
any other combination). The filter therefore notes which key down events it has re-
ceived and then waits until all corresponding key up events occur.

Fig. 2. The Braille cell corresponding to the character ‘f’.

The filter is now aware of the set of keys used to construct a character. These are
then translated into a single character representation that uniquely encodes the Braille
cell. American Computer Braille [5] is used for this purpose. It encodes each of the 64
possible combinations of Braille dots (including space) into a unique ASCII character.

Braille-to-Text
This module receives a stream of American Computer Braille characters, which must
be translated to text. There is no one-to-one translation between Braille cells and text
– for example the number ‘1’ is presented as two Braille cells (the number sign cell
and the letter ‘a’ cell – see Fig. 3) – even where uncontracted Braille is used, (e.g.
Grade I English Braille). Where contracted Braille (e.g. Grade II English Braille) is

Fig. 3. The Braille representation of the number ‘1’ – the number sign cell, followed by the
letter ‘a’.
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used the algorithm becomes more complex, with some single Braille cells being ex-
panded into a number of text characters in a context dependent way. For example, the
word ‘ab’, is the word sign for the word ‘about’ and must be expanded by the transla-
tor. The ACB character ‘4’ (dots 2, 5 and 6) has different expansions depending on its
position in a word. At the beginning of a word it represents ‘dis’, in the middle ‘dd’
and at the end a period (a full stop).

There are a large number of approaches to Braille translation. Some approaches are
multi-lingual in the sense that they use a generic algorithm that is driven by a lan-
guage-specific table. This is the approach used here. The algorithm and the rules for
British English are presented in [3]. An example of developing an additional language
(Hungarian) is provided in [6].

Key Stroke Generation
The output of the Braille-to-text module must now be routed to the application that
has the focus. This is achieved by placing characters back into the Windows keyboard
buffer. These are sent to the Windows operating system using the Windows SendKeys
function. As noted earlier, the system must be aware of the key strokes that it has
added to the buffer so that they are not intercepted by the keyboard hook and subse-
quently converted to Braille characters.

3 8-Dot Braille

8-dot Braille, which is used in specific applications (such as science and mathematics)
and in some dialects of Braille languages, can also be supported in a similar way to
the way the Six-In supports 6-dot Braille. A program, called Eight-In, has been devel-
oped along the same lines as Six-In and uses the ‘A’ and ‘;’ keys to provide the addi-
tional dots. Because 8-dot Braille is fairly specialized it is not necessarily clear which
Braille-to-text translation algorithm should be provided. Therefore, Eight-In simply
converts the characters to American Computer Braille and places these back into the
keyboard buffer. Translation can then be accomplished by an external application.

4 Concluding Remarks

One limitation of Six-In is that it will not work with all keyboards. In order for Six-In
to work, it must be capable of determining which set of keys (up to six) are held down
simultaneously to form the chord. Many PC systems support multiple key rollover –
allowing the system to receive any number of simultaneous key presses. However,
some systems (most commonly laptop systems in our experience) do not. In such
cases, keyboards are designed so that the simultaneous depression of up to 3 keys can
be recognised (an explanation of this can be found in [7]). Thus, when a cell requires
four or more dots, not all the keys are received by the system. Other than replacing
the keyboard, there is no solution to this problem.
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Abstract. Since input devices for desktop computers are inconvenient to use in
a mobile working environment, other small input devices have been proposed.
Few of them, however, are for visually impaired people. This paper proposes a
pair of wireless Braille-based chording gloves as an input device to use in a
mobile working environment for visually impaired people. Its keys are mounted
on the fingers and its chording method is similar to that of a Braille keyboard.
Since Braille has been efficiently devised to represent many language charac-
ters, numbers, and symbols including mathematical and musical notations, the
proposed chording gloves will be also used for visually non-impaired people.
IrDA (Infrared Data Association) and RF (Radio Frequency) wireless modules
are designed and implemented to make the proposed chording gloves wireless.

1 Introduction

Keyboards have been used as input devices to computers. In order to improve their
performance such as speed, accuracy, typist fatigue, comfort, and muscular strain,
several keyboards have been proposed [1]. According to the development of small
portable electronic products such as PDAs, cellular phones, and wearable computers,
chording keyboards have been proposed as input devices of these small products [2-
5]. In chording keyboards, we press a multiple key combination to enter one character
instead of using one key for each character in an ordinary keyboard such as the
QWERTY keyboard. Though the terminology of a chording keyboard was introduced
in the 1960’s, Frank H. Hall invented the first Braille writing machine that had a
chording keyboard in 1892.

Glove-based devices recognizing hand gestures or contact gestures have been also
proposed as input devices to computers [6,7]. These devices are convenient to use in
a mobile environment because the gloves can be worn instead of held and are light-
weight and take up little space. It is, however, difficult to recognize enough separate
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gestures to allow useful text input. In [3], a glove-based input device called the chord-
ing glove has been proposed in order to combine the portability of a contact glove
with the benefits of a chording keyboard. In the chording glove, the keys of a chord-
ing keyboard are mounted on the fingers of a glove and the characters associated with
all the chords, which is called the keymap, are designed to make fast discrimination
reaction time. But it is quite difficult to design a good keymap for a given chording
glove. Furthermore, it is not easy to make a new keymap become a standard one for a
chording glove.

This paper proposes a pair of wireless Braille-based chording gloves as an input
device of a small portable electronic product for visually impaired people. Its keys are
mounted on the fingers and its chording method is similar to that of a Braille key-
board. That is, each key at the fingertips of gloves corresponds to each dot in Braille.
The characters associated with all the chords in the proposed chording gloves are
designed in the same way as in a Braille keyboard, which was already established
well. Therefore, visually impaired people using a Braille keyboard can easily use the
proposed chording gloves. Furthermore, since Braille is a faster recording medium
and has been efficiently devised to represent many language characters, numbers, and
symbols including mathematical and musical notations, visually non-impaired people
can use the proposed chording gloves after some training required in all chording
keyboards. In section 2, a pair of chording gloves is proposed as an input device and
its input speed, accuracy, and usability are measured. IrDA and RF modules are used
to make the proposed chording gloves wireless. In section 3 and 4, the characteristics
of the proposed chording gloves are discussed and the conclusion is described, re-
spectively.

2 A Pair of Wireless Braille-Based Chording Gloves

2.1 A Pair of Braille-Based Chording Gloves

The proposed chording gloves are shown in Fig. 1 and each glove has twelve keys.
Each key consists of conductive silicone ink. When the ground point of thumb
touches one key, its corresponding information is detected. A chord keymap is pro-
posed such that four keys at the fingertips of each glove correspond to eight Braille
dots [8]. Some keys perform the same function as pressing three keys at the fingertips
altogether, the function of the space bar, the function of the backspace bar, and the
function of mode change. The other keys are reserved. Therefore, the chording
method in the proposed chording gloves is similar to that in a Braille keyboard, which
has been already a standard for visually impaired people.

2.2 Experiments

Experiments are performed using both the proposed chording gloves and a Braille
keyboard to measure the input speed and accuracy for Braille codes [8].
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Subjects. Ten visually impaired subjects who just start to learn Braille codes partici-
pate in the study. None of subjects has used Braille-related input devices. The average
age of ten subjects is 28.2 years old.

Apparatus. The proposed chording gloves and a Braille keyboard with 7 keys are
used as input devices.

Procedure. Subjects are trained to use both input devices for Braille inputs that are
short pre-defined sentences. The training sessions of each device consist of 3 ses-
sions. Three hours are allotted for each session and therefore a total of 9 hours for
each device is devoted to training for one subject. Subjects are asked to learn to enter
different sentences during each training session. After training, a new sentence with
58 Braille codes is given in the final test. Input speed in terms of BPM(Braille code
Per Minute) and error rate are measured 10 times for each device with the same sen-
tence.

Fig. 1. A pair of Braille-based chording gloves.

Results. After training, averages of input speed and error rate in each device are cal-
culated and shown in Table 1. No significant difference in input speed could be found
between the chording gloves and the Braille keyboard (p> 0.1). A marginal difference
could be found in error rate. The error rate of the chording gloves is higher than that
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of the Braille keyboard (t= 2.14, p< 0.05). Fig. 2 shows the averages of input speed
and error rate in training sessions in addition to that of the final test. Averages in
training sessions are made during learning hours of 3, 6, and 9. The final test averages
are presented at the 12th hour in the x-axis.

2.3 Usability Evaluation

Table 2 shows subjects’ perceived ratings, which are measured for usability evalua-
tion after the Braille input experiments. On a scale of one to five, subjects rate both
input devices in the following categories: portability, learnability, functionality, and
overall satisfaction [8].

Portability. Subjects rate the portability of the proposed chording gloves as 3.7 and
the Braille keyboard as 3.4.

Learnability and Functionality. Subjects rate the learnability of both input devices
as 3.5 and the functionality of them as 3.5. Since both devices use basically the same
keymap and finger combinations for generating Braille codes, there seemed to be no
difference in these two categories. As shown in Fig. 2, subjects feel comfortable in
using both devices after only 9 hours of learning.

Overall Satisfaction. Subjects rate the overall satisfaction of the chording gloves as
3.7 and the Braille keyboard as 3.9. Familiarity must be an important factor to pro-
vide overall satisfaction to use. Thus, subjects seem to be more satisfied in using a
familiar keyboard type device than in using a glove type device.

2.4 Wireless Chording Gloves

In order to make a pair of wireless chording gloves, IrDA and RF modules are de-
signed and implemented.

IrDA-Based Chording Gloves. Fig. 3 shows IrDA-based chording gloves that can
communicate with a PDA. Since only one communication channel is allowed in
IrDA, a single controller for a pair of IrDA-based chording gloves is designed. An 8-
bit RISC controller AT90S2313, an infrared controller IR8200IC-H, and a low power
infrared transceiver module TFDU6102F are used to implement IrDA-based wireless
chording gloves. IR8200IC-H infrared controller is compatible with IrDA 1.0 (SIR)
and TFDU6102F transceiver module supports the maximum 4.0 Mbit/s transfer rate
[9,10]. The actual transmission rate of the implemented IrDA-based chording gloves
is set to 19.2 Kbps. The communication between chording gloves and the PDA is
performed with IrCOMM protocol.
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Fig. 2. Performance of the chording gloves and the Braille keyboard.

RF-Based Chording Gloves and Their Communication Module. Fig. 4 shows RF-
based chording gloves and their communication module. The communication module
can exchange information with a PDA through an RS-232c serial port and receive
information from chording gloves by RF signals. Though each chording glove uses
the same frequency band, many chording gloves can communicate with one PDA
because each has its own identification code to avoid the frequency interference [11].
As in Fig. 4, an ATMEL 8-bit RISC controller Atmega128L and a RadioMetrix RF
module BIM-433 of 433.92MHz are used to implement a communication module
[12]. An 8-bit RISC controller AT90S2313 and an RF module BIM-433 are used to
implement the controller of each RF-based chording glove. The controller can detect
the pressed keys and send the corresponding information to the communication mod-
ule through the RF module. Due to the antenna optimization problem, the maximum
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rate that one 8-bit RISC controller can transmit to one RF module BIM-433 without
any error is 19.2 Kbps. In order to communicate between two RF modules, each RF
module should switch once between transmitting and receiving modes and the stabili-
zation time for switching of 3 msec is needed. Thus, the average rate that two RF
modules can communicate is a little bit less than 19.2 Kbps.

Fig. 3. IrDA-based chording gloves.

3 Discussion

Since the proposed chording gloves use two hands to input some characters or num-
bers instead of using one hand, it has some advantages over one hand chording key-
board, which include fast typing and low error rate [7]. Also, the proposed chording
gloves have clear space advantages over an ordinary keyboard and other chording
keyboards [8]. In order to develop the keymap for the chording keyboard, either a
strong spatial correspondence to the visual shape of the typed character has been used
or strong link to a well-built semantic knowledge base has been created [7, 8]. Differ-
ent from the keymaps as in [7,8], the keymap of the proposed chording gloves is
similar to that of a Braille keyboard, which makes visually impaired people who are
acquainted with a Braille keyboard use the proposed chording gloves without learn-
ing. It may take longer time for visually non-impaired people to learn the keymap of
the proposed chording gloves than to do keymaps as in [7, 8]. After learning, how-
ever, the input speed of the proposed chording gloves will be much higher than those
as in [7, 8] because Braille is a faster recording medium. Since the Braille codes for
many language characters, numbers, and special symbols including mathematical and
musical notations have been already defined, it does not need to design new keymap
for visually non-impaired people. As a result, the proposed chording gloves will help
visually impaired and non-impaired people to communicate and understand with each
other.
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Fig. 4. RF-based chording gloves.

4 Conclusion

This paper proposes a pair of wireless Braille-based chording gloves for visually
impaired people to use in a mobile working environment. Since the proposed chord-
ing gloves have advantages such as fast typing, low error rate, space saving, and
wireless connection, they will be one of good input devices to portable electronic
products. Furthermore, since the proposed chording gloves have a similar keymap as
in a Braille keyboard, they can be well used for visually impaired people. By design-
ing IrDA and RF modules, the proposed chording gloves can send information to a
PDA without wire connections. In RF-based chording gloves, each chording glove
can use its own protocol and therefore many pairs of RF-based chording gloves can
be used simultaneously as input devices in a mobile working environment.
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Abstract. In this paper, we propose a wearable interface for textual input de-
signed on the basis of the Braille input method. The device, named OBOE, is
shaped like an oboe, which is good for outdoor use, since it can be used while
walking. The results of an experiment of learning effect revealed that users who
had no experience of Braille input could type Japanese phrases at 35.4 Braille
codes per minute, and those who had experience at 112.4 Braille codes per
minute. Thus, beginners can master the proposed device and experts can input
text very fast using OBOE.

1 Introduction

With the sophisticated and miniaturized semiconductor devices available today, we
have reached an era of mobile and wearable computers. The input interface, particu-
larly for text entry, is one of the most important research topics in the field of wear-
able computers, since the miniaturization of a desktop-type input interface is not
sufficient for wearable computers. On a keyboard, the major input interface for com-
puters, one key corresponds to one character. The input speed increases with practice.
However, the large number of keys is not adaptable to wearable computers because of
the device size. As an informational interface that can be used while performing other
tasks in the real world for example, it is desired to design such an interface on the
basis of concepts different from conventional ones.

In order to decrease the number of keys, many chord keyboards have been pro-
posed. Twiddler is a one-hand chord keyboard with 12 keys [1]. There are also two-
hand chord keyboards for wearable computers such as FingeRing [2], which provides
a wearable interface using ring-shaped sensors based on accelerometers for inputting
31 different symbols.

Although a Braille typewriter is not a wearable interface, it is a two-hand chord
keyboard, whose keys are simultaneously pressed together to input Braille symbols
for the Blind. The Braille input method is considered adequate for typing data into
wearable computers, since this method is efficient for inputting syllables and is used
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in almost all languages (e.g., all Japanese characters are expressed by sets of one or
two Braille codes.). One example is a pair of Braille-based chord gloves [3], designed
on the basis of a Braille input method with polyvinylidene fluoride that generates
voltage when it is deformed. However, it is difficult to confirm their input operations,
since such sensors do not provide users with tactile feedback. Tactile feedback, such
as a key click, is necessary to all users using wearable input interfaces.

In this paper, we propose a wearable interface designed on the basis of the Braille
input method for the Blind, and describe our prototype, which is an oboe-like device,
and a support for people with disabilities using the device.

2 System Structure of OBOE

2.1 System Layout

OBOE (Oboe-like Braille interface for Outdoor Environment) is a wearable input
interface designed on the basis of the Braille input method. Although portable Braille-
based note takers, such as Brail-
leLite, are now used worldwide,
they are designed for use on a
desktop. Because they are ana-
logous to musical instruments,
they may be called “piano-type”
interfaces, which is not good for
mobile and outdoor use. In this
paper, we propose an “oboe-
type” interface, which is good
for outdoor-use and capable of
being used while walking. Fig-
ure 1 shows a prototype system
of OBOE. OBOE was designed
to be grasped only when neces-
sary; we did not employ a glove-
style interface, because the glove
prevents the users from experi-
encing the natural touch due to
the covering of fingertips.
OBOE is dangled around the
user’s neck with a strap when
not in use.

Fig. 1. OBOE.

2.2 Hardware

The buttons of the proposed device are the same as the mechanical switches used in
keyboards for desktop computers (ALPS Electric Co., Ltd., mechanical switch). The
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key pitch of the switch is approximately 19 mm and the peak of resilient restoring
force is approximately 55 g. The top of the key measures 12 mm by 12 mm. The
users clearly confirm their input operations by feeling the click, which acceleration
sensors and touch sensors lack.

In our prototype system, we fabricated an eight-key device. Six keys are for the
six-dot Braille input and two keys are for function keys such as Backspace and Enter.
The body of the device is made of an acrylate resin tube with a diameter of 35 mm, a
length of approximately 220 mm, and a weight of approximately 150 g.

OBOE has thumb hooks made of rubber band, which enable the user to take a firm
grip and prevent the hands from leaving and slipping OBOE.

2.3 Input Method

In the Braille input method, a character is determined by the combination of pressed
keys. Conventional mechanical Braille keyboards for the Blind were designed to send
a Braille code when all fingers released the keys after inputting a chord. The OBOE
system adopted this rule. The information encoded by the pressed keys is processed
in a microprocessor (PIC16F84A, Microchip Technology Inc.) and is sent to a wear-
able computer via Bluetooth Ver.1.1, implemented on BlueStick (ADC Technology,
Inc.). The system configuration of OBOE with output devices is illustrated in Figure
2. The controllers in OBOE work with a 3V battery.

Fig. 2. System configuration including output device.

2.4 Keymap

Our interface can be used in two different styles: flute, in which the device is held
horizontally, and oboe, in which it is held vertically. In order to deal with these styles,
the key map can be changed in four styles as shown in Figure 3. The key map of the
flute style (a) is identical to that of the traditional Braille keyboard.
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Fig. 3. OBOE keymap.

3 Experiment

We carried out an experiment to evaluate the device by measuring input speed and
error rate. In the experiment, there were five trials to examine the effect of learning.

Four nonblind subjects participated in the experiment. All the subjects were male,
right-handed and had no experience using Braille typewriters. The average age of the
subjects was 24.0 years.

The experiment was governed by an OBOE and a mobile computer (OS: Windows
XP, CPU: PentiumIII 700MHz-M). Bluetooth connection was formed using GW-
BH01U (Planex Communications Inc.) for the mobile computer and BlueStick for
OBOE.

The experiment consisted of a tutorial session (nonsemantic phrase session) and a
semantic phrase session. The tutorial session was a 10-minute trial, followed by a 10-
minute semantic phrase session. After each trial, the subjects answered a question-
naire about fatigue, muscle strain, usability, and preference that were rated in a 1
(worst) to 5 (best). In addition, the subjects freely wrote comments about the system.
In each session, the subjects were instructed to input as quickly and accurately as
possible and not to sacrifice speed for accuracy.

Software used for the experiment was common to both sessions. A screen capture
of this software is shown in Figure 4. In this software, the next sample phrase is dis-
played when the user pressed the Enter key and the input phrase corresponds with the
sample phrase.

The subjects were instructed to grip OBOE according to the oboe style throughout
the experiment. The subjects could confirm their input through auditory feedback by
a text-to-speech (TTS) engine, IBM Protalker97, as well as through visual feedback
from a window on the screen.
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Fig. 4. Screen capture of the software.

3.1 Tutorial Session

The subjects were initially trained to use the OBOE device by a tutorial session. In
this session, the subjects were given a sheet of paper with a list of the Japanese
Braille codes and their corresponding characters. The phrases in the tutorial session
were nonsemantic phrases that consisted of Japanese characters, numeric characters
and alphabet characters such as “abcde”.

3.2 Semantic Phrase Session

The semantic phrase session consisted of predefined phrases. They were several short
phrases, intended to mimic the actual use of the wearable computer, such as “Yes” for
answering questions from computers, “Calculate consumed calories” for wearable
sensor systems, or “What is today’s plan?” for mobile assistants (all written in Japa-
nese). The Japanese Braille has the specific rule that the sentences are written as pro-
nounced. Therefore, we displayed two patterns of the sample phrases during this
session, one in the normal Japanese reading and one in the Japanese Braille (see Fig-
ure 4).

4 Result

4.1 Input Speed and Error Rate

The average speed at the fifth trial was 44.1 Braille codes per minute in the non-
semantic session and 35.5 Braille codes per minute in the semantic session. The
learning effect in terms of input speed and error rate is shown in Figure 5.

Error rate was calculated by dividing the number of errors by the total number of
Braille codes.
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Fig. 5. Learning effect in terms of the OBOE. (a)input speed and (b) error rate.

4.2 Fatigue and Muscle Strain

The average scores for fatigue were 2.0 at the beginning of the experiment and 3.5 at
the end of the experiment. The average scores for muscle strain ranged from 2.5 at
the beginning of the experiment to 3.3 at the end. These results suggest the necessity
for ergonomic improvements. The average scores for usability were 3.3 and that for
preference was 3.3.

4.3 Comments

Regarding the comments such as “it is difficult and stressful to find the Braille code
in the sheet in the beginning” (two subjects), “I am apt to make a mistake in using the
left and right hands particularly when pressing the Enter key and Backspace key”
(three subjects), and “some Braille codes can be memorized, but sometimes I made
mistakes because I did not look at the sheet for such characters” (two subjects) were
expressed.

5 Discussion

We carried out another experiment with subjects who had experiences with Japanese-
to-Braille transcribing. The transcriber subjects showed a higher input speed of 112.4
Braille codes per minute, and a lower error rate, 4.1 %, than those of the subjects
described in Sections 3 and 4, with a little learning in the semantic session. The tran-
scriber subjects commented on the tutorial session that using characters that rarely
appear in usual Japanese sentences slowed them down. (e.g., “dya” is almost always
replaced by “jya” in a Japanese sentence but the user had to input this character in the
tutorial session.).
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6 Applications to Support Deaf-Blind People

There have been many studies on wearable computer with the view of supporting
people with disabilities. From the viewpoint of universal design, it is important to
select the output interface devices according to the users’ disabilities. In this section,
we introduce an application that may support Deaf-Blind people using OBOE and a
Finger-Braille output device.

Finger-Braille was invented for Deaf-Blind people to communicate in real time in
Japan, and it became one of the commonly used communication methods among
Deaf-Blind people in Japan. In the Finger-Braille method, the fingers of a Deaf-Blind
person are regarded as keys of a Braille typewriter, and a translator types the six-dot
Braille codes on the back of the fingers. We developed a wearable Finger-Braille
interface and evaluated the system [4] [5]. The system with OBOE enables Deaf-
Blind people who are in remote locations to communicate in real time using the
wearable Finger-Braille interface (Figure 6).

Fig. 6. OBOE with Finger-Braille Interface.

7 Conclusion

In this paper, we introduced OBOE as a new textual input interface for wearable
computers designed on the basis of the Braille input method. The device is shaped
like an oboe, which is good for outdoor use. We evaluated the device through an
experiment. The results revealed that the users who had no experience using Braille
type writers could type Japanese phrases at 35.4 Braille codes per minute, and those
who had experience at 112.4 Braille codes per minute.
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8 Future Works

We are planning to have another experiment with Blind people who have been using
a Braille keyboard. Through this experiment, we want to verify the feasibility of the
proposed system that may help Blind people to communicate with each other or even
with nonblind people who usually do not touch or read Braille.
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Abstract. A new device, the Braille Slate Talker, is introduced. An ordinary
hand held device (a PDA) is used with a fixed layout plastic guide placed over
the touch screen to allow Braille input. Contracted Braille is converted to text
by a table-driven state machine. Programs are written in Java language to pro-
vide full hardware and software platform independence. Future network appli-
cations will use Sun’s Jini technology.

1 Introduction

Recent advances in computing technology and consumer electronics have resulted in
the emergence and widespread acceptance of digital devices, such as mobile phones,
palm computers, MP3 and similar music players, and dictating machines. These de-
vices, along with traditional computers, are primarily designed to help in carrying out
everyday tasks, provide entertainment and communicate with fellow humans.

A key question is whether blind people can take advantage of these devices and if
so, to what extent. The current state-of-the-art varies from platform to platform. Tra-
ditional computers are typically accessed and operated using a screen reader program
(such as e.g. Jaws [4]) that attempts to transform graphical screen content to text
which then can be read out to the user with a Text-To-Speech (TTS) program [8].
Creating portable computers and assistants for blind users have typically involved the
design and manufacture of custom hardware but recently there is an increased interest
in the use of palm computers or Personal Digital Assistants (PDA). These devices are
powerful enough to run Windows or Linux operating systems and perform real-time
speech synthesis. Since most devices run graphical operating systems, blind people
can access information through special purpose screen readers (rare for such devices)
or self-voicing applications. The latter is the approach that we discuss in the paper.
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Mobile phones and digital devices pose greater problems for blind users as they are
normally operated by buttons that often control complex menu systems. These de-
vices very rarely have built-in TTS modules; only the most advanced mobile phones
can talk. Not surprisingly, using the very popular short messaging (SMS) technology
is an almost impossible task for blind users. There are similar problems when using
embedded devices, such as information kiosks, vending and Automatic Teller Ma-
chines (ATM).

The aim of our project, as discussed in Section 2, is to look at the accessibility
problems of blind users from a different angle and develop a new user interface
framework that is platform independent, based on a non-graphical paradigm, and
provides a uniform program control and navigation mechanism. In Section 3, we
describe the major building blocks of our system, the Braille text input, program
navigation and control, the Text-to-Speech module, and their relationship to applica-
tion programs. Section 4 gives a brief overview of the main application programs we
have developed using the new interface framework, and in Section 5 we show how
the model can be extended to access and use networked applications and internet
services.

2 Project Background

Current trends in computing do not favour blind users. The graphical user interface
has become the de facto interaction metaphor on desktop computers and continues to
spread to emerging, new devices, such as PDAs and smart mobile phones. Non-
graphical operating systems are either no longer supported (e.g. DOS) or require spe-
cial expertise to use (e.g. Linux). Screen reader programs help users to interact with
the computer but they have their limitations too: (i) most screen reader programs are
expensive, (ii) they do not solve the primary computer accessibility problems, and
(iii) applications with heavy visual coding and/or non-textual information content
(e.g. browsing typical commercial web pages) represent considerable information
mapping difficulties.

In trying to make computers more accessible, various input/output devices have
been developed, ranging from special-purpose Braille keyboards, printers and Braille
output cells [1]. While these developments appropriately take into account the special
needs of visually impaired users, due to their small market segment, they are rela-
tively expensive when compared to standard commercial products. Moreover, most of
them can only work with desktop computers, which severely limits the mobility of the
blind computer user.

Our main goal was to create a portable, fully accessible, yet inexpensive computing
device for blind users that helps them in carrying out everyday tasks without requiring
special expertise. Low cost and portability can only be achieved by using commercial,
off-the-shelf, mass market computing devices. We have decided on the PDA device
as the runtime platform, as this type of device has sufficient computing power and
memory to perform the tasks required from a mobile assistant. There were several
issues we had to investigate in order to use the PDA, however: providing accessibility
without developing or relying on custom peripheral devices; creating a non-graphical
user interface and simple navigation capability; and developing a common framework
that can be used on other platforms, from desktop systems to phones and embedded
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devices. In the next section we look at the issues related to accessibility, namely input,
output, and program control and navigation.

3 System Overview

PDA devices are designed for sighted users. They can start and control programs by
clicking (pushing the touch screen with a stylus) on graphical interface elements, such
as menu items and buttons. There are alternative methods for text input. Users can use
virtual, on-screen keyboards, or the built-in character recognition system, i.e. full
handwriting recognition or stylised ‘graffiti’ writing, or use external keyboards of
various types and sizes (including full size keyboards).

These interfaces are clearly inappropriate for blind people. While external key-
boards may prove to be usable, they are either cumbersome to carry and most will not
support touch typing; furthermore, the program control/navigation problem is not
solved. We have developed alternative ways of providing text input, providing feed-
back and controlling programs. Users are able to type in Braille using the touch
screen, receive audio feedback via a TTS and operate programs using the four arrow
keys found on every PDA device.

3.1 Text Input

The main idea behind the text input mechanism is to use the touch screen as a virtual
Braille slate with a fixed screen layout. The user would always have the same ar-
rangement of Braille cells on the screen regardless of the program used. To design the
final Braille touch screen, several experiments were carried out.

First, a Windows CE Visual Basic program was developed to test the appropriate
number and size of the Braille cells for text input. This prototype had a size of a real
Braille slate. Inputting characters via this slate, however – using a touch screen in-
stead of a piece of paper – led to some difficulties. Users with reflex movements of
punching the paper with the stylus could easily damage the screen. Also, using small
size Braille cells was not accurate enough with the touch screen. Finally, using a sty-
lus for typing is not so convenient.

Based on the results obtained with the first prototype system, a single, large Braille
cell was chosen to be displayed on the touch screen, where the Braille dots can be
“punched” with fingers. Three more control dots were also introduced beside the
enlarged Braille cell, as shown in Figure 1.a. Due to the physical constraints of the
touch screen, only one dot at a time can be “punched”. The first touch of any of the
Braille dots represents a dot “punch”, giving an auditory signal at the same time. A
second touch on the same dot represents the erasure of the “punched” dot, which is
signalled by a different sound. Note that unlike the traditional paper and stylus, our
talking Braille slate allows the user to correct the Braille cells during input. Once the
Braille cell input is complete, the Cell is Ready (F) control dot has to be pressed. The
second control dot acts as a Backspace, while the third one as a Space character.



Java-Powered Braille Slate Talker 509

Fig. 1. Input with Braille Slate on the touch screen: the virtual Braille keyboard (part a) and the
plastic guide in action (part b).

Upon entry each Braille input character is converted to ASCII representation. The
first step of the process is to convert the binary dot-representation to Hungarian Me-
taBraille Code [7]. Then, after pressing the Space control dot, indicating the end of a
word, a language-independent, table-driven state machine converts the contracted
Braille word into the final ASCII [5],[2]. Every completed Braille cell input is ac-
companied with MetaBraille Braille cell echo. After converting the full word, the
word echo is also played. This three level (dot, cell, word) echo mechanism results in
a reliable and fast input approach.

There are two important usability-related characteristics that determine the viabil-
ity of our approach. The first is whether blind users are able to use the touch screen-
based Braille keyboard. The second is typing speed.

We have found that although it is possible to use the touch screen without posi-
tional guide, this way of working results in very slow input and high error rate. To
orient users, a plastic guide with holes at the dot locations have been designed that
can be fitted onto the PDA in a way that it does not touch the screen. The user then
only need to find the particular hole for the given screen dot and the hole will guide
his or her finger to the correct touch position, as shown in Figure 1.b. The use of this
inexpensive guide has speeded up text input and virtually eliminated all user errors.

The theoretical entry speed of the system is app. 300 Braille dot per minute. Based
on the relative frequency of the Hungarian alphabet letters, 2.8 Braille dots plus an
Accept dot are needed on average for one letter. This results in a top entry speed of
app. 80 characters per minute. In reality, users will not be able to achieve this speed;
an average speed of 20-40 characters per minute can be expected instead. This may
seem slow when compared to professional sighted typists, but if it is compared to
sighted users’ entry speed using the PDA virtual keyboard, the results are promising.
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Several blind users took part in the initial testing of the talking Braille slate. Our
system could keep pace with the users’ input speed and the resulting ASCII input
speed from contracted Braille was close to the one of sighted users.

3.2 Program Control

In our system we wanted to create a uniform, unambiguous and non-graphical pro-
gram control structure. It is based on a virtual menu system – the menu is never visi-
ble on the screen, which can be navigated using the four standard arrow keys found in
every PDA (see Figure 1.). Two important requirements that have led to this design
are: (i) the system should be usable by blind people who has very little or no com-
puter experience, (ii) the system should provide a very clear and easy to understand
mental model for navigation.

The up and down arrows always serve for choosing among possibilities at a given
command tree level. The left and right arrows are for moving from one level of the
command tree to the next. The left arrow moves the user towards the root of the tree,
while the right arrow always travels to the selected submenu or executes the selected
menu function.

Upon navigation, each menu item is read out to the user. If the program developer
provides recorded sound for the items those are read, otherwise the built-in TTS mod-
ule will generate the sound feedback to the user. The use of recorded messages is
preferable for clarity but there are situations when items are generated dynamically at
run-time and consequently no pre-recorded message can be present.

4 Implementation Issues

The current system has been implemented in Java [6]. The main advantage of using
the Java language and runtime for our system is platform independence. Although this
is only true within a particular platform domain (e.g. desktop PC), the major difficul-
ties arose from the fact that most user interface elements in Java, similar to other
modern programming languages, are visual. Consequently, many parts of the system
had to be developed from scratch, without being able to use available Java classes
identical in functionality.

The Braille text input is based on one screen that generates AWT events when a
particular dot is pressed. These are then converted using a state machine algorithm.
The entered words are passed in to the TTS module as ASCII strings. The current
TTS module is the only part of the system that is not implemented in Java. It is a C++
version provided as a DLL that is called via the Java Native Interface mechanism. The
reason for not having a Java TTS is lack of time in the project and initial worries
about the speed of Java. It is planned to be replaced with a Java version in the near
future.

The menu system is custom-designed object tree with application programs and
their menus as building nodes. The root of the menu system represents a “desktop”
with menus to access programs, settings, task switching. Once the user enters a par-
ticular program, the menu system events are forwarded to that program for local menu
navigation, hence the user will be able to select functions in the given program. The
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menu system also allows for the use of complex nodes implementing functionality
similar to, for example, visual list, combo box, and selection widgets.

Every application can take advantage of special system classes that provide access
to the text input, TTS and menu system functionalities. The programming model is
very similar to traditional graphical user interface programming and should not pre-
sent problems for developers.

The use of Java also enables us to provide the same “look-and-feel” on different
platforms. If a user likes the PDA-based Slate Talker, he/she can also run in on a
desktop computer and (hopefully soon) on mobile phones as well. Java also allows us
to take advantage of many non-graphical classes (e.g. for networking, file access, etc.)
to reduce development time, as well as create applications that dynamically download
Braille interfaces from remote servers. This we illustrate in Section 5.2.

5 Applications

In the project, we have developed a set of stand-alone and networked applications
firstly, in order to test the viability of our approach, and secondly to create a PDA-
based personal assistant for blind users with the most important applications at hand.

5.1 Stand-Alone Applications

The list of stand-alone applications currently includes a word processor, a contacts
manager, and a hybrid talking book reader program [3]. Other programs being devel-
oped are a calculator, dictating machine, MP3 player, a traditional talking book reader
and a mobile phone control program.

The word processor allows our users to conveniently create new or modify existing
documents, save them or send them via email. The program does not offer formatting
capabilities; it is a basic notepad program. It, however, offers the user the ability to
read a document various ways: by words, sentences, paragraphs or in continuous
mode. Once a mode is selected, the up/down arrow keys can be used for navigating
within the text, similarly to menu navigation.

The hybrid talking book program allows users to read the text and recorded sound
of talking books. Users can select which book they would like to read, in what mode
(with TTS or recorded voice), set bookmarks and navigate within the book. Books are
stored on removable SD memory cards that can store a number of books depending
on capacity and book size. This saves the user from storing books on the PDA and can
facilitate operation within a library scheme.

5.2 Network Applications

The two traditional network applications we have developed are an e-mail client pro-
gram and a simple web browser. PDAs with network connectivity can take advantage
of these programs. Network connectivity is model dependent it can be: a built-in
WLAN; a WLAN with adapter and card; or a Bluetooth connection providing Internet
sharing on a desktop PC.
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The e-mail client allows the user to write e-mails using the standard Braille text input
and send the message via an IMAP mail server. Also, the user can download email
messages from the server with this program and use the TTS module to read them. If
necessary, the user can save – even modify – the message and send a reply.

The web browser is a very simple experimental program providing basic HTML
parsing and processing. Our project did not aim to develop a full-blown browser for
blind users. The program demonstrates, however, that web pages can be read without
screen readers and can be accessed and navigated more easily with our system.

The most exciting and novel set of network applications that our system supports is
based on Sun’s Jini technology [6]. Jini allows a client to discover network services
automatically and download its user interface at run-time if required. We describe the
operation and advantages of this approach through a talking book library service we
have developed.

Instead of travelling to the library and borrowing a talking book (memory card)
personally, the Slate Talker mobile assistant – when on-line – can discover the talking
book library service that the user is a member of. The assistant will download the
Braille user interface of this service and insert it into the ‘network services’ menu
item in the root menu. Using the arrow keys, the user navigates into the library, logs
in, and then browses or searches the book collection. Once the book is found, it can be
read either by playing the recorded voice or using the TTS. To avoid delays and ex-
cessive memory usage sound is played as a stream. At the same time the user can
navigate through the book; if he/she needs to jump to the next section or chapter,
he/she uses the arrow keys. In the background, the text data of each read paragraph
(or chapter) is downloaded, so if a network error occurs, the user can still read the
book by falling back to the TTS operation mode. The text of books can also be
downloaded so that a book can be read when the device is not connected to the net-
work.

Jini services are described by their functionality (e.g. library, radio, news), unlike
WWW servers that use URLs. This allows us to create a list of different service types
of interest at run-time, without using search engines. This framework would allow
blind users to access news, radio, educational, entertainment (music, comedy, etc.),
and chat services without having to go through difficult-to-read graphical web pages;
only by pressing four arrow keys. This version, however, only works on desktop envi-
ronments at the moment, but we are working on creating a PDA version of the client.
In the long term, we envisage various services available in the network, each offering
a set of alternative interfaces for users, including graphical ones for sighted users,
Braille one for blind users, and other types for people with different disabilities. We
also hope that home appliances as well as public facilities (ATMs, vending machines,
lift controllers) will be able to provide these downloadable interfaces.

6 Conclusions

In this paper we described a PDA-based Braille Slate Talker that acts as a mobile
assistant for blind users. The system allows users to type in Braille on a touch screen
without expensive devices, have access to a set of useful programs that can be con-
trolled and navigated with a uniform and simple way using four arrow keys. In addi-
tion to stand-alone programs, it also enables its users to access the internet from email
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and web pages as well as for future Jini services. We believe that this system has great
potential for individuals and groups in various application areas, such as education
(teaching Braille, access to talking textbooks, distance learning), obtaining informa-
tion (news, on-line libraries), accessing the workplace, entertainment, and using ap-
pliances and embedded devices access (heating system, blinds, doors, ATM).
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Abstract. Digital techniques have created new and stimulating conditions to
provide visually impaired people with a better access to written information.
The Helene Server project, started in 2000 by BrailleNet, aims at creating tech-
nical solutions to help transcribers to rationalize adapted documents production
in France. The first action performed was to create a national repository of
adapted documents available to transcription centers. In two years, this reposi-
tory has gathered more than 1.500 books provided by publishers or transcribers.
But the great variety of digital formats used by transcribers now raises the prob-
lem of resources normalization. This article presents a production chain of ac-
cessible documents based on the dtbook XML format.

1 Problem to Be Solved

Since 2000, BrailleNet has developed and maintained the Helene Server [1]
(http://www.serveur-helene.org), a collaborative Web server to gather
files to produce adapted documents for visually impaired people. This national project
came as the continuation of a European TIDE project on Secure Document Delivery
(SEDODEL [2]). It is currently part of the Vickie European funded project [3].

The Helene Server aims at providing transcription centers with a safe repository for
original and adapted files of books under copyright. It offers the common functional-
ities of a digital library with additional features to manage publishers’ authorizations
and files versioning. To ensure the access to publishers’ files, a secured delivery
mechanism based on S/MIME and digital certificates has been set up.

After more than two years of existence, the Helene Server has reached some of its
objectives:

more than 1.500 books are stored, about ¾ of them being under copyright,
BrailleNet has signed contracts with about 80 French publishers to obtain authori-
zations and source files,
40 transcription centers have been certified and collaborate to produce Braille and
large print documents from source files provided by publishers.
These results raise a new problem, related to the great variety of the formats used to

store documents. Actually, more than 25 different formats of documents are regis-
tered, each of them used by transcription centers in different ways for different pur-
poses.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 514–521, 2004.
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Fig. 1. Evolution of books number on the Helene Server since 2001

Fig. 2. Status of private books’ authorizations

This variety of formats raises questions from transcribers, for example:

“This file was created using another operating system which uses a specific encod-
ing for accentuated characters, how can I recode my file?”
“This file was adapted for printed Braille using a specific layout format, how can I
use it with another software? Can I use it for large print?”
“I want to adapt this book which contains meaningful images, how can I insert
descriptions of these images into the book file for the needs of blind people?”
“Can I store a mathematical formula in a document so that it will be reused for
Braille, large print or audio outputs?”
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These few questions can be reformulated more technically:

How to code structured documents that must be shared between different users in
different environments?
How flexible will this coding be as to be extended in the future?
How to avoid adapting documents’ layout for each output modality (Braille, large
print, speech synthesis...)?
How to embed content’s adaptation in a document so that they can be used selec-
tively according to the modality used?
This article presents a complete solution to create documents in a unique high

structured format and to convert them automatically into several specific accessible
formats.

2 Technical Principles

2.1 A Central Representation of Documents Based on Dtbook

The dtbook [3] Document Type Definition (DTD) is part of the NISO Z39.86-2002
standard [4], also known as DAISY 3.0.

We have chosen dtbook as the central representation of documents because:

it has emerged as a de facto XML standard to mark up general documents,
it improves accessibility to people with print disabilities,
it facilitates the output of documents in a variety of accessible formats,
it provides the necessary elements to create semantically rich documents,
it can be extended with external DTDs, to support specific document types (e.g.
MathML for formula, poetry or drama modules ...),
it can be processed using many existing tools on many platforms.

2.2 Collaborative Enrichment Rather Than Adaptation

Adapting a document aims at facilitating its access in any modality. But the adapta-
tion process can not be fully automatic. It requires human expertise. Most of the time
this expertise is not concentrated in one center or person. For that reason the docu-
ment adaptation process has to be collaborative, e.g. flexible and progressive.

In addition, the enrichment of the original document shall be independent of the
targeted modality. The final presentation of the document will be parameterized later
on when the document will be generated.

To achieve this, some constraints have to be respected in the document coding up
stream. For instance:

The general structure of the document should be marked up as to provide an easy
navigation through it. Parts, levels, chapters (...) should be identified.
The visual pagination should be preserved to allow visually impaired users to share
references with sighted users.



Towards an Integrated Publishing Chain for Accessible Multimodal Documents 517

It should be possible to add conditional contents during the adaptation process.
These additions may be specific to a modality, like alternative textual description
of images, or alternative audio comments . . . ).
The document shall provide the necessary semantic information for its understand-
ing using any modality (e.g. tables of data should be properly marked up for navi-
gation; in a drama, speakers and speech should be distinguished ...).
Special contents like mathematical formulas should be coded using a rich descrip-
tion format, as MathML [6].

2.3 Automatically Generated Output

The documents, if they were correctly coded and adapted by experts will contain the
necessary information to generate automatically:

Accessible HTML documents following the WAI [7] guidelines about accessibil-
ity, including document’s logical structure (h1 to h6 elements), short alternative to
images (alt attributes) and long descriptions when necessary, appropriate data ta-
bles structure for Braille and speech synthesis (thead, tbody, th elements and head-
ers attributes).
Files ready for Braille embossing, with a double pagination (Braille and original
page numbering), navigation features (tables of contents, specific signalization of
titles, textual descriptions of illustrations ...),
a basic large print document including a double pagination and navigation features,
files used as sources to record narrated books using the DAISY format (human
voice or speech synthesis).

3 Technical Implementation

To implement the solution proposed above, we have defined a development centered
on the dtbook DTD. The objective is to progressively integrate tools into the Helene
Server in order to obtain a consistent publishing chain to produce accessible docu-
ments. We will consider in this paper three types of tools:

3.1 Normalization Tools

A first step in the chain is to rough out the main structure of documents. As the files
provided by publishers and transcribers use a great variety of formats, a practical
solution is to use a standard word processor, like Microsoft Word, for which most
software programs offer exportation filters. Also MS Word is a word processor com-
monly used by transcribers. We developed a set of Visual Basic macros for MS Word
for producing well structured files in RTF format.

These macros make easy:
To create styles for the main structure elements of dtbook (headings, acknowledg-
ments, bibliography, annex, lists...)
To mark-up original page numbers or to convert existing page break marks into
page numbers,
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To import files prepared for Braille print into structured RTF files (convert specific
ASCII characters into Word styles),
To convert mathematical formula prepared with MathType [8] into MathML,
To find bibliographical information on books on the Helene Server, and to fill in
automatically the corresponding document metadata,
To post the enriched document on the Helene Server in RTF.
In addition, the MS Word macro provides transcribers with a set of shortcut keys to

markup documents faster.
Once uploaded on the Helene Server, RTF documents are converted into XML fol-

lowing the dtbook DTD using upCast [9] and appropriate XSL stylesheets.

The MS Word Macro can be found at
http://www.serveur-

helene.org/braillenet/helene2/tools/macro/

The XSL stylesheets to convert upCast XML documents into XML dtbook documents
can be found at
http://dsidtb.sourceforge.net/

3.2 A Document Enrichment Tool

As MS Word does not provide the required functions to create the document structure
described above, a more specific tool is necessary to allow transcribers to edit and
enrich the structure and the content of dtbook files. This tool may be used on docu-
ments obtained with the MS Word macro or on documents outputted by automatic
conversions from publishers’ XML documents.

This tool should guide transcribers in the adaptation process, by providing them
with simplified procedures to enrich documents. It should implement every features
of the dtbook document type and hide its complexity to transcribers.

The document enrichment tool functionalities are:

To apply particular styles to a text selection (Braille specific styles as “do not con-
tract this region”, or theatre specific styles as “speaker”, “speech” ...)
To mark a text selection as being in a particular language,
To add production notes to the document and to specify a target modality when
necessary,
To add production notes, short alternatives and captions to images included in the
document,
To markup data tables so that they will be easily understood by blind readers using
speech synthesis or Braille displays,
To create and modify the original pagination of the document and to create more
complex numbering schemes.

This tool is currently developed within the Vickie Project.
In addition, we developed a tool to monitor dtbook documents adaptation level.

This tool automatically generates a report on the accessibility features contained in a
dtbook document. This report includes:

the table of content of the document,
the original page numbers,
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the number of images and if they have short alternatives, production notes and
captions,
the number of tables and if they are accessible to blind readers, if they contain a
caption and a summary,
the number of MathML formulas the document contains.
This tool is integrated to the Helene Server and is useful for transcribers to check

the quality of dtbook documents before using them.

3.3 Output Conversion Tools

The enriched dtbook files can be used for producing:

accessible HTML documents using customized navigation features (several HTML
files linked one to each other using table of contents, navigation links on top and
bottom of each file to reach previous or next section), link to particular CSS
stylesheets and most of accessibility features recommended by WAI...
Duxbury files (dollars-code format). Resulting files can imported directly into
DBT and then embossed in Braille.
PDF for large print which may be more specifically adapted to final user’s disabili-
ties later on (for instance images size and colors ...)
Text only Daisy 3.0 package: an ncx file for navigation and a smil files for syn-
chronization are automatically generated from a dtbook file. The dtbook file is
modified to include references to smil files. Used with an opf file including book’s
metadata generated by the Helene Server, a full text-only Daisy 3.0 package is
built. This package can be read with a Daisy 3.0 player.

We developed XSL stylesheets to convert dtbook files in these different formats.
These stylesheets are embedded on the Helene Server and are launched on the fly
upon request of the user. The user can customize converters’ behavior at generation
time so that the output document will be more adapted to the final users needs (font
size for large print, contraction or not for Braille, CSS stylesheets to be linked to
HTML documents ...). Mathematical formulas are translated into Braille notation
using MMBT [10].

The stylesheets we developed can be found at
http://dsidtb.sourceforge.net/

More specific software may also use these files to produce synthetic audio Daisy
2.02 files, like the software produce by Phoneticom [11].

4 Conclusion

The production scheme we exposed provides transcribers with a complete environ-
ment to create accessible documents whatever the target modality.

It avoids performing several adaptation works on a same book and helps transcrib-
ers to focus more on complex tasks as providing textual alternatives to images for
Braille or images adaptation for large print.
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Fig. 3. The full production scheme

As the conversion tools are fully integrated to the Helene Server, generating
adapted documents is simplified and can be customized to fit the needs of final users.
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Abstract. The TeDUB system promises to deliver a UML diagram tool acces-
sible to blind software engineers. The system uses a number of different inter-
faces and representation techniques to overcome the challenges of making dia-
grams created with the Unified Modeling Language usable for blind people.
The system is entirely automated and does not require special preparation of
UML diagrams by a sighted user. The results of evaluation of the system with
thirty-six users were positive. The system was well-received and the partici-
pants were able to complete set UML tasks.

1 Context

Computer programming is one field where blind and vision-impaired people have
been able to participate in the employment market and in education. Computer code
has traditionally been text, and therefore accessible to blind people using assistive
technology (i.e. screen readers). In recent years the growth of software engineering
has led to an increase in the use of modelling tools that use rich visual presentation to
facilitate software development by sighted programmers. These tools are visual lan-
guages that aid in the design of software systems. One of these languages is the Uni-
fied Modeling Language [5], a graphical modelling standard. It reflects the dominant
object-oriented programming paradigm, and is increasingly popular in education and
the workforce. UML diagrams consist of nodes and connections between them. This
general model allows for twelve types of diagram, two examples of which are shown
in Figure 1 and Figure 2.

These two UML diagrams illustrate the problems with presenting UML using con-
ventional accessible solutions, such as tactile diagrams. A great deal of detailed in-
formation is contained in UML diagrams, much of it graphically, such as the style of
arrow-heads on connecting lines. This imposes practical limits on UML representa-
tion in a tactile diagram [1][4]. Users are unlikely to be able to print a UML diagram
onto swell paper and create a usable tactile diagram. In addition, UML is designed to
be a co-operative modelling tool, a dynamic source of information for a development
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Fig. 1. A UML class diagram

Fig. 2. A UML state diagram

team to annotate, amend and change during development. To take advantage of these
features interaction with the content is necessary, and the user must be able to access
the diagrams autonomously and on demand.

The TeDUB project (Technical Diagram Understanding for the Blind) has been
working on access to technical diagrams [3] [6]. We have been working on interfaces
to structured information, and have now developed a tool to access UML. This is
driven by a need to maintain the ability of blind people to compete in the software
engineering field. The system is fully automated, so the user can receive a UML dia-
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gram and access its contents immediately without the intervention of a sighted media-
tor. This is achieved by taking the output of UML design tools in a common UML
interchange format, XML Metadata Interchange (XMI), and converting and re-
presenting the diagram content in a manner suitable for a blind user.

2 Difficulties

There are a number of challenges in building a UML design tool for blind people.
Some are basic technical problems, for example the inconsistent application of UML
standards by different UML design tools. More significant is the problem of how to
represent the large quantity of information content that is immediately apparent to a
sighted user through UML’s graphical presentation. Sighted people can easily identify
relationships between items; easily identify the overall structure of the diagram; easily
identify different levels of complexity and detail; and move easily between different
views or points in the diagram. The fact there is so much information means that the
content must be re-presented in such a way as to allow the blind user to process it
effectively. Working item by item through the information content in an unstructured
linear fashion with a screen reader will not be practical. The advantage of UML is that
the information conveyed in UML graphics is explicitly defined in the UML standard,
so all of the information content in the diagram is available to be presented to the
user. This is very different from non-technical diagrams, where there is no agreed
visual vocabulary or grammar, and the user is expected to use visual semantic knowl-
edge to interpret the diagram. Because all the information content is explicitly defined
it can be re-presented as required in its entirety.

The challenges therefore relate to how to model and present the UML information.
For example, does a simple model consisting of nodes and connections between them
provide sufficient structure for the information content, and how is information at-
tached to connections to be represented and accessed?

3 The TeDUB Approach

The re-presentation of UML information to blind users must be informed by some
analysis of the information source to identify what should be communicated. UML is
presented through the visual medium: what visual information is indispensable for
understanding the diagram and successfully completing tasks with it?

Information rendered graphically, such as a relationship shown by an arrow, can be
re-presented as a text-only equivalent with no loss of factual information. Going fur-
ther, the absolute layout of the UML diagram does not convey any explicit informa-
tion that is unavailable should the diagram be distorted. This does not mean that infer-
ential information is not provided by the spatial positioning of nodes in the UML
diagram. A clear and rational layout of the contents of a diagram by a sighted user
will create a diagram that lends itself to easy analysis and understanding by another
sighted user. While two UML diagrams might be informationally equivalent, it does
not follow that they are equal in ease of use. This means there is a choice for the
TeDUB project: should an attempt should be made to provide the spatial information
in a diagram on the grounds that it is useful to sighted people in using the diagram,
and therefore should be useful to the blind user? The layout information is likely to be
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of some value. The blind user may need the spatial information to allow them to co-
operate with a sighted user on the same diagram. Against this proposal is the fact that
communicating the spatial information (for the system) and building up a spatial men-
tal model of the diagram (for the user) may require more effort than the benefit of
gaining the spatial information warrants.

UML diagrams are based upon a connected network of nodes. The type of each
node depends on the UML diagram: a node might be a Class in a Class diagram or an
Actor in a Use Case diagram. While the spatial layout of nodes may help sighted
users, it is the connectivity between nodes that is the important information. The task
of communicating spatial information is simplified considerably if one considers that
the problem is how to communicate the correct layout of nodes in the network and the
connections between them, not the absolute spatial position of nodes in the diagram.
A further pragmatic consideration is that the modelling of the diagram as a connected
network implies some layout. The general model for the representation of UML dia-
grams is therefore a connected network with a layout consistent with the original
diagram. However, some UML diagram types cannot be fully modelled in this way.
For example, some UML diagrams allow the nesting of diagrams within nodes, such
as class diagrams contained within packages. In addition, the problem of the great
quantity of information in a UML diagram must be addressed. How can it best be
structured?

The TeDUB solution to these two problems is to employ a hierarchical structure
that is logically orthogonal to the connected network representation. Generally, all the
nodes in a single connected network will be children of a single parent node, which
may be a node created to structure the diagram, containing information about the
diagram/network it represents such as “Class model of eCommerce system”, or a node
representing some structure within the UML model itself, for example a package node
containing class nodes. A simple class diagram, as shown in Figure 1, might be a
shallow two-level hierarchy of class nodes. The state diagram in Figure 2 shows a
composite state (“partially filled out”) that is composed of two sub states, which
would therefore appear in the hierarchy as child nodes of the “partially filled out”
node. This is a compositional hierarchy, which serves two roles. First, it provides a
way to structure multiple nodes and UML diagrams into one UML model, as required
by the UML model specification. Second, and more importantly for blind users, it
enables the system to represent compositional bodies and high-level semantic struc-
tures in single structural nodes. This is analogous to the sighted user’s ability to rec-
ognise UML components as parts of a meaningful higher-level whole without needing
to painstakingly analyse the function and content of every component. The blind user
navigating through the hierarchy from the top root node will encounter, before any
atomic UML component like a class node, a structural node that provides summary or
context information on the component nodes it contains. If the blind user knows that
the set of nodes that are to be encountered next are all children of a “Class model of
an E-Commerce system” structural node then they may find it easier to understand the
role of each node, or identify that the children are not of interest for task at hand and
know to move on to another part of the model. The question arises, of course, of
where the semantic information used to create these nodes is obtained. The automated
TeDUB system cannot provide meaningful descriptions like a human annotator, but
nonetheless the UML model does contain meaningful structural information and text,
so these structural nodes are meaningfully titled and typed.
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Fig. 3. The user interface in action

Finally, although the connected-network and hierarchical models are paramount, to
support different tasks and diagram types a number of special functions, views, and
rules are also used by the system. These aim to facilitate specific activities, such as
identifying all the actors in a use case diagram.

4 Styles of Communication

The TeDUB system is intended to provide an accessible interface to the UML dia-
gram content and support four of the twelve UML diagram types (class, use case,
sequence and state diagrams) considered to be most useful and commonly used.

The user interface, shown in Figure 3, uses standard Microsoft Windows user inter-
face components, such as text boxes and lists, so as to be screen-reader neutral. This
allows the user to employ their usual screen reader. UML users are likely to be skilled
computer users and skilled screen reader users, and quite possibly Braille users. Al-
lowing them to use these skills and their screen reader restricts the options available
to a self-voicing application (for example, locating speech output around the user) but
compensates by leveraging their assumed screen reader abilities. This is combined
with a number of alternative interfaces, such as spatialised sound or a tactile device (a
force feedback joystick), that allow representation of the spatial information in the
diagram, such as the position of nodes or the connections between them. The alterna-
tive interfaces use devices that are widely available and low-cost, such as standard
sound cards or games joysticks, rather than relatively expensive special purpose de-
vices. The system is intended to be affordable and usable without special equipment
by users with their own familiar screen reader. This is important if the system is ever
to be used in the real world.

The hierarchical tree structure of nodes is navigated through by the user using a
Windows Explorer-style interface controlled by the cursor keys. This approach has
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been rated very highly in evaluations undertaken by the project [3]. Only the name
and type of the current node is immediately available to the user: the user learns
which nodes have children or siblings by trying to access them. Context sounds warn
the user when no such nodes exist. Navigation commences at the top node of the dia-
gram, which acts as home to the user and can be returned to at a key press if the user
becomes lost. The composite structural nodes with semantic meaning are therefore
encountered first, so the user can very quickly obtain a high-level understanding of
the contents of a model without having to access and explore a single UML compo-
nent.

A back function enables the user’s steps to be retraced in the same way as a web
browser. Bookmarks can be set or reset at will and accessed with a key press, so if the
user is exploring the relationship between two nodes the user can switch back and
forth between them no matter what their location in the hierarchy. All of these fea-
tures relate to navigation between nodes in the hierarchy: information captured within
the nodes, for example connectivity, annotation, and attributes of the node, is all
available with a key press and is related to the current node. This helps to structure
information so that it is only presented to the user when the user requests it, comply-
ing with the principle of “maximum information in minimum time” so useful for
screen reader users. Because content is only accessible through the current node the
user must change nodes to access different content. This navigation requirement is
ameliorated by a find function that searches the entire tree and by a text representation
described below.

The second fundamental way to access the diagram contents is related to the repre-
sentation of the diagram as a connected network. This user still has a current node, but
instead of moving around the hierarchy, the user moves to nodes connected to the
current node in the diagram network. This can be accomplished by selection of a
connection from a list in the main interface or through use of a joystick. If a con-
nected node lies in the direction indicated by the joystick the name of that node is
presented. Spatialised sound is used to reinforce the joystick position. This is a simple
system, but suffers from one major flaw in that if multiple nodes are connected and
located in the same direction then they cannot be discriminated by the joystick direc-
tion alone (the system presents the closest node) since it indicates direction only as
the crow flies. This means that in large diagrams it may not be possible to access
every node through this interface. There might in any case be nodes not connected to
any other, not represented in the network (for example top-level nodes) or different
diagrams without connections between them. It follows that connection navigation
does not necessarily allow the user to access every node in the diagram as the hierar-
chy navigation does. However, the connection navigation should allow the user to
access every node connected directly or indirectly to the current node, and the current
system cannot guarantee this. For this project diagrams have been selected that avoid
this problem. For a real application the some rearrangement of nodes or connection
directions would be required, which abandons the consistency between the blind and
sighted user’s view of the layout of the diagram but retains the simple node-
connection model.

Some other functions and views have been added to investigate their potential. One
is a function that maps the connected network representation of the diagram (or the
currently-connected network, if there are several) onto the joystick area of movement.
As the user moves the joystick any node at the position in the diagram corresponding
to the position of the joystick is presented to the user. This allows for a quick over-
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view of the diagram, but quickly becomes unusable as the number of items in the
diagram increases beyond about twenty. Another approach allows access to the in-
formation content of the diagram by representing it as an internally-hyperlinked text-
only document, which can be navigated with the cursor keys in the same way as any
standard text document. This is effectively a rendering of the diagram as a linear text
document, so users can use their text navigation skills and techniques to explore the
content, find, cut and paste and access the information directly. There is also a set of
functions based on task analysis of the types and uses of the diagrams. For example, a
function provided for use case diagrams allows the presentation of only the use cases
in the diagram, useful for developers checking the required use cases against imple-
mented functions. A final approach under development is to represent the diagram
nodes and connections on a tactile tablet. This is similar to previous work done on
software engineering diagrams [2]. This is not a tactile diagram: rather, the nodes and
connections of the diagram are accessed through a grid whose vertices along the di-
agonal correspond to nodes within the diagram. Connections between nodes are rep-
resented by the intersection of perpendicular lines drawn from the nodes along the
diagonal.

5 User Evaluation

The system has been evaluated with 34 blind and partially-sighted users in a first
round of evaluation. 11 were students following a computer-related course (one a
high-school programmer) and 23 were professional users. Class, use case and state
diagrams were evaluated by questionnaire and by assigning the users common tasks
for the diagram, such as “To which item or items is ‘Hypothesis Buffer’ connected?”
The results of this evaluation will inform the next round of development (as have
previous rounds of development in the project) including support for UML sequence
diagrams.

Results of the latest round of evaluation were largely positive: users were comfort-
able with the interface and completed the tasks set successfully. The simple but varied
user interface features, such as the back function, were well-regarded and allowed
different users to employ different strategies. A demand for diagram creation and
editing functions was strongly expressed. The next stage of evaluation will use larger
diagrams, since the diagrams used were small enough for users to ‘chunk’ or hold in
memory entirely, and strategies and outcomes may well be different.

Some interesting results of the evaluation already conducted included the follow-
ing. Although a consistent alphabetical order of nodes was presented to the users, they
requested variable orders more related to the roles of the nodes: for example, in state
diagrams, state nodes should be placed in likely order of occurrence. Whilst using the
joystick to provide connection information was successful, support will be given to
using the number key pad as a replacement. Like the joystick function, this has prob-
lems when multiple nodes are in the same direction, but the problem is exacerbated by
having fewer directions to discriminate between the connected nodes. The text-only
view was received very positively, as might be expected from software engineers
accustomed to using computer code. One user referred to the text-only view as the
“pseudo code” view.

Further development of the system based on these results are hoped to deliver a
useful UML tool for blind people working in software development.
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Abstract. The information seeking behaviour of visually impaired people was
explored in the Non-visual Access to the Digital Library (NoVA) (1) project,
undertaken by the Centre for Research in Library and Information Management
(CERLIM). The aim of the study was to develop further understanding of user
behaviour, with particular reference to people who needed to use assistive tech-
nology in order to ‘read’ or interact with web sites. The findings of the two-year
study revealed potential barriers to access, identified from observations of how
assistive technologies such as screen readers can force users to search or navi-
gate in a way that is not necessarily reflected in the design of the web page.
Recommendations have been made regarding the provision of practical usabil-
ity guidelines, access to technology, training in the use of assistive technolo-
gies, and the importance of universal design.

1 Introduction

The development of networked distributed resources enables a wider range of possi-
bilities in the way resources and services are delivered to users. Information is in-
creasingly being provided online and in particular on the world wide web, giving
people the opportunity to access information from their preferred point of access and
at a time convenient to them.

Access to digital resources is seen as an important factor in combating social ex-
clusion. It provides people with more choice in the way they access information. This
includes users who need to use alternative formats and systems in order to read and
interact with information on screen. For example, users with a cognitive, audio, mo-
tor, or visual impairment. Technology can now provide immediate access to resources
that users had to wait a considerable amount of time for in order to be transcribed into
a format appropriate to their requirements.

This is a positive move towards widening access for all, however barriers still exist
if the content itself has not been structured and displayed in a way that can be ‘read’
by everyone. For example, a blind or visually impaired person using assistive tech-
nology such as a screen reader will only be able to access web-based content that has
been structured in a way that enables the assistive technology to interpret it. A classic
example is the failure to provide alternative text for graphics in an HTML document,
which a screen reader will simply read out as ‘graphic’, or ‘image’, or just the file
name.
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To ensure the maximum number of users can access web-based information, peo-
ple need to become more aware of the importance of designing web pages in an ac-
cessible way. This is often referred to as ‘universal access’ or ‘design for all’. Advice
and guidelines on the subject of accessible web design are plentiful. A good example
is the work of the World Wide Web Consortium Web Accessibility Initiative (2)
which looks at all aspects of web accessibility and universal design and provides
extensive advice and guidelines. Many organisations base their accessibility policies
and guidelines on the work of the W3C/WAI.

A number of other considerations must also be taken into account before a web site
truly meets the requirements of universal access. The information seeking behaviour
of users can play a significant part in understanding why certain design features work
successfully and others leave users confused or frustrated.

Information seeking behaviour and use of the human computer interface is an es-
tablished field, but it is one that tends to assume visual capabilities which blind and
visually impaired people may not possess. An example is the use of frames in a web
environment to enable the user to perform complex selections across categories. A
sighted person is able to navigate between frames in a random, non-linear manner, but
a non-sighted person using audio or Braille output has to navigate linearly within one
frame at a time, or through a list of links and headings. The examples below show a
non-linear web page (Fig.1) converted to linear navigation (Fig.2):

Fig. 1. Non-Linear Display Fig. 2. Linear Display

Users navigating in a non-linear way may also have to move back and forth several
times in order to reach the desired point. This has implications for the time taken to
navigate within a page, particularly if the navigational links are not provided in a
logical order.

Despite the availability of good advice relating to usability, such as the work of
Nielsen (3), there is still evidence that many web designers do not appear to have
taken into account the diverse nature of their potential users and how different infor-
mation seeking behaviours affect success in navigating their sites. In order to break
down barriers to navigation it is necessary for web designers and developers to be-
come more aware, not only of accessibility issues but also usability issues and, in
particular, the information seeking behaviour of the users in web-based environments.
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In the web environment, studies into usability have identified content organisation
and navigation paths as the most important factors to aid the information seeking of
visually impaired people. Learning and cognitive styles may also have a bearing on
the way visually impaired users approach an information seeking task and how they
navigate their way around websites. Research into cognitive styles and their influence
on general information seeking behaviour undertaken by Kim (4) suggests that the
‘field dependent’ and the ‘field independent’ styles are likely to impact differently on
the success of the user searching in a non-linear web environment. Field dependent
users tend to navigate in a linear way, moving systematically down a page, whereas
field independent users tend to move freely around the system, trying a “higher num-
ber of access attempts than field dependents” (4, p.235). Therefore, if a visually im-
paired user whose natural inclination is to adopt a non-linear (field independent) ap-
proach is forced down a linear path (field dependent) by the assistive technology they
are using, there is a clear danger of disadvantage.

The aim of this paper is to provide some additional thought to established accessi-
bility and usability advice by considering the information seeking behaviour of blind
and visually impaired people in web-based environments. Potential barriers to access
will be identified from observations of how assistive technologies such as screen
readers can force users to search in a way that is not necessarily reflected in the de-
sign of the web page. Comments from users will also be included to illustrate relevant
points.

2 Non-visual Access to the Digital Library (NoVA)

The information seeking behaviour of visually impaired people was explored in the
Non-visual Access to the Digital Library (NoVA) project, undertaken by the Centre
for Research in Library and Information Management (CERLIM). The aim of the
study was to develop further understanding of user behaviour, with particular refer-
ence to people who needed to use assistive technology in order to ‘read’ or interact
with web sites.

2.1 Methods

Methods adopted for the study were a combination of observation, talk aloud protocol
and interviews. A sample of twenty sighted and twenty visually impaired users under-
took the same four information seeking tasks using four web-based resources. For the
purpose of the study, ‘sighted’ users were grouped according to their ability to read a
standard (14” or 15”) sized computer screen and “visually impaired” were users who
needed to use assistive technology or needed to be very close to a standard sized
screen in order to read or interpret it.

Four information-seeking tasks were set using four web-based resources: a Search
Engine, a library OPAC, an Online shopping site and a Directory of Internet re-
sources. Although each of the chosen resources was accessible (to greater and lesser
degrees) they had all been designed in a way that made it easier to search in a non-
linear manner. Therefore, comparative analysis could take place between those navi-
gating in a visual way and those navigating using assistive technologies - in particu-
lar, screen readers.
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As well as observing and logging the information retrieval process, pre and post-
task questions were asked in order to gather data of a more qualitative nature. This
provided data logs of what the users had done, as well as making it possible to ascer-
tain (to some degree) why they had done it and how they felt about it.

2.2 NoVA Project Findings

The NoVA project findings concurred with other usability studies (3) revealing that,
unsurprisingly, people who are sighted find searching the web much easier and gener-
ally quicker than visually impaired people. On average, it took the visually impaired
sample in the NoVA study ten minutes longer to complete the Search Engine task,
nine minutes longer to complete the OPAC task, two minutes longer to complete the
Directory task and three minutes longer to complete the Online shopping task. Fur-
thermore, the study showed that the users who were visually impaired but possessed
enough sight to be able to see part of the screen (either up close or using magnifica-
tion), found searching the web easier than those whose sight was severely impaired
(i.e. those who were either totally blind or had very limited sight) and used screen
reading or Braille technology.

The NoVA study showed that not only did the visually impaired users have to
spend much more time navigating around a page, but also had to use a greater variety
of keystrokes to do so. Step-by-step logging of keystrokes revealed that the sighted
sample used the same six keystrokes (or mouse clicks) during each task; these were:
clicking on, clicking in, typing in text, clicking back, scrolling up and scrolling down.
The visually impaired sample tended to use around sixteen different keystrokes during
each task. These included those mentioned above, but also included tabbing up and
down pages, using the cursor keys and page up/page down keys, as well as using
specific keystrokes relating to the assistive technology they were using (for example,
function keys). This meant that the visually impaired sample had to spend more time
navigating around the page and also had to remember a greater number of keystrokes.
Observations showed that well-placed navigational links had an impact on the success
and time spent navigating around a page, therefore in order to provide a better under-
standing of how different users will have different navigational experiences, it would
be useful for designers to test the usability of their pages by navigating using a variety
of mouse clicks, tab keys and function keys.

Both samples needed to move from page to page in order to complete the tasks. Al-
though overall the visually impaired sample took more time doing this, the greatest
difference between the two samples was when navigating around a page (to type in a
search or to browse through a list of links). In total, the sighted sample moved from
page to page 201 times and moved around pages a total of 181 times. In comparison,
the visually impaired sample moved from page to page a total of 288 times and
moved around the page a total of 345 times.

Both samples also needed to spend some time surveying (i.e. reading or listening
to) the page before deciding how to proceed. The sighted sample were able to glance
at a page, quickly scanning for relevant links, whereas the visually impaired sample
had to spend more time deciphering what the page was about - particularly if they had
to listen to the information being read out to them line by line. Comments about this
included:
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“... you’ve got a lot of things to get through before you get to the subject matter. I
don’t like all this http this and http that....” (visually impaired user).

Although some users were able to listen to screen readers at high speed, others had
to spend more time and often had to go back and listen for a second or third time to
make sure they had not missed a vital piece of information. The Search Engine page
for example had an appropriate link to find the required information, but it was at the
bottom of a page with nearly 200 links. Comments about this included:

“It is a very busy site, there is a load of [rubbish] on it – you know, it’s full of adverts
really” (visually impaired user).
“A lot of it means nothing to me” (visually impaired user).

Observations and comments showed that the more complex the page, the more
time it took the visually impaired sample to find the information they wanted, even if
they were looking for something quite trivial, like a weather forecast:

“A lot of action for something very simple!”(visually impaired user).

Short cut keys aided navigation when surveying the hypertext links; using the
screen reader’s ‘Links List’ could considerably speed up the process, but only if the
links were given meaningful titles. For example, searching for a weather forecast was
much easier if the relevant link was labelled ‘weather forecast’ rather than ‘click here
for the weather forecast’ as the user could sort links alphabetically and search for ‘W’
within the list.

The Search Engine was clearly frustrating to navigate through, and although a
search option was provided some users preferred to browse even if it took them a long
time:

“I know I can find things by tabbing through (visually impaired user)”.

Observations of users navigating a site with well-placed navigational links revealed
that the visually impaired users were sometimes able to search more efficiently than
the sighted sample. This seemed to be because the sighted users became sidetracked
by visual distractions. The Directory page, for example, provided clear navigational
links along the top (a Search option, an A-Z list etc) which were immediately read out
by screen readers:

“Fairly easy to navigate... brought up some results fairly quickly once it was clear
what to do...” (visually impaired user).

Those using audio or Braille were not aware of visual distractions, such as a group
of categories placed prominently in the centre of the page, which lead the sighted
users on a less direct route to the information required for the task:

“Not very easy when you are looking for an area and you are not sure what it comes
under” (sighted user).
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This illustrates the need for designers to consider how quickly important informa-
tion can be reached. Provision of good navigational links is a well-established rec-
ommendation, but if these are in placed within a busy layout - even if it is visually
pleasing - the user may be distracted and taken down a less direct route to the infor-
mation.

3 Conclusions

Although awareness of web accessibility is increasing, the findings of the NoVA
study show that visually impaired users are still faced with usability problems when
trying to navigate around web sites. This main problem appears to be that most web
sites are not designed to be navigated in a linear way, instead offering a variety of
different options within a page. Careful consideration must therefore be given to the
layout and navigation of a site and to the different assistive technologies used. The
critical issue tends to be the complexity of pages and the logical relationship between
areas on the page. Designers must consider the steps needed to navigate within pages
since this is the most crucial determinant of accessibility.

Success in navigation can also depend on experience with assistive technology -
therefore a greater emphasis needs to be placed on training in the use of assistive
technologies - both by users and trainers. To aid the development of user-friendly
interfaces and help to produce a culture of ‘design for all’, designers need to be much
more aware of how layout and content affects accessibility, and of the need to incor-
porate the navigational practices of users into their designs.

4 Recommendations

The following recommendations are based on the findings of the NoVA study’s ob-
servations of navigation and information seeking practice.

4.1 Accessibility and Usability Guidance

Observations revealed that accessibility recommendations should include an explana-
tion of why a particular feature should be applied so that designers will have a better
understanding of the potential barriers imposed by poor design. A better understand is
also needed of how layout can affect navigation - for example how a screen reader
navigates through a page of links; and how consistent layout of pages can reduce the
cognitive load placed on people. Again, usability recommendations should include
explanations and examples of how good layout can considerably enhance usability.

4.2 Access to Technology

The NoVA study revealed that users who had access to the most up-to-date software
were able to have greater control in the way they navigated through web pages. How-
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ever, it was apparent that not everyone had access to the most recent versions. For
some, this was a decision based on cost, and for others, an older, more familiar ver-
sion was their preference. Web site developers and designers cannot assume everyone
has access to the most up-to-date technology and need to take steps to ensure their site
can be accessed using older versions, or at the very least inform visitors to their site
that a particular version will perform better than another.

4.3 Assistive Technologies

The study revealed that assistive technologies behave in different ways, presenting
their own set of problems and solutions regarding web navigation. Users who had
received some training were better able to navigate through web pages using the short
cuts and command keys provided. However, not all users were aware of the features
offered, and those that were aware of them were at times unsure of how to operate
them to their full potential. Appropriate assistive technology training is therefore
essential for both the user and for anyone who is responsible for providing access to
computers with assistive technology.

4.4 Universal Design

The study revealed similarities between the two samples. For example, a general dis-
like of ‘cluttered’ or ‘busy’ screens was expressed by both samples. Virtually all said
they preferred a simple layout which took them to the information they required in the
quickest and most efficient way. This confirms the need for universal design rather
than separate systems.

4.5 Non-web Alternatives

The NoVA post-task questions revealed that in certain cases users would use non-web
alternatives as their preferred choice of resource. Users mentioned printed resources,
asking at the local library, visiting a shop, or just turning on the radio (for a weather
forecast). This suggests the web will have to be made much more user-friendly to
attract more visually impaired people to use it - for many it will still present too many
barriers to be an attractive option:

“At present it is a chore, a struggle and a bore to use the Internet” (visually impaired
user).

This paper has focussed on observations of the user-testing phase undertaken for
the NoVA study, with particular reference to linear searching in non-linear web envi-
ronments. For a more in-depth account of all the findings please visit the project web-
site at: where the final report can be downloaded in Word, HTML or PDF formats:
http://www.cerlim.ac.uk/projects/nova/index.php
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Abstract. This study found that, unlike what happens with reading speed,
Braille readers and ink print readers present similar levels of text comprehen-
sion. An evolutionary pattern is noted by which reading comprehension evolves
slowly in the early years of education, but takes off with Baccalaureate grade,
whether the access to the information be by Braille or by a text presented using
speech synthesis systems.

1 Introduction

Most of the population accesses to information contained in printed texts by means of
sight (visual sensory channel). However, the blind people must access to this informa-
tion using the Braille system (tactile sensory channel), or by using natural voice re-
cordings or speech synthesis systems (auditory sensory channel).

However, as pointed out by Danks and End [1], neither reading nor listening, to
which it would be necessary to add the active touching involved in Braille reading,
are homogenous processes that work in the same way in all the situation. Therefore,
even if the three processes (visual, auditory and tactile) can serve to give us access to
information, each one works in a different way, and therefore the capacity to compre-
hend the information might depend on the channel through which it reaches us.

The reading of texts written in Braille, and the listening to texts recorded by a
reader or emitted by a speech synthesis system, and their comprehension, suggest the
performance of a complex series of cognitive operations. These operations have many
elements in common with reading ink printed texts, but they also necessarily have
differences, as the psychological processes that regulate the cognitive operation do
not follow a single pattern: different needs and resources cause different neuropsy-
chological processes.

Concerning Braille reading, the origin of the differences between this and print
reading lie largely in the sensory system by which the information is collected. There-
fore, Lamden [2] affirms that Braille reading is a complex task, which involves in-
tersensory perception and multimodal neurological processing, in addition to tasks of
linguistic decoding and comprehension skills.

In this respect, the classical studies by Nolan and Kederis [3] said that reading in
Braille came through a collection of sequential information, letter by letter, which
supposes a highly specific situation, very different from that given in print reading,

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 538–544, 2004.

© Springer-Verlag Berlin Heidelberg 2004



Text Comprehension by Blind People Using Speech Synthesis Systems 539

where each visual experience simultaneously gathers configurations made up of
groups of several letters (the number of which depends on the ability of the reader).
Therefore, as Pring and Painter [4] state, people who read Braille must place more
stress on processing aimed at decoding the tactile stimuli than on comprehend the
texts.

This sequential access to the words of a sentence written in Braille means that the
information must be stored in the memory until a sufficient amount is attained to
allow the identification of each complete word. The time for identifying a word there-
fore includes the time needed to perceive each of the letters that make it up plus the
time needed to integrate this perception with the information previously stored in the
subject’s memory. This double processing would explain the low reading speed rates
of Braille readers, which Knowlton and Wetzel [5] and Legge, Madison and Mans-
field [6], amongst others, place at between 100 and 150 words per minute (wpm) on
average in adults, whereas the mean word reading speed for sighted adults is esti-
mated by Foulke [7] at between 200 and 300 wpm.

Despite these differences, the studies recompiled by Hollins [8] would support the
thesis that Braille presents profound similarities with other forms of reading in terms
of cognitive strategies.

The majority of investigations on Braille have focused on the particularities of the
system itself, on its decoding process and on the reading speed rates, with very few,
recent ones referring to comprehension. Furthermore, other way of access to informa-
tion such as those mentioned (recording made by readers and speech synthesis) have
not been, as yet, much the object of research. Therefore, in this study we will first
analyse the text comprehension performance of Braille readers in comparison with
those who can see. Secondly, we will see their output when Braille is replaced with
hearing a text recorded using speech synthesis and their respective evolutionary pat-
terns.

2 Method

2.1 Participants

The study was taken part in by a total of 223 subjects with ages between 10 and 77.
Of them, 116 were blind people or had severe visual impairments, and used Braille as
reading and writing system, and 107 sighted. Although not all of them were blind, we
will use that term hereafter in reference to all the subjects who were blind or had se-
vere visual impairments and took part in the study, as those who are not blind in the
strict sense only perceive light. All the subjects had ages in accordance with their
educational level except for university graduates, with ages between 28 and 77. All
the participants were native Spanish speakers. None had additional disabilities Their
distribution by sex and academic level appears in Table 1.

2.2 Materials

All the subjects received the reading comprehension test that formed part of the
“Batería de Evaluación de los Procesos Lectores en Alumnos del Tercer Ciclo de
Educación Primaria y Educación Secundaria Obligatoria [Assessment Battery of
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Reading Processes in Third Cycle Primary Education and Compulsory Secondary
Education Students] – PROLEC-SE” of Ramos and Cuetos [9]. This is a formal test,
and is made up of two expository texts. The subjects read each complete text and
then, without the text in front of them, they are asked 10 questions on it, half literal
and half inferential, in order to determine their comprehension. Each correct reply
scores one point.

Blind subjects were given this test right transcripted to Braille, whereas those
sighted were given it in its original format.

In addition to PROLEC-SE, a new battery of two texts was used, drawn up espe-
cially for this study. These new texts were presented to the subjects using a speech
synthesis system, capturing a text with the Job Access With Speech (JAWS) for Win-
dows screen reader. Both the texts and the questions of this new battery were similar
to the original PROLEC-SE. The homogeneity of the original and new texts was de-
termined, on the one hand, by analysing their readability statistics, and also by sub-
mitting them to the judgement of two psycholinguists.

3 Procedure

Before applying the texts comprehension tests, the reading speed of all the subjects
was measured in order to control this variable. As a result of the measurement, 7 blind
subjects, with a reading speed of 1,2 standard deviations or more below the mean,
were eliminated from the study, as it was understood that their Braille decoding proc-
ess was so slow that it compromised their text comprehension. No sighted subjects
had to be rejected for this reason. The final sample is shown in Table 1.

In the first place, all the subjects were given the two text of the PROLEC-SE read-
ing comprehension test. Once the subjects had read each text, the examiner asked
questions orally on its content and took textual note of the answers the subject also
offered orally. The application was carried out collectively with subjects with sight in
terms of academic levels and following the specifications of the technical sheet and
the PROLEC-SE rules of application.
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In a second phase, involving only blind subjects, they were given the new battery
of texts prepared for this study.

The tests were then corrected, and the number of correct answers for each pair of
texts was recorded (maximum score: 20 points for pair).

4 Results

In the first place, the outputs in terms of speed and reading comprehension of the
blind and sighted subjects were determined according to their academic levels. Blind
people university degrees were excluded from this phase of the investigation, as the
PROLEC-SE is designed for application in subjects in the last cycle of Primary Edu-
cation and in Compulsory Secondary Education; therefore the sample was reduced to
179 subjects, aged 10 to 18.

Their performance in reading speed and comprehension are reflected in Tables 2
and 3, respectively.

An analysis of variance (ANOVA) was performed with these results, taking as fac-



542 L. González García

In the first place, the reading speed was taken as a dependent variable. This analy-
sis revealed that the differences in reading speed between the blind and sighted sub-
jects were significant (F (7.171) = 4.521, p < .05). Later analyses showed that these
differences are significant whether the blind subjects are compared with the sighted
subjects (F (1.171) = 424.239, p < .05) or between all the educational levels analysed
(F (3.171) = 37.372, p< .05).

Then, reading comprehension was taken as a dependent variable. This analysis also
revealed the existence of significant differences (F (7.171) = 2.525, p < .05). Later
analyses showed that these differences are significant between the different academic
levels (F (3.171) = 25.709, p < .05), but not if what is compared are the results of the
blind with the sighted subjects (F (1.171) = 1.420, p = .235).

Later, and only with the group of Braille readers, including university degree sub-
jects (N = 116), their reading comprehension performance was analysed in terms of
their form of access to the texts (Braille or speech synthesis systems). In descriptive
terms, the results were those appearing in table 4.

A new ANOVA was performed in order to evaluate the crossed effect of academic
level and the way of access to the information. This analysis revealed the existence of
significant differences (F (2.110)= 482.045, p < .05). A detailed analysis of between
which levels and according to which form of text presentation such differences were
significant shows us that, in the case of texts presented in Braille, there are no signifi-
cant differences either between the lower courses (last cycle of Primary Education
and the two cycles of Compulsory Secondary Education) or between the highest
(Baccalaureate and University Degree), but that there are between both subgroups
(the three lowest and the two highest ones).

In the case of texts presented with speech synthesis, significant differences were
appreciated between each academic level, except among students of 1st and cycle
of Compulsory Secondary Education and among students of Baccalaureate and on
University Degree subjects. The results of these differences are reflected in Table 5.
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5 Discussion

The finding that print readers have a reading speed significantly higher than Braille
readers only supports what was already demonstrated by Bertelson, Mousty and
d’Alimonte [10], Kilpatrick [11], Mousty and Bertelson [12], among others. As was
also expected, the reading speed improves along with the academic level.

As regards text comprehension, it was also expected that there would be significant
differences among the academic levels so higher academic level better reading com-
prehension scores, so we can state that there is a clear evolutionary pattern.

It must be said that, as González García [13] already pointed out, these differences
are not significant if we compare the results of Braille readers and print readers,
which also agrees with the conclusions of the investigations performed by Gompel
and his team [14] referred to children with low vision in ink print reading tasks.
Therefore we are able to say that text comprehension levels are independent of the
form of access to the information, be it Braille for blind subjects or ink print for
sighted subjects.
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As for only the blind subjects, it must be said that their texts comprehension is sig-
nificantly better in Braille than using speech synthesis system. These differences be-
tween both ways of access to information decrease when the academic level increase.

Their comprehension levels increase significantly with their academic level. In the
case of Braille reading, there is a clear evolutionary pattern by which levels of reading
comprehension evolve fairly slowly in the early levels and take off in Baccalaureate.
Something similar happens when the form of access to the information is by means of
a speech synthesis system, apart from the case of last cycle of Primary Education
pupils, who are not used to using such systems, and therefore have negligible com-
prehension.

The evolutionary leap taken at Baccalaureate is probably due to the fact that only
when pupils begin to devote fewer resources to the decoding process can they devote
them to text comprehension.
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Abstract. In this paper I shall address the concept and fundamental ideas of the
talking book in a digital perspective. There will be a presentation of a possible
way to structure a digital production and distribution flow, and I shall discuss
how this certain structure influences the end user’s access to information. In
this connection I shall demonstrate: ‘Costumised end user product’, ‘Book
search and generator maschine’, and finally ‘Server based interactive talking
web sites’.

1 The Concept of the Digital Talking Book

and the Daisy Philosophy

The Daisy consortium was founded in 1996 and has following vision and mission:

1.1 Vision

Daisy’s vision is that all published information is available to people with print dis-
abilities, at the same time and at no greater cost, in an accessible, feature-rich, navi-
gable format.

1.2 Mission

The DAISY Consortium’s mission is to develop the International Standard and im-
plementation strategies for the production, exchange, and use of Digital Talking
Books in both developed and developing countries, with special attention to integra-
tion with mainstream technology, to ensure access to information for people with
print disabilities.

The Danish National Library for the Blind (DBB) is a full member of the Daisy
Consortium, and produces digital talking books according the international standard:
NISO Z39.86 e.g. Daisy 3.0. DBB has played an active role in the development of the
Daisy standard.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 545–551, 2004.
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2 What Is a DTB?

A traditional talking book is an analog representation of a print publication. A Digital
Talking Book (DTB) is a multimedia representation of a print publication. In both
instances the rendering of the audio is in human voice.

DAISY DTBs meet talking book reader requirements by providing access to the
talking book that has never before been possible with a human voice production of a
print book. For instance the reader of the digital talking book can ad his or her own
notes to the book in the same way as a seeing person can write small notes to himself
in the printed book. In the digital talking book the notes are not added by pen or pen-
cil but either in text format or as an oral comment.

There are six types of DAISY DTBs. Of the six, four of the types offer improved
access and human or synthetic voice delivery through links between the digital audio
sound files and the marked up text files and/or pictures graphic representations and
other sorts of illustrations. It is these links that give the talking book reader access to
the structure of the book; these links are the key to a DAISY DTB.

The six categories of DAISY types of DTB are:
1.

2.

3.

4.

5.

6.

Full audio with Title element only: This is a DTB without navigable structure.
Only the title of the DTB is available as text - the actual content is presented as
linear audio only. Direct access to points within the DTB is not possible.
Full audio with Navigation Center (NCC or NCX) only: This is a DTB with struc-
ture. The structure is two-dimensional, providing both sequential and hierarchical
navigation. In many cases, the structure in this type of Daisy DTB resembles the
table of contents of its print source. Some of these productions provide page navi-
gation.
Full audio with Navigation Center and partial text: This is a DTB with structure as
described above, as well as some additional text. The additional text components
may occur where keyword searching and direct access to the text would be benefi-
cial, e.g., index, glossary, etc. The audio and existing text components are syn-
chronized.
Full audio and full text: This is a DTB with structure and complete text and audio.
The audio and the full text are synchronized. This type of production may be used
to generate braille.
Full text and some audio: This is a DTB with structure, complete text, and limited
audio. This type of DTB could be used for a dictionary where only pronunciations
are provided in audio form. As in the previous categories, the audio and text are
linked.
Text and no audio: This is a DTB containing a Navigation Center and marked
up/structured electronic text only. No audio is present. This file may be used for
the production of braille.

DTBs produced according to the DAISY standard are in and of themselves inde-
pendent of distribution medium, that is, the digital master file can be archived and
may also be distributed on currently available media such as CDs or DVDs. More
importantly, as technology advances and digital media distribution methods evolve,
these same books can be distributed via the newly developed media or system.
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There are currently three ways of listening to a DAISY DTB, either through a spe-
cial DTB hardware player or through special software programmes on a computer or
with an MP3 or a DVD player. In the two latter players you will not be able to use the
full structure of the DTB, but you can listen to the DTB and have a very simple and
moderate way of jumping forwards or backwards in the book. This may be jumping
from paragraph to paragraph. In the process of the Daisy Consortiums’ work with
developing both the standard for DTBs and production tools for the digital talking
book, developers of players has been involved from the very start. This means that to
day there is a range of vendors on the market offering accessible players.

Of these various types of players on the market, some are very simple and func-
tions very much like an ordinary old-fashioned cassette player and offers a limited
possibility of moving around in the structure of the book. Other players are very so-
phisticated and make it possible for the user to move to a specific paragraph or page
in the book.

3 An Overview of the Digital Production Flow
at the Danish Library for the Blind (DBB)

Possible concepts and ideas as how best to establish a digital production and distribu-
tion environment.

During the last six years DBB has been deeply engaged in developing concepts
and systems for production, storage and distribution of digital products. The vision
behind these activities is that the end user should be able to choose any title in which-
ever format he or she wants to read it. It could be an e-book in various formats, it
could be a DTB with audio content or the title could be in the Braille format. An
essential thought behind the development of the digital flow has been cost efficiency.
Also, it has been of major importance that upgrading into future formats can been
done as smoothly as possible.

The production flow at DBB takes its offspring in a marked up XML source file.
Therefore all material that is produced at DBB is first marked up according to text
part of the Daisy standard. This material is either scanned, transformed from a pub-
lisher file or grab from direct from the Internet. After the markup process the files are
stored in a XML-database. The end-user can then order the material in various for-
mats. The transformation of the source file into the different output formats is done
automatically without human interference.

The formats that is offered to the end user is the following: Braille grade 0, Braille
grade 1, digital talking books with synthetic speech and for the time being six types
of e-books. Digital talking books with human voice and Braille grade two is not part
of the automatic production flow, but is produced outside the automatic flow. For
both of these types of material a certain amount of human preparation is needed. The
production of these two types of material runs simultaneously with the automatic on
demand service of other formats of the material. The reason why Danish grade two
Braille cannot be generated automatically is that the rules of contractions for Braille
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Fig. 1. A schematic overview of production flow

are not logical but based on semantic rules. Once the Braille book or the DTB with
human speech has been mastered, they are entered into the digital archive and thereby
they become part of the automatic end user production flow.

The material is stored on servers and is not actually transformed into a readable
media until there is a specific demand for a specific book in a specific format. This
means that if there is a need to do encryption or a need to place a watermark in the
book this can be done specifically for the individual end user. Thus it is possible to
have different forms of encryption or watermarking depending on which kind of
material or end user group you serve. There may also be different claims from right
holders for different services or different types of material.

4 Spin Off Effects and New Possibilities to Gain Access
to Information by Digitisation

4.1 Customised End User Product

It is possible for the end user to establish a personal profile at his library. This profile
describes the lay out and presentations in which the end user wants to receive a given
type of material and/or a given type of title from his library. Below is shown an ex-
ample of some of the choices the user will have when defining his or her personal
profile. The user may for instance choose a certain font and a certain background and
text color scheme. Furthermore the user can select one or more formats in which he
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Fig. 2. Layout settings

Fig. 3. E-books settings for download

prefers to receive his material. In the process of lending out a certain material every-
thing is generated on the fly. This means that the end user can change his profile
according to the kind of material he is requesting, thus he may choose to have maga-
zines in one format and literature in another format. It does not cost extra to change
among various profiles. The resources spent in generating the material are the same
regardless of the chosen profile.

4.2 Book Search and Generator Machine

This service offers a scenario in which it will be possible for the end user to generate
his/her own customised DTB. The user will be able to construct a compendium from
the full collection of different titles. The compendium will be based on the occurrence
of particular search words in these texts, and the end user can pick and choose which
bits and pieces of texts he wants included in his compendium. And of course the end
user will be able to choose his personal format for his compendium.



550 T.K. Christensen

Fig. 4. Search for Bill Clinton

Below you will be able to see the various steps in such a search for information
about a certain topic. We have chosen to make a search in our collection on Bill Clin-
ton. You will see that the output of the search tells how many hits we got when
searching in the structural main parts of our collection.

Next step is to decide which of the hits are of interest for our compendium, and
which structural parts, if not all, of each title we want to include in the compendium.
Do we want the whole title or maybe just some selected part as chapters or certain
sub chapters.

In this example we have chosen one main chapter of the book: ‘Terrorisme’, and
the whole book of the title: ‘Taletid’ and finally one main chapter from the book:
‘Døden fra Lübeck’. Once you have made your selection you press the bottom ‘trans-
form’ and a request is sent to the XML database, and the various parts of your com-
pendium are selected and transformed into a new compendium and the lay out of the
compendium will be done according to your personal profile.

If the end user wants his compendium as a DTB it is also possible to generate this
on the fly with aid of synthetic speech for possible parts of the book which has not be
mastered with human voice.

4.3 Server Based Interactive Talking Web Sites

This service provides the possibility for print handicapped persons to navigate on
DBB’s web site interactively. The end user can have the web site read aloud without
having to invest in his own synthetic speech and screen reader, furthermore the sys-
tem generates a synthetic speech representation of any generated web page on the fly.
This makes it possible for the end user to select and follow a given link on the web
page, as it appears in the oral representation.
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Fig. 5. The search result in the collection on Bill Clinton

Fig. 6. The New DTB is generated
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Abstract. Talking Linux for the Blind is a stand-alone, speech enabled Linux
CD-distribution. It contains all essential hardware auto detection mechanisms
and set of applications designed specifically with blind user in mind. TLB gets
user input through single keystrokes or text input fields, while presenting in-
formation through high quality MBROLA driven speech synthesis. Upon boot
users can browse through menus and work with text editor, e-mail, web-
browser, file browser, calculator and dictionary. TLB has proven to be most
useful for novice users, especially poor and elderly blind users.

1 Introduction

Screen access software with speech and Braille is a primary tool for most blind com-
puter users in the world. Most blind users have some kind of screen access software
installed on their PCs that helps them read the contents of the screen. Such software
sits on top of the Graphical User Interface (GUI), and tries to convey the graphical
information and present it in textual manner. Such software is called the screen
reader, and is one complex application interacting with the OS and other applications.
The concept of screen reader is based on translating commonly used software for
sighted people into a “blind-friendly” environment. But sometimes not so “blind-
friendly” at all.

Although Screen-reader approach has some major advantages:

1.

2.

3.

Blind person uses same applications as the sighted user and can get help from a
sighted user.
Blind user is better integrated into the community because using the same soft-
ware.
There is little need for programming new applications because users can buy»off
the shelf” software that would usually be accessible to some degree.
Screen readers have also some disadvantages:

1.

2.

No GUI screen reader can make all options of a software accessible. So there will
always be a “mystery button” or option in piece of software when used by a blind
person.
It’s hard for blind user to learn some concepts of GUI such as two-dimensional
spatial presentation, popup menus, visual effects, etc.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 552–559, 2004.

© Springer-Verlag Berlin Heidelberg 2004



Talking Linux for the Blind – A CD Distribution with Speech 553

3. Most programs in GUI use redundant information and offer “all-at-once”. All op-
tions are available at the same time, which we found to be confusing for a novice
user.

So, if a new software for blind persons is to be designed it can go either toward a
screen-reader based design or toward (let’s call it) a design-for-the-blind. The major
difference between the two approaches is best described by Karl Dahlke [1], author of
Jupiter Speech System, when he says: “Think of the application as a conversation
between the program and the user. When the user ignores 95% of what the program
“says” and selects the relevant 5% by moving his eyes, that conversation must change,
in fundamental ways, to be blind friendly. I think most screen programs implement
this type of mega-output conversation. That is in fact the screen paradigm. On this
basis, I believe most screen programs must be redesigned from scratch to become
blind friendly.”

2 TLB Design

2.1 Design Goals

There were two major ideas behind Talking Linux for the Blind (TLB) interface de-
sign. First and most important, we wanted to make a free software that can be used by
a novice blind user. Second idea was to make software for blind user and blind user
only. We didn’t want to make another screen reader and cope with all mega-output
issues it would raise.

Since TLB development was done in Croatia, we also wanted it to speak Croatian
in a clean and easy-to-understand synthesized voice. It was also a good idea, and later
it also became our goal, to make TLB a multilingual platform for languages other than
Croatian. TLB now runs both in English and Croatian mode with single keystroke
switching between the two.

To obtain first goal (free software), the logical way was to choose a free operating
system such as Linux. And indeed, Linux provided us with some good starting points
such as already available speech synthesizers and programming tools. [2] Another
great thing about Linux is that in Linux we could easily make TLB as open-source
product. This enables any programmer in the world to enhance TLB or customize it
for his/her needs. It also enabled us to use some other open-source products such as
Lynx (a web browser) or Antiword DOC to TXT converter as part of TLB.

2.2 Accessible Linux Software

At the time we started working on TLB (Aug, 2001.), there were also some active
Linux accessibility projects. The major ones at that time were EmacsSpeak and
BRLTTY projects.

EmacsSpeak is an accessible version of a popular editor for Linux called Emacs.
But since Emacs is more than an editor, EmacsSpeak offers many useful tools to a
blind user. Through EmacsSpeak user can browse web pages, edit programming code,
text or web, use spreadsheets and e-mail. The only problem with EmacsSpeak is that
it’s rather confusing and hard to learn by a novice user. In words of Mark J. P. Senk
[3], EmacsSpeak user: “... it seems that EmacsSpeak users are just gurus and they are
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way beyond all of this. And they paid all their dues, and they know everything. But
for the beginner user, it seems really difficult and arcane.”

So, regardless of many options EmacsSpeak gives us, it was not a good option for
TLB because TLB needs to be a novice-friendly system. Another trouble with Emacs
is that it’s written in LISP programming language, and it’s hard to find programmers
familiar with LISP.

BRLTTY is a background process (daemon) which provides access to the Linux
console (when in text mode) for a blind person using a refreshable Braille display. It
drives the Braille display, and provides complete screen review functionality. Some
speech capability has also been incorporated. [4]

For TLB design, BRLTTY was a very interesting concept to consider. It resembles
a great communication program between a computer and human. Many will remem-
ber something similar from a John Badham movie “War Games” (1983.). In War
Games a computer called Joshua “talks” to its users1. But when we look beyond this
great picture this movie sets, we see that BRLTTY user needs to interact with shell
(Linux command line). To do that, BRLTTY uses screen-reader called Screader (one
of the first Linux access software), or another screen-reader. Since shell is not some-
thing a novice user can easily cope with, we gave up BRLTTY in the beginning.

There are also other Linux projects now active that enable blind user to interact
with this great operating system. Some of them are shell screen access software like
Yasr - a console screen reader, Speakup - screen review package for Linux, Jupiter
and Screader - shell access programs. Gnopernicus - Gnome screen access software
works in X11 Graphical environment for Linux, and provides speech and magnifica-
tion for applications written for Gnome desktop. Gnopernicus is also a very interest-
ing and advanced project, but goes separate ways from TLB. It uses GUI, and TLB is
not a project that aims at GUI users.

More interesting for TLB design, are a stand-alone Linux distribution for the blind.
We’ll look at two such projects:

BRLSPEAK is a mini Linux distribution (the size of the downloadable ISO image
is only 36MB) with two objectives. Firstly, it has been designed in such a way that
blind persons can install it without any sighted assistance, and secondly, they
should be able to pre-configure and compile the Braille drivers all by themselves.
These drivers will be immediately operational upon boot. All stated goals were
achieved in November 2001 and BRLSPEAK version 7.0 was released later that
month. It was based on Slackware’s ZipSlack (hence the inflated version number),
which can be installed in a directory on a DOS file system (no hard disk partition-
ing is necessary) or a ZIP drive.
ORALUX (www.oralux.org) is a recently launched project, first announced in July
2003. Oralux runs directly from a bootable CD and no installation is required. It is
based on Knoppix Linux CD distribution, with the usual excellent hardware auto-
detection and immediate availability after boot. The size of the downloadable ISO
image is under 400MB. Upon boot, and after the obligatory hardware detection

1 In “War Games”, Matthew Broderick stars as a teenage computer genius, who hacks into the
Pentagon’s defence system and sets World War III into motion. When he hacked into the sys-
tem, Pentagon’s computer Joshua greets him in a clear synthesized voice “Greetings profes-
sor Folcan”. He interacts with the system by typing sentences and computer answers.
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and configuration, the user is greeted with the sound of a cockerel, the distribu-
tion’s official logo, which gives the user an opportunity to adjust speaker volume.
The next step is the language selection with English as the only supported lan-
guage in version 0.04 (courtesy of the Flite synthesis engine), although future re-
leases might include Spanish and German.

One might notice that both BRLSPEAK and ORALUX have been released after
we started working on TLB (Aug, 2001.). So, we couldn’t use ideas and tools imple-
mented in these two systems. We had to think of our own ideas, and develop our own
applications.

2.3 Open-Source Technologies Used in TLB

Most of TLB applications are programmed in Python interpreter language. Python
was a good choice even though few programmers in Croatia work in Python. This is
because programmers who worked in C or C++ could learn Python within first two
weeks, and those who worked with JAVA would need less then a month to start con-
tributing to TLB applications. All Python tools and compilers are open-source soft-
ware.

Some applications are done in C programming language, such as our adaptation of
Lynx web browser. Lynx is one of the best text-based web browsers for Linux with
large user community. But we needed to change it so that it parses a web site, and
gives us information about interactive elements such as links, buttons, forms, etc.
TLB web-browser is dependant on Lynx parsing capabilities, but still lets user follow
or skip links and fill forms.

For menus and lists we used XML. Python has an integrated XML parser, so it was
a pretty easy task to let users navigate menus, and later let people localize them. All
TLB menus are easy to navigate. A four-button navigation design (left, right, enter,
escape) is implemented throughout the TLB system.

Other open-source products have been used for specific tasks. Fetchmail and
sendmail programs have been used to download and send e-mail, mpg123 is used for
playing audio, and Antiword is used to convert MSWord documents into text. For
hardware detection and support we used: ALSA for sound, CUPS for printers,
DHCPD for network, and WvDial for modem support.

3 TLB – A Bootable CD

TLB distribution is a bootable CD-ROM that detects all hardware it needs and installs
itself on a first available FAT or EXT2 partition. Only requirement for a host PC is a
soundcard and a bootable CD-ROM drive. Installation is done by the TLB to speed up
future boots and hence the first boot and installation lasts about 2-3 minutes.

TLB makes a folder “GLS” on the computer hard drive where it stores all system
and user files. “GLS” stands for “Govorni Linux za Slijepe”, Croatian for “Talking
Linux for the Blind”.

When system is booted next time, TLB CD automatically detects its previous in-
stallation on the hard drive, and runs from the hard drive. This speeds up all next boot
processes for 1-2 minutes.
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TLB does require a CD-ROM inserted into a CD-ROM drive to boot. After boot, a
CD can be replaced with a MP3 CD, or CD with user text files, etc. Booting from a
CD sometimes requires changing boot sequence in computers BIOS. This may cause
a problem for blind user since there is no speech or Braille in BIOS software. Thus we
made a TLB boot diskette, which runs a CD-ROM driver, and boots TLB from the
CD-ROM without need to change BIOS settings. This is a great option for blind users
who wish to run TLB in a public library, university or on any other PC.

During each boot process, TLB searches for a network card and a soundcard.
Without a supported soundcard, TLB won’t fully boot, and will notify user with series
of beeps that it didn’t find a soundcard.

4 TLB Sounds, Speech and Language

After TLB is successfully started, user will hear a short melody and TLB starts speak-
ing. First words user hears are “Application menu, File browser”. This is spoken in
Croatian language, but to switch to English and back user can press Ctrl-F4. TLB
automatically switches both menus and speech synthesis to another language. Switch-
ing languages works only in the main menu (Application menu).

If user wants to switch to another language during the editor, web or e-mail ses-
sion, it may be done by depressing Ctrl-F3. TLB will switch to another speech syn-
thesizer. This is useful for Croatian users who, for instance, received an e-mail in
English, or found an English website.

Croatian speech is generated by MBROLA speech synthesizer created by Belgian
Faculte Polytechnique de Mons (http://tcts.fpms.ac.be/synthesis/).

It’s a high quality speech diphone waveform synthesizer (supported by speech synthe-
sizer Festival). MBROLA is freely available, with number of diphone database. Based
on Mbrola suggestion, two authors Juraj Bakran and Nikolaj Lazic, at the University
of Zagreb, together with the students of phonetics at the Department of phonetics at
philosophical Faculty, University of Zagreb, have prepared Croatian diphone data-
base, which everyone can download for non-profit purposes. [5]

For English language we use FLITE speech synthesizer binary that outputs a rea-
sonable quality English speech. FLITE, (festival-lite) is a small, fast run-time synthe-
sis engine developed at Carnegie Mellon University, USA. [6]

Both FLITE and MBROLA are controlled by the TLB. Users can control pitch,
speed, volume and level of punctuation for each synthesizer. TLB remembers these
settings for each application even if user switches to another language. User settings
can also be restored to default at any time in case the speech becomes hard to under-
stand. There is also a “spell mode” in TLB where all text is being spelled out letter-
by-letter.

Open-source design of TLB enables a simple localization process for any language
with an existing Linux speech synthesizer. All translations can be done by editing
simple XML files that define menus and messages.

When entering and exiting application(s), user hears a noticeable sound pattern. All
TLB sounds (other than speech) are MP3 samples that are played back by mpg123, an
open-source Linux MP3 player. We also use mpg123 to play MP3 files from file
browser.
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5 TLB Applications

Design of TLB applications is menu based – similar to menus of a mobile phone.
Through main menu users can access a text-editor, web-browser, calculator, e-mail
client, file browser, mp3-player and system control features such as Internet connec-
tion control, language settings, printer settings, dictionaries and system shut-down
feature. We made a web-demonstration of TLB navigation system in Croatian and
English, available at http://www.ipsis.hr/gls/demo/index.html [7].

Each application has it’s own operation menu accessible through a single key-
stroke. It also has a help system with manual for each application. TLB offers a key-
board description mode in which every key echoes its function.

TLB text editor is really a simple tool that lets user edit and navigate texts. Users
can navigate through text reading character-by-character, word-by-word, line-by-
line, or use read-on function. Read-on will read all text after the current cursor po-
sition. Through editor’s menu, users can open new document, save current docu-
ment, print current document, or open an existing document. Editor is used by all
TLB applications. When user wants to read help file for any application, after de-
pressing F1 editor will open reading a desired help file. Copy-paste, text formatting
and other features of modern editors are yet to be implemented.
TLB web browser is actually an adaptation of Lynx web browser for Linux with
added speech capabilities. It would read any loaded web page echoing links, but-
tons and other interactive element. User can stop reading at any time or follow a
link by pressing Enter. Navigation is similar as in TLB text editor (word-by-word,
letter-by-letter, etc.). User can load a web page from any URL, or local folder. It’s
also possible to bookmark a page, and use bookmarks list.
TLB Calculator is really a simple tool with basic calculation options such as addi-
tion, subtraction, multiplication and division functions. It also has a memory func-
tion.
E-mail client lets user browse mail messages in inbox folder, echoing whether
current message is read or unread. User can write and send e-mail messages, using
a small version of TLB editor within the e-mail program. Attachments, groups, ad-
dress books, filters and other features common in other e-mail clients are yet to be
implemented.
A TLB user can use file browser to browse files or run applications. Browser rec-
ognizes some file types such as texts, word documents, MP3 and MIDI files,
HTML and PDF documents, ... by looking into the structure of the file and deter-
mining the type of the file. If user hits enter, file browser will try to open the ap-
propriate application for that file type i.e. Mpg123 to play a MP3 song. To navigate
through folders user needs to press left or right arrow, and Enter to open a folder or
file. Navigating folders is the same as navigating TLB menus. File browser also
lets user copy, move or delete files or folders, and create a new folder. It is recom-
mended that user do all the work inside MyFiles folder, which is open in the
browser, by default. If a Windows or other OS is present on a partition where TLB
is installed, user can read and write in it’s content. Windows system files are no
exception.
For some applications such as e-mail and web browser, TLB needs to be set up
properly. TLB tries to establish a network connection through a LAN (if available),
and asks DHCP for an IP address. If no Internet access through LAN is available,
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users can connect to the Internet using a serial modem. User is required to enter the
necessary username, password and server information for e-mail and Internet ac-
cess if modem is used. All network settings are available through main menu.
TLB also needs to know the type of printer used in order to print texts from the
editor. Users can set up printer through “printer settings” menu.
In Croatian TLB, users can change pronunciation of every word. This is possible
through dictionary of “mispronounced words”. There is also another dictionary for
abbreviations and other words that always need to be spelled out.
When user wants to turn TLB off, he/she chooses shutdown from the application
menu. TLB opens CD-ROM drive and instructs user to remove any CD’s from the
drive. Then goes into safe shutdown process.

6 TLB and Its Users

In practice, system proved to be a great starting point for persons who never used
computers before. Also for elderly people who claimed that computers are “not for
them”. Mostly because such users find computers to be too complex to use, or they
can’t understand the language they produce. By using simple TLB menu structure,
most users find it to be easy to use within first few minutes. Throughout TLB system,
we maintained the function of most keys the same so it’s easy to use a new application
once user gets comfortable with the menu structure of TLB. We found that learning
curve of TLB usage is very steep, and most users are able to learn all features in less
than three days. TLB users can easily transfer their knowledge later when using a
screen reader or other screen access software of their choice.

Another user pool are those who would never use computer because they could not
afford expensive adaptation software and hardware for the blind. TLB gives poor
users an easy insight into what a computer can do for them at no cost at all.

Even though TLB has some powerful and advanced features (automatic hardware
detection, DOC to TXT conversion, web-site navigation skipping...), we like to think
of it as a tool for introducing computers to a novice blind user. Apart from being easy
to use, it’s also quite easy to understand the high-quality speech in Croatian speech
that TLB produces.

TLB is developed in Croatia, but as it is an open-source product, it can be trans-
lated to any language. It was introduced in countries where languages similar to Croa-
tian are used such as Bosnia and Hercegovina, Slovenia, Serbia, Macedonia and Mon-
tenegro. We found that interest for TLB is growing in these countries.

7 Conclusion

TLB is a genuine open-source product, made in Croatia with some nice and exciting
features for novice users. So far Linux was an expert system, only for users with good
computing background. TLB currently gives limited access to Linux OS, but we
strive to increase the number of applications. Up until now TLB project has been
financed mostly from Open Society Institute (Soros) and our own resources. In the
future, we want to improve TLB by implementing Braille support and console access
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support. This will also enable TLB users to jump to a higher level, and use powerful
features and software available through console. We also wish to give users possibil-
ity of playing Daisy publications and if possible scanner support and Optical character
recognition. As open-source community becomes more aware about benefits of TLB,
we hope to maintain its development and achieve these goals.
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Abstract. In addition to the intrinsic accessibility difficulties posed by
a graphical user interface for blind web users, specific usability penalties
arise from the serial nature of blind adapted interfaces (speech, braille).
We propose an approach to the design of a browser tailored for blind
users which may mitigate some of these difficulties. We suggest this may
be achieved through maximal exploitation of structural HTML mark-
up to support highly dynamic and interactive user control of content
rendering.

1 Introduction

The graphical user interface (GUI) has become the predominant mode of hu-
man computer interaction in the last decade. The ability to simply point and
click on a screen element to perform simple tasks negates the necessity for the
(visually enabled) user to learn numerous commands to achieve similar effects.
However, adaptation of such interfaces for blind users poses many difficulties [1].
So-called “screen-readers” attempt to lexically analyse the primary visual inter-
face structure to determine relationships between objects, and thereby generate
a secondary synthesized speech or braille output. Nonetheless, it is difficult to
efficiently convey inherently spatial information in a non-visual manner. Thus,
the incorporation of a primary non-visual interface has been advocated [2].

This paper proposes a primary non-visual (speech-based) interface for a web
browsing application. This is an alternative to current approaches which layer
a secondary screen reader interface on top of a generic, primarily GUI-based,
browser. We are interested in the user efficiency of primary, non-visual, interfaces.
Specifically, if a browser were designed from the bottom up, with a primary
optimization for blind users, what would its interface characteristics be? How
would they differ from those of present solutions?

It is well known that effective web accessibility for users with disabilities de-
pends on a combination of careful server-side content design with tailored client
side browser technology1. Unfortunately, relatively few sites currently deliver
adequately accessible content [3]. However, it is expected that improved training

1 http://www.w3.org/TR/1999/WAI–WEBCONTENT–19990505/
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and education of web developers and authors, together with a variety of legal
measures, will lead to progressive improvement in this situation. In anticipation
of this, we here assume the availability of fully accessible web content and con-
sider the design of a web browser for blind users which would maximally exploit
the accessibility features of such content.

2 Current Techniques

Human vision supports highly efficient scanning and integration of complex,
multi-dimensional, scenes and images. By contrast, audio perceptual channels
(such as speech) are one-dimensional or serial in nature, and intrinsically less
efficient. This imposes a significant performance penalty on access to electronic
information for blind users. A variety of ad hoc techniques have emerged in
hybrid GUI/screen reader systems which attempt to mitigate this.

One such approach is to supply additional navigational functions based on
direct analysis of the structural mark-up of the page (rather than its visual pre-
sentation). For example, Jaws for Windows2 in conjunction with Microsoft Inter-
net Explorer (we’ll term this platform JAWS–IE), allows the user to directly jump
from the current position to the next header element, next hyperlink element, or
next interactive control, in a HTML page’s underlying structure. Another possi-
bility is to generate alternative views of the page, in conjunction with the main
page view. Again, JAWS–IE allows the user to create a list of hyperlink elements
contained in the page.

Another suggested measure is to analyse the content to automatically create
an abridged version – for example, by extracting the sentences containing the
most common word trigrams and presenting them as a page summary [4]. The
effectiveness of such an approach will necessarily vary depending on the content
being analysed.

All of these forms of interaction can signicantly improve efficiency for blind
users. However, in current implementations, such functionality is ad hoc and not
systematic. Further, the functions may not be well integrated (e.g. co-ordination
between multiple “alternative” views is generally complicated).

3 Proposed Approach

Instead of statically exposing the entire web page to the user in a linearised
form, and/or providing a fixed set of alternative partial views, we propose a
single integrated page view which can be dynamically and interactively varied
based on the page structure. Specifically, the user would be able to systematically
and dynamically hide or expose aspects of the page structure and content. We
conjecture that this will allow the user to easily vary the granularity or level
of page detail being exposed, and thus to alternate efficiently between scanning
and drilling down at any given level of the page’s hierarchical structure.

2 http://www.freedomscientific.com/
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3.1 Tree Structure

XHTML based pages are naturally and necessarily structured in a hierarchical
tree-like arrangement, with the higher-level nodes taking on the form of container
elements and the lowest level nodes containing the actual textual content.

We suggest that incorporating the facility to directly navigate this tree-like
structure should provide the user with a powerful method for establishing a
mental model of the page structure and interacting with it3. Coupled with this
tree-based navigation, we propose the ability to expand or collapse any node in
the structure. Expanding the lowest level tree nodes will result in their textual
content being exposed. Thus, both the tree structure and the content will be
rendered within one single, integrated, but dynamic page view.

Not all XHTML elements are equally useful for tree based navigation; we
propose that tree navigation should be limited to the XHTML block (as opposed
to inline) elements.

The page view will thus consist of a combination of tree structural element
controls and the textual content from expanded nodes. Prosodic cues and au-
ditory earcons will be used to distinguish block level tree-structure information
from inline content, and to indicate the structure of inline elements. However,
to avoid adding unnecessary complexity to the user interface, the use of such
prosodic and auditory cues must be carefully controlled [5]. The more additional
cues utilised the higher the expected learning curve placed on the user.

3.2 Dynamic Rendering

The ability to expand or collapse all elements at a given level in the tree, or all
elements in a given sub-tree is an important piece of the proposed functionality.
In this manner, a user can focus in on a specific section whilst ignoring the
content contained in the rest of the page.

In addition to this direct, tree-based, expand and collapse functionality, we
intend to provide the facility to dynamically hide or display specific element
types. This would provide the user with a systematic ability to constrain the
page view by specifying their own criteria. For example a view consisting purely
of header elements, or one just containing the page’s emphasised text. As this
would still act though the one single dynamic page view, there should be no
problems with synchronization between views.

3.3 Multidimensional Elements

While the overall structure of an XHTML page is a tree, certain elements intro-
duce non-hierarchical relationships. These relationships are typically rendered
spatially in visual media. Examples are table and form elements. These have
generally posed particular obstacles for blind users.

3 The w3c’s prototype editor/browser amaya provides an example of such tree-oriented
rendering – however, only in the form of a distinct, alternative, page view. See:
http://www.w3.org/Amaya/
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In the case of tables, it is clearly necessary to be able to navigate directly
in two-dimensions – up and down through a column and left or right through
a row of cells (cf. the Jaws “table mode”). In addition to this we propose the
ability to dynamically hide or expose table content by row or column4.

3.4 Searching

Incremental search within a page is an important alternative navigation strat-
egy. We propose a search mechanism which will automatically interact with the
dynamic hiding and exposing of elements; and which will have the ability to
explicitly search by structure as well as raw element content – for example,
constraining a search for text with hyperlink elements or table cells etc.

4 Conclusion

It is hoped that the approaches outlined here to web page navigation and con-
tent presentation will demonstrate a noticeable increase in efficiency for blind
users. This should be particularly apparent when accessing larger and/or struc-
turally complex pages. Prototype implementation is underway and user-testing
will follow.
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Abstract. In this article we present two different ways to use a certain service
which is very important as we can see later. The service is based on getting a
piece of information about any medicine which exists now using two different
ways. With the first way the user sends a SMS and on an outgoing call made by
a voice platform, with which the user can access the information he wants. The
second one is based on the voice and the user makes an incoming call to get the
information that he wants. These two ways have been proved successfully by a
lot of laboratories in Madrid (Spain) and by a lot of people and they are very
happy with both ways. Now we are working in a solution based on vocal navi-
gation with which a user can get the piece of information of a medicine using
the voice in a web page.

1 Introduction

The system presented in this document was developed for IMSERSO (Social Services
Organization of Spain) in a project named CUSTODYA. The solutions developed in
this system are a help for people who have a disability, especially visually impaired
people to use a certain service rightly.

Nowadays the medicine is very important in people’s life. There are people who
have to take some medicines every day. Perhaps many of them don’t know how to use
them. This can cause a lot of problems in their life.
The system developed tries to avoid these problems. This system, not only can be used
by visually impaired people, but also by anyone.

A lot of people often read the information about a medicine before they take it to
make sure that they are taking it rightly. This can be a problem for visually impaired
people or simply for a person who has not the whole information of a medicine when
he needs to take it. The solution based on the web page [1] (which existed before this
system) www.viatusalud.com can reduce this problem but it doesn’t avoid totally.
Using this web page, a person can choose any medicine and can read the information
he needs. But it is not sufficient to assure that everybody can access the information
rightly. For example, a visually impaired people can’t access the information of a web
page as a person who does not have this problem. Therefore the new solution devel-
oped tries to avoid this problem.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 564–570, 2004.

© Springer-Verlag Berlin Heidelberg 2004
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In a same way the use of a web page isn’t always easy for everybody. In addition
to this, a person can’t access a web page wherever he is and whenever he wants.

Everybody can access in two different ways the information of the medicines they
want with this system developed. In this way visually impaired people (and also eve-
rybody) can get the information they want of the medicine they have to take, as well
as the counter-indications that this medicine has.

The first way which can use the user is the use of the SMS (short message service).
In this way, the user sends a SMS with the name of a medicine of which he wants to
get the information and a telephone number (which is optional). After this, a voice
platform makes an outgoing call to this indicated telephone number or to the tele-
phone number with which the user sent the SMS if the user only sent the name of the
medicine. With this call, the user can get a piece if information about the medicine
suitable in the SMS.

The second way is an incoming call towards a telephone number with which the
user begins a dialogue with the voice platform to get the information about the medi-
cine he wants.

So, with this system any person can know any piece of information about any
medicine he wants wherever he is and whenever he wants. And what is more, the user
only needs a telephone with which he can make an incoming call to a voice platform
or send a SMS to a SMS platform. That is why the system developed has a very good
accessibility.

2 The System

The system developed has two different ways with which a person can access the
information he wants about a medicine. This information is provided to the user
rightly and as quickly as possible. Nowadays two applications exist to provide this
two ways. These applications are executed by a voice platform and let the user ac-
cesses the information he wants. There is also used a SMS platform to receive the
SMS sent for the users in case of the access to the information is via SMS, as well as
a web server which is used to get the information about a medicine or when it is nec-
essary to get the medicines available to be enquired.

The information the user can get about a medicine is this: What is the medicine?,
How should it be conserved?, How is it used?, What precautions must be taken?,
When must not the medicine be used?, What are the counter-indications?, What kind
of problems can arise with its use?, Can the medicine be taken during the pregnancy
or lactation?, Does the medicine need prescription?, Which are the commercial
names?

All these aspects must be known by everybody when he is going to take a medicine
to avoid the wrong use. The two applications developed are a solution so as to avoid
this wrong use.

The two applications made for the two different ways are explained now:

2.1 Solution Sending the Name of the Medicine by Text
in a SMS (Short Message Service)

The user has to send a SMS to a number. The SMS is received by the SMS platform.
This SMS can have two pieces of information. The first one is compulsory and indi-
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cates the name of the medicine of which the user wants to know its information. The
second one is optional and is a telephone number which indicates the number to
which the voice platform has to make an outgoing call so that the user can get the
information. If this parameter doesn’t appear, the voice platform makes the outgoing
call to the same number used by the user to send the SMS.

When the SMS is received by the SMS platform, it accesses a web server to know
if the medicine sent by the user exists. If it exists, the SMS platform accesses a data-
base to insert a new record with three pieces of information: the medicine sent by the
user, the telephone number to which the voice platform has to make the outgoing call
and a value which indicates that the call has to be made.

By its own, the voice platform is searching in this database if there are some outgo-
ing calls to make, and if so, it makes an outgoing call, beginning a dialogue with the
user which lets him know the suitable information using Speech Synthesis and Speech
Recognition. Speech Synthesis used lets the user receive the information he wants
rightly. In addition to this, the user can listen to this information how many times he
wants. This thing is very important to assure that the user has listened to the whole
information rightly. And what is more important, thinking about the possible disabil-
ity of the person, it is the only way to assure the information is provided rightly.
Speech Recognition is used to get the piece of information that the user wants to
know about the medicine and when the user choose, at the end of the dialogue, be-
tween two possibilities: to go out of the application or to enquiry another piece of
information about the medicine sent by SMS. The voice platform also has to access a
web server to get the information requested by the user. When the call finishes the
voice platform accesses the outgoing calls database so that this call doesn’t repeat
changing the value of one attribute in the record suitable.

In case of the medicine sent via SMS by the user belongs to more than one medi-
cine, the voice platform using Speech Synthesis shows him all these medicines and
the user has to choose one of them to get the information rightly.

In the next Fig.1 you can see the steps which this solution is based on since the
user sends the SMS until the user receives the information about a medicine.

Fig. 1. Shows the Steps of the First Solution
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Therefore, using this way a user can enquiry any piece of information about any
medicine sending a SMS. It’s such a very easy thing that anybody can use it.

In this way, any piece of information about any medicine is always available for
visually impaired people using the SMS. This solution can be used by this kind of
people instead of accessing the web page [1] www.viatusalud.com which can cause a
lot of problems for them to get the information rightly.

The application which makes the outgoing call to play the information of the medi-
cine is:
1.
2.

3.

4.

5.

6.

Play a welcome message.
The voice platform checks if the medicine sent by the user matches one or more
different medicines.If the medicine belongs to more than one medicine, the voice
platform, using Speech Synthesis, plays the user the different medicines so that he
chooses one of them. The user can also listen to this list of medicines as many
times as he wants.
When the voice platform has the name of the medicine, it plays a message so that
the user chooses the piece of information about the medicine that he wants.
When the user has chosen the information he wants, the vocal platform accesses
via http the web server which contains the web page [1] www.viatusalud.com so
as to obtain the suitable information.
After that, the information returned by this web page is played to the user using the
text to speech. The user can listen to the information as many times as he wants. In
this way, the application guarantees that the user has received the information
rightly.
When the user has received the information, he can enquiry a different piece of
information about this medicine. In that case, the voice platform would go back to
the step 3. The user can also go out of the application. In that case, the voice plat-
form plays him a goodbye message.
Thinking about the disability of the user, the voice platform always asks for the

user a confirmation of which he chooses so as to avoid giving a wrong result.
This solution developed can be used for visually impaired people because with a

simple SMS, the user can receive any piece of information about a medicine which he
is going to take. The user only needs a mobile phone and nothing else.

So this solution can be used by the user instead of the web page [1]
www.viatusalud.com which is not prepared for visually impaired people to get the
information he wants.

2.2 Solution Sending the Name of the Medicine Using the Voice

This solution was developed as another way apart from the use of the SMS to get a
piece of information about a medicine. In this way, the user makes an incoming call to
a voice platform. The voice platform asks the user the name of a medicine of which
he wants to know a piece of information. The name of the medicine and the piece of
information are recognised by the voice platform so that the suitable information can
be playing to the user rightly. The dialogue assures that the user receives the informa-
tion he wants asking for confirmation of the things the user says. The dialogue also
lets the user get different pieces of information, as well as he can listen to the infor-
mation he wants as many times as he wants. This last thing is very useful for people
with some disability because perhaps they can’t understand the information at once.
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In the same way that with the SMS, if the name of a medicine said by the user belongs
to more than one medicine, the voice platform using Speech Synthesis, plays the user
the different medicines so that he chooses one of them. The Speech Recognition is
used to recognise the name of the medicine said by the user, the piece of information
the user wants to know about the medicine chosen and the option the user chooses at
the end of the dialogue, which can be: enquiry another medicine, enquiry another
piece of information about the same medicine or go out of the application.

In the next Fig.2 you can see the steps followed by this application.

Fig. 2. Shows the Steps of the Second Solution

The application that receives the incoming call from the user is:
1.
2.

3.

4.

5.

6.

7.

Play a welcome message.
The user says the name of the medicine of which he wants to know a piece of in-
formation.
The voice platform checks if the medicine sent by the user matches one or more
different medicines.If the medicine belongs to more than one, the voice platform,
using Speech Synthesis, plays the user the different medicines so that he chooses
one of them. The user can also listen to this list of medicines as many times as he
wants.
When the voice platform has the name of the medicine, it plays a message so that
the user chooses the piece of information about the medicine that he wants.
When the user has chosen the information he wants, the voice platform accesses
via http the web server which contains the web page [1] www.viatusalud.com so
as to return the suitable information.
After that, the information returned by this web page is played to the user using the
Speech Synthesis. The user can listen to the information as many times as he
wants. In this way, the application guarantees that the user has received the infor-
mation rightly.
When the user has received the information, he can enquiry a different piece of
information about this medicine. In that case, the voice platform would go back to
the step 4. The user can also enquiry another medicine. In that case, the voice plat-
form would come back to the step 2. The user can also exit the application saying
the go out command. In that case, the voice platform plays him a goodbye mes-
sage.
This application was also developed thinking about people with a disability.

That’s why the voice platform always asks the user a confirmation in the different
things that he chooses, such as the name of the medicine, the piece of information
about the medicine and the choice about enquiring a new medicine, a new piece of
information about the same medicine, or going out of the application.
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This solution is very useful because with a simple incoming call a visually im-
paired person can know any piece of information about the medicine he is taking. In
this way, if a person doesn’t know how to use the SMS, he can make an incoming call
to get the information he needs to know. In addition to this, the easy use of a tele-
phone is very important to get the information. As the other solution, this second one
is better for visually impaired people than the use of the web page [1]
www.viatusalud.com which is not prepared rightly for them.

3 Voice Platform

The two solutions were developed using a voice platform which has the following
modules:

Dialog Module: It sends the different requests to the servers according to the dialog
of the application shown in the two solutions.
Interface Telephonic Server: It receives the incoming calls from the users and
makes the outgoing calls to the users depending on the solution. It also plays files,
hangs off the telephone line when an incoming call is received, hangs on the tele-
phone line when the call finishes [2] and recognises the words that the user
says [3]. The interface used is a telephonic card named Dialogic, which are made
by Intel.
Synthesis Server: It receives from the Dialog Module the requests of Speech
Synthesis [4].
JavaServer: It sends the different requests to get the information of a medicine
when the Dialog Module asks for them. After that, this information is sent to the
Dialog Module. It also decides if a medicine belongs to more than one medicine or
not or even if the medicine exists or not in case the user makes an incoming call.

4 Conclusions and Future Work

Due to there are a lot of people that in their life have to take a lot of medicines con-
tinuously, it is necessary that people know whenever they want the information about
these medicines. That’s why everybody must think about people who have some dis-
ability when the information is shown. The access to this information must be clear
for everybody. That is why this system was developed and, nowadays, has been
proved successfully by a lot of laboratories in Madrid (Spain), as well as for a lot of
people who have been making incoming calls or sending SMS to prove the two solu-
tions. Now, a lot of requests have been done by other laboratories to prove this system
in a not very far future.

These two solutions, which are been used now, were developed as an alternative to
access a piece of information about a medicine to the web page [1]
www.viatusalud.com

This system was thought for visually impaired people mainly to get the information
that they can’t get with this web page rightly. After a lot of people were asking, we
could see a very good approval of the two solutions developed.
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We thought that the easy way to access both solutions could increase the use of
them and we could confirm this fact when we asked a lot of people about these two
solutions developed.

Nowadays we are working in a solution based on new web page thinking about the
possible disability of the person. That is why we have to design a web page which can
be accessed by visually impaired people. This web page which is now designing is
based on vocal navigation. There is an agent which plays the user the information of
the web page in which the user is as well as the possible pages at which the user can
access from the page he is in each moment. In this way, the user says a command
associated to the web page he wants to access. This command could be the name of
the medicine he wants to get, or a command to make an action after he had enquired
the first medicine to indicate that he wants to know a piece of information about the
same medicine, or about another medicine or simply to indicate that he wants to go
out of the application. That will be a good solution for visually impaired people if
they want to get the information using a web page. Obviously we have to design the
web page thinking on visually impaired people. That’s why we have to avoid the use
of images if they aren’t very necessary (perhaps people can’t see them rightly), we
have to reduce the possible commands to say in the different pages (perhaps a visually
impaired person doesn’t remember all of them). We also have to ask confirmation
about the things that the user says to avoid giving a wrong result and what is more
important, to avoid that a wrong page is shown to the user.
When this web page will be developed, we think that all the ways to access a piece of
information about a medicine when a person needs it will be covered.

So a person can choose between three different ways to access the same informa-
tion (send a SMS, make an incoming call or navigate on a web page).
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Computer for Persons with Visually Impairment:
A Door to Education, Information and Employment

A.H.M. Noman Khan and Sadaf Noori Chowdhury

Abstract. There is a general social stigma attached to blindness, which is virtu-
ally inescapable. This stereotype affects education and employment opportuni-
ties for the visually impaired. As such, employers tend to rely more on sighted
employees than visually impaired ones. Contrary to popular belief, it is found
that a visually impaired person can perform just as well as a sighted person in
the classroom and in the workplace. Simply, they have not been afforded the
opportunity to prove so.One way to remedy this nationwide problem is through
the utilization of Information Communication Technology (ICT). Using specific
computer software, hardware, accessories, and other tools, visually impaired
people can advance in both education and employment. Access to such com-
puter technology is essential in promoting positive growth for visually impaired
people.The paper reflects the problems encountered, and the future course of
action for creating access of visually impaired persons to computer technolo-
gies.

1 The Situation

In Bangladesh, there are approximately 700,000 adults who report some form of vis-
ual impairment. Among the working-age visually impaired, unemployment is ram-
pant. Services that provide specific employment-focused skill development have
made great strides in enhancing visually impaired peoples’ ability to be competitive in
the domestic job market. Furthermore, such programs have pursued a progressive
path, which goes beyond employment stability to promote advancement in the work-
place.

During the past fifteen years, technology has broadened the job possibilities for
people worldwide. Computers have brought about innumerable opportunities for both
totally blind and low vision people. In an increasingly interdependent world, informa-
tion Technology is an essential tool to create, distribute, and exchange knowledge.
That said, Bangladesh is not alone in its purpose. In order to be effective in informa-
tion accumulation, the country must participate in domestic and international informa-
tion technology exchange. It is vital to sustain open, organized, and cohesive informa-
tion flows at home and abroad to help facilitate the advancement and empowerment
of visually impaired people. Communication and adaptation are crucial in this proc-
ess.

The barriers for visually impaired people in Bangladesh include lack of computer
knowledge, inadequate access to information and insufficient physical access.
Throughout the country, provision and support for visually impaired people are not
available. Unfortunately, people with visual impairment face many inequities in many
aspects of daily living. Most important among them are employment preparation and
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job acquisition. In fact, the visually impaired people are able to work and contribute
in nearly every sector of the Bangladesh economy. They are as likely as any other to
use computers and the Internet. This is an indispensable human right.

Visually impaired persons require accommodation in the workplace to successfully
perform their job duties. Computers can be used as an intelligent interface between
them and the sighted. Information that would otherwise be inaccessible or require
manual processing can be automatically transformed into formats better suited for the
visually impaired.

2 Expected Impact of Computer Access

Promoting education at primary and secondary schools: With the emergence of
new IT and Braille equipment, visually impaired people will become more compe-
tent and independent, and thus more reliant in society’s eye. This will create a posi-
tive impact on enhancing the rate of enrollment of visually impaired children in
mainstream education.
Promoting education at higher secondary and university level: The high drop-
out rate of visually impaired students from primary, secondary, integrated, and
special education to higher education is a significant barrier to their respective ad-
vancement. Reasons for such barriers are limited access to educational materials
and the unavailability of an appropriate learning environment in mainstream educa-
tional institutions.
Computer access could widen the scope of the material available, while allowing
visually impaired people the ability to take online courses. The Internet has a
wealth of information, and visually impaired people deserve the right to educate
themselves with this resource.
Promoting job opportunities for visually impaired person who completed
education: Only a negligible number of educated, visually impaired people have
been employed. Employers prefer to hire one who has vision and have little con-
siderations to the qualities and potentials of visually impaired persons. Computer
skills will establish the visual impaired person with focus on their capacity and
ability to contribute more in a diverse job market.
Establishing visually impaired employees with more competencies in work-
place: The scope for employment for the persons with disabilities in the country is
very limited. A few are employed in NGOs that work for persons with disabilities,
especially persons with visual impairment. The access of the persons with visual
impairment to acquire skills of ICT would build a pool of competent work force of
persons with visual impairment.
Changing the prevailing negative attitude of common masses on the potentiali-
ties of visually impaired persons: Persons with visual impairment trained on ICT
and successfully employed or applying their acquired skills on appropriate sectors
and field would provide a strong message to the general masses. This would be the
best way to educate people and with more persons with visual impairment included
into mainstream development would allow them to interact with people with no
visual impairment; ultimately contributing in creating better understanding of the
common mass of the abilities and capacities of persons with visual impairment.
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Promoting self-employment of educated visually impaired person: The rate of
self-employment among the employed persons with visual impairment interviewed
in the study is large. Their current level of performance in their line of work is un-
doubtedly praiseworthy but this can be further enhanced if they can acquire skills
on ICT and apply in their line of work. Their access to the ‘worldwide information
network’ would allow further enrichment of their programs and activities.

3 Experience from the Interventions

Any interventions must have some impacts either on the society or on individual to
bring some changes in the lives of that particular community or person. Various ex-
periences are clearly visible following this interventions in the country.

Some organizations in the country seem to recruit VI people in their ongoing pro-
gram intervention. These organizations have started engaging VI people in various
sector to explore their inner potentialities in order to help them increase a self confi-
dence to move forward. Few of the organizations in the country has set up a remark-
able example in recruitment of VI people where they are involved not only in a spe-
cific activity rather in multi-sectoral activities.

Interestingly, this intervention has encouraged many organizations in the country to
conclude that training is a bottleneck to the HRD plan and thus training in this par-
ticular area is a burning necessity. Training must be a desirable approach to recruit
them in the most proper area.

Since last decade, awareness and sensitization in this particular issue made people
realized about the rights, opportunity and scope of PWDs in the country. VI in the
country raised their own voice which has led many organization to create a job oppor-
tunity for these people. Many organizations now tend to introduce few quotas for VI
people according to their ability and capacity.

A good number of agencies in the country encouraging immensely to introduce
Braille in educational setup. VI graduates from universities have shown a keen inter-
est and demand to have introduced Braille in their educational set up. Hence, demand
for Braille have gradually been increased.

Some NGOs working with non formal education institutions are trying hard to in-
clude disabled children in their educational set up.

4 Suggested Interventions

The issue of Information Communication Technology (ICT) for the visually impaired
people in the country is new and not very much known to both the consumers and the
agencies concerned with promotion of ICT issues in the country. This requires com-
prehensive planning and execution of interventions at different sectors and levels in
the country. The advantage of the issue is the prevailing technology in the neighbor-
ing countries with user-friendly devices, which has been proved as an effective mean
with options of necessary adaptation. Another notable strength of the issue is the
number of NGOs working with the issues of disability who has keen interest to pro-
mote ICT for visually impaired persons in the country. Capitalizing all these strengths
and advantages, integrated and strategic interventions need to be initiated, focusing on
the following broad areas of interventions at different levels:
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Sensitization and Awareness rising at all levels.
Systematic inclusion in national ICT policy.
Permanent demonstration of technological devices.
Introducing ICT in integrated and special schools.
Introducing ICT in NGOs to decentralize access.
Initiating human resource development initiatives.
Ensure maintenance and follow-up of both soft and hardware.
Research on development needs assessment.

5 Conclusion

The benefits of computer accessibility and skills acquisition are numerous and varied,
applying to visually impaired people of all ages, educational backgrounds, and em-
ployment histories. With these tools, the scope and opportunity for visually impaired
people will be improved dramatically. Through demonstrated success in such an en-
deavor, social stereotypes will recede, and the visually impaired people will acquire a
greater sense of motivation, confidence, and independence.

This study is an indispensable resource with respect to visual impairment in Bang-
ladesh, and can contribute to a nationwide policy on ICT development for the visually
impaired. It is the suggestion of the study team that action be taken to improve the
lives of the visually impaired through the utilization of computers. Development must
be just and equal. It must include all citizens, even those with disability.
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Abstract. The Italian National Research Council’s Institute for Educational
Technology and the David Chiossone Institute for the Blind have carried out a
joint study that seeks to define criteria for evaluating the suitability of educa-
tional software in meeting the needs of the visually impaired. This study de-
votes due consideration to the particular educational context and to the needs of
individual students, seen in a positive light as potentialities rather than limits.
As a result, we have been able to define a series of characteristics related to
analysis and method.

1 The Importance of Educational Technology in Learning

Schools, for some time, have recognised the important role that technology, and in
particular multimedia educational software, plays as a tool to support teaching and
learning. The Italian National Research Council’s Institute for Educational Technol-
ogy in Genoa has supplied interesting contributions to study in this sector, not only
through research but also through real contacts with the educational world: training
for working teachers, university courses for future supply teachers, articles and publi-
cations. In particular, as regards educational software, the following should be high-
lighted: the reference service at the educational Software Library, and the on line
service Essediquadro in collaboration with the Ministry of Education, set up and
managed by the Institute. Essediquadro is intended as a database (in Italian) for
documentation on over 3000 educational and didactic software products which cover
all levels of schooling and all educational subjects, with a section dedicated to soft-
ware created expressly for the disabled (although, unfortunately, there are few soft-
ware products on the market which can be used profitably by the visually impaired!).
Thanks to the computer and its various programs the teacher can enrich his offerings
in class with differentiated courses, for most pupils these could form a learning op-
portunity, encourage motivation, and allow them to overcome learning difficulties,
(even temporary). For disabled pupils, technology in the area of ‘General Purpose’
programs (word processing, spreadsheets, data archiving) hold an important instru-
mental role as aids which enable ‘to do’ independently, revealing themselves essen-
tial tools for daily production at home and in class. For the visually impaired pupil, a
desktop computer is essential for: helping individual and group production (particu-
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larly creation of texts); better integration into class activities; at the end, sharing of an
individual’s work with others. There are many areas of didactic activity where even at
daily routine level, the positive influence of Educational Technology (and in particu-
lar the use of computers), for the educational integration of disabled pupils, is recog-
nised and certified. However, electronic ‘barriers’ still exist, which are particularly
evident for the visually impaired, especially regarding the use of multi media and
interactive material. Our study aims to pinpoint the critical factors which these barri-
ers depend on and the possible environmental and personal variables which can re-
duce such difficulties. In the educational field it is evidently necessary for teachers to
have interactive and multimedia materials available, which are designed for the pre-
cise purpose of improving study and learning. As regards access to technical knowl-
edge, all pupils (including the visually impaired) have the same needs, to be able to
learn, exploiting their skills at best using stimulating, interesting courses, tailored to
their own pace of learning. As well as the instrumental side of technology to compen-
sate operational difficulties connected to visual impairment, (most of all, difficulties
in writing, re-reading, and editing a text), education seems to have the same problems
for all pupils if technology and any possible hardware/software accessories are able to
reduce the ‘diversity’ relative to ‘being able’. This does not exclude, at any level,
learning problems or low motivation. Technology can therefore render action, ‘doing’
less complicated, but ‘doing’ at school is focused on learning, to access content, to
increase knowledge but above all competence. These principles are always valid in
teaching and this is exactly the reason why they should not be underestimated in the
presence of visually impaired pupils.

2 The Visually Impaired’s Point of View

Before proceeding it is essential to clarify some concepts necessary to understand the
meaning of partial sightedness and visual impairment. Visual impairment is intended
as a slight or serious reduction of sensory function resulting from damage suffered to
visual organs. Visual function according to the definition and classification of visual
impairment by M. Zingirian, E. Gandolfo and F. Gandolfo includes specific percep-
tive abilities (visual sharpness, field of vision, sensitiveness to contrast, etc) each of
which contributes in differing amounts to define the threshold of optimum perceptive
functioning. For example, visual sharpness and field of vision are two fundamental
parameters according to which a disability is recognised, in a proportionate measure.
Visual sharpness means the ability to ‘discriminate’ in maximum contrast conditions,
it is a question of evaluating the individual’s ability to perceive the details of an im-
age placed at the centre of his field of vision and in particular an object being looked
at, it is measured from a distance and is evaluated with the best correction for each
eye. If the eyes are both functioning, there is an improvement of visual sharpness
(visus) in binocular vision. We can have the minimum visible, that is, the ability to
perceive objects without discriminating between them, or the minimum legible; the
ability to read words is conditioned by the possibility of simultaneous vision of at
least 4 letters in a screenshot. Vision of near or distant objects (near or distant visual
sharpness) can be very different: in young people it is often the case that even a par-
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tially sighted individual can see nearby almost normally, because his ability to ac-
commodate or focus is normal. On the other hand, visual acuity is always altered in
adults over 40 years old because of .presbyopia which arises from the inability to
focus on close subjects because of loss of elasticity in the crystalline lens. As regards
field of vision, this means the ability to perceive the environment which surrounds the
object being looked at, it often happens that we observe a point in front of us and at
the same time notice the passing of objects or people that enter at the extremities of
our field of vision, whatever enters the field of vision can stimulate the eye to turn the
central part of the retina towards this ‘intruding’ object, with a rapid movement called
‘saccade’. Train journeys give us a chance to experience this phenomenon, a person
who looks out of the window makes jerky eye movements to follow, for example, the
posts which follow one another along the railway line. The most typical alterations
are tunnel vision (concentric restriction) and hemianopia following brain damage
(both horizontal and vertical, more often vertical). As regards abilities necessary to
see the computer screen, these are not the only significant parameters, for example
Pursuit phenomena, slow movements following an object, are an essential part of the
ability to follow these objects on the screen; to be able to observe and perceive im-
ages full of nuances, of half tones, an adequate sensitivity to contrast; is necessary; in
oculistic terms this is defined as discriminative ability in reduced contrast conditions,
to measure it, it is necessary the appreciate a difference in brightness of the ‘target’ in
the background. Together with sense of colour and brightness, these are all factors
which can jeopardise, in functional terms, reading and perception of the computer
screen.

3 Research Background and Objectives

The Center for Visual Impairment Rehabilitation at the David Chiossone Onlus Insti-
tute for the Blind (http://www.chiossone.it) has been working for the dis-
abled at national level for many years. The experience gained has confirmed the im-
portance of computer technology for enhancing autonomy. Recognized nationally as
a center of excellence in the field of visual impairment, the Center has a number of
specialized teams that deal globally with the needs of blind and visually impaired
people of all age groups: babies, children, adolescents and adults. For children, the
group considered in this study, the center’s staff provides specific training in assistive
technology, as well as counseling for families, schools and professionals in the field
regarding the fundamental issues in visual impairment, methodologies, technologies.
The aim is to help visually impaired people achieve smoother, more harmonious
integration in their environment.In terms of computer technology, the crucial matters
that need to be considered are exactly when to introduce computer use, what assistive
devices need to be adopted and what general technical considerations are to be made
(LCD monitor, lighting levels, black keyboard with large letters, enlarged font and
mouse pointer size, contrast and color choice, etc). Children are expected to acquire
at least the basics of computing and to learn how to use any specific assistive devices
that might be necessary for their computer use, such as enlarging software and/or text
readers. The mouse is not a suitable pointing and control device for all visually im-
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paired computer users; it depends very much on the individual and on the level of
impairment. Typing skills are critical and if possible touch typing should be learnt.
Over the years the center’s staff has been called on by teachers to suggest learning
materials and to indicate software that might be suitable for visually impaired users.
This has led the Center to forge strong links with another Genoa-based service, the
Educational Software Library at the Institute for Educational Technology (ITD). For
almost twenty years this publicly-funded library has been collecting, cataloguing and
studying educational software published both in Italy and abroad. In that period the
service has catered for an increasingly diverse range of users, including teachers,
university students, educational and rehabilitation professionals, researchers, parents.
In order to meet their varied needs, the considerable body of documentation that the
Software Library has produced has been made available via a web site called Ess-
ediquadro (http://sd2.itd.ge.cnr.it), which has become a focal point for
teachers throughout Italy looking for multimedia teaching material. The software
catalogued within Essediquadro includes titles produced expressly for visually im-
paired users but these represent an extremely small proportion of the total and can
hardly meet all teaching needs in the various subject areas and at the different school
levels. The queries that teachers make to the Essediquadro service reveal that they
tend to look for technology and software for: applying what has been learnt, using
simulations and virtual laboratories to conduct “scientific experiments”; consolidating
knowledge acquisition (drill & practice); developing general skills (problem solving).

These are very immediate, practical needs. Seen in terms of the enormous potential
that computer technology offers, they may appear extremely limited but on the other
hand they reflect the constraints under which individual teachers operate (work or-
ganization, computer availability and access, etc.). In 2003 ITD and the Chiossone
Institute for the Blind began a joint study to examine the criteria and methodology for
selecting software to be used with students with visual impairment. The scope of the
study was limited to material suitable for students from 4 to 12 years of age (chosen
from among the Chiossone Institute’s user group) who are visually impaired but not
blind. This cut off point was determined by the intention to stick to interaction via the
visual channel, whether limited through impairment or enhanced by assistive devices.
Including blindness would have drastically reduced the material available for study,
both because of the technical impossibility of using screen readers and braille bars
with multimedia software and the variety of approaches called for by the different
graphic interfaces adopted by the majority of educational software titles. We propose
to study the very interesting and important area of software for the blind at a later
stage. It was chosen to conduct the observations following a natural experimental
methodology, respecting the children. It was decided to operate gently, choosing
options based on the child and the situation’s requirements, as an opportunity to di-
versify the normal activities carried out by the children with their special needs teach-
ers during the weekly meetings at the Chiossone Rehabilitation Centre. A written
record was kept of the observations made by the special needs teachers who used the
multimedia and educational to enrich activities, this had a positive effect both on the
special needs teachers themselves who acquired knowledge and skills regarding soft-
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ware, on the children who were able to exploit further stimulus during the rehabilita-
tion sessions, and on the teachers, with whom the results were shared.

4 Criteria for Analyzing Educational Software

“Looking at” software from the viewpoint of the visually impaired user entails more
than merely completing a software analysis grid. More importantly, it means acquir-
ing sensitivity and awareness of aspects related not only to textual content also to the
fine processing of images on the part of the student seeking to comprehend the prod-
uct in question. Anyone can understand that if an image cannot be properly decoded
this will harm the development/evolution of comprehension, and it will certainly
inhibit memory, categorization and other cognitive processes requiring abstract proc-
essing of observable reality. The characteristics we analyse (graphics, user interface,
cognitive aspects, technological aspects) are not designed to provide an evaluation of
the software per se: a tool may prove more or less useful according to the context and
the way in which it is used. Hence it is important to recognize these criteria and relate
them to the working environment and especially to the needs of the student. Software
usability therefore means identifying the elements necessary for reaching an objec-
tive, and that objective may not have been contemplated during product design: a
game may help the user develop hand-eye co-ordination, conversely an exercise may
stimulate interest in a subject through the competitiveness of point scoring.

From an educational viewpoint, the usability of computer technology touches on:

the possibility to act, where the computer is a compensatory support for attaining a
standard level of operability: both for students with sensorial impairments and
those without, computers make it possible to respect individual differences, to
adapt to different styles and paces of learning, to appreciate the differences that
make us all individuals;
the possibility to learn, to access contents and information, to practice, to consoli-
date knowledge;
the ability to act, to apply concepts in a general manner to areas other than the
original ones; this is the chief outcome expected of teaching.

At a technical level, software usability largely depends on aspects related to the
graphic interface and the mode of user interaction. These comprise:

Graphics, including font size (suited to user’s requirements?, scalable?), colors,
contrasts, the text vs. background relationship;
Interface and mode of interaction, including comprehensibility of interaction mo-
de, reduced spaces, audio feedback, use of keyboard in alternative to the mouse;
Cognitive aspects, including time restraints, content that is useful and appealing,
age group suitability;
Technological aspects such as compatibility with enlarging software or other sup-
port devices (touch screen).
Usability can be investigated in detail by considering each of these characteristics
and for each one identifying a series of discriminating factors for discussion. It is
then posible to evaluate the effective usability of a product in different contexts by
indicating the relative importance that each factor may assume.
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The capacity to exploit educational software depends directly on the elements
mentioned above but should be placed in a wider and more complex context which
involves all a person’s abilities, particularly motivation, interest, previous knowledge,
strategies for using residual vision, and environmental conditions that can partially
effect them for better or worse. We have drawn up an evaluation table, made up of
simple questions which teachers can use to select and offer educational material to
partially sighted children, taking account both of the visual characteristics and educa-
tional needs. It is a question of examining the educational software normally used,
from the point of view of disabled and sighted children.
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A majority of positive replies would distinguish the software most easily adaptable
to use by partially sighted children. This analysis is not enough to guarantee a soft-
ware’s effectiveness, but should be completed with an evaluation of the merit of its
contents (relative to context) and the ability to captivate and motivate, two further
quality aspects which every teacher applies in the choice of any teaching material. To
sum up, it is a question of asking a set of questions about the main aspects of software
which can be observed, relative to characteristics of visual perception and the user’s
motivation. Every positive reply contributes to define an accessibility/usability thres-
hold of the chosen software. All the items are equally important, however a discrimi-
nating factor is the enlargement software which the children must use in most cases,
to be able to see the PC screen. There are also some aspects, not easily categorised,
linked to various types of difficulty which the young user may come across in ‘under-
standing’ a program interface, even if it is compatible with the enlargement software.
This because he cannot distinguish between images if the screen is too crowded, or
cannot interpret the symbols/icons if they are too small (and so if they are enlarged
they seem ‘out of focus’), or too much hand to eye co-ordination is necessary, for
example when the mouse pointer needs to be placed inside very small or poorly de-
fined areas, and in general everything is based exclusively on the reading of icons.

5 Conclusions: What Prospects?

Observing and recording the limits of software used by the partially sighted allows us
to draw up a sort of guide-line which can be useful for producing the software itself,
our research in the near future will be expanded towards improving authors’ and
editors’ awareness. A change in direction, towards greater attention to users with
special needs, is proved by, at least in Italy, recent laws regarding accessibility to
government bodies’ web sites. We hope that in the future, universal design laws are
applied in a more widespread way, to have software which is ever more flexible and
ever more user orientated.
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Abstract. Getting information from a bar code or from RFID tags at-
tached to equipments or surroundings is a promising step for building an
information ensured area for the visually impaired. For example one can
obtain an operation manual (voice version) from the tag attached to some
electronic equipment. The purpose of the project we report here is the
construction of such information ensured environment in the college life.
We present two concrete examples: getting voice access to announcement
on the bulletin board by using bar code, and messaging system between
students and teacher by using RFID. We show that data-carrier tech-
nologies are effective for information ensuring for the visually impaired.

1 Introduction

For visually impaired people, information about his surroundings is provided
only by strictly limited ways. Braille inscription plate or braille seal (sticker) is
widely used for this purpose, but they are too restrictive. On the other hand,
there are data carriers such as bar code or RFID (Radio-Frequency Identifica-
tion) which allow versatile usage. Bar code is well-known. It is read by laser
beam. An RFID tag is a device in which IC tip and antenna for radio commu-
nications are combined. It emits ID (information) in response to query from a
reader (which consists of a radio communication device). Both can be attached
to things easily and admit non-contact reading which could be done by the visu-
ally impaired (an approximate pointing is required). Simple electronic access to
these data carriers yields rich information real time in electronic form. In limited
situations where things go routine as in college life, blind students can do access
to these data carries as sighted students.

For example, let your pocket computer (PDA: Personal Digital Assistant)
read a bar code attached to some electronic equipment. The signal is sent to
server and you get an instruction manual (voice version) for using it (this avoids
a laborious communication, say, for down-loading, between you and the server
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Fig. 1. System overview

under voice-environment); or let your PDA read a bar code attached to an
announcement on the bulletin board, then the announcement (voice version) is
delivered to you by the server (delivering an announcement for visually impaired
students is a very complicated task in the college life; currently, printing and its
braille translation is placed side by side at the bulletin corner for the students;
definitely this is not the best way).

We have started our project first by use of bar code for bulletin system[3].
For bulletining in the college we have alternative ways (for example, we can use
Web for this purpose). However, our goal is to provide information ensured en-
vironment in which blind students can do the same way as sighted as much as
possible. In view of the growing use of RFID, we have extended our information
ensuring system to include messaging system using RFID tags. Our preliminary
experiments show that reading a bar code by the visually impaired is fairly feasi-
ble [3]. And so use of data-carrier system simplifies a complicated interaction and
therefore increases accessibility. We expect that our system is useful and promis-
ing for constructing information ensured environment for the visually impaired
in the college life.

2 Bulletin System Using Bar Code

Bar code is a simple data carrier which is used most widely. We use only one-
dimensional bar code (two dimensional one is not suited for reading by the visu-
ally impaired). Our bulletin system for blind students using bar code functions
as follows.

1.

2.
3.

4.

A bar code is printed on an announcement (at the left-bottom, Fig. 3) on
the bulletin board.
Student reads a bar code using PDA with a bar code scanner attached to it.
PDA sends the bar code to the server and automatically downloads infor-
mation from it.
Finally, student reads it by using voice reader software.
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Fig. 2. PDA with a bar code scanner
attached to it

Fig. 3. Bar code printed on an announce-
ment

On Fig. 1 we show our system organization: it consists of the following:
1. Hardware (PDA) with suitably implemented programs, 2. Communication
programs, and 3. Database management programs on the server.

For reading a bar code and communicating with the server (downloading) we
use a PDA with a bar code scanner attached to it (Fig. 2). A bar code scanner
(also called reader) emits laser beam and reads a bar code optically. The detail
of our hardware components are as follows.

1.
2.

3.
4.

PDA (HP iPAQ Pocket PC h5550 in which wireless LAN is embedded).
CF Card style bar code laser scanner (IBS Japan, Pocket Scanner, PLS-
5000).
A server (PC: personal computer with Windows XP).
Access Point for wireless LAN.

On Fig. 2 we show a PDA with a bar code scanner attached to it. On Fig. 3
we show an announcement (it is of a seminar to be held at 13:00 on April 14th at
a room on the 5th floor). Corresponding bar code is printed on it (note that it is
of elongated shape to provide wider area). On Fig. 4 PDA display after reading
is shown (the announcement is shown in the text window).

The program consists of two modules: server module which stores information
(text data) in the server and retrieves it from the server and PDA module which
reads a bar code on an announcement. Both modules are written in Microsoft Vi-
sual Basic.Net on Windows XP and on Windows Mobile 2003 operating system
for PDA. For database manipulation we use Microsoft Access and as a communi-
cation protocol we use TCP/IP. Bar code scanner is driven by a program under
API which works with iSCAN.DLL (delivered together with the scanner device
[5]). Test database format consists of three fields: bar code, title and body (text),
and here bar code serves as a searching key. Database is registered by Access
beforehand in the server.

The server module behaves in the following way.

1.
2.

When invoked, the server module is on stand-by for bar code signals.
When the bar code is received, searching for the item which has the same
key (bar code) is done, and the content (text) is sent back to PDA.
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Fig. 4. PDA display after reading a bar
code

Fig. 5. Bar code reading on the bul-
letin board

The PDA module emits laser beam and reads a bar code on an announcement
when a read-in command is initiated. Two different methods are provided for
initiating this reading procedure: one is by clicking the software button on the
PDA window, and the other is by pressing the hardware button on the PDA
equipment (there are four buttons and any of them can be used for this purpose).
The latter method is important for the visually impaired. The reply from the
server is displayed on the text box of PDA (visually impaired student reads
this by voice reader software, but at present time we have no such software
implemented on PDA). On Fig. 5 we show a picture of PDA reading a bar code
printed on an announcement on the bulletin board.

We have checked the allowance of bar code reading with respect to both the
distance between a bar code and the laser diode, and the angle between the
normal line to the plane (defined by announcement paper) and the laser beam
of PDA [3]. For 32mm x 11mm standard bar code, the allowance of reading is
roughly less than 30 cm and less than 50 degrees. Our preliminary experiment
shows that blind student can hit a bar code on an announcement provided it is
printed in a pre-defined area.

3 Messaging System Using RFID

Bar code is a read only memory, while RFID tag contains erasable and repeatedly
writable memories in it (the memories are so limited at present that various
information is to be stored as simple numbers in coded form), and so one can
leave (write) a message on it. Considering these characteristics of RFID we have
implemented the following messaging system between students and teacher in
the college life.

RFID tag attached to a laboratory door keeps the message from teacher, for
example, where he left for (destination) and when he will be back again. Visitor
(blind student) can read it and can leave his own message to teacher.

On Fig. 6 we indicate devices used in this experiment. They are an RFID
tag (V720-D52P02, OMRON Co.) and a PDA (HP iPAQ Pocket PC h5550,
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Fig. 6. RFID tag and RFID reader
Fig. 7. RFID messages (left: for teacher,
right: for student)

Hewlett-Packard; the same one which we have used for bar code reading) with a
portable RFID reader-writer (CF-card type RFID unit V720-HMF01, OMRON
Co.) attached to it. The RFID tag is of the size 5cm x 5cm and has 44 bytes
writable memory. Tag and reader communicate with 13.56 MHz electro-magnetic
induction wave. As a tag has no electric power supply and reader’s electric
power is supplied via PDA’s battery (which has a very limited capacity), the
communication is barely possible only up to (maximum) 5cm distance between
them (Fig. 8). However, visually impaired student can establish a communication
between the two devices if he knows the rough location of RFID.

We have used the same programming environment as with the bar code
system (Section 2). We need ActiveX control (RFIDCom.ocx made by OMRON
Co. [6]) for RFID reader-writer together with CFCOM (made by Odyssey Co. [7])
which is needed to operate on .NET Compact Frame. The program consists of
two modules. Teacher module inputs teacher’s destination and his returning time
into RFID and outputs (displays) from it a list of visitors who were there during
his absence. The inputting operation is done via display interface by using a
stylus pen attached to PDA (we assume that teacher is sighted). Student module
displays (reads) teacher’s destination from RFID and inputs student name and
the time of his visit into RFID. In order to assist his visual impairment we
register his name in his PDA beforehand, so that he can input his name into
RFID by merely pressing a hardware button of his PDA. On Fig. 7 we indicate
respective PDA displays for teacher and for student; for teacher it shows a list of
visitors and their visit times and for student it shows teacher’s message saying
that he is out for lecturing and will be back at 13:30.

On Fig. 8 we show a picture of how we establish a communication between
RFID tag (attached near an electronic device) and RFID reader-writer attached
to PDA.

4 Conclusions

Both bar code reading and RFID reading are preliminarily tested by blind stu-
dents. Manipulation via hardware button is essential. We have used the bar
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Fig. 8. Reading an RFID tag by reader-writer attached to PDA

code scanner attached to PDA and found that this was not always a comfort-
able choice. Locating a bar code on an announcement is not always reliable.
Hardness occurs even though we use a special bar code print in prolonged form
(printed by MS Word) and even though we mark its location by a braille seal.
So handy scanner or pen type scanner may be more adequate.

We need testing of the systems in real college life for improvement. Some other
directions of application we include library and manuals of electronic equipments.
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Abstract. Many organisations and institutions in the education sector are now
producing simulations of various disabilities in order to give academic staff an
insight into some of the barriers disabled people can face in their education.
This short paper will highlight some of the simulations designed by John Rou-
sell of Sheffield College for use in accessibility training of academic staff. The
paper shows stills of the original animations which can be found on the internet.

1 Introduction

The simulations utilise Flash and Shockwave technology, and therefore are not in
themselves accessible to people who are blind or visually impaired. However, as they
are designed to give sighted people an impression of what it is like to experience a
visual impairment, this is hopefully not too big a problem. The simulations are in-
tended to promote ‘enlightened discussion1 among academic staff, leading to better
understanding of disability issues. The simulations cover four areas of accessibility:
visual impairments, dyslexia, autism and hearing.

2 Visual Impairment

Cataracts: There are a variety of symptoms of cataracts, one of which is a yellowing
of the vision. The simulation shows the same picture as seen through five degrees of
yellowing.

Fig. 1. Simulation of yellowing caused by cataracts.
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Colour Contrast: This is a simple simulation showing a variety of text and back-
ground combinations, some of which are easier to read than others!

Fig. 2. Two combinations of text and background colour from a selection.

Diabetes: This simulation shows the effects of a type of diabetic retinopathy, where
blood vessels in the retina rupture and form scar tissue, making vision blurred and
patchy. The picture shows ducks swimming on a pond.

Fig. 3. Picture of ducks on a pond simulating diabetic retinopathy.

Macular Degeneration: The macular area of the eye enables us to see colour and
fine detail. The degeneration of the macular area is a common cause of vision im-
pairment in people over 60 years old. In this simulation the central area of vision has
been completely lost.

Fig. 4. Simulation of loss of central vision area due to macular degeneration.

Macular degeneration can also cause words to apparently ‘run’ off the page, like in the
example below.
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Fig. 5. Simulation of words ‘running off the page’ due to macular degeneration.

Retinitis Pigmentosa: This hereditary condition affects the retina, in this case in a
way that the rods, which provide peripheral vision, have stopped working, a condition
also known as ‘tunnel vision’. In this simulation, a road is shown through a moving
‘peephole’. To simulate tunnel vision. The user selects when to attempt to cross the
road, and must avoid an oncoming vehicle.

Fig. 6. Simulation of ‘tunnel vision’.

3 Deafness / Hard of Hearing

Background Noise: Background sounds that are present in many environments can
be a great source of distraction for people who are hard of hearing. This may be due
to their hearing aid amplifying all sounds. The distraction can lead to difficulties in
concentration and lack of performance. Some digital hearing aids amplify sound fre-
quencies around normal speech in an attempt to minimise background noise. The
simulation contains background sounds that are likely to be found in most office and
educational settings. Much of it would go unnoticed by people with good hearing. In
the simulation, if the user clicks upon the lady’s pencil she begins to tap it upon the
desk, and a click on the clock, computer and printer will add even more background
noises to the scenario.

Intermittent Background Noise: The simulation contains a background sound that is
present in most urban areas – traffic. The opening of a window on a warm day or
work outside can introduce this noise to a teaching situation. The simulation shows
the difference in clarity between human speech and the same speech in combination
with traffic noise.
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Lip Reading: Lip reading is a common method used by people who are hard of hear-
ing or deaf, either as an additional source of clarifying what is being said or as the
only source. The technique involves watching the mouth shapes and position of the
tongue. For lip reading to be successful the reader must be able to see the whole face
of the person they are ‘reading’. Things that make lip reading difficult include poor
lighting, beards, and talking with hands or objects in front of the mouth.

Fig. 7. Illustration showing good (top-left) and poor situations for lip-reading.

Multi-tasking: In teaching situations students receive information though various
channels. Two of the main channels are auditory and visual. Most people are able to
take information through these two channels simultaneously. However multiple in-
formation in one channel makes little sense. The simulation is based on what a person
who is hard of hearing may be faced with if watching a slide show accompanied by a
short talk. To access the talk they may use lip reading or follow someone signing,
which leaves little or no time to look at the slide show, and greatly increases the cog-
nitive burden. The simulation provides a great deal of information in a variety of
forms, which the viewer struggles to take in.

4 Dyslexia

Mirror or Reversal: Reversal is the confusion of one letter or word with another
such as d and b, or p and q. This reversal of letters, sometimes known as backwards or
mirror writing is very common in the early stages of writing development among non-
dyslexic and dyslexic children alike. In people with dyslexia this confusion may re-
main. This confusion can be problematic when using a word processor spell checking
function. The machine is unable to produce a list of alternatives due to letter reversal
in addition to mis-spelling.

Fig. 8. Example showing reversal of d &b, and p&q.
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Proof Reading: Proof reading is a very difficult task for many people with dyslexia.
We often attempt to make sense of information received by allowing ourselves to be
‘fooled’ by optical illusions, leading us to ‘invent’ words in text that are not there in
order to give it meaning. This difficulty is exacerbated in some people with dyslexia
due to problems decoding the text. If the text has been written by themselves addi-
tional deviations from the original meaning may be present making predicting the text
or grasping the meaning much more difficult.

Fig. 9. Example showing subtle deviations in meaning by mis-reading.

Scotopic Sensitivity: Scotopic sensitivity, also known as Irlen Syndrome is a visual
perceptual problem. The problem lies in how the visual information is decoded, it is
not a medical eye condition. People with Scotopic Sensitivity ‘see’ the printed page
differently to others and may even be unaware of this. This can lead to slow and inef-
ficient reading, poor comprehension, fatigue and limited attention span. Many people
with Scotopic Sensitivity report that the text on the page appears to dither, making
reading difficult. Educational psychologist Helen Irlen observed in 1980 that coloured
overlays helped students with Scotopic Sensitivity to read with greater ease.

Fig. 10. Simulation of text ‘dithering’ and assistive coloured overlay.

Shadow: Some people who have dyslexic tendencies report that when reading text
there appears to be a shadow on the text. This may be related to Scotopic Sensitivity
difficulties. It may also have a link with the brightness of modern white paper. Room
lighting, paper colour, text colour and fatigue are all factors which affect the intensity
of the shadow. People seeing a shadow on text are at a disadvantage when reading
due to the distraction that this causes. This may have a dramatic effect on reading
rates that will fluctuate depending on conditions.

Fig. 11. Simulation of text ‘shadow’.
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Telescoping: Telescoping, relating to dyslexia, is a term used to describe words that
have been written with sections missing; an example is ‘rember’ for ‘remember’. The
words are not always shortened - additional sections can be added; an example is
‘beginining’ for ‘beginning’. It is also common for the ends of words to be missed off
completely; an example is ‘complet’ for ‘completely’. This difficulty makes written
work produced difficult to understand when read back at a later time. Notes taken in
class could be useless as a revision aid or may even be just wrong. Exams where writ-
ten answers are required would present difficulties.

Fig. 12. Simulation of text when ‘telescoped’ by a dyslexic reader.

Word Mix: People with dyslexia can have difficulty due to homophone confusion; an
example is using ‘there’ for ‘their’ or ‘grate’ for ‘great’. Phonic alternatives may also be
a source of difficulty; an example is ‘lite’ for ‘light’ or ‘ove’ for ‘of’. Confusion may be
experienced in selecting a word from a ‘family’ of words; an example is ‘this, that and
the’ may be used in place of each other. The substituting of words may not be consis-
tent even within one piece of work. In the simulation below the confusion experi-
enced in selecting words from a word family has been simulated.

Fig. 13. Example of how mixing of similar words can result in altered meaning.

5 Autism

Monitors: Some people who have autistic spectrum related difficulties report that
when working with a computer they can see the screen flashing. The flashing cannot
be detected by anyone else in the room and the monitor is probably not faulty. They
are observing the screen refreshing itself. A conventional cathode ray tube (CRT)
monitor refreshes at a rate of approximately 50 to 80 times per second, most people
using the monitor are unaware of the refresh rate and are unable to detect it. It can be
observed sometimes when computers are shown on a television broadcast due to the
synchronisation of equipment used.

Overload: Many designers of printed material want to make their productions as
interesting as possible to the target audience. When the audience is young the design-
ers attempt to make things as exiting as they can. This often leads to pictures that are
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packed with information, much of it additional to the primary message of the material.
People who have autism can have great difficulty ignoring the surplus information, so
much so that they can miss the message because their attention is being ‘grabbed’ by
the additional information. Pictures that contain bright action images can appear to
have movement. Some students complain that certain images contain so much infor-
mation that they are ‘painful’ to look at.

Pixels: All pictures, text and icons displayed by cathode ray tube (CRT) computer
monitors are made up from tiny dots called pixels. The pixels are small and there are a
lot of them, around 784 per square centimetre. If you look at a monitor through a
magnifying glass you will be able to see them. Most people never notice the pixels as
their brains attempt to make sense of whatever is on screen. People with autism may
be observing a display of pixels that make very little sense to them. This will be much
more pronounced in pictures rather than with text.

Fig. 14. Simulation of the pixelation of an image due to autism (please could we increase the
size of these pictures a little?).

Recognition: There are millions of people in this country yet most people are able to
recognise family and friends instantly when they meet them. This is mostly achieved
through studying and remembering facial features. Most people have been in the posi-
tion of being aware that there is something different about a friend, only to discover
they have a new hairstyle. One of the defining traits of autism is that people with it
may have difficulty reading facial expressions and making eye contact. This can lead
to using unconventional methods of recognising individuals. A person with autism
would possibly only recognise C as being the same person in the question.

Fig. 15. Exercise highlighting the use of features such as clothes in recognition by people with
autism.

Representations: When representing three-dimensional objects with a two-dimen-
sional medium certain conventions are used. These conventions are used so often that
most people require no explanation and are aware of what is being represented. These
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conventions are used in printed material and on computer monitors. Isometric projec-
tion is one of the commonly used conventions for drawing three-dimensional objects.
A person with autism may see something quite different to what many others see,
seeing only an array of flat shapes (on the right) rather than the three-dimensional
shapes most people see (on the left).

Fig. 16. Some autistic people see only flat shapes when most people would see three-
dimensional shapes.

Sounds: Many working and educational environments contain unwanted background
sounds. Most people are able to screen out these sounds to a certain degree. When
travelling by plane the engine sound is soon acclimatised to and does not distract the
traveller from the onboard entertainment. A person who has autism may be unable to
screen out sounds which are barely noticeable to others using the room. The simula-
tion utilised to illustrate this point is the same as the ‘Background noise’ simulation
described earlier.

6 Conclusion

Simulations such as these are a useful means of communicating the physical effects of
some disabilities to teaching staff who may otherwise be unaware of just how some
conditions manifest themselves. They may give an indication to staff of some of the
barriers disabled students face when accessing their teaching or learning materials.
This in turn may enable staff to make their materials more accessible or inclusive.
This is the ultimate goal of these simple simulations.
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Abstract. This paper presents an innovative, user-friendly multimedia software
tool for the training of persons with visual and mobile impairments, to be de-
veloped within the TELL-IT European research program. This multimedia
software training tool (MSTT) refers to all those persons who are visually and
mobility disabled and wish to be trained in order to be employed as help-desk
services providers. The MSTT will provide them all the necessary knowledge
and training to prepare them for their sufficient tasks performance. The MSTT
is a modular training tool, which will be developed in two modes: one for dis-
tant, self-learning and another for on-the-job guided training. Both will be
translated in four (4) languages (English, French, Greek, Spanish). For both
modes, two types of software packages will be developed, one for training and
one for testing. It will interface the necessary software and hardware aids, in
order to be usable by people with mobility and/or visual impairments.

1 Introduction

One of the fastest growing sectors in modern economy is that of services. This sector
is creating thousands of jobs Europe-wide annually. A significant part of these jobs
are related to service support operations, such as after sales support, public relations
and most important of all, helpdesk services. Currently, the employment of PSN in
the service sector is far below the average, due to a number of associate difficulties,
such as how to reach the office, office adaptations needed, lack of skills required, low
level of computer knowledge, etc.

TELL-IT intends, among others, to develop a multimedia, flexible and continuing
training program for on-the-job training for people with mobility and/or visual im-
pairments in the service provision sector and more specifically, in helpdesk opera-
tions. The developed service will be tested and optimised in Pilots in three EU coun-
tries, namely in the helpdesk of a mobile telephone company in Spain, a computer
knowledge certification company in Greece, and a disabled training centre in Ireland;
all of which belong to pan-European networks.

2 MSTT Functional Specifications

2.1 MSTT Content and Structure Specifications

The MSTT will be connected to a users performance database, in which the data in-
cluded in the log files and concerning the trainees performance will be stored. An
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individual record will correspond to each trainee, which will include, besides the
trainees scores, their personal data info.

The MSTT users, who will not attend a guided training course, will be able to reg-
ister to a remote database themselves and create their own record. In such a case of a
new user, the MSTT will request for more personal information than a “user name”
and a “password” to login, like in the guided training course case. These will refer to
the name/surname of the new user, age, contact info like his/her address, telephone, e-
mail address if available, current and previous occupation and finally specific dis-
ease/disability (Fig. 1). In this way, the self-learner trainee will be able to continu-
ously monitor his/her performance even if s/he is not attending a course.

Fig. 1. Personal information screenshot. Fig. 2. Software package configuration screenshot.

The MSTT consists of two basic modes: the “TRAINING” mode and the “TEST”
mode (Fig. 2). The “TRAINING” mode is divided in sessions which consist of
scenarios relevant to each other. The critical merging and combination of them lead to
the “TEST” mode sessions which are identified according to their corresponding level
of difficulty (LoD). Three levels of difficulty (LoD) have been proposed. Each section
of a level of difficulty will consist of test sessions, the number of which will be the
same to the number of the training sessions. At last, three ranking areas are decided
for the “CERTIFICATE LEVEL” (LoD 4), which derives from the reprocessing and
combination of knowledge acquired from all training scenarios included in the
“TRAINING” mode sessions, consists of distinguished exams and aims to classify the
trainees according to their performance.

In the training mode, a theoretical and an exercise part for each MSTT scenario de-
termined will be included. The theoretical part will include the description of the
task/scenario, the detailed description of the way it should be performed and all the
necessary information input, the additional possible responsibilities that might be
requested, the content, the aim and objectives of the task described and, finally, in the
last part, the references to the aids being applicable to this case for tasks performance
for both disability categories.

The training mode will include a series of scenarios distinguished in generic ses-
sions, based on the tasks and the Use Cases determined by TELL-IT Consortium
experts. The sessions identified so far are namely, “Answering, routing and prioritiz-
ing phone calls” , “Handling correspondence (by post and/or electronically)”, “Read-
ing and sending fax messages”, “Scheduling, attending and coordinating meetings”,
“Making travel arrangements”, “File keeping and handling (physically, electroni-
cally)”, “Preparing reports (physically, electronically)”, “Preparing list of consumable
equipment for purchase”, “Handling customers’ requests”, “Attending to visitors”.
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Besides the above mentioned tasks, the first session of the training mode will be an
explanatory introduction to the help-desk services, including the description of all
possible met scenarios of this profession in the market, the main tasks required to be
performed, some statistics of the PSN who already work at this area, the relevant laws
which are corresponding to the employed PSN in the European Union and some ref-
erences to the places these persons could seek for job after the training. A short de-
scription and useful advice regarding the MSTT use will be also included. Addition-
ally, the last session of the training mode will be devoted to the aids available in the
market and their relevance to the main tasks mentioned in the first chapter. The aids
use is described analytically and is related to each disability category of the TELL-IT
target group and at the same time to each help-desk task. The identified MSTT ses-
sions are depicted in Fig. 3.

Fig. 3. Training mode identified sessions.

For the self-training MSTT, a more extensive introduction including the theory re-
garding the job’s responsibilities, exercises and tests as well as the use and the opera-
tion of the self-learning MSTT is included. The self-learning MSTT mode content
provides some additional parts in both the theoretical and exercise parts of the training
mode scenarios and if it is needed, some additional texts and/or exercises are provided
for each disability category in some scenarios.

The exercise part of each scenario of the training mode follows the theoretical part
and is closely related to it. The exercise parts of the training mode and the test mode
contain tests and exercises of various forms, such as multiple choice questions, simple
questions, interactive videos/animations/pictures, correct/wrong questions, matching
pairs.

The User Interface accessibility of the MSTT follows all existing standards and the
W3C guidelines. The MSTT as well as the Users Performance Database are available
in 4 languages: English, French, Spanish, Greek. The MSTT is compatible with the
Users Performance Database and the basic PSN aids, and is developed for PC and
specifically as a Windows based software.
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3 Conclusion

The multimedia training software tool (MSTT) to be developed within the TELL-IT
project aims at the inclusion of the disabled persons in the production chain, which is
significant for the disabled persons autonomy and quality of life as well as for the
society as a whole, since the unemployment of those persons and their exclusion from
the fundamental social procedures encumber further progress in general. Finally, one
of the most encouraging perspectives in the MSTT design is the fact that it allows
implementation in other disability categories training besides the mobility and visu-
ally disabled, if the corresponding aids are integrated, since its design fills all disabili-
ties requirements, with no further or some slight additional functionalities integration.
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Abstract. Audio Supported Application Sharing (ASAS) tool based services
design can be used to overcome problems of Visually Impaired Computer
Workers (VICWs). ASAS tool services are expected to increase performance of
both individuals and organizations. First, the individual performance will be
positively influenced because trainers and VICWs will perform tasks in a more
efficient way with help of ASAS tools in comparison to the old way of task per-
formance. Second, the organizational performance will be positively influenced
because due to the ASAS tool technology the organization can perform their ac-
tivities in a more efficient way. ASAS tools will contribute significantly to
travel time reduction, comfort and reduction of costs on the overall level. Life-
long support will increase the VICW contribution to the working society. Sup-
port with ASAS tools will not lead to changes in task time. This paper will de-
scribe ASAS tool service design and how the service changes performance.

1 Introduction

Visually Impaired Computer Workers (VICWs) are getting new opportunities to work
in jobs due to the rapid growth of computer use (Edward, and Levis (1999). More and
more computer applications enable VICWs to function where in the past the barriers
were impossible to overcome. Astroft (1984, p 108) stated that “Technology is one of
the blind person’s most powerful allies in overcoming the detrimental effects of blind-
ness.” VICWs can work with the same applications as Well Sighted Computer Work-
ers (WSCW’s) when using adaptations like speech synthesizers (Arato & Vespori
1982; Blenchorn 1982) and braille displays Dune & Dune 1999). With the introduc-
tion of these adaptations, new questions arise (Beumer 2002). VICWs have to learn to
work with both new computer adaptations and applications. The rapid growth of new
applications and adaptations causes long waiting lists for special computer training at
rehabilitation centers. Efficient methods of training should be developed to decrease
these long waiting lists. One important solution to help resolving these waiting lists is
to present on line help at a distance, so as to enable trainees to receive part of the
training at home or to support them after finalizing the traineeship.

Therefore, new services for supporting VICWs with various kinds of computer
problems with help at distance were designed in a joint project of Stichting Het Loo
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Erf and Delft University of Technology1 This support is given with an Audio Sup-
ported Application Sharing (ASAS) tool. Audio support is given via a telephone con-
nection, or via the Internet. Application sharing is mediated by the Internet; it enables
cooperation between two persons on a distance by displaying the information appear-
ing on the monitor of one computer also on the monitor of the other computer.

VICWs will be able to shorten their training in a rehabilitation center, if they can
finish their rehabilitation at home. Evidently, this would be a considerable advantage
for most stakeholders, in particular for the trainees themselves. For the rehabilitation
centers, it would allow them to shorten internal rehabilitation periods for individuals
and therefore increase their capacity. It also gives them the possibility for more cus-
tom-made support, because persons contact the center only if needed. For insurance
companies, it would save considerable costs: a day in a rehabilitation center is very
expensive, comparable to a hospital day. Furthermore, VICWs would return faster in
a paid job because support from a distance can be given. Furthermore, for those situa-
tions in which some companies use their own custom made software where it would
be virtually impossible to train VICWs outside the buildings of the company, help at a
distance would be a solution.

The key question of this paper is:

What should the functionalities and appearance of a new service based on ASAS tools
be, in order to facilitate computer support within the necessary conditions, and how
would this tool influence performance?

By addressing this question, a participatory design approach is adopted. This has a
considerable influence on the type and content of the results. Therefore, this article
will first discuss the design approach. Second, the functionalities and appearance of
the designed services will be presented together with its expected effects. Finally
these will be discussed.

2 Design Approach EXSE: Early Experiment
and Scenario-Based Evaluation

EXSE (Early experiment- and Scenario based Evaluation) is the participatory design
approach adopted in this study. It is inspired on ESE (Early Scenario based Evalua-
tion; van den Anker 2003). Basically, the focus is on multiple stakeholder analysis
predicting organizational change due to the new ICT applications. Van den Anker
defined a conceptual framework for the development of new applications for multi-
media communication that fit into mobile work. His statement is that a participatory
design approach in which rich scenarios are combined with simulation is needed to
evaluate new ICT, already in a very early stage of development. These scenarios are
divided in detailed descriptions of the current and future work context in which the
new ICT application will function.

EXSE combines multiple stakeholder analysis with end user experiments. Multiple
stakeholder analysis will describe the predicted organizational changes due to the new
ASAS tool service. End user experiments will be used to pre-test, measuring expecta-

1 Financed by Dutch Government, Department of Economic Affairs (Min EZ), SENTER.
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tions about actual performance, and evaluate the new ASAS tool service. In EXSE,
five main steps can be distinguished. The remaining of this section will explain how
each step was performed in the design of a new ASAS tool service (see fig. 1).

Fig. 1. The steps needed to perform EXSE.

Step 1: Orientation on ASAS tool technology consists of a literature review, inter-
views and presents an overview on tool technology, features and explains the ASAS
tool concept such as its generic functions. Preferred features of the ASAS tool are also
presented with different tests results. These tests include a systematic analysis of
different ASAS tools in combination with different computer aids for VICWs.

Step 2: Orientation on Application domains describes the domain or the (organiza-
tional) context in which the ASAS tool may be useful. First, with the help of internal
reports, a contextual analysis of the current situation of the organization is performed.
In this analysis an insight into the actual new work processes of the organization are
envisioned, which contributes to the future context for which the ASAS tool should
be designed.

Step 3: Designing scenarios for ASAS tool services. These are designed for the identi-
fied organizational context, with the help of internal reports, observations and inter-
views with different stakeholders at different levels in the organization. In the present
study, 9 actors were interviewed individually: 6 came from a national rehabilitation
center: 2 members from the management team, 2 computer trainers and 2 manage-
ment advisors. Furthermore, there were 3 VICWs, from which one was already work-
ing in a regular job. Every new interview started with describing the contextual analy-
sis. If necessary, the analysis was completed with a technological enquiry. The
corrected and refined analysis was the foundation for an elaborate future work sce-
nario.

Step 4 is the experiment-based evaluation, aimed at evaluating the usability and use-
fulness empirically of the future ASAS tool service. The experiment setting is based
on the developed future ASAS tool service scenarios determined in step 3. The ex-
periment has two functions: first to observe effects in efficiency, effectiveness, satis-
faction and content of work of ASAS tool use. Second, it served as an illustration for
stakeholders during the scenario-based evaluation phase performed in step 5. In the
present study, 3 VICWs rehabilitants performed two hours of their normal computer
course with the ASAS tool instead of their normal one. The course was given in two
separate rooms; the trainer and the VICW used one. The courses were lessons on how
to use the computer adaptation in combination with a Microsoft Office program. Mi-
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crosoft NetMeeting combined with a telephone represented the ASAS tool. Two
Windows 2000 pc’s were used. The data together with the speech of the speech syn-
thesizer was sent via the internal network. The internal telephone switchboard was
used for sending voice information. Measurements concerned: whether the visual
problems are solved with ASAS tools; the understanding of problems; satisfaction of
trainer and VICW.

Step 5: The scenario-based evaluation. Here, various stakeholders, such as workers,
managers, developers and other relevant stakeholders are involved. The stakeholder
evaluation of the future ASAS tool services consists of two parts: first the opinions
about performance changes, second the change of opinions throughout the design
process. In the present study, 24 actors participated in the workshop. 12 of them came
from the national rehabilitation center (1 member from the management team, 4 com-
puter trainers, 3 management advisors and 4 technology experts). The other actors
were 2 VICW rehabilitants from the center, 5 people from VICWs special interest
groups, 2 trainers from a rehabilitation center concerning labor rehabilitation and two
people from a regional center and finally one person from the funding organization
SENTER. The workshop first presented the future ASAS tool service scenario fol-
lowed by the experiment results presented by video fragments of these experiments.
The workshop finally ended with a discussion on both the scenario description and the
experiment results.

3 Results: ASAS Tool Services and Their Effects

Step 1 Orientation on the ASAS Tool Technology: The finalized technological
enquiry with interview remarks, discussed the preferred ASAS tool features. Choice
has been made for as much as possible standard available applications and standard
hardware and software to run it on. These were: ASAS tool: Microsoft NetMeeting
combined with the telephone. Operating system: personal computer with Windows
2000 or higher. Version compute raids: designed for Windows 2000. Network: ISDN,
ADSL or faster. Alternative network: mobile telephone in combination with a normal
telephone connection or cable Internet connection: for sending data and sounds of the
speech synthesizer.

Step 2 Orientation on Application Domains: There are the following specific prob-
lems relevant for the case

Problems related to limitations of overview and high memory load.
After VICWs have learned to work with the new aids they have to start to learn a
specific application. VICWs will constantly be hindered by their handicap when they
learn a new application. They always ‘see’ only a small portion of the screen at once.
In Braille, they see a half to a full line; using a speech synthesizer, they hear all the
information in succession, and with a magnification package they again see only a
small portion of the screen. This means that VICWs have little or no overview of the
screen, so that certain actions are less self-evident than for a well-sighted computer
user (Beumer, Jameson, and Waterham, 2000). These problems are increased due to
the rapid growth of new applications and adaptations, and the continuous changing
process in which a lot of computer workers of an organization – also VICWs - are
involved. These changing processes include steps in the career of the VICW, changes
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in operating systems of the computer, software changes or a new (version) of a com-
puter aid. Sometimes a complete training in a new program or aid is needed; some-
times a single question has to be answered.

Problems related to finding support and receiving appropriate support from a
helpdesk

Suppliers of the computer aids, the rehabilitation center, or contact bulletin boards for
mutual help have all their restrictions It is difficult for the VICW to see and therefore
to communicate the relevant information to get support. Often it is not clear whether it
is a technical problem, a usability problem, or a problem with adaptations. Further-
more, when the origin of the question is not clear, it is also not possible to determine
in advance who has to pay for this kind of support. Rehabilitation centers do not want
to pay for shortcomings in the software, and suppliers do not want to pay for lacks in
the knowledge of VICWs. In the meantime special interest groups are struggling to
answer the questions of VICWs by stimulating mutual help, bulletin boards and
stimulating to contact them via telephone.

Step 3 Designing ASAS Tool Services Scenario’s: The interviews revealed the fol-
lowing future ASAS tool services for these problems:

Service: rehabilitation from a distance
The introduction of ASAS tools will create the possibility of supporting VICWs from
a distance, and therefore to go through parts of the computer rehabilitation course at
home or at their work place. After the introduction course of the ASAS tool, the deci-
sion whether the VICW can finish the training at home, and the contents of the next
training, will be based on observation and a questionnaire to be filled out by the
VICW. Distance training should be combined with comeback days in which, the
trainee has opportunity to receive additional instructions. The following organizations
could play a role: ‘Stichting Het Loo Erf’ for supporting computer rehabilitation re-
lated to working situations; the regional rehabilitation centers for supporting the com-
puter training for private situations. Others emphasize that their computer training is
strongly influenced by the way in which their (new) computer aids work with the
(work specific) software. In the case of specific coordination problems between soft-
ware and hardware, the software suppliers of the computer aids should give the train-
ing.

Part of the additional scenario design will be illustrated with figure 2.Changes
made in the scenario development are depicted in italic. Within the process of the
scenario design, the initial draft scenarios were developed during the first interview
with the project leader. In interviews to follow, these scenarios were enriched and
adjusted. The scenarios covered issues like: working processes, roles of involved
organizations, problem handling.

See Figure 2 for an example (italics are adjustments after the initial draft).

Service: national help desk
Interviewees concluded that a basic ASAS tool functionality would be a possible
solution. The use of telephone in combination with an inspection facility in which the
helpdesk assistant can share the information on the monitor of the VICW ( ‘looking
over the shoulder’ functionality). Then, the origin of the problem can be determined
and the VICW can be supported by the appropriate organization. Also mutual help
between users will be stimulated, because the VICWs can see each other’s problems
and try to find a solution together.
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Fig. 2. Scenario concerning rehabilitation from a distance.

Step 4 Experiment Based Evaluation: The participating trainers and VICWS were
enthusiastic about the tool. In all question situations, trainer and VICW had first a
telephone connection and then they started Netmeeting (first VICW 3 times, second 5
times and third 2 times). The trainer could give advice about starting NetMeeting
directly via telephone. They spent between 3 and 4 minutes to start NetMeeting every
time. One VICW was hesitant and had little computer experience. She told over and
over that she would have a computer at home when the ASAS tool service would
start. Also trainers were enthusiastic. They argued that after VICWs have basic
knowledge about computer and adaptation, they can finish computer rehabilitation at
home. They argued that every VICW has his own problems and knowledge, and that
for every VICW it would be different at which moment during computer trainer they
are able to finish their rehabilitation further on distance.Trainers and VICWs were all
enthusiastic about help desk facilities with ASAS tools in which single questions
could be asked. This service lacks at this moment and hampers a lot of VICWs in
working with the computer.

All questions about the computer adaptations and the trained applications could
most of the time being answered via ASAS tools. Some exceptions were found: One
VICW does not know where she could find the floppy disc of her computer and one
VICW does not know how to turn on the cassetterecorder. The trainer needed to show
this physically. Another VICW once got a message of the system, which he did not
observe. He only observed that he could not work further. When trainer and VICW
started NetMeeting, the problem was solved automatically, because the message dis-
appeared. One VICW had once difficulties to explain her problem via telephone, but
when the trainer saw her screen after NetMeeting was started, she saw the problem
immediately and she could solve it. Once it appeared that the trainer did not know
how to solve the problem herself. She herself took over the operating system and with
clicking she found the right answer for the VICW.

Three times a problem with Netmeeting occurred. Once a technical problem oc-
curred which could not been solved on distance, because the connection with Net-
Meeting was not able to show the problems to the trainer. Second, one time the data
connection was very slow and this hampered training. Third, there was one complaint
about interference between speech of the telephone and the speech module.

Trainers need the same time to answer questions as in the face-to-face situation.
Participants reported that VICWs learned better to solve the problem the next time by
themselves, because the barriere to ask a teacher is much bigger with ASAS tools than
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in a face to face meeting. They also discussed that VICWs can easier explain what the
trainer should do, which stimulate initiative. One of the VICW asked supplementary
questions because he had already ASAS tool contact with the trainer for a question
(five times).

Step 5 Scenario Based Evaluation: This evaluation showed that the future ASAS
tool service is not restricted towards performance effects at the individual level as
discussed in the experiment based evaluation The organization has to change different
working processes and new organizational goals can be met due to the new technol-
ogy. An example for a new organizational goal is to give VICWs lifelong support. In
the long term this will save labor take over and will therefore save money. In the short
term, however, this will cost money, because more VICWs will contact for help. This
can be observed in the questionnaires: Although actors were satisfied and enthusiastic
about the service, at the end they were negative about ASAS tool efficiency in terms
of saving time and support time. The positive effects should be searched beyond.

Other performance effects are caused by some other factors. Actors expected that
tasks will increase in amount and complexity. They expect that the amount of clients
will increase and their computer skills will vary more, because different groups of
users will benefit from ASAS tool use: experienced-, inexperienced- and the more
severe their handicap the more they will benefit from the ASAS tool service. They
expect that agents will need more skills to answer all questions correctly. They dis-
cussed that the organization has to be adjusted towards the new services in which
organizational hardware – rooms, infrastructure – should be made equipped as ASAS
tool service desk and organizational software – training users and scheduling ASAS
tool use – should be adapted towards the new ASAS tool service.

Efficiency and usefulness was also evaluated less positively at the end of the de-
sign process. Their less positive ideas about usefulness concerned their thoughts that
an ASAS tool will be a help for computer related questions, but can not replace other
rehabilitation processes, e.g. emotional reactions and acceptance. Efficiency will be
influenced by VICWs who will call with more and more complex questions.

4 Discussion and Conclusions

In this study, ASAS tools are designed by the participative design method EXSE.
Although it is not possible to show what the final design would be with another de-
sign method, it can be shown what the contribution is of each step. Step 1 delivered
the ASAS tool features that trainers need to exchange data and speech with VICWs. It
would be clear that system requirements are high and this will limit its use. VICWs
need a state of the art computer with new adaptations. Step 2 delivered some contexts
in which the ASAS tool can be used. This situation overview is applied towards
Dutch VICWs support, and has to be generalized towards other countries. Step 3
delivered the future ASAS tool service. Again it should be criticized if all scenario
aspects were discussed. Step 4 is the experiment based evaluation. Allthough all par-
ticipants were enthusiastic, this is only a small group and only tested in a laboratory
environment. A real implementation (on small scale) has to test if these results are
also obtained in real life. Step 5 is the scenario based evaluation. It showed how
stakeholders got a more realistic idea about ASAS tool performance throughout the
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design; its challenges and its weaknesses. It furthermore specified wich organizational
and individual aspects are expected to be influenced due to ASAS tool introduction. It
was shown that benefits and cost (both individually and organizationally) are difficult
to balance, but that positive effects of ASAS tool introduction are expected.

Evidently, the future ASAS tool service will allow VICWs to perform at least part
of the rehabilitation at home instead of the rehabilitation center and it will allow a
new way of incidental support. It is difficult, however, to predict the precise perform-
ance effects of a future ASAS tool service in advance. More VICWs are expected to
call with different questions. The organization has to adapt her services towards ques-
tion handling via ASAS tools. This will change organizational working processes and
goals. The overall expectations of stakeholders and subjects of the experiment are
positive.Although support with ASAS tools will not lead to changes in task time,
ASAS tools will contribute significantly to travel time reduction, comfort and reduc-
tion of costs on the overall level. Lifelong support will increase the VICW contribu-
tion to the working society.
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Abstract. We have built a pseudo-electronic whiteboard system (pro-
totype) for low-vision education incorporating a commercial capturing
system which mimic drawing on a plain whiteboard onto a monitor win-
dow (server-window). Moreover the capturing is such that the server win-
dow turns into a “super” pseudo-electronic whiteboard (projecting the
captured whiteboard onto the whiteboard is essential). We implemented
the distribution of the server-window to the class for low-vision educa-
tion. We have added processing for increasing readability. Additionally
the class shares separate window-area for questions and answers. The
pseudo-electronic whiteboard system we made makes teacher and low-
vision students share classroom education, which had been completely
ignored so far.

1 Introduction

Education seems to be most influential when it is conducted “face to face”.
Whiteboard plays a significant role in classroom education; drawing on white-
board is shared real-time by the whole class and this creates an on-site unity
feeling in the class which is important in education. However, for weak-sighted
students whiteboard used to be neglected.

In this paper we describe a design and use of a pseudo-electronic whiteboard
for low-vision students which is built incorporating a commercial capturing sys-
tem of whiteboard. The idea is simple: drawing on the whiteboard is captured
real time and sent to students simultaneously, where further processing for in-
creasing sight recognizability (basically, enlargement) is added. However, our
project is inspired by an important invention incorporated in the capturing sys-
tem which turns the whiteboard into a “super” pseudo-electronic whiteboard
(here a projector is used, see Section 2 for detail). So distributing such a su-
per electronic whiteboard enriches classroom education. Additionally we have
implemented a shared area in the window for bidirectional communication be-
tween class and teacher. Thus our pseudo-electronic whiteboard system supports
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Fig. 1. System overview. Fig. 2. Captured whiteboard.

a usual simultaneous classroom education where low-vision students can share
important classroom unity.

2 Whiteboard Capturing System

On Fig. 1 we show a general hardware organization: it consists of a whiteboard, a
projector and PCs (personal computers) for students and for the server (teacher).

The capturing system of whiteboard we have used is as follows: teacher draws
on a usual whiteboard with a special marker called stylus pen which emits sig-
nals. Captured signals (i.e. coordinates of the drawing point) are used to
mimic drawing on the whiteboard real-time onto a monitor window (the server-
window in the sequel). There is a remarkable invention added in this capturing
system. The server-window is projected onto the same whiteboard. Now the
whiteboard (and the server window) displays a superposition of the teacher’s
original drawings and the server-window’s original content (texts, or figures,
see, Fig. 2 for the superposition of drawing and text). Thus the whiteboard
and the server-window can contain rich material for teaching. The advantage is
not limited to this. By providing a suitable software, the whiteboard turns into
a pseudo-electronic whiteboard equipped with the marker playing the role of a
mouse; that is, one can manipulate (draw, erase, move and so on) any objects on
the whiteboard by the marker, and this manipulation is reflected on the server-
window real-time (we call this integrated capturing system simply whiteboard
capturing system).

Such a whiteboard capturing system is commercially provided (e.g. it is li-
censed by Virtual Ink Co. as Mimio and sold by Kokuyo Co. in Japan [3]).
Though it is not available in Japan yet and we did not use it, it is announced
that a commercial package called classRoom is available for classroom purpose
[4]. A plug-in called mimioMouse [3] makes stylus-pen work like a mouse, and
the whiteboard turns into a large touch-panel.
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3 Pseudo-electronic Whiteboard
for Low-Vision Education

Incorporating the whiteboard capturing system described in Section 2 we have
built a prototype of pseudo-electronic whiteboard system (shortly, e-board sys-
tem in the sequel) for low-vision education. We have used mimioSoftware and
mimioMouse. The remaining part is built by VisualBasic 6.0 on Winsock inter-
face for network programming. We did not use commercial products like class-
Room and ZoomText. The reason for this is that we can extend programs for
readability for weak-sighted students. Indeed, distributed server windows are
processed in the student’s PC in order to increase readability and recognizabil-
ity according to individual sighting. The system consists of teacher module and
student module which are to be run separately on respective PCs. The commu-
nication between the modules are conducted by UDP (user datagram protocol)
using Winsock.

The two modules communicate each other as follows. Teacher’s module sends
drawings (writings) on the whiteboard to students, receives student’s question
and display it on the server window. Student module receives and displays draw-
ings (writings) sent by teacher’s module and sends questions to teacher’s module.
It can adjust display according to student’s setting so that he can see display
comfortably. For text input, teacher can use the screen keyboard (a standard
facility attached to MS Windows) displayed on the whiteboard, so he need not
leave away from the whiteboard interrupting his explanation. On Fig. 2 we show
the server window (teacher’s window). Questions with student identifier are dis-
played in the area at the right end of the window.

Major functions of student module include
1.
2.
3.
4.

Change colors of drawings and background.
Change sizes of drawings and text.
Automatic scrolling of drawings in the window.
Input and transmit of student’s questions.
In our e-board system student can ask teacher (and class) questions indicating

a separate window-region shared by the whole class. When drawing is needed in
the discussion, both teacher and student can write shared figures on the special
area for drawing. Thus our e-board system provides weak-sighted students class-
room education in which students and teacher share feeling of closeness, unity
and simultaneousness.

4 Conclusions

On Fig. 3 we show a picture of e-board system (server-window and student
window with different magnifications and whiteboard in the background, with
capture bar attached on the upper-left of the board).

We are given an issue on the current system by low-vision students about
automatic scrolling, which sometimes leaves current reading point out of the win-
dow abruptly. This is because student window contains relatively small numbers
of characters (with a big magnification ratio) and reading takes longer time.
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Fig. 3. Pseudo-electronic whiteboard system.

We have discussed the e-board system for classes for low-vision students. The
same style of classroom education as usual one is feasible for sighted and low
vision integrated classes. It is often the case that we need to draw something ad-
ditionally on the whiteboard. E-board system raises the quality of education and
decreases the teacher’s load for preparing material. We expect that e-board sys-
tem can be improved by extensive use and, as a consequence, its better versions
could be produced as commercial products.
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Abstract. The ability of a blind student to pursue careers in mathematics, engi-
neering, science or technology are severely limited by the students ability to
manipulate complex mathematical equations. While there are exceptions to the
rule, it has been difficult or impossible for blind members of our society to en-
ter these career domains. The current STS deals with this problem from a broad
perspective focusing on what are the best and worst practices in the area of pre-
senting equations to blind math students.

1 Introduction

Over the past decade, there have been numerous research projects in North America,
Europe and Asia to build computer-based tools to help blind mathematics students in
their studies. Early in the process, it was recognized that mathematical equations
presented a unique and difficult problem in this domain of assistive technology. Not
only are equations complex, but they also use a wide variety of special characters and
are two dimensional in nature. To overcome these problems, several research groups
designed special equation browsers to simplify the process for the blind student. All
of these projects supplied tools that would allow the student to browse equations in an
environment that included powerful navigational tools.

In the current STS, a variety of interesting approaches to solve the problems asso-
ciated with teaching math to blind students are discussed. Each offers some insight to
overall problem. Together they point to insights that may, in the future, help so;ve
this problem.
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Abstract. Over the past two decades, there have been numerous efforts to de-
sign an equation reading system to make the learning of mathematics simpler
for the print impaired student. Projects led by MathsPlus Toolbix (Sahyun and
Gardner), Aster (Raman), Math Genie (Karshmer) and Maths (Edwards) have
all been successful to various degrees in achieving this goal. While each pro-
vides some level of support in this endeavor, none of them have been able to
deliver a comprehensive tool. Further, none of these tools have been designed
to be part of a more general system of delivering math skills and communica-
tions to a broad range of visual impairments and users in different countries.

1 Introduction

In the current work, the Math Genie project is being integrated into a multi-lingual
environment that will allow print impaired users in English, French and German
speaking countries to not only learn higher level mathematics, but also to share their
knowledge and work with others in these language groups. The design of this envi-
ronment employs generalized markup languages, which will allow the future inclu-
sion of numerous other national languages and math Braille standards.

The remainder of this paper discusses the issues associated with building an equa-
tion browser that both serves the majority of print impaired users (blind, low vision
and dyslexic) and also supports numerous natural languages and national Braille
codes. This work is part of a larger consortium know as the iGroup UMA (Interna-
tional Group for Universal Mathematical Access), which currently has partners from
France, Austria, Ireland and the United States.

2 The External Architecture

Figure one, shows an overview of the external architecture of the equation browser In
the figure below, we show the external architecture of such an equation browser that
is currently running and will be in user testing in the near future. Currently, it in-
cludes such features as:
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1.
2.
3.

4.

Automatic input from a high-end visual equation editor
Spoken output in a variety of styles which are totally controlled by the user
An equation rendering module which allows the browser to present mathemat-
ics usable by both low-vision and dyslexic users
A simplified set of voice activated commands that can be used to direct the ac-
tions of the browser’s navigational features.

A refreshable Braille device is also shown in this figure. Its actual implementation
is underway and should be available in the near future.

Fig. 1. The External Architecture of the Math Genie.

Other features

2.1 The Ability to Speak in Virtually Any Natural Language

The primary output mode of the browser is its speech synthesis engine. Once an
equation is imported in MathML from the equation editor, or any other source, it
forms the internal, hierarchical structure for all browsing. The MathML supplies all
needed information concerning the target equation and its logical structure, but it does
not directly map into the appropriate language format for reading to the user. In ear-
lier psychological experimentation (Gillan), several aspects associated with success-
ful equation reading were found. These experiments revealed the best way of present-
ing the overall, and sub structures of an equation.

The ability to clearly present these complex data requires a spoken protocol that
both identifies equation “chunks,” and allows for the free form navigation of them. In
the current version of the browser, we employ the MathSpeak (Nemeth) as it seems
best in meeting the requirements uncovered in earlier experiments. The resulting
spoken protocol used in conjunction with the MathML seems to serve our needs well.
The only problem: the output is restricted to English.
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The solution: a language lookup function that translates the MathML text and the
MathSpeak language into the target language of the user. A table of math symbols,
operators and speech protocol is loaded at start-up. It includes approximately 1,200
entries in their Unicode collating sequence. A second table is also loaded at start-up:
the local language table which is determined by requesting the user’s language from
the operating system. Then, as the MathML is processed in the input phase, the
browser’s internal representation of the equation is translated into the language of the
user, and all browsing is done in the user’s native language.

The language tables can be structured in two basic ways depending on the speech
synthesis device resident in the user’s computer. If the system has tools to properly
pronounce the target language, the language table used is composed of words in that
language. If this facility is not present, the language table used will include the trans-
literation of all of the words. The transliterations are designed to force the proper
pronunciation of the words. Interestingly, even in our base model which uses Ameri-
can English, we are forced to do the same sort of transliteration. For example the
letter “A” is pronounced “ah” by the synthesizer. To force the proper pronunciation,
our language table has the letter “ay” for the letter “A”.

By employing an advanced lookup algorithm and the corresponding data struc-
tures, the lookup process is not noticeable to the user.

2.2 Graphical Equation Rendering

As the MathGenie is designed to support a wide range of print impaired users, it is
necessary also present some form of graphical rendering of the equation. For exam-
ple, for low vision and dyslexic users we present both the verbal and graphical repre-
sentations of the equation. For the low vision user, the browser magnifies the parts of
the equation being presenting in auditory form. For dyslexic users, the graphical ver-
sion of the equation is represented with color highlighting.

The difficult issue is the mapping of the MathML for an addressable graphical rep-
resentation of the equation. Such renderings are currently under development using a
protocol known as Scalable Vector Graphics or SVG (W3C). The rendering process
currently requires two steps, translation of the MathML to SVG, and the actual ren-
dering of the SVG file.

Two of the tools available for this process are Custard, for translation, and SVG
rendering software (Adobe). While the rendering software seems complete, the same
can’t be said for the translation software.

SVG files are not particularly complex in structure, but they do contain large vol-
umes of data for each character represented. The problem therefore is designing algo-
rithms and data structure that rapidly maps between the internal representation of the
equation and the SVG for the equation. Unfortunately, this mapping must map cor-
rectly to the part of the equation currently being browsed – a real-time activity. These
are issues currently under study by our group. More information on this subject can
be found in a companion paper, also presented at this conference (Stanley). The fol-
lowing SVG segment represents the simple expression “i+8”.
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2.3 Math Knowledge Base

To aid the print impaired math learner, we have included a basic mathematical
knowledge base. At any time during the browsing process, the user can request in-
formation about the current section or chunk of the equation. By simply pressing the
space bar, the system will query an on-line dictionary of mathematical terms and read
the entry to the user. Again, the user will have control of presentation of the spoken
material and the knowledge base can be presented in virtually any language.

2.4 National Braille Math Codes

Problems associated with mathematics and the print impaired do not end in the educa-
tional domain, but are also relevant in the professional domain. Blind mathematicians
depend on Braille representations of equations. There are a large number of such
representations in the world, and unfortunately, very few are the same. Thus, a
mathematician in the U.S. using Nemeth Braille can not easily send his/her work to a
colleague in Germany, where Marburg Braille is the standard.

The problem is quite complex and, on a theoretical basis, can’t be solved for all
cases. The problem is that all national math Braille codes are in the class of context
sensitive languages. This class of languages can not be translated to other context
sensitive languages with any guarantee of correctness in all cases. These problems are
being addressed by other members of our research group. Please see items in the
references marked as “Companion Papers,” which are also being presented at this
meeting. These papers discuss this difficult problem for a variety of national math
Braille codes.

Our approach to solving this problem is to use our automated tools to rewrite the
users code to an internal format which is “context free.” This representation, which is
not guaranteed to be perfectly accurate, is then presented through the Math Genie for
semantic corrections by the user. Once the user is satisfied, the internal context free
representation can then be easily translated to the target national math Braille nota-
tion. The use of this interactive technique is the only method of insuring correct trans-
lations.

3 The Internal Architecture of the Browser

The internal architecture of the Math Genie is shown in Figure 2. It depicts the logical
modules of the comprehensive Math Genie and the interaction of these modules.
Some of the modules are actually references to external modules and interchange
protocols currently under development.
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Fig. 2. The Internal Structure of the Math Genie.

One of the elements of a math browser is the ability to edit equations interactively
as well as hearing them spoken. This is the task of the “Navigation and Edit Module.”
The Math Genie currently supports basic navigational tools based on the user’s
speech. Commands such as “Start,” “Stop,” “Back,” “Repeat,” etc. But these are only
for navigation. What needs to be addressed is speech-based editing commands. Two
approaches currently under consideration are speech recognition of MathSpeak com-
mands and the use of VoiceXML.

4 Conclusions

The Math Genie is an example of an assistive technology for the print impaired and
their interaction with mathematics. It is not complete, and certainly not perfect, but it
does deliver a valuable tool for teaching all levels of mathematics to the print im-
paired. One of its main features is the ability of the math instructor to prepare text
with a simple equation editor that can deliverß information to both the sighted and
print impaired student. It seems clear that we can not expect math instructors to be-
come familiar with math Braille codes to teach students who are print impaired. With
the current work being carried out in the iGroup UMA, we expect to have a math
browser with much broader facilities available in the near future.
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Abstract. This paper describes the current directions followed in the
UMA project to interoperate between different formats for mathematics.
We highlight the state-of-the-art along with directions for future devel-
opment of the project.

1 Preliminaries

In recent years we have witnessed an increased effort towards the development
of tools and methodologies based on information technology aimed at reducing
the communication divide between sighted and blind individuals. An aspect of
particular interest is the improvement of accessibility of Mathematical notations.
Mathematics represents an international language for the exchange of knowledge,
used in a variety of fields. Mathematics is a particular hard notation to be dealt
with for blind individuals; this is due mostly to two main reasons:

1.

2.

mathematical notation is inherently two dimensional; the correct interpreta-
tion of mathematical formulae vitally relies on the knowledge of the spatial
layout of its components. Conveying multi-dimensional structure in a non-
visual fashion is a notoriously hard problem [4,3].
an incredibly large variety of formats are commonly used to encode mathe-
matics (e.g., digital formats, typesetting formats, Braille formats), and com-
munication between individuals with different capabilities requires the ability
to seamlessly interoperate between all these formats.

Over the last two years, an international team of scientists – which includes
investigators from the U.S.A., Austria, France, and Ireland – have joined forces
to investigate the development of tools to improve non-visual accessibility of
Mathematics. The team – called iGroup UMA (international Group for Universal
Math Access) – has focused its attention to two central problems in universal
accessibility of Math for the visually impaired:

Interoperation between the multitude of digital, typographical, and Braille
formats employed for the encoding of mathematical formulae;
Interactive Aural Navigation of complex mathematical formulae.

A collection of tools developed from the iGroup UMA activities has been col-
lected and accessible at karshmer.lklnd.usf.edu/~igroupuma.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 620–625, 2004.
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2 Interoperation between Formats for Mathematics

The iGroup UMA team at New Mexico State University has focused its efforts
in the development of technology to interconvert between digital formats for
mathematics (Figure 1).

The emphasis of our approach is on providing an intermediate interchange
format along with algorithms to interconvert between known digital formats for
mathematics and the interchange format. The interchange format is expected to
meet a number of criteria:

Expandability: the wide and dynamic nature of mathematics makes it infea-
sible to expect a single format to have provision for every aspect of mathe-
matics. The interchange format should be naturally expandable and accom-
modate for unexpected situations. It should also be expansive for the most
common forms of mathematics and mathematical documents.
Structure: the interchange format is expected to be used not only to simplify
the translation between formats, but also to drive the navigation process. For
this reason, the interchange format should provide a hierarchical structure
for mathematical formulae that will facilitate navigation. The mathematical
encoding needs to be able to work within an entire document framework so
that the non-formula parts of the mathematics are accessible.
Semantics Richness: the interchange format is expected to capture relevant
aspects of the semantics of the mathematical formula; semantics can sig-
nificantly improve the navigation process as well as help in disambiguating
formulae during the navigation process.

The selection of the interchange format in the UMA project quickly converged
to OpenMath [1]. OpenMath meets all the above criteria:

1.

2.

3.

OpenMath has a well-defined XML encoding, providing a natural hierarchi-
cal decomposition of mathematical formulae.
OpenMath has a simple collection of constructs, and the definition of the var-
ious operators is modularly provided by Content Dictionaries (CDs). Each
CD provides formal and informal definitions of semantically related opera-
tors (including English and XML encodings of examples). CDs provide also
a natural methodology for providing expandability.
OpenMath has been explicitly designed to be coherent with MathML (the
most commonly used Web format for mathematics).

That said, there are challenges raised by the adoption of OpenMath. Open-
Math is very well suited to representing mathematical formulae; it has no provi-
sion, however, for representing the textual elements that introduce the context
for the mathematical formula. Because OpenMath puts such strong emphasis on
meaning, the formulae are still complete and comprehensible; but the relation-
ships throughout a document between the mathematics may be unclear. The
OMDoc project is an attempt to represent a document containing OpenMath in
a similarly rigorous and structured way, but good navigation and presentation
of such a document remains an open problem.
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Fig. 1. Inter-conversion between formats for mathematics.

Existing Content Dictionaries for OpenMath make a point of associating par-
ticular symbols together. For example, set operations are defined in an official
CD “set1”. However, ad hoc extensions to understand document specific mathe-
matics may not be as comprehensive; operations which, when presented visually,
seem clearly associated, may not be defined together, so their exact relationship
is uncertain.

Furthermore, while OpenMath provides nice extension capabilities, it shares
a fault with many other mathematical systems, as it requires well-formed math-
ematics. This may affect incomplete documents as well as the ability of the user
to dynamical create and edit documents.

The NMSU team has completed the development of interchange algorithms
between OpenMath, MathML, and LaTeX. In particular,

MathML Content and OpenMath are easily inter-operable, being both de-
signed to encode the semantic structure of a formula;
OpenMath is easily used to produce both LaTeX and MathML Presentation;
Translation from presentation-based formats (LaTeX and MathML Presen-
tation) to OpenMath requires the use of heuristics to resolve ambiguities.
User interaction is also employed to solve cases beyond the existing heuris-
tics.

The existing tools are effective for a large number of cases, and the need for user
interaction occurs only in complex cases during presentation-to-content transla-
tions, or when there is a need to override the chosen heuristics.

3 An Agenda to Improve Inter-operation

3.1 From Presentation to Content

A number of open problems still exist and limit the applicability of the trans-
lation approaches investigated so far in the literature. The literature has high-
lighted the presence of a deep dichotomy between two classes of formats for
mathematics:
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Presentation Formats: they emphasize the presentation and “display” prop-
erties of the formula. Thus, the main concern of this class of formats is how
the formula should be visually presented.
Content Formats: they emphasize the semantic of the formula, in terms of
applications of operations to operands and in terms of properties of the
operations and values.

LaTeX, MathML Presentation, as well as the most commonly adopted Braille
mathematical formats (e.g., Nemeth, Marburg), are all examples of Presentation
Formats. MathML Content and OpenMath are examples of Content Formats.

Presentation Formats are highly suitable for visual presentation and for un-
supervised and unguided access (e.g., linear access through a Braille refreshable
display). Their structure is inherently tied to the visual properties of the for-
mula. As such, a direct aural presentation of these formats to a visually impaired
individual might be unclear and potentially misleading.

On the other hand, Content Formats have the advantage of making explicit
the semantic structure of the formulae. The explicit knowledge of the semantic
of each formula is essential to allow

1.
2.

unambiguous and precise translation between formats
more meaningful strategies for aural presentation of formulae

Indeed, the importance of Content has been highlighted in other works on uni-
versal accessibility [8].

This suggests the need of establishing a more solid bridge between Content
and Presentation formats. Knowledge of the semantics of a formula is considered
essential to improve formula recognition and translation. The use of heuristics
conducted so far at NMSU (to interoperate between OpenMath and MathML
Presentation) represents a first step in this direction. A more effective disam-
biguation and inter-conversion requires the use of more powerful software tech-
nology. In this project we propose to make use of machine learning – more
specifically Inductive Logic Programming and Hidden Markov Models – to au-
tomatically synthesize translation heuristics and guarantee a greater degree of
precisions. Machine learning allows us to automatically synthesize translation
rules based on a training set – i.e., a collection of sample formulae along with
annotations indicating their correct translations. The power of machine learning,
within our framework, is its ability of accounting for the context of a formula in
aiding its translation. We have conducted preliminary experiments in the use of
machine learning methodologies to understand two-dimensional structures (e.g.,
tables) with very promising results [8].

4 Contextual Information

Additional precision in the translation process, and a better connection between
Content and Presentation, can be gained by taking advantage of the context in
which the formula is used. This opens the problem of:
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Determining ways to represent relevant components of the document con-
taining the formulae; for example, formulae appear as part of definitions,
theorems, proofs, examples, etc.
Determining ways to relate relevant document components to the corre-
sponding formulae.
Determining ways to relate documents to classes of documents. For example,
documents should be related to classes of documents discussing the same
topic – e.g., chapters of a back should be related to the topic of the book
(e.g., a book on foundations of statistic).

A natural answer to part of this problem comes from the recent work on OMDoc
[6], which provides a natural markup framework for the encoding of mathemat-
ical concepts (e.g., lemmas, propositions, statements, proofs). On a larger scale,
classification and relationships between documents can be captured by biblio-
graphical metadata formats (e.g., the Dublin Core [2]). The current directions
investigated are:

Identification of the relevant document components within presentation for-
mats (e.g., a Braille+Nemeth document) and their explicit representation
within OMDoc and additional levels of metadata.
Use of the knowledge encoded in the OMDoc documents and in the addi-
tional levels of metadata to facilitate the translation process. The OMDoc
information can be used to provide missing components of the semantics of
the formula; e.g., the context provided by OMDoc might determine that the
formula is a mathematical logic statement, thus clearly identifying the set of
CDs to be used to generate an OpenMath version of the formula.

Observe that the use of OMDoc allows us also to draw knowledge from the
existing rich on-line formalizations of mathematics (e.g., as in MBase [7]).

On the other hand, the capabilities of OMDoc are limited to the representa-
tion of a single document or part of a document. It lacks the capability to describe
global properties of a document – e.g., the topic of a document – or global re-
lationships between components of the document. Even worse, the format does
not address the problem of relating between and across different documents. Ap-
proaches like those presented in MBase, aimed at the creation of a repository of
mathematical facts, is not moving in our desired direction, since they are mostly
meant to help automated theorem proving systems and not to directly assist
human documents.

This state of things suggests not only the need of better analysis algorithms,
but also the need for a high-level markup language that builds on OMDoc and
extends its expressive capabilities to the encoding of whole mathematical docu-
ments and organized collections of documents. Bibliographical metadata formats
(e.g., Dublin Core) can provide some help in this direction, if properly used, but
they are more likely to be too general to be highly effective. In this project we
propose to explore the design of a specialized content markup to overcome the
gap between OpenMath, OMDoc, and general document classification formats.
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5 Final Considerations

The directions of research highlighted in this paper stress the importance of en-
riching mathematical formulae with knowledge of their semantics, either drawn
directly from the formulae or from the context in which the formulae are used.
We expect this knowledge to facilitate the process of interoperation between for-
mats and remove many of the ambiguities encountered in the process of moving
from Presentation to Content formats. The knowledge collected regarding the
semantics of formulae is also expected to provide guidance during browsing of
the formulae. The ideas presented in this work are currently under exploration
as part of the UMA project [5] and are expected to be implemented in the near
future.
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Abstract. The XML based Scalable Vector Graphics imaging language pro-
vides another tool for enhancing the accessibility of mathematics for both the
visually impaired and the dyslexic student. SVG possesses two attributes appli-
cable to our purpose. As its name implies an SVG image is scalable, it can be
enlarged to fill the viewing area of a computer monitor, then zoomed for further
magnification, and do so without sacrificing clarity, thus aiding the visually im-
paired. An SVG image can also be manipulated in real time. For example, one
or more text characters may be highlighted in response to a keyboard or pro-
gram event. This attribute has potential for the dyslexic student.

1 Introduction

Mathematics is a difficult subject for many students. Students who cannot visually
perceive a written math statement, are at an even greater disadvantage. Scalable Vec-
tor Graphics (SVG) possess two attributes conducive to our goal of teaching mathe-
matics to the visually and learning impaired. As its name implies, an SVG image is
scalable, that is the image’s size is not intrinsic to the SVG file; its viewing size can
expand to fill the entire viewing area of a computer monitor or any portion thereof. In
addition to the original sizing, most SVG Viewers include a zoom feature for even
greater magnification. More importantly, an SVG image can be enlarged without
sacrificing clarity.

Secondly, the ability to manipulate the text in an SVG image in real time combined
with a verbal rendering of that same text might be applied to the instruction of the
dyslexic student.

2 Empowering the Visually Impaired

Anyone with non-correctable reduced vision is visually impaired [3] [4]. Visual acuity
is determined by the smallest object that can be clearly seen and distinguished at a

* The work reported in this paper was funded through a grant from the U.S. Department of
Education, National Institute fro Disability and Rehabilitation Research (NIDRR) under
Grant Number H133G010046.
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specified distance [2]. Hence enlarging the viewed object can assist those with low
vision. Historically this has been accomplished by enlarging print media and/or the
use of a magnifying glass. Text presented on a computer monitor however is not as
cooperative in that it is typically not scalable. The text in a graphic user interface can
certainly be magnified. Screen magnifiers, as an assistive technology, do just that, but
magnifying pixels on a monitor introduces aliasing, the block-like rendering of im-
ages and text characters which may consequently reduce legibility. It should be noted
that aliasing is not the fault of screen magnifier technology but is an artifact of mak-
ing a fixed number of picture elements (pixels) cover a relatively larger area. Stated
another way, a particular number of pixels contain a set amount of information. The
pixels may be stretched to fit a larger area but the amount of information conferred by
the pixels remains constant.

Across the spectrum of persons with low vision, as visual acuity declines, greater
magnification is required, but increased magnification results in increased aliasing
and a consequent decrease in legibility. This current work proposes that the horizon of
visual perception may be expanded to lower categories of visual impairment [4] by
combining magnification with text anti-aliasing, i.e. enlarging text while maintaining
it’s clarity. SVG possesses just such a ‘magnification with clarity’ capability.

SVG is an XML language for describing two-dimensional graphics for the Web.
An SVG image consists of three types of graphic objects: vector graphic shapes (e.g.,
paths consisting of straight lines and curves), images and text [1]. Most math symbols
can be represented as text. Non-character symbols, such as the radical sign, can be
drawn with the vector graphic feature. As stated above text is anti-aliased to allow for
scalability.

An SVG document is essentially a text file describing what is to be drawn. An
SVG viewer is required to render the file into an image. This is analogous to a Web
Browser rendering an HTML document, except the SVG viewer operates as a plug-in
to a browser.

Some SVG viewers are also available as an ActiveX component for use with Mi-
crosoft’s ® Visual Basic and Visual C++[5]. Adobe® is one provider of such a com-
ponent [6]. Implementing the ActiveX component in an application is similar to other
components. Drop the SVG Viewer component on a form. Set the viewing area by
dragging the edges of the component to the desired dimensions. When called upon to
render an SVG document the Viewer fills the pre-set viewing area with the SVG im-
age.

Further magnification is possible with the Viewer’s zoom capability. This zoom
feature provides greater magnification within the original viewing area. As such it
provides even more value. Magnification here refers to redrawing the zoomed image
and not merely enlarging a fixed set of pixels. Hence the clarity and resolution is
maintained.

Please note that the viewing area for an SVG document displayed on a Web page is
set by the author of the page and is not changeable via the Web browser. However the
zoom functionality discussed above for the ActiveX component is available. Also
note that the zoom feature is implemented by of the specific SVG viewer and that the
Viewer utilizes the scaling attribute of SVG. There are no pre-set zoom levels intrin-
sic to SVG documents.
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3 Empowering the Learning Impaired

Text is one of the three graphic objects intrinsic to SVG; as such it can be program-
matically altered in real time via the SVG Document Object Model. Through the
conduit of scripting languages or conventional programming languages, text in an
SVG image is made responsive to keyboard or mouse events, permitting the user to
interact with the text. Allowing, for example, a student to navigate through a math
statement using the arrow keys, accentuating one character at a time, while proceed-
ing at his own pace. The right arrow key employed for forward motion, the left arrow
for reversing and returning to a previous segment for reiteration. The above function-
ality coordinated with a verbal rendering would re-create the multi-sensory effect that
is currently used as a reading aid for dyslexic students.

4 Scalable Vector Graphics at Work

The attributes of SVG discussed above have been successfully implemented as part of
the MathGenie Project conducted at the University of South Florida. Originally the
Project focused on creating an application that verbally rendered math statements for
blind high school and college students. As an adjunct to that work we’ve extended our
goals to include the visual rendering of math statements for use by both the low vision
student and the dyslexic student.

Thus far we’ve built a prototype application that accepts a user entered math
statement; that statement is converted to a MathML document; the MathML docu-
ment is translated into an SVG file; the SVG file is then rendered and displayed full-
screen on a computer monitor. An additional 16x magnification is available through a
zooming function implemented by the Adobe SVG Viewer. Image clarity is main-
tained throughout the rendering process and all magnifications thereafter.

The program also implements keyboard events that change the color of the ele-
ments of a math statement in an SVG image. The font color of all elements/characters
begins as black. A right arrow key press changes the color of the next character to the
right from black to red and the color of the current character from red back to the
original black. To the user, the color red appears to move through the math statement
one element at a time with each right arrow key press. The same functionality has
been assigned to the left arrow key to move the color change to the left. In essence,
each element of the math statement is, in its turn, differentiated and accentuated at the
discretion of the user.

5 Conclusion

The incorporation of Scalable Vector Graphics into the MathGenie Project indicates
that SVG possesses attributes applicable to assistive technologies. An SVG graphic of
a user-entered math statement has been successfully rendered onto the full screen of a
computer monitor, and then magnified 16x, all without loss of clarity. The potential
for the low vision student is obvious.



Utilizing Scalable Vector Graphics in the Instruction of Mathematics 629

In addition, a program was created that allows manipulation in real time of a math
statement rendered as an SVG image. As described above, users accentuate elements
of the math statement via keyboard events. This interaction between the user and the
text, especially if paired with a coordinated aural rendering, has the potential to ex-
tend the benefits of multi-sensory, multimedia applications in assisting the dyslexic
student.

The MathGenie Project has produced programs that verbally or visually render a
user-entered math statement. The goal of the Project now is to combine and coordi-
nate the visual rendering of a math statement with its associated aural rendering,
whereby each element of the statement is simultaneously spoken and accentuated.
Movement through the statement, that is the accentuation of each element of the
statement in its turn, will be in response to user keystrokes.
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Abstract. Can information about the perceptual and cognitive processes in-
volved in equation reading be applied in the creation of assistive technology for
blind equation readers? The present research used four cognitive/perceptual
studies to examine several hypotheses about equation reading: people (1) read
equations from left to right, one element at a time, (2) back scan when reading
equations, (3) substitute the outcome of a parenthetical expression for the initial
elements, and (4) scan the entire equation before element by element reading to
create a schematic structure. The process tracing study provided evidence for all
of the hypotheses, with three experiments supporting the first three hypotheses,
but not the fourth. These results have been implemented in assistive software
for visually-impaired users, the Math Genie - an auditory browser.

1 Introduction

Equations involve the visual display of a mathematical relation using symbols in a
highly structured format. The abilities to read and solve equations accurately are es-
sential to skill in mathematics. Given their degree of visual structure, presenting the
information from an equation auditorially would likely increase the difficulty in read-
ing and solving an equation. Thus, visually impaired equation readers would be put at
a disadvantage in performing mathematics if they only heard equations. This disad-
vantage would be acute if the auditory presentation of the equation were strictly lin-
ear, as occurs with many browsers for blind equation readers. However, an auditory
browser need not be restricted to a strict linear presentation of the alphanumerical
elements in an equation. One approach to browser design would be (1) to investigate
the perceptual and cognitive processes used in equation reading by sighted people,
then (2) to provide the same process capabilities in the auditory channel to blind read-
ers that sighted readers have via the visual channel. We have taken that approach to
designing an auditory browser for blind equation readers.

Given that most people have extensive experience reading text and substantially
less experience reading equations, it might be reasonable to assume that sighted peo-
ple read equations in the same way that they read text. People read text letter-by-letter
beginning at or near the leftmost symbol in a text line [1]. In addition, readers often
engage in backward scans to retrieve information that was previously read. In contrast
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to the hypothesis that equation reading and text reading are comparable, one might
propose that users interact with equations and texts in very different ways – from the
goals that motivate the reading to the differences in the structure of equations and
texts to differences in the purposes of the – so, readers read equations differently from
texts. Specifically, they may engage in an initial scan of the equation to gain informa-
tion that would allow the reader to set up a schematic representation of the equation
structure, followed by an element-by-element reading that fills in the slots in the
schema.

2 Process Tracing Analysis

We began by observing 15 students as they read equations; we asked them to think
aloud as they read the equations. The 14 equations that they read varied in the types
and number of operators and in the overall complexity of the equation. The verbal
protocols of the participants’ thinking aloud were analyzed to determine their cogni-
tive and perceptual processes as they read and solved equations. The analysis sug-
gested the following features of equation reading: (1) reading proceeds largely in a
left-to-right direction reading one element at a time, much like reading text; (2) on
approximately half of the observed equations, readers performed an initial scan to
determine the structure of the problem; (3) readers frequently engaged in backward
scanning to previously-read elements; (4) readers chunked together elements of the
equation (usually within parentheses) and solved those chunks as separate modules;
and (5) as a consequence of chunking, readers solved the equation hierarchically.

Because verbal protocol data may, under some conditions, reflect the participants’
expectations concerning their cognitive processes, rather than the actual processes,
conclusions drawn from them should be tested by means of true experiments. Accord-
ingly, we conducted a series of experiments to examine these processes of equation
reading: (1) an initial scan to determine structure, (2) left-to right, element-by- ele-
ment reading, (3) solving parts of the equation within parentheses and replacing the
elements within the equation with the outcome.

3 Experiment 1 – Equation Recall

3.1 Method

In Experiment 1, 11 participants read 72 computer-displayed equations varying in
complexity (24 low, 24 medium, and 24 high), one at a time. On each trial, the par-
ticipant first read the equation (for 1, 2, or 4 sec), followed by a distracter screen con-
sisting of dots (with a duration of 1 sec or 8 sec). Then, participants were asked to
recall the equation by writing down everything that they could remember from the
equation. The dependent variable was recall accuracy of the equation elements (struc-
tural elements, e.g., parentheses; arithmetic operators; and the numerical values, i.e.,
the content of the equation).
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Fig. 1. Percent of equation recalled correctly as a function of duration that the equation was
displayed and the type of element in the equation.

3.2 Results

The results of Experiment 1 (see Figure 1) indicate that content and arithmetic opera-
tors were recalled better than structure at all levels of equation duration, Chi-square
(2) = 13.4, p< 05. This suggests that content and operators may receive more initial
processing time compared to structure. This finding does not support the hypothesis
that people create a schema focused on structural elements.

A detailed analysis of the equations that participants produced during recall found
that they tended to recall equation elements in a connected sequence or block , start-
ing with the leftmost items of the equations (see Figure 2), Chi-square (7) = 142.9,
p<.0001. This finding is consistent with the hypothesis that people read equations
from left to right. Also, in all presentation conditions, participants tended to make
more recall errors for the parentheses than for numbers or operators. This finding
suggests that parentheses are not processed in the same way as numbers or operators,
in that they serve a structural, not a semantic, role. That is to say, parenthesis help the
reader navigate through the equation and identify how to organize it, but do not pro-
vide meaning. As a consequence, they appear to be easier to forget.

4 Experiment 2 – Equation Previews

Experiment 2 further examined the hypothesis that an equation is read with an initial
focus on the structure, after which, numerical content elements are filled in. We pre-
dicted that if people read the structural and arithmetic operators first in an equation,
then a preview of structural and arithmetic operators before the whole equation should
result in the shortest reaction time for solving an equation.

4.1 Method

Seventeen participants solved 36 computer-displayed equations – nine each with one
of four types of previews – no preview, a preview of the entire equation, a preview of
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the parentheses and arithmetic operators, and a preview of the numbers in their posi-
tion in the whole equation (see Figure 2). Each preview had a 2-sec duration, fol-
lowed by the entire equation, which was displayed until the participant responded
with the solution to the equation.

Fig. 2. Examples of two of the preview types used in Experiment 2.

4.2 Results

The structural preview produced the longest overall solution times (main effect of
Preview, F(3,48) = 6.19, p = .0012). Interestingly, with simple equations, all of the
preview types resulted in faster equation solution times than the no preview condition,
whereas, with complex equations, the structural preview slowed equation solution
times compared to no preview and the other preview types (Preview x Complexity,
F(3,48) = 5.80, p = .0018. The results for Experiment 2 indicate that previewing
structural information slowed equation solution, contrary to the prediction from the
hypothesis that when people read an equation, they perform an initial scan for
structure.

5 Experiment 3 – Equation Chunking

Experiment 3 investigated the hypothesis that, when they read an equation, people (1)
decompose the equation into chunks defined by expressions contained in parentheses,
(2) solve the expression, and (3) store the outcome in memory. We used a recognition
task to study this hypothesis – participants read a target equation, then were given
different recognition test probes. The probes were either identical to the target equa-
tion or differed from the target in terms of the expression within the parentheses or in
terms of the equation outside of the expression. In some cases, the changes in ele-
ments in the probe resulted in the same solution as the target equation, whereas in
other cases the target equation and the probe had different solutions.

5.1 Method

Each of 10 participants received a total of 72 trials. The procedure for each trial began
with the presentation of a target equation and participants solved the equation men-
tally, at which point, they typed the answer into a response field on the computer
screen. Then, a distractor task displayed a randomized starting number (e.g., 187) that
was used as a starting point for the participant to mentally count backwards by 3 until
the computer made a “beep” sound which signaled the participant to stop counting
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backwards and type the last number reached into a box on the computer screen. The
duration of time from the presentation of the starting number until the computer
beeped was a randomized time ranging from 3 to 15 seconds. Following the distractor
task, the computer displayed a recognition test probe (an equation). The participant
was asked whether the test equation was the same as the earlier target equation or not,
and to rate the confidence of their response (on a 4-point scale from not sure to very
sure). By combining the recognition response with the rating, each trial resulted in an
eight-point response from “No, very sure” (0) to “Yes, very sure” (7).

An R-Index value [2], a bias-free measure of discrimination, was computed from
the same/different response and the confidence rating by examining the overlap of the
distributions of the 7-point ratings for the Identical condition with the different condi-
tions. Perfect discrimination performance (i.e., no overlap between distributions)
would result in an R-Index of 1.00, where as no discrimination (i.e., complete overlap
between distributions) would result in an R-Index of .50.

On 36 of the trials, the test probe was identical to the target equation, and on 36 of
the trials, the test probe differed from the target, with systematic differences among
the probes. Table 1 provides examples of the seven versions of the test probe.

5.2 Results

The identical recognition probe had significantly higher recognition scores than all
other probe types. The probe that had two changes inside of the parentheses, but the
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same outcome within the parentheses produced a significantly higher recognition
score than any of the other probes that differed from the target (Newman-Keuls,
p’s<.05). The lower R-Index for the probe with two changes, but the same outcome
inside the parentheses, than for all of the other probes that differed from the target
indicates that participants did good job discriminating the correct and incorrect
probes, except on those trials with the difference in the parentheses.

Table 1 shows the results of Experiment 3. Participants responded that they recog-
nized the test probes with proportions of “yes” responses among the six different
probe conditions that differed significantly, Chi Square (5, N = 4500) = 269.5, p
<.0001, with recognition scores that differed significantly as a function of the type of
recognition probe, F(6,54) = 20.41, p<.0001, and with R-Indices that differed across
the six “different” conditions.

Note that participants had higher recognition scores for that probe than for the
probe that had only one different number within the parentheses (Newman-Keuls,
p<.05). One possibility is that participants simply remembered the outcome of the
whole equation and recognized when the outcome differed and when it was the same.
However, the probe that had two changes outside of the parentheses with the same
outcome also had the same outcome of the whole equation and it produced a propor-
tion of “Yes” responses of only .28, a mean recognition score of -1.82 (significantly
lower than both the identical probe and the probe with two differences in the paren-
theses, same outcome, Newman-Keuls, p<.05), and an R-index of .80. Thus, the re-
sults support the hypothesis that when people read equations, they substitute the out-
come of parenthetical expressions (i.e., chunks of the equation) for the original num-
bers in the equation.

6 The Math Genie: Application

The experiments described above indicate that people (1) read equations from left to
right, one element at a time, (2) process operators and numbers more than parenthe-
ses, and (3) store the outcome from a parenthetical expression. The process tracing
study also suggested that people engage in substantial backtracking when solving an
equation. The process tracing study also indicated that people may scan the entire
equation to set up a structural schema before they solve the equation, but the experi-
ments failed to support that observation.

The present research provided the following guidance for developing an auditory
browser for equation reading: (1) read one element at a time, distinctively, from left
to right; (2) permit users to go back to the start of the equation from any point in the
equation, (3) permit users to return to self-defined points in the equation from any
point in the equation, (4) permit users to substitute (but not completely replace) the
expression within parentheses with its outcome, and (5) permit users to scan the equa-
tion to provide an overview of the structure of the equation. We believe that, although
the fifth guideline is not consistent with all of the data, providing users with this ca-
pability would not hurt them, even if it would not necessarily benefit them.

The above guidelines have been implemented in experimental software, the Math
Genie [3]. The Math Genie (see Figure 3 for an example screen), uses a hierarchical
structure to group subsections of an equation into meaningful units for browsing. The
Math Genie also offers refreshable Braille output and specialized video output for low
vision users.
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Fig. 3. The MAVIS Math Genie.

7 Conclusions

The research that is described above has been useful in identifying some of the per-
ceptual and cognitive processes that underlie equation reading by sighted people. We
believe that persons with visual disabilities may gain some benefit from having the
ability to access the information in equations in the same way that sighted people can,
but by no means should visually disabled equation readers be forced to access that
information in only one way. Universal access and universal usability as approaches
to design should focus on providing users with as much flexibility as possible, while
also providing guidance in the use of that flexibility.

The research in this paper, which grew out of the Mathematics Accessible to Visu-
ally Impaired Students (MAVIS), and its application in the design of the Math Genie
can serve as a model for the ways in which different disciplines can interact in pro-
ductive ways, while staying true to their disciplinary foci. The cognitive/perceptual
psychologists on the project have been able to do research on how people read equa-
tions. The results of that research have then been taken up by the computer scientists
who have been able to address issues of interest to them. The mathematicians in-
volved in the project will ultimately have tools that will assist in math education. We
also hope that, as the products of the research begin to be used, we will receive feed-
back from the users. That feedback will complete the first iteration in the design cycle
and we will begin (1) to formulate new hypotheses about how people read equations,
with a greater focus on the unique characteristics of how blind people read equations
and (2) to improve on the usability and functionality of the Math Genie.
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Abstract. This article is a general discussion on the automatic mathematical
Braille translations. There exist several Braille notations. Each of these Braille
notations has particular / specific rules which make the difference between the
other notations. Using simple mathematical formulas, we show some particular
rules but not all the specific rules. These rules which facilitate the blind reading
increase the difficulty of the translation on the side Braille to mainstream nota-
tion.

To allow blind people to do mathematics, various Braille specific notations have been
created during the last century like Marburg in Germany (1946) and Nemeth code
United State (1972) for instance. These notations allow blind people to read and write
mathematical formulas. It is still quite difficult to produce mathematical documents
for the blind using these very specific notations.

Initially the main aim of automatic translators was then essentially to facilitate the
production such documents from mainstream documents. Nowadays the tools used by
blind people (computers, speech synthesis, and Braille displays) increase the need of
such translators able to convert mainstream notations to Braille as well as Braille to
mainstream notations, indeed they allow to display graphically a formula using a
MathML rendering tool for instance and to convert it in Braille automatically.

The main problem to face is that mathematical formulas are usually written in two
dimensions (in order to reduce the number of signs and to help the reader to under-
stand their meaning) and Braille is one dimensional writing.

This paper will try to summarize the main kind of difficulties encountered while
converting between Braille and mainstream Mathematical formats, and to compare
the different Braille specific notations in different languages, regarding to the conver-
sion problem.

1 Braille Notations

In the middle of the last century, various notations were created to allow blind users
to handle more easily mathematical formulas. These notations are usually context-
sensitive: they include contextual rules to reduce the size of Braille formulas. Then
they are very complex and quite difficult for pupils to learn. It is the case for instance
of Marburg, Nemeth, ItalBra, French [1] and British [2] notations.
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To simplify the automatical translation, the French mathematical Braille notation
has changed on 2001. It’s a short time to know if the new notation are or not useful for
the blind people.

Other countries, like some north European countries for instance, don’t use a spe-
cific notation but the linear view of formulas as they can always be produced in a
mainstream format. The formulas are embossed with Braille characters (for the spe-
cific symbols specific Braille tables are used). Using that method, formulas are larger
but might be easier for the younger pupils.

Various mathematical Braille notations exist because each of them has his own
“philosophy”. For instance, in English notation, the space symbol has a signification.

Normally the sign ‘+’ is written ‘ (with a space in first position). But, the space
symbol in first position is not written when the ‘+’ is included in a complex element,
like a superscript. Then in that case, the sign ‘+’ is written with only 2 Braille symbol.

To facilitate automatic transcriptions, two new symbols were created within the
new French notation:

for the beginning of a complex element

to close the complex element
These two elements have respectively the same signification as ‘{’ and ‘}’ in Latex

for instance.

2 Production of Mathematical Braille Documents

The first difficulty for blind people to study mathematics is the small number of
mathematical Braille documents. It’s difficult to produce these documents because
mathematical Braille notations are very complex. Then the documents have to be
converted by professional transcribers who have a very good knowledge of mathe-
matical Braille notation. As these professionals are very few, such manual transcrip-
tion take a long time, it takes a long time for a blind people to have the Braille version
of mathematical documents.

Since the 80’s, Braille displays allow blind people to read and write electronic files.
For mathematical documents, it is still necessary to translate the mathematical part.
To accelerate the production of Braille mathematical documents, several projects
were launched in the 90’s. These projects aim at automatically convert electronic
documents containing mathematical formulas into Braille (electronic and format pa-
per). For instance, the LaBradoor [3] project (Latex to Marburg notation) and the
MAVIS group [4] (a Latex to Nemeth notation) can be cited.

The main difficulty for these projects is to produce a good Braille formula as short
as possible. For instance, numbers are generally represented by the same Braille codes
than the ten first letters of the Alphabet, and a special prefix symbol is added to show
that this character represents a number. Then, using the English mathematical Braille
notation, the formula ‘1+a’ can be translated by:

where is the letter ‘a’, the special character for number and the special
character for ‘small Latin letter’. But one of the rules of this Braille code says: « by
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default a small Latin letter can be written without the special character if there is

no ambiguity ». In this case, the formula can be written without the symbol and
then reduced to only of symbols.

This kind of rules allows to reduce the size of Braille formulas. This example is a
very simple formula where the gain is only of one symbol. But on a larger and more
complex formula, this kind of rules is very powerful and the size of the formulas can
be reduced in a substantial way.

3 Mathematical Communication between Sighted and Blind

During the last years, several groups (generally the same as above) started to be inter-
ested by conversions in the other way (from Braille contents to mainstream format).
Then, several other kinds of difficulties are encountered.

Let us consider for instance the translation of a fraction. Using the Italian or the
English mathematical Braille notation, there are 2 different ways to write a fraction
whether it is a simple or a complex one. In the case of simple fractions, the writer
must use the ‘lower number’. The ten first letters have the particularity to be written
with only the two first lines of a Braille symbol. A ‘lower number’ is obtained by

shifting these 2 lines to the second and third lines. For instance, becomes and

becomes

The fraction is translated on the Italian notation by and on the English

notation

For « more complex » fractions, like the majority of the mathematical

Braille notations use a linear form of the formula: (a+b)/2. This linear form exists also
in mainstream, but both linear and bidimensional versions of this fraction have the
same representation in Braille. A sighted pupil in school has to learn that the two
notations are the same things. If the difference cannot be represented in Braille, all
these exercises corresponding to that do not have an interest any more. The following
figure illustrates that problem.

The several “context sensitive rules” – like the rule shown on part 2 or the fraction
rule for instance – make it difficult to automatically convert Braille formulas to a
mainstream notation. Usually the semantics of the formula can be transcripted but not
always the writing.

Fig. 1. Difficulty to keep the same syntaxic notation after a double transcription.
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4 Vocal Access

To read electronics document, blind people can use Braille displays or speech synthe-
sis. In the case of speech synthesis, there is an additional kind of difficulty. The main-
stream format and the mathematical Braille notations have different semantic levels.
On the mainstream mathematical notation, the formula « f(x+1) » is ambiguous. It can
represent a function called ‘f’, to apply to the result of « x+1 » as well as the multipli-
cation of a variable ‘f’ by the result of « x+1 ». The context and the experience of the
reader allow him to decide which case it is.

On the majority of Braille and mainstream formats, this ambiguity is kept. But in
MathML [5], the two cases are not written in the same way. This is a problem for
translating from any format to MathML. It is very interesting to fix this ambiguity
since the vocal output will not be the same in both cases (to have a good vocal output,
it’s necessary to have a good source code), and it makes MathML a very convenient
notation to be used by speech syntheses.

Unfortnaly, it’s very difficult to extrapolate this “function semantic” starting from
a “poor” input language like Latex or the majority of mathematical Braille notations.

Currently for the vocal access, specific information must be provided manually by
a professional transcriber.

5 Multi-language Mathematical Braille Translator (MMBT)

Within the framework of the Vickie1 project [6], we are developing an automatic
mathematical Braille conversion tool, called ‘mmbt’ (Multi-language Mathematical
Braille Translator) [7]. This translator aims at being used for production of docu-
ments, as part of the different conversion tools that are developed in this project [8],
as well as part of the reading software, enabling simultaneous graphical view on the
screen and Braille form of the same formula on a Braille device.

It is intended to be convert mathematical formulas from four mathematical Braille
notations (2 notations for the French Braille, English and Irish Braille notation) to
mainstream notations (LaTeX and MathML) as well as the other way (from Braille to
mainstream notation).

MMBT uses a central representation of the formula which goal is to represent – in
a tree format- the semantic contents of the mathematical formula. This tree allows the
separation between the input and the output format used to write the mathematical
formulas. Currently, MMBT can convert algebra formulas (fraction, square root...),
with Latex, MathML and new French Braille notation for input and output format and
the old French notation (before September 2001), the English Braille notation and the
Italian Braille notation for output format.

The central representation is very important for the conversion. It must be able to
express all the information contained in a formula to allow a correct output in another
format. Currently, the central representation uses a specific language very close to
Braille (see [7] for more details on mmbt).

1 Visually Impaired Children Kit for Inclusive Kit.
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An online demonstrator is available on:
http://inova.snv.jussieu.fr/maths

mmbt was released as open source software; its source code is available on:
http://sourceforge.net/projects/mmbt/

6 Conclusion

Currently, several good automatical translators from mainstream notations to mathe-
matical Braille were developed. The main reason is that – generally – mainstream
notations contain more semantic than Braille notations. In that direction, syntactic
information can be loosed (see part 3, for the fraction) but the important notion (the
semantic of the formula) is saved.

The translation in the opposite direction (from Braille to mainstream notations) is
more difficult. When a formula is translated from mainstream to Braille and then
again to mainstream (eventually after a modification by the pupil), its syntax may
change, which might be a problem.

An international group (iGUMA: international Group for Universal Mathematical
Access) was created and aims at harmonizing automatic mathematical Braille transla-
tors for various Braille notations. Participants from several countries (Austria, France,
Ireland and United State) are involved. Using MathML as a central representation, the
various converters will be able to work together, enabling blind mathematicians from
different countries to exchange documents containing mathematical formulas. One of
the goals of this group is to unify the various converters with the same API [9].
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Abstract. Over the past decade, the notion of multi-modal access to
technology has moved from the realms of science fiction to reality. It is
not now unthinkable to communicate with a machine using voice recog-
nition software, and to have the computers’ response spoken in a voice
comparable in quality to a human.
This paper outlines methodologies for the verbal presentation of mathe-
matical material to a user using prosodically enhanced synthetic speech.
We will describe methodologies for generating a prosodic model of the
“equation space”.

1 Introduction

The problem of conveying mathematics to those with a print impairment using
non-traditional forms of presentation has challenged researchers for some con-
siderable time. Though Braille affords the reader the facility to use the printed
as an “external memory” and hence devote the majority of their effort to under-
standing and solving equations, its bulky nature, and linear presentation makes
it difficult to use. Consequently, an alternative approach must be considered
which will afford the reader of mathematics the facility of readily apprehending
this form of highly visual material.

One such form of presentation is the use of synthetic speech. However, a
drawback with this is the lack of “prosody” [1] which makes the presentation
monotonous, and memory intensive. There has been very little work carried out
into developing a prosodic model for the conveyance of mathematical material.
One such effort can be found in [7].

In order to devise a set of rules to prosodically enhance algebraic utterances,
Stevens conducted an experiment involving two experienced subjects, both of
whom were native speakers of British English. Each was presented with a random
set of 24 equations, and two recordings on high quality tape were made for
each speaker. The participants were asked to speak the equations “as if they
were addressing a class of sighted students” .They were also asked to convey the

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 644–647, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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information in as neutral a manner as possible, that is, not to “. . . indicate any
of the intentions of the mathematical notation” [7]. The recordings were analysed
for pitch, timing and amplitude and these three characteristics were related to
the syllabic content of the spoken versions. The results provided the designers
of the system with the knowledge needed to construct a “simplistic prosodic
model” [7] which could be used to convey algebraic notation.

The prosodic model defined by Stevens is, by his own admission, simplistic.
However, he formulates the theory that this means of prosodic enhancement
could form the basis for a more concrete model. It is pointed out that the range
of examples used in his experiment were not wide enough to be certain of the
exact nature of the rules required, but maintains that from the data gathered,
there should be no problems extending the model to form the basis for a broader
set of rules encompassing facets of mathematical content other than algebra. It
should also be noted that the model used by Stevens is at odds in important
ways with current views of prosodic and intonational phonology, and though it
produces reasonable results, it is not the model we are using. For a discussion of
appropriate phonological models and their use in synthesis, see [4,5].

In [3] it is demonstrated through experimental results that the introduction
of prosody into the utterance did not dramatically improve the listeners’ un-
derstanding of the material. However, it should be noted that the readers in
these experiments were human and utilised all the vocal characteristics of nat-
ural speech. Not all such vocal alterations are feasible when synthetic speech
is utilised; causing a markedly different contour. We therefore believe that
a standardised, constant prosody introduced by synthetic speech will overcome
the inconsistencies demonstrated by natural speech and will assist the listener
in understanding and predicting the material.

2 Mathematical Prosody

A fundamental feature of prosodic enhancement is the addition of pausing to
separate spoken utterances into units. This is particularly true of algebraic, or
other syntactically complex material, where the pausing can indicate the group-
ing within an expression, assisting the listener to more easily understand the
verbal presentation. The paradigm on which the spoken mathematical presen-
tation is based, [5] is that of converting a sequence of juxtaposed symbols, de-
limited by both white space and other visual cues (such as parentheses) into a
serially transmitted linguistic approximation. In order to achieve this, a parallel
was drawn between the structure found in mathematical expressions and the
inherent composition of English sentences [2].

It was decided to render the content by mapping the syntax and semantics
of the mathematical material to as close an approximation as possible to an
english-like sentence structure. To this end, pausing, rate changes and alterations
in both the average pitch and pitch range are employed. Other alterations are
made to the accent height, richness and smoothness of the voice however it is
beyond the scope of this brief document to outline in depth how the structure
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and components of formulae are verbalised. It should be stated here that our
model is based around the notion of relative rather than absolute changes in the
pitch contour. For a more in-depth discussion see [2].

Thus far our work has focussed on providing a model to verbally render the
material, and to that end we attempt not to introduce extra lexical cues into
the utterance. However, a pilot study of this work described in [2] indicates
that illiminating such cues entirely introduces ambiguity into the utterance. To
remove any possible ambiguities from the utterance, we are now investigating
the incorporation of the lexical cues described in [6] into our model. This will
alter the length of the utterance, and will undoubtedly cause modifications to
the prosody used, however it is hoped that this will assist in removing those
ambiguities thus far observed.

Much of the research effort to date has been directed towards the verbalisa-
tion of the mathematical material. It is our intention to use the extralinguistic
portions of speech, and the verbal cues described in [6] to enable a print impaired
user to enter and edit equations. It is our intention to combine the output of
synthetic speech to the input of human speech to provide a truly speech-based
equation browser and editor.

3 Conclusion

We have described a model for the depiction of mathematics using prosodically
enhanced synthetic speech. It is hoped to carry out various impirical studies
which will ascertain the efficacy of this form of presentation when synthetic
speech is used to deliver the material. From this, it is hoped that a more compre-
hensive model for the verbal presentation of mathematics can be determined. It is
our belief that when synthetic speech is used, the replacement of the monotonous
speech signal with an inflected one will aid in the disambiguation and compre-
hension of the material. We also intend to incorporate speech recognition into
the software to enable the user to enter into a two-way communication process
entirely based around natural speech.
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Abstract. This paper describes shortly a practical integrated system
for scientific documents including mathematical formulae, named ‘Infty’.
The system consists of three components of applications: an OCR system
named ‘InftyReader’, an editor named ‘InftyEditor’ and converting tools
into various formats. Those applications are linked each other via XML
files.
InftyReader recognizes scanned images of clearly printed mathematical
documents and outputs the recognition results in a XML format.It rec-
ognizes complex mathematical formulae used in various research papers
of mathematics including matrices. InftyEditor provides a very efficient
interface to correct the recognition results using keyboard. Another fea-
ture of InftyEditor is its handwriting interface to input mathematical
formulae for users with vision and speech interface for visually impaired
uses.
The XML files output by InftyReader/Editor can be converted into var-
ious formats: MathML, HTML and Braille Codes; in UBC (Uni-
fied Braille Codes) for English texts and in Japanese Braille Codes for
Japanese texts.

1 Introduction

We presenterd a prototype of mathematical document recognition system in
[1] at ICCHP 2000. As a result of the improvements of recognition rates and
user interfaces obtained this period, we released the software ‘InftyReader’ to
transcribe printed mathematical documents into digital data with accessibility
as a freely usable software by any non-profit users. The purpose of this paper
is to describe the outline of the software. A package file of the software can be
obtained from the WEB site [7].

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 648–655, 2004.
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InftyReader recognizes clearly printed papers, carefully scanned in binary im-
ages by either 600 DPI or 400 DPI. The image files have to be prepared in TIFF
CCITT-3 or CCITT-4 format. InftyReader segments page images into picture
areas, table areas and text areas, and then recognizes text areas including math-
ematical expressions. To get better recognition results, users are recommended
to adjust the binarization threshold of their scanner so that, in scanned page
images, the number of the touched or broken characters be less than 1% of the
total number of the charactes in each page.

The released version of the software includes an editor of mathematical docu-
ments to view and edit the recognition results, named “InftyEditor”. InftyEditor
is typesetting tool of scientific documents having, in addition to usual keyboard
interface by TeX-like command input, a handwriting interface to input mathe-
matical expressions. Users can edit easily the recognition results, and save the
results as a LaTeX source file, an HTML file, or in a txt file using a “Human
Readable TeX” format for visually impaired persons. The trial version of Infty-
Reader/Editor provides also Braille outputs as well as a speech interface to read
and edit mathematical documents for visually impared users. The description of
the software below is based on the InftyReader Version 2.4.2 released on April
15, 2004.

The Fig. 1 below shows a snapshot of a recognition result displayed on the
InftyEditor incorporated in InftyReader. Since the Infty system consists of three
component applications: an OCR system named ‘InftyReader’, an editor named
‘InftyEditor’ and a converter unit of Math-XML into various formats, we shall
describe the system in three steps below.

2 Optical Recognition
of Printed Mathematical Documents

In this section, we shall describe briefly some specification of our software ‘Infty-

nition methodes used and experimental results, see [2], [3] and [4]. Especially,
the paper [4] reports a detailed experimental results of InftyReader on 496 page
images taken from 25 different volumes of pure mathematical journals and a
book from physics, including various levels of scanning quality from good ones
to very noisy pages having 20 percent abnormal (touched/broken) characters.

One of the important result of the experiments in [4] and the experiments by
the current version of InftyReader is the strong relationship between the total
recognition rates of character recognition and the ratio of the number of abnor-
mal (broken/touched) characters included mathematical formulae. There was
a remarkable defference on the recognition rates between the scanned images
with abnormal (broken/touched) characters less than 1% of the total number of
characters in each page and the noisy pages images containing more abnormal
(broken/touched) characters in our database. On the other hand, in our experi-
ence, usually it is not difficult to reduce the number of abnormal characters less

Reader’ to recognize mathematical documents. As for the details about the recog-
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than 1% by carefull scanning, if the document is clearly printed. Almost a half
of articles in the test data mentioned above are of this quality.

Note that there is an essential difference between the current version of Infty-
Reader and the version used in the experiments reported in [4]. While the version
of InftyReader reported in [4] used a commercial OCR engine for both Japanese
characters and alpha-numeric characters in usual text area, the current ver-
sion of InftyReader makes use of the commercial OCR engine to recognize only
Japanese characters1. Its English version makes use of no commercial OCR en-
gine and uses originally developed OCR to recognizes alpha-numeric characters
and various mathematical symboles. However, as far as in our experiments per-
formed on the same data mentioned above, the total recognition rates of the
new version is even better than the old one, by the implementation of a touched
character separation method valid both in text area and mathematical formu-
lae areas. The average recognition rate of the new version for 13 articles with
with abnormal (broken/touched) characters less than 1% of the total number of
characters in the database mentioned above was 99.89% for ordinary text areas
and 99.56% including characters and symbols in mathematical formulae.

From each page image obtained by a scanner, InftyReader first cuts out
picture areas, table areas and text areas automatically. Mathematical formulae
are included in text areas in the first segmentation. As for the tables and the
pictures, InftyReader outputs only brief information concerning their positions
and their sizes.

From math-text area, InftyReader separates the area into lines and each line
into ordinary text parts and the mathematical formulae parts using the recog-
nition results of characters together with their positions and their sizes. In the
case of English documents, linguistic information such as fundamental English
words dictionary with short spelling, mathematical technical terms dictionary
and some morphological analysis are used, in order to improve the accuracy of
the recognition of words and the separation of ordinary text parts and mathe-
matical formulae parts.

InftyReader distinguishes more than 500 categories of characters ans symbols,
where Roman fonts of Upright, Italic, Caligraphic, Blackboard are classified into
different categories. However, it does not distinguish bold fonts with normal
fonts at all and the recognition rate of German fraktur or Script Roman fonts
still remains very on low level at the current stage of teh development.

As for the recognition of mathematical formulae structure, we introduced a
new algorithm to improve the robustness of the recognition against the variation
of the styles of printing of the documents, using the spanning tree of minimum
cost int the network generated by virtual links of characters [2]. InftyReader some
times suceeds to recognize very complex matrices by the implemented algorithm
of [3] (see Fig. 3 below at the end of the paper).

1 We would like to exxpress our thanks to Toshiba coorporation for the supply of the
OCR engine.
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Fig. 1. Snapshot of InftyReader

3 Editor for Mathematical Documents – InftyEditor

The recognition results of InftyReader are output in a XML object/file and dis-
played in the main frame of the editor ‘InftyEditor’ included in the InftyReader
package.

3.1 Interface for Users with Sight

InftyEditor is typesetting tool of scientific documents having a handwriting inter-
face to input mathematical expressions. in addition to usual keyboard interface
by pallete or TeX-like command input. Special edition of InftyEditor incorpo-
rated into InftyReader has a special view window to show the original image
scanned to compare the recognition results with it (Fig. 1).

The displayed texts and mathematical formulae can be edited freely by using
ordinary editing operations; cut, copy, paste and delete, and for mathematical
symbols, our original front-end processor by commands is provided.For
example, a fraction can be input by a keyboard in the following way;

1.

2.

3.
4.
5.

input ‘\frac’, then a fractional line is appears and the cursor of InftyEditor
moves to the numerator position of the fractional line,
input ‘1’, and push an enter key, then the cursor moves to the denominator
position,
input ‘x’ and ‘^’, then the cursor moves to the superscript position of
input ‘2’, then the cursor moves to the right position of
input ‘+’ and ‘1’, and push a enter key, then the cursor moves to the right
position of and the input is done.
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Fig. 2. Handwriting Dialog

Another distinctive feature of InftyEditor is that it provides with a handwrit-
ing interface to input mathematical formulae (Fig. 2). By clicking a button, the
dialog to input a pen stroke using a mouse, a data tablet or a pen display opens.
The mathematical formulae written by hand in this dialog box is recognized
and put into the mathematical text displayed on the main board of InftyEditor,
at its cursor position. By this handwriting interface, the system realizes a very
easy intuitive methods to edit or correct mathematical formulae, requiring no
special skill about, for example, notations of mathematical formulae. As
for the methods used in our system in order to realize smoother handwriting
input of mathematical formulae and other details about this interface, readers
are referred to the paper [5].

3.2 Interface for Users without Sight

A trial version of InftyEditor is provided with speech interface to read and edit
mathematical documents.

As is well known, ordinary screen readers cannot correspond to math editors
in which mathematical expressions are usually treated as images. On the other
hand, the InftyEditor treats all math expressions as marked-up texts in XML.
We, therefore, have a chance to access this editor with speech output.

Actually, we have already developed an interface for the Infty Editor to help
visually disabled persons with accessing math expressions by means of speech in
Japanese. Since, in Japan, there is no definite or systematic method to convey
content of math expressions accurately by speech, we firstly assign manners of
aloud-reading in Japanese to all 712 symbols and math structures defined in
the Infty Editor: such as a fraction, a subscript, a superscript, a radical and so
on. We adopted “95 Reader,” the one of popular Japanese screen readers, as a
speech output system to read aloud both of bodies of Japanese documents and
control menus.

Next, we currently try to extend it so as to correspond to the English version
of InftyEditor. In English-speaking countries, contrary to Japanese, it is usually
defined properly how to read aloud math expressions. In developing the interface,
we are based on that method in principle and assign manners of aloud-reading
to all necessary symbols and math structures. We adopt Microsoft speech API
and Text-to-Speech engine as a speech output system for bodies of English do-
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cuments. On the other hand, control menus are supposed to be read by a screen
reader itself.

Using this interface, one can accurately understand content of math expres-
sions by means of speech output only. For instance, a fraction is read aloud as
follows:

“Frac a plus b over c frac-end.”
That is, one can clearly realize where the beginning and the end of the

fraction are located, what is the numerator and so on. Furthermore, not only
one can access given math expressions, but functions of writing and editing math
expressions are also available with a voice guide.

Combining this interface with the OCR technology for math expressions, it
is expected that persons with visual disabilities become able to do freely reading
and writing of scientific documents for themselves.

4 Output Formats

InftyReader outputs the recognition results in our original XML format, called
‘KML’. The KML format includes the most detailed information obtained by
the recognition results, such as block segmentation information (tag, corrdinates,
etc.), line information (type of lines, indentation, centering, display math., equa-
tion number etc.), character information (candidates of recognition, coordinate,
Math/Text attribute) and link information of the tree structure of mathematical
expressions.

When the recognition result is loaded on InftyEditor’s display, it is com-
pressed into another XML format, called ‘IML’ omitting candidates and coor-
dinates etc., information unneccessary to understand the contents of the docu-
ments.

The XML files generated by InftyReader (or InftyEditor) can be converted
into various formats of mathematical documents; MathML, HTML, and
especially for visuallyimpaired, (Human Readable KAMS (ASCII
Mathematics Script) and Braille Codes, in UBC (Unified Braille Codes) for En-
glish texts and In Japanese Braille Codes for Japanese texts. The
is a text file in which mathematical expressions are written in simplified LaTeX
notations for convenience to be read by visually impaired people, omitting vari-
ous commands and simbols unneccessary to understand the meaning. KAMS is
a notation of matehmatics developed in the Study Centre for Blind and Partially
Sighted Students at the University of Karlsruhe.

There are several Braille notations which express mathematical formulae.
Among them, we selected the Unified Braille Code (UBC) proposed by BANA
(Braille Authority of North American) to output English mathematical docu-
ments. The main reason for this selection is the facility of the transcription. It
needs lesser tasks to establish one-to-one correspondence between the printed
form and UBC, for mathematical symbols and also in text word level even for
the Grade II codes, in UBC.
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As for the Japanese texts, the Japanese formal Braille code defines the math-
ematical notations only for the high school level. The output of our system uses
the notations extended by some volunteer but major transcriber groups to adapt
it to the notation of the university level mathematics.

As it is described in [1], literal Japanese text is composed of a mixture of
Chinese characters (called Kanji in Japanese), two sets of 46 Japanese syllabaries
(Hira-gana and Kata-kana) and symbols. Before transcribing Japanese texts into
Braille codes, it is neccessary to transform the original text into syllabary text
with correct pronunciation and proper punctuation. In our system, EXTRA
which is a Japanese Braille transformation software proposed by Jun Ichikawa
[6] is used to decode Kanji into syllabaries code.

Although the Braille emboss printer has a columns × lines restriction (ex.
12-42 characters per line × 10-28 lines per page), there is no automatic line
fold function in our system at present. The main reason for it is that our system
does not yet recognize the logical structure of the text such as chapters, sections,
items, etc., or the mathematical description styles of theorems, definitions, etc.

5 Conclusion

The outline of a software called ‘Infty’ to recognize and transcribe printed
matehmatical documents into various digital data with accessibility for visu-
ally impaired people is presented. The system consists of three components
of applications: an optical recognition system named ‘InftyReader’, an editor

Fig. 3. Recognition Results of Matrices by InftyReader on InftyEditor’s Display
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‘InftyEditor’ and converting tool unit based on XML technology. InftyReader
recognizes carefully scanned in binary images by either 600 DPI or 400 DPI. It
recognizes mathematical documents with complex formulae with high accuracy
if the noise of scanned images are limited.

The recognized results by InftyReader can be edited easily by InftyEditor
incorporated in InftyReader package, including mathematical formulae, and the
edited results can be transformed into various data formats: LaTeX, Human
Readable TeX, Bralle, etc. Infty Editor is featured with its handwriting interface
to input matehmatical formualae for users with sight and a speech interface to
edit mathematical notations for users without sight.

Current version of InftyReader does not output the results of logical structure
analysis of texts such as section-subsection structure, items, theorem descriptions
etc. These subjects are left to future research work, but urgent since the logical
structure analysis is inevitable to get correct output of Braille transcription.

To end this paper, we would like to mention the importance of the distinc-
tion of bold fonts in mathematical expressions omitted by the current version
of InftyReader’s output. It is important, since bold fonts are generaly used in
mathematical or scientific documents to distinguish vectors and scalar quantities.
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Abstract. The past three decades saw considerable progress in access to
information for the group of blind and visually impaired people: Thanks
to modern information technology in the mainstream and to very spe-
cialized adaptive and assistive technologies, blind and visually impaired
people are now able to deal independently and efficiently with almost
every piece of information that is composed of pure text. Despite cur-
rent strong trends towards graphical presentation, text still covers the
majority of relevant contents for private and professional life, such that
information access for the target group is currently accomplished to a
very large extent. Despite intensive research efforts carried out over the
last years, blind and visually impaired people are still excluded from an
efficient usage and handling of graphical contents. Since Mathematics is
presented in a highly graphical way most of the time, this exclusion im-
plies considerable restrictions in access to Mathematics, too. Although
“accessibility” is put in place, “usability” and especially support func-
tionalities in “doing” mathematics are very low. This paper analyses
the major issues, outlines the existing approaches to a possible solution
and describes the current activities at the Johannes Kepler University in
Linz, institute “integriert studieren” (Austria) towards a comprehensive
software answer to this problem.

1 State of the Art

The problems faced by the target group with respect to Mathematics fall into
four basic categories:
1.
2.

3.
4.

Access to mathematical literature (books, teaching materials, papers etc.)
Preparation of mathematical information (presenting school exercises, writ-
ing papers etc.)
Navigation in mathematical expressions
Doing Mathematics (carrying out calculations and computations at all levels,
doing formal manipulation, solving exercises)
While the first two problems have been addressed to produce solutions, which

are at least satisfactory to some extent, and basic approaches are available to
the third problem, almost nothing was achieved by now to support the target
group in solving tasks of the last category.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 656–663, 2004.
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The third category, navigation within mathematical contents, deserves at-
tention because it is much more complex than just reading them like ordinary
textual information: For sequential reading, as sufficient with text, will not give
one the understanding of a complex mathematical expression. To grasp the mean-
ing of a formula, one needs to repeatedly scan passages of it, and to jump over
irrelevant portions, which is a heavy challenge if you cannot see. A supportive
software environment, which, as a minimum requirement, should furnish collapse
and expand functionality, would be needed.

What was said about navigation in formulae is true, but to a much larger
extent, for the last category, the task of actually doing Mathematics. Even at
secondary school level, formulae tend to deploy to high complexity quite soon
within a computation what makes tasks like maintaining an overview, finding
relevant spots, minimizing errors in remembering and copying. All these are
tasks non-trivial for sighted people, thus still much more challenging for blind
and visually impaired students and mathematicians. Even blind people who suc-
cessfully mastered high-level mathematical courses complain about the cognitive
overload, from which it becomes clear that it is a pressing issue for mathematical
education of the blind and visually impaired.

The above mentioned software solution for the support of navigation within
mathematical expressions needs a substantial extension to support the much
more complex task of effectively carrying out computations on all levels for the
target group. Such a software suite, which we envisage and which combines the
already attained solutions for the first three categories of tasks with new solu-
tions for the latter categories, will be referred to as a Mathematical Working
Environment (MaWEn). The following sections shall a) briefly sketch the ac-
tivities by now undertaken to solve the problems of the first three categories,
b) present a concrete example to motivate the need of a software solution ad-
dressing the problems of navigation and manipulation, c) list requirements to be
fulfilled by a comprehensive Mathematical Working Environment and d) finally
sketch a raw draft of modules to be implemented in order to construct such an
environment.

2 Contributions to Overcome the Problem

For the last 10 years the above mentioned issues were envisaged, and research was
started. We developped first a converter from into Marburg mathematical
Braille Notation – the schoolbook preparation system LaBraDoor[1]. This system
is in use in Austria for the schoolbook preparation on all school levels. That
project will mainly deliver the know-how for the import module of MaWEn.

As the next step in the overall problem solving process we developed a back-
translator from Marburg Mathematical Notation into MathML[2]. This was ac-
complished within the framework of the international project UMA (Universal
Math Access) [7]. As the most important outcome of this project an interna-
tional Group for Universal Mathematics Access was initiated. The first common
achievment of the Group will be an universal math converter library for inter-
converting between various standard and braille mathematical formats such as:
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MathML

Nemeth Maths Code (USA and Canada)
Marburg Mathematical Braille Notation (German speaking area)
French Braille Maths Code

The system allows an easy integration of additional notations.

3 Support Functions for Data Manipulation.
A Case Study

We would like to use a concrete example to describe the sketched difficulties
in formal manipulation faced by blind people. Consider the following simple
exercise:

Let us first describe the process, independently of visual impairment:

1. Each summand of the second parenthesis is multiplied by each summand of
the left one, giving a long sum that has to be simplified in a second step. In
detail:
(a) The term is multiplied with all the summands of the left parenthesis

consecutively, giving the sum:

(b) The same is done with the expression giving:

(c) Finally, the term is multiplied against the terms in the left paren-
thesis, giving

2. The three resulting sums are consticted to the expression

3. The next step is the simplification:
The sum is scanned from left to right in order to find terms with the same
sequence of letters; if found, the terms will be constricted. In detail:
(a)

(b)

(c)
(d)

The term is not matched by any other term, such that it will be
copied “as is” into the final result.
The term – 20ab has to be constricted with +3ab – the addition yields
–17ab
The term +24ac unites with –9ac to +15ac
The term does not have a counterpart, such that it can be simply
appended to the final sum.
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(e)
(f)
(g)

The term +6bc adds to +15bc giving +21bc
The term is a singleton, concluding the sum.
We thus obtain

as the simplified final result of the calculation.

When a blind student solves an exercise like this via braille display and
computer in the conventional way, one encounters a number of difficulties. In
order to understand these problems, let us take a look at the way how a blind
student would carry out the steps detailed above. For first one will move the
exercise to a free place in a text document, either by manual copying or by cut
and paste. One will open a new line, beginning with an equals sign, to enter
the first step, namely the factorisation of the two parentheses. Now, the right
parenthesis has to be scanned summand by summand. To this end, the student
has to direct the braille display to the exercise, to search the second factor, and
to find (and remember) its first summand. One will do his/her best to remember
that expression well, because it is needed as the reference term to be multiplied
against all the summands of the leftmost parenthesis.

Once the first summand is found, the product is calculated and committed
to memory, since it needs to be inserted into the interim result after the equals
sign. This, in turn, requires a jump to the equals sign.

In order to find the second reference term, another jump into the exercise
is needed; furthermore, the student has to know that the first reference term
was already processed, which challenges his/her memory: Not within this initial
stage where only two reference terms were processed, of course, but in the course
of the calculation it can easily happen that the position within the second factor
may be forgotten; to synchronize in such an event would mean an investigation
of the steps carried out so far, involving a jump to the interim result.

Already with this first step in the calculation – and this is the easier one –
two fundamental difficulties become apparent:

1. One has to jump constantly between the exercise and the interim result,
namely, for every partial product one jump to the exercise in order to calcu-
late the partial product, and one jump back to the interim result in order to
append the partial product. With 9 partial products, as in our example, this
sums up to 18 jumps. The jumps into the interim result are simplified by a
function of the screen reader that performs a jump to the cursor, because it
is expected that, as the interim result develops, the cursor moves along it.
However, the jumps into the exercise require navigation with the braille
display in any case.
Beside the jumps, the task imposes considerable load on the blind student’s
memory, namely, in two respects:

2.

(a) One has to well remember the computed partial product to be able to
append it to the interim result after having jumped to its end.
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(b) In order to compute the next partial product one needs to know what was
already processed. This results in the need to remember two positions,
one within the left and one within the right factor.

Step 2, the simplification of the computed expanded sum, contains more and
greater difficulties: The interim result, which now becomes the exercise, has to
be searched summand by summand from left to right and for every summand
it has to be checked whether it can be constricted with other members of the
sum. This begins with a jump to the exercise, where the first summand has
to be committed to memory. Now the whole long sum has to be scanned and
every summand needs to be checked to see whether it is a multiple of In the
end the student can determine that this is not the case, such that he/she can
append the term to the final result. A jump to the exercise produces the
next reference term –20ab. Checking against the whole remaining sum, in whose
curse the reference term –20ab has to be constantly remembered, yields that it
can be constricted with +3ab, which produces the term –17ab to be appended
to the result.

Continuing, we get the term +24ac to be constricted with –9ac yielding
+13ac for the final result.

With the next term, +3ab, an additional problem arises: A scan through
the sum to the right does not lead to any summand to be constricted with the
term. Rather, the sum now has to be searched to the left of the reference term
+3ab in order to see that this term was already processed, namely when it was
constricted with –20ab.

Continuing in this manner, the simplification of the sum can be completed.
By the above analysis, these difficulties were isolated:

1.
2.
3.
4.
5.

Constant jumping between exercise and result
necessity to remember the positions within the exercise
need to commit reference terms to memory
load on memory by partial products that have to be appended to the result
requirement to search the exercise in every step bidirectionally, both to the
right and to the left of the reference term.

The Mathematical Working Environment, MaWEn shall furnish software
tools to support a blind student in tasks like the above. Especially, load on
memory should be considerably reduced. Some concrete measures in this direc-
tion are listed below:

1.

2.

Window oriented navigation:
every step in a calculation, the exercise, the interim results and the final
result, shall be stored in a separate window, probably a multiline edit field.
Simple keyboard commands shall navigate between the various windows.
No need for manually appending a partial result to a final one:
Once a partial result is to be computed – multiplication of two factors or
joining of two summands in our example – the student can open an edit
field that will take the partial result inserted by him/her. Once that field is
closed, the partial result is automatically appended to the end of the result
and an automatic jump back to the exercise is performed.
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3. Controlled jumps:
The jump back to the exercise shall be performed such that the position from
which processing is to be continued becomes apparent: For our example, in
step 1, expansion of the product, both the reference term in the right factor
and the next term in the left factor to be multiplied by the reference term
will be selected.
These measures shall largely eliminate the need to remember positions.
Parts that have already been processed, like the term +3ab in step 2, are
either not displayed at all, or they are marked as “already processed”.
Direct jumps into the final result during a calculation will be possible, al-
though not necessary:
For every partial result inserted into the edit field mentioned under 1. shall
be automatically appended to the end of the final result.
Shortening of expressions as sighted users do by marking already handled
expressions.

4.
5.

6.

7.

8.  ...

It’s quite plain that these and also further supportive functions to be im-
plemented in the MaWEn can be switched on and off. For otherwise a student
who is about to learn a particular kind of mathematical exercise would never
get into touch with the above outlined difficulties. Rather, the system will be
designed more like a “tool box” such that support for a category of tasks of one
level of complexity will be offered only if the student is about to learn the next
higher level, or at least if she/he has gained a reasonable understanding of the
mentioned level of complexity.

4 Mathematical Working Environment – MaWEn

“Doing” mathematics as a sighted person is based on a lot of skills and knowledge
which is implicit to the visual methods of doing math. MaWEn intends a) to
find the implicit skills of doing mathematics which are represented in the visual
methods (which you find e.g. described as pathways of doing mathematics in
schoolbooks), b) to make them explicit and structure them in functionalities
which should c) form the basis of a supporting environment.

Already in 1996 we stated the most important requirements of a future com-
puter aided mathematical working environment for the braille users [6]. These
requirements, in addition to those of speech output users which are tackled by
our GUMA project partners, didn’t lose anything of their actuality. The main
requirements of a Braille user in a mathematical working environment can be
enumerated as follows:

1.
2.
3.
4.
5.

Accessing as many mathematical documents as possible in common formats
Ability to present all mathematical constructs in Braille
Using a Braille notation of once own choice
Parallel Braille and graphical view of the current formula
Software support in the concrete data manipulation during a “manual” com-
putational task.
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The sections up to now described the available converting tools and gave a
detailed insight into the support methods for data manipulation beeing currently
developed in a PhD thesis. To round off the presentation of MaWEn we bring a
short outline of its specific modules planned so far. We don’t refer to the common
modules needed in each browser/editor software.

4.1 Overall MaWEn Features

It’s obvious that MaWEn has to fulfil all software accessibility guidelines to
guarantee the best possible ergonomics and efficiency (e.g. keyboard bindings
for all functionalities, use of exclusively standard Windows libraries/objects for
GUI). All modules are concieved as independent building blocks in DLL format
which can be used in other applications.

4.2 GUI Module

The GUI module is responsible for the “look and feel” of the main application.
Even though the first version of MaWEn should be a MS Windows 2000/XP
application, it is planned that all other modules are programmed in such a way
that they can interfere also with an alternative GUI module made for an other
operating system. A speciality of this module is the “dual presentation mode”. It
concerns one of the main MaWEn features: displaying the current mathematical
formula both in a Braille code and as a 2D visual rendering.

4.3 Data Storage Module

Documents processed within MaWEN shall be saved for further reference: As
document formats we envisage a flavour of XML or a mathematical standard
such as OpenMath or OMDoc. Ordinary text components, as needed, e.g., in
school books, shall be imported from and exported to standard word processing
formats.

4.4 Data Manipulation Support Module

This module contains all support functions and data manipulation rules which
can be selectively used. In the section 3 we showed by an example how the
functions of this module could be helpful in the editing/calculating process.

As mentioned only now the help engine works according to some support
rules. An easy-to-use and WYSIWYG tool will be developed to enable users or
teachers to design new support rules. For all existing rules the user will have a
possibility to set options to enable, disable or to apply them selectively to classes
of mathematical expressions. To explain the process of defining support rules
would go beyond the scope of this paper. To give roughly a basic understanding
of the support rules concept, we can see them somewhat similar to the filtering
rules in a mail application. There is an extensible set of appliable actions such



Mathematical Working Environment for the Blind Motivation 663

as e.g. “hide item, show item, put item in memory (or bookmark item), mark
item as finished. A rule defines an action (or a series of actions) to be executed
on items/mathematical objects according to the matching conditions.
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Abstract. The study of Mathematics and Sciences have always been a
difficult problem for blind students especially because of the complexity
of Braille mathematical notations. Various projects developed converters
allowing people to translate a formula from mainstream notations (like

or MathML) to Braille notations and vice versa. Today a new
generation of tools aims at facilitating the understanding of the formulas
by blind users, and the communication between sighted and Braille users.
The project of Universal Maths Conversion Library is born from the
decision of 6 organisations both American and European to join their
efforts in that field.

1 Braille and Mathematical Formulas

The writing of Mathematical formulas has always been a particular difficulty for
Blind pupils and students. The following very simple fraction is usually written
with a visual layout (1) that allows a very quick understanding of its semantics.
The same formula written in a linear way (2) needs a bit more thought to be
understood. Additionally it is written using many more symbols (11 while the
first one only necessitates 7).

Braille is a linear writing system and consequently only the second form is
possible. The first “natural” way of writing formulas is then to use this form,
using eventually specific Braille characters for specific symbols (like the square

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 664–669, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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root for instance). The problem is that formulas can be very long (the example
shown above is quite simple but in the case of complex formulas the number of
symbols increases dramatically), and then they are quite difficult to handle by
blind students.

In order to reduce the length of these formulas as far as possible several Braille
specific notations for Mathematics have been developed in different countries
during the last century: Nemeth is used in the United States, Marburg is used
in German speaking countries, there are two notations in French (the historical
one was deeply revised in 2001), a British notation is used in United Kingdom
and in Ireland, ItalBra is used in Italy.

These notations use context sensitive grammars that allow the use of the
same symbol strings with different meaning depending on the context. They
allow a significant reduction of the length of formulas. In counterpart these
notations are quite difficult to learn (and to teach) and it is a fact that they
have particular difficulties in the field of Mathematics and more widely in all
scientific disciplines. Currently only very proficient Braille users are able to do
it, while average mainstream pupils succeed easily. Indeed they have to deal with
2 difficulties: the Mathematical content itself and the Math code which is at least
as difficult as the content.

To further complicate things, while the mainstream (visual) math notation
is identical in every language, the same is not true for Braille notations. Then a
Braille formula written using the Nemeth notation (American notation) is not
understandable by a German speaking reader, used to working with the Marburg
notation, and so on. This problem is quite important since the number of Braille
documents is very small compared to the number of ordinary Maths books.

There exists an alternative way using a “graphical” embosser [1] which en-
ables production of a tactile representation of the formula that is close to the
visual layout, using Braille characters only for basic elements (like digits for
instance). This method only works for printouts and can hardly be used by
students to write formulas.

2 Conversion of Mathematical Braille

In the last twenty years, various projects have been developed in the field of
Mathematical Braille notations, mainly with the aim of facilitating the written
communication between sighted persons and Braille readers in the field of Math-
ematics (The MATHS Project [2], the LAMBDA project [3]). Various converters
have been developed that performs conversions between mainstream mathemat-
ical formats like and MathML and Braille notations:

Labradoor [4] (LAtex to BRAille DOOR) converts a full document in-
cluding Mathematical formulas into Marburg Braille.

Insight [5] converts formulas from Nemeth Braille code to
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Bramanet [6] converts formulas from MathML to French Braille.
MMBT [7] (Multi-Language Mathematical Braille Translator) is an opensource

project1 allowing transcriptions from and to MathML, French (his-
torical and new notation), British and Italian Braille notations (MMBT is
still under development, some of those conversions are not yet available).

These converters are used for different purposes. One is to facilitate the
production of scientifical Braille documents. For instance Labradoor allows a
teacher to use a document that he/she has prepared for his/her students
and to convert it into Braille for a student. In the same way Bramanet produces
Braille formulas from documents designed using mainstream Mathematical tools
that have a MathML output (like MathType™ for instance).

In the other way (from Braille notations to mainstream formats) they allow
sighted teachers or peers to access to formulas written by blind students.

3 A New Generation of Tools

Nowadays, the great efforts made around the MathML language and the progress
made by rendering programs (like Mozilla for instance) and the equation editing
software (like MathType) allow us to develop very useful software that might
help the blind users to deal with the intrinsic complexity of Mathematical Braille
notations.

3.1 MAVIS

MAVIS [8] is a formula browser that allows to navigate in the formula using
voice output. It has been designed to convey the structure of the mathematical
expression as well as its contents. MAVIS also uses the hierarchical structure
of the formula to group subsections of an equation into meaningful “chunks”,
enabling the user to navigate in this structure.

Studies in psychology allow us to enhance the way voice synthesis reads
mathematical formula [9].

3.2 The Vickie Project

The Vickie Project2 [10] aims at facilitating the inclusion of visually impaired
pupils and students in mainstream education.

A unified user interface is developed to enable visually impaired pupils and
students to access documents using specific devices, while a synchronised graph-
ical display supplies sighted teachers with a view of the same document. This

1

2
http://mmbt.sourceforge.net, http://sourceforge.net/projects/mmbt/
The Vickie Project is funded by the European Commission, on the IST (Informa-
tion Society Technologies) Programme 2001 (FP5/IST/Systems and Services for the
Citizen/Persons with special needs), under the reference IST-2001-32678.
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interface is an application built on the framework of Mozilla3. The interface
actually presents 3 views of the same document:

a graphical view of the document, including images and mathematical for-
mulas. This view is called the teacher’s view.
an adapted view to partially sighted users, with adjustable prints and colours.
a Braille view. The libbraille library [11] is used to write directly on Braille
devices.

The mathematical formulas are stored in documents in the MathML stan-
dard, and then can be displayed easily in graphical way thanks to the MathML
renderer of Mozilla. This renderer allows to setup the size of print and the colours,
for the adapted view.

The formula is automatically converted into Braille in real-time thanks to the
MMBT converter [7] (see above). This software will also convert formulas written
by the pupil in Braille to MathML in order to be displayed for the teacher.

In the Vickie project all documents are stored on a server [12] using the
dtbook DTD format4. The mathematical formulas are included in the dtbook
documents in MathML, thanks to the module mechanism of the dtbook DTD.
Then the MMBT is also used to convert documents from a specific Braille nota-
tion that is used in France for printing (BrailleStar). Numerous documents are
stored in that format and can then be imported into the Vickie server.

4 Next Challenges

The first step will be to allow collaborative work between visually impaired and
sighted people, each working on his representation of the same formula. Indeed
the current tools allow real time conversions of formulas, enabling a sighted
teacher to actually see in his natural way the line written by a pupil but he
cannot show a point in this formula, in order to enlight an idea or to explain an
error.

Actually doing mathematical calculations is even more difficult than reading
and writing formulas. The problems in doing formal manipulations arise from
the complex structures that deploy during a calculation: whereas sighted people
may organise a computation such that it can be easily surveyed and navigated,
blind persons tend to get lost quickly within a formal structure. There is a need
for performant editing tools that pupils can use to do calculations more easily.

There is also a tremendous need for tools providing contextual support on
the Braille mathematical code and doing calculations. These tools should provide
support about the Braille notation itself and not on mathematical contents. The
aim is to reduce the gap between blind pupils and their sighted peers induced
by the complexity of mathematical Braille notations.

3

4
The Mozilla project: http://www.mozilla.org
The dtbook Document Type Definition (DTD) is part of the NISO Z39.86-2002
standard, also known as DAISY 3.0.
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5 iGroupUMA

To address these challenges, 6 organisations having expertise in the field of Math-
ematical Braille decided to join their efforts, creating the “International Group
for Universal Math Accessibility” (iGroupUMA).

The iGroupUMA members are: University of Texas at Dallas, Dublin City
University, University of South Florida at Lakeland, Johannes Kepler University
of Linz, New Mexico State University, and University Pierre et Marie Curie in
Paris.

6 Universal Maths Conversion Library

One of the goals of this group is to produce a programming library encapsulating
various converters for various Braille codes in a single library usable through a
simple and unique API. This library will be useful as well for transcription
tools (from mainstream notations to Braille and vice versa) as for software that
need real-time conversions (like formula browsers or editors). It will also make
it possible to convert a document from a Braille national notation to another,
increasing de facto the number of documents available for students and allowing
blind mathematicians from various countries to exchange documents.

To make it possible without growing the complexity, it is necessary to adopt
an architecture based on a central representation of the formula, and to develop
parsers to generate this central representation from the different input formats,
and output generators for each output format [13–15].

The iGroupUMA has decided to use MathML as central language. Input and
output independent modules will be designed for each format: Nemeth,
Marburg, British notation, the 2 French notations, ItalBra, etc. Those modules
can be developed independently by each group. Then they will be integrated in
a Universal Maths Conversion Library, that will offer any conversion from and
to any formats. The input and output modules API will be published in order
to allow other developing teams to create new modules.
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Abstract. It is clear that Braille has many problems when representing the
complex information associated with mathematics. The reliance on linear repre-
sentation removes much of the structure which aids the sighted user to quickly
navigate an equation. A further problem with many accessible education tools is
that the teacher must understand the accessible format and this can be both
time-consuming and costly. There is little or no real competitor to MathML and
the increased development of structural functionalities in the MathML 2.0
specification provides an excellent representation to parse into other formats. In
order to improve facilities available in creating accessible solutions, the
math2braille Module will soon be made available as an open source module
which other developers can incorporate in their own systems.

1 Introduction

While building tools for accessible music production (software for producing Talking
music, Braille music and Large Print music) [1-6], many concepts were considered
relating to understanding musical information in alternative formats. When tackling a
similar problem in the mathematical domain it would be sensible to re-visit some of
these concepts bearing in mind what we have learned from the musical domain. This
paper examines these relationships and provides an overview of the open source ac-
cessibility tools we are currently developing for the production of mathematics in
alternative formats.

2 Existing Approaches

When researching the area of mathematical representations for visually impaired
people, it is clear that Braille has many problems when representing the complex
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information associated with mathematics. The reliance on linear representation re-
moves much of the structure which aids the sighted user quickly to navigate the equa-
tion. A further problem with many accessible education tools is that the teacher must
understand the accessible format. This can be both time-consuming and costly. The
recent widespread uptake of MathML [7] as a standard in most mathematical soft-
ware allows this process to be made easier. There are now enough ways for teachers
to enter and read the mathematics in traditional representations that converter pro-
grams between the student and the teacher should allow this relationship to work
efficiently. The deeper problems associated with mathematics and Braille as lan-
guages are discussed in section three below.

Several research projects have brought some clarity to this field, including: RE-
MathEx (Reader and Editor of the Mathematical Expressions for Blind Students) [8];
LATEX at the University of Applied Sciences Giessen-Friedberg [9]; and the
Lambda project [10] funded by the European Union with the objective of creating an
integrated system for writing and reading mathematical texts for the use of blind
students.

3 Key Considerations

When someone has learned to assimilate musical information, scores can become
more complex, which increases the motor skills required to play pieces, but there is
very little difference in the kind of information associated with a simple piece and a
complex piece. We conclude that the most important tool for accessibility within
music is a means of offering the level of navigation which a sighted user relies on in
order to compute the information within a score, while keeping the actual core of
musical representation expandable.

In mathematics, knowledge is built gradually and constantly as new concepts are
studied. In all fields of study that use mathematics (but excluding the study of
mathematics itself), mathematical knowledge is used as a set of tools which comple-
ment the knowledge of the field of study. This set of tools is increased and tailored as
and when new concepts require new tools for manipulation and understanding.

While musical information arrives as a time-based dynamic unit, mathematics are
static pieces of information. The navigation, while important, does not define the
usefulness of the information. The meaning relies heavily on keeping the context
contained in the representation.

3.1 Meaning in Mathematics

Mathematics at any level is fundamentally a set of symbols that are associated with a
set of concepts. Each single concept or symbol carries very little meaning alone. The
meaning emerges when these concepts are built into an expression, equation, or any
mathematical sentence. The concepts then have a context, which ultimately defines
them and can lead to understanding. For example, the number 0 can influence an
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expression in many ways. If a variable with magnitude zero is added to an expression,
its existence in that expression becomes almost meaningless: yet if an expression is
divided by the same variable, the more advanced concepts of infinity and divergence
become part of the knowledge base required to tackle the particular concept. This is a
rudimentary example, but it highlights how symbols are defined by what surrounds
them, and it is this which dictates how a user defines them. This has to be kept in
mind when designing such a representation system. The surrounding information has
to be close at hand (literally in the case of Braille) in order adequately to assimilate
the information as it is intended.

This introduces an important concept in building such a representation system;
structure. In music-based projects, structure is an essential element in offering naviga-
tion in accessible solutions. Indeed, the ability to model in a non-destructive manner
could be considered an essential element of any system. The structure in mathematics
allows the relationships and interactions to be relayed at different levels of abstrac-
tion, ultimately building to relay the meaning of the mathematical phrase or sentence.
The meaning is relayed in mathematics through micro-navigation, where each symbol
is essential to understanding the concept. Music is based around macro-navigation,
where the skills of the player actually dictate how much of the information the player
has to actually take in, and how much can be taken from the stored experience (Ge-
stalt) of previous exercises. In mathematics there is also retained knowledge, such as
the stages of the integration of a sinusoidal expression in calculus or in arithmetic
(e.g. long division), but each element remains as important, because the process is
repeatable rather than the information.

The structure of the representation should be such that the above concepts can be
adequately perceived. In the case of mathematics, this would require a hierarchical
structure that would allow the information to be represented in different output for-
mats, offering the same level of context or meaning no matter which representation
medium is required.

3.2 Context in Mathematics

Mathematics is a multidisciplinary tool. This ultimately means that mathematics can
be ambiguous if it is not known which field of study is being addressed; as with
Braille, different units and signs are used for the same concepts across different
fields.

If we take, for example, the various ways of measuring energy, there are several
units within the world of mathematics which measure similar concepts. Energy is
usually introduced at a high school level as being measured in Joules (denoted as E in
units of J). Once the study of physics moves on to analysis of electrical systems, the
energy is amalgamated with time and is more commonly quoted in watts (Denoted as
P(Power) in units of w). Depending on what size of energy is being calculated, ironi-
cally as a simplification, higher study will yield further units used to represent energy.
Atomic Physicists, who deal with calculations at the atom level, will prefer energy
quoted by a unit known as an electron volt (defined as ‘eV’). Atomic chemists are
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more likely to deal with units of multiple atoms, so prefer to quote a unit of atoms as
an arbitrary figure known as Avogadro’s Constant. Energy is then quoted per mole,
and often Kilocalories per mole. Chemists deal with figures which are extremely
small when computation is required and as a result use the atomic Mass unit, defined
as one gram per mole of atoms. The famous equation then allows a link back
to physics. But which of the above units of energy should we use? The equation cer-
tainly becomes less catchy, and this provides four possibilities by changing only one
of the symbols for the units.

For anyone who studies two or more of these disciplines, the units used to repre-
sent these concepts further complicate the problem. If a mathematician encounters an
imaginary number, it is identified by the symbol ‘i’. If a physicist performs the same
calculation ‘j’ will be used (remembering that the same physicists will use ‘j’ to de-
notes joules of energy).

So, a single symbol in mathematics is of very little use without its context. In order
to build accessibility into content, we clearly need to add a certain level of under-
standing of that content into the process. The meaning of the transformed content will
only stay the same if the transcriber owns or is able to access a level of understanding
of the content.

4 math2braille Module

As highlighted above, the concept and process in converting MathML to Braille take
a similar route as the conversion of music to accessible standards. The work is based
on recent experience of multimedia modelling techniques and the development of
software for producing Braille Music. The intention was to marry this experience to
build software which will make mathematics available to a far wider audience of
visually impaired people. A great deal of work relating to the presentation of Braille
has already been undertaken during the construction of the Braille Music production
tools.

4.1 Open Source Development Trajectory

In order to improve facilities available in creating accessible solutions, the math-
2braille Module will be made available as an open source module which other devel-
opers can incorporate in their own systems. It was felt that if production protocols
and processes were as specialised elsewhere as they are at FNB, the open source
development trajectory would provide more opportunities for future development
than a generic program. This option also reflected the lack of any general agreement
on accessible mathematics output formats and the hope that new guidelines will
emerge in future.
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4.2 MathML

There is little or no real competitor to MathML and with the increased development
of structural functionalities in the MathML 2.0 specification, it would appear to be an
excellent representation to parse into other formats. The alternative development
route would have been to develop a plug-in for an existing leader in Mathematical
software which would serve the same purpose. However, the quality of MathML
allows the freedom to reach many more users by supporting input from multiple
sources. As noted above, this also presents the opportunity to make the material
available for the open source community worldwide.

4.3 System Overview

The system is based on protocols and procedures which have been developed during
the accessible music software project (op. cit). One advantage in this project is that
MathML is already in popular use. Because of the dynamic definition of CWMN
(Common Western Music Notation), a decision had to be made as to how the musical
information should be entered and represented in the BrailleMusic system. However,
in MathML the structure (especially in MathML2.0) and the coverage are very well
defined, so we assumed a certain level of mathematical input with a completed vo-
cabulary.

Fig. 1. Screenshot of prototype MathML to Braille converter.
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Based on best practices a protocol was developed which allows a representation
layer to be built that tackles the difference in mathematical representation between the
fundamental mathematic equation entered in the MathML input program and the
equation as it is seen by the particular Braille decoder being used. The FNB protocols
are then implemented using a static configuring structure which communicates with
the dynamic processing layer which represents the mathematical information. Such an
architecture ensures that the source code remains useful to other developers.

4.4 System Components

The architecture of the math2braille application aims to structure the various func-
tionalities in appropriate packages. Low-level objects representing services that are
required to achieve a flexible translation process description are collected into com-
ponents. These components can be seen as the individual phases in the math2braille
translation process. Each component is assigned an associated setting object, which
collects the available customisable settings for the associated system component.

Fig. 2. Outline of math2braille Module.

The translation procedure can be split into three phases. Each phase is represented
by a package and each package collects the objects and components that are relevant
to the associated phase. The input package contains the objects and components rele-
vant to importing Mathematica files. This package defines a specialised class that
collects all required behaviour to import a Mathematica file and transform it into a
MathDocument that is contained in the representation package.
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The input package contains all logic structured into classes and components to im-
port a Mathematica document and convert it into a MathDocument. The extent of
these classes includes file access classes, cross-reference classes, collecting relevant
external documentations and specifications classes, etc. The representation package
creates a dynamic object-based representation of the structure of the MathML docu-
ment. Compare this with a specialised DOM that captures all relevant aspects of the
Math document. Additional objects are used to incorporate specific mathematical
knowledge which, if needed, render this specialised domain knowledge accessible.
Essentially, this model captures the structure of a MathML document and represents
the most important entities of a MathML document as classes. The dynamic model
allows addition of higher-level abstractions in a centralised and structured manner. In
this representation MathML entities/classes can be associated with program logic.

The setting classes associated with the MathML model contain settings relevant to
Math interpretation. It is a central repository that collects all higher level reasoning
settings. These settings are accessed by the math2braille interpretation component. A
high level of flexible routings can be applied to specific interpretation settings and/or
preferences and the mappings of these settings to the Braille domain. The output
package collects all logic in classes and components that serialises the BrailleMath-
DocumentModel into sequences of Braille cells. This last stage involves a selection of
various ASCII character tables or replacement of certain escape codes.

The architecture is such that the system has initially been built as a conversion
module which can be coupled with whatever system it is required to do so in the
future. This level of flexibility is required as output formats are defined and as hybrid
multimedia formats emerge.

5 Summary

The math2braille project provides a valuable new tool for the accessibility commu-
nity and it is hoped that by making this tool available as opensource software, further
development will be stimulated. The methodologies used in the design of this tool
build upon earlier projects as outlined above. In this way knowledge from other re-
search domains and projects is re-used and built upon, creating a sustainable method-
ology which highlights scalability and adaptability.
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Abstract. “How can a blind person surpass the difficulty in reading an on-line
document’s mathematical expressions? Why wasn’t this completely solved yet?
Is it not necessary? Is not easy?” – These questions are only the top of the ice-
berg of a big problem with accessibility in the Internet. This concerns technical,
scientific or even simple documents presented on-line that involve mathemati-
cal expressions. Addressing these issues the authors developed the AudioMath
[1] project at LSS. It can be connected to a text-to-speech engine (TTS), pro-
viding speech rendering of the W3C’s MathML [2, 3] coded mathematical ex-
pressions. The paper intends to present the project methodology as well as the
results already obtained. With AudioMath we intend to increase the accessibil-
ity of, not only, e-learning websites that use MathML, but also general web-
sites. Therefore, AudioMath is an accessibility tool that can bring great benefits
for visual impaired persons, but not only.

1 Introduction: Understanding the Need and the Difficulties

The publication and distribution of scientific papers and articles, as well as e-learning
websites, are a desirable way to spread knowledge, promote education and stimulate
research and development. The language chosen for these communications is often
the Mathematical Language, because it is universal and not ambiguous.

However, the mathematical language can be split into 2 parts: the meaning and the
notation [4], i.e., the mathematical concept exists no matter the representation it uses.
Nevertheless, a good graphical representation of a mathematical expression leads to a
better and fast interpretation of its meaning. Most of the web documents containing
mathematical material use images (jpg, gif, png) created by TeX related software or
Microsoft Word, to display the mathematical formulae.

Some distribute the documents in pdf, TeX, Postscript, Word or rtf file types. The
use of Java applets or plug-ins is also common. This has lead to accessibility prob-
lems in the reading of documents containing mathematical expressions for visually
impaired persons, and, in particular, for blind persons.

It is also consistent with the idea that the difficulty for blind persons rises and ac-
cessibility diminishes as the technical level of documents increase, even if they are
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already in digital format and using properly equipped computers [5]. The growing
concern about accessibility of mathematical expressions on the Internet has taken
research groups such as: W3C, OpenMath [6] and AMS [7], to create and develop
initiatives in this area, promoting and regulating the accessible publication of mathe-
matical contents over the Internet. One of those initiatives is the creation of the
MathML Mark-up Language [3] from W3C, which is used in this project.

2 The AudioMath Project

The practical interpretation and reading of mathematical formulae is not a simple
task. Several challenges have to be overcome, such as:

Lack of existing knowledge, as well as studies and research on how to read a
mathematical expression [8, 9, 10].
Weak existing implementations in current browsers in support of mark-up lan-
guages for mathematical expressions.
Rather complex parsing and interpretation of mathematical formulae.
Automatic identification of lexical and non-lexical elements in a text, needing a
conversion into plain text. Use of glyphs, characters and fonts from other culture
or language in a mathematical expression.
Hhigh computational performance needed from the conversion module when asso-
ciated to a TTS engine, in order to provide fast read-out of expressions without too
large time lag in the speech output.
The need of mechanisms to navigate inside mathematical formulae, allowing repe-
titions or reading of its internal contents in a personalized way.
The main aim of this project is to provide a tool, to work either standalone or inte-

grated with a TTS engine, that converts expressions presently not “understandable”
by a regular TTS engine, both in text and in mark-up elements (MathML). The tool is
under continuous development and does the parsing, interpretation and conversion
into plaintext form and readable by anyone, it is called AudioMath. It speaks the
mathematical expressions supplied in the MathML Presentation Mark-up format.

Applications are many, such as: -teaching or learning how to read mathematical
formulae [11]; -reading of technical and scientific documents online for everyone
with particular benefit for vision impaired persons; -enhancing general accessibility
to computer-based applications, when applied to a TTS engine.

2.1 MathML - Mathematical Mark-Up Language

MathML is an XML application developed by W3C (versions on 1998 and 2001).
This mark-up language has a simple and concise syntax that currently codes either the
notation (MathML Presentation Mark-up) or the meaning (MathML Content Mark-
up) of a mathematical expression. The AudioMath Project has chosen MathML for
the following reasons:
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It’s a mark-up language developed by W3C (organization that issues recommenda-
tions about web technologies, that later on become standards through organiza-
tions like ISO). The fact that it is a mark-up language allows its parsing, interpreta-
tion and conversion to other formats, and consequently a higher accessibility,
portability and platform independence.
Growing development of MathML (already in version 2.0), and the involvement of
several relevant organizations associated with the teaching and learning of mathe-
matical contents, such as the American Mathematical Society [15] and The Open-
Math Group [16], and the involvement of software houses like Design Science,
Wolfram Research, Microsoft, IBM and HP.
Emergence of editors and applications that create and manipulate MathML docu-
ments. For example: Scientific Word, Mathematica and MathType.
Existence of conversion tools between the main publishing formats: TeX/LateX to
MathML and vice-versa.

2.2 MathML Presentation Mark-Up vs. MathML Content Markup

The representation of mathematical formulae and other mathematical contents is
perceived by two distinct concepts: the visual structure or notation of the mathemati-
cal expression, and the concept or meaning that it represents [4]. For example: the
same concept of “division of a by b” can have the notations:

The inverse is also possible; there can be different meanings for the same notation.
For instance, the notation “He” can have one of the following meanings: “product
between variables H and e” or “chemical symbol of Helium”. Therefore the W3C
created two sets of MathML mark-up:

MathML Presentation Mark-up: -Aimed to the visual presentation of a mathemati-
cal expression; -Doesn’t differentiate the meaning of the mathematical expression;
-Not intended to (but possible) audio rendering of mathematics; -The conversion
of Presentation Mark-up into Content Mark-up is not advised.
MathML Content Mark-up: -Aimed to represent the meaning of a mathematical
expression; -Used to transfer MathML between applications; -Doesn’t differentiate
the mathematical notation; -Ideal to audio rendering of mathematical representa-
tions; -Can be converted into Presentation Mark-up; -Limited only by the mathe-
matical operators and functions it supports.
Although Content Mark-up is recommended to be used in audio rendering of

mathematical expressions [17] (since it preserves the meaning of the formulae) it has
some limitations concerning the list of mathematical operators and functions it sup-
ports. The OpenMath Group, for example, offers a lot bigger dictionary. Moreover,
current editors are WYSIWYG and code the mathematical contents into Presentation
Mark-up instead of Content Mark-up. Therefore the online documents that contain
MathML expressions are coded in Presentation Mark-up. For these reasons, Audio-
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Math uses MathML Presentation Mark-up. The price to pay is that this introduces
several difficulties to the interpretation of the formulae.

For instance, consider expression 2. In MathML Presentation Mark-up the indexes
“2” and “3” will be coded as “subscript” and “superscript”.

This gives no information if the expression refers to the “cubic power of element
or “the permutations of 3 elements taken 2 at a time”. In conclusion, the use of

MathML Presentation Mark-up requires a much bigger effort in the interpretation of
mathematical expressions.

2.3 The AudioMath Process

Introduction. AudioMath has been built in a modular, extensible and configurable
architecture, in Perl. Therefore, the support for new languages, the update of diction-
aries and the updating of algorithms can be done easily. Currently only the European
Portuguese language is supported.

AudioMath contains 6 major conversion modules: Numerals (conversion of sev-
eral types of numeric forms), Abbreviations (conversion of abbreviations in a text),
Acronyms (conversion of acronyms in the document), Network (conversion of IPs,
emails and URI/URLs), Mathematical (conversion of MathML expressions) and
Auto-Discovery (the “brain” of the operation that recognizes or identifies elements in
the document and calls the respective conversion modules). The modules are packed
together in the form of one ActiveX DLL.

Text Analysis. A technical document can probably come with special characters in
Unicode and math glyphs. Therefore the first step is to clean up the text, converting
Unicode to Latin1 (in this case to support European Portuguese characters). Next step
is an auto-discovery process that recognizes certain types of elements and makes calls
to the modules that convert them into a full text form. For example: if “det.” is de-
tected, it should be converted into “determinant (of)”. To speed up the process the
document should be divided into blocks of text, splitting the MathML Mark-up from
the rest of the text.

Parsing MathML. The MathML Markup is parsed using the Perl module:
XML::Parser [18] which acts as a SAX parser type (event-based), supporting Encod-
ing ISO-8859-1 and discarding XML Namespaces.

MathML Interpretation and Conversion. Since AudioMath uses MathML Presen-
tation Mark-up, a big effort and computation is needed in the interpretation of the
mathematical expression. As the expression is becoming discovered, the conversion
process takes place by calling several algorithms as well as Unicode and MathML
dictionaries.

AudioMath uses two kinds of dictionaries: MathML entities to Unicode and Uni-
code to European Portuguese full plaintext form. For example: if the
“&InvisibleTimes;” MathML operator is used, then it is converted into “U+02062”



682 H. Ferreira and D. Freitas

Unicode element and then into the word “multiplies”. The conversion to text form is
done according to a database of rules that was built based on a collection of material
written by experienced professors. Note that the bigger the expression the more com-
plex the interpretation and conversion process becomes. A solution would be to in-
troduce navigational mechanisms to browse inside the expression.

Speaking Mathematical Contents. As already referred in this paper, one of the
challenges this project faces is the scarcity of studies or research on how should we
read a mathematical expression [8, 9, 10]. The MathSpeak Project [9] is one of the
proposed methods, consisting of a group of rules to dictate mathematical contents.
However it is not a standard and it is intended to serve blind people that want to tran-
scribe their documents into Nemeth Code [12], and later into Braille.

Another method comes from the work of T.V. Raman [10] the most impressive and
recognized study in this area, consisting of a mathematical notation that takes into
consideration several audio dimensions that make up the various pieces of the nota-
tion. However this only works for TeX related documents. Nevertheless, this work
points out several generally useful cues for audio rendering of mathematics.

The objective of automatically speaking mathematical contents has to deal with the
non-trivial issues of text generation and phrasing as well as the generation of the
prosody to superimpose over the synthetic speech.

Starting with the first one, the main problem is that there are several more or less
“common” ways to read a mathematical expression. These “common” ways are used
by speakers when the visual form is also present in any way or is known before-hand.
We will illustrate the un-definiteness by an example. For instance, consider the sim-
ple mathematical expression 3.

This could be rendered more or less ambiguously as:

Square root of a squared plus b squared, end of radicand.
Square root of a taken to power two, plus, b taken to power two, end of radicand.
Square root of power base a exponent two, end of power, plus power base b expo-

nent two, end of radicand.
Which of these forms is more correct, not ambiguous and efficient, if any?
Now consider expressions 4 a, b and c. Taking in account the text forms presented

before, how should we read these expressions?
One interesting experience is speaking the texts monotonically to persons that have

no access to the graphical expression and ask for a written version after the dictation.
The solution of this problem must pass by the adoption of formal ways of text gen-

eration that keep the right structure information of the formula. On the other hand this
trend considerably complicates the resulting text, by introducing a big overhead of
structural words and therefore contributes to decrease the overall efficiency of the
spoken communication.
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Fig. 1. Utterance “Square root of a square plus b square, end of radicand” spoken in European
Portuguese.

How do things happen in spoken communication then? Are there specific cues in-
troduced by the speaker in the form of prosodic marks intended to supply the listener
boundary and structure information that the text itself does not possess? This topic
was investigated and interesting issues resulted as described in the following.

Let’s go back to the first example of text rendering of the first expression and con-
sider the sample spoken version, whose waveform, f0 contour (intonation) and text
labeling are depicted in figure 1, from top to bottom (the picture was obtained with
the PRAAT [19] software).

As can be seen, there are two distinct pauses: one after “Square root of” and an-
other before “End of Radicand”. There is also a smaller optional pause between “á ao
quadrado” (a squared) and “mais bê ao quadrado” (plus b squared).

Another immediately apparent aspect is the critical use of rising and falling
movements of f0 by the speaker to provide classification of the separations intro-
duced by the pauses. A rising tone is used when a lower hierarchical level is starting
(see at the end of “quadrada de”) and a falling tone is used when this level is ended
(see at the end of “bê ao quadrado”) while a rising tone associated to a down town are
used to classify the smaller separating pause between identical elements, so indicating
a continuation. Finally the emphatic falling f0 movement at “fim de radicando” (end
of radicand) signals the end of the expression.

The rules already defined in the present development phase of the project are im-
plemented at conversion time by tagging the text with prosodic marks, to command
the TTS device in order to produce the required pauses and f0 modulations.

The AudioMath Project is continuously studying the prosody of speaking mathe-
matical expressions and is currently working to deepen the knowledge of the use of
those common prosodic delimiters and other characteristics inside more complex
expressions and their varieties. Although the research is being carried out for Euro-
pean Portuguese, the authors believe that it can be substantially extrapolated to many
other languages.
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2.4 The AudioMath Prototype

AudioMath is capable of analysing, parsing, identifying and interpreting several types
of mathematical expressions in MathML Presentation format. An especially important
issue is the prosody control that is needed as input to the TTS in order for the speech
output to be as intelligible and the comprehension as high as possible. Extensive
studies of the prosody factors are continuously under way.

Fig. 2. Screenshot from the AudioMath Test and Development Application.

The existing prototype was connected to a European Portuguese TTS engine.
However, since it was built in a modular and flexible structure, it is possible to add
and change modules that allow conversion and speech output in other languages.

To develop and test the AudioMath features, an application has been developed.
Through the easy interface (figure 2), text to be read from files or can be entered, or
an Internet web page be opened for reading.

3 Conclusions and Future Trends of Work

Providing mathematical contents on-line, allows a greater access to information than
before. However, problems do exist for blind persons in reading those contents.
AudioMath is, without doubt for the authors, a valuable contribution to the increase of
accessibility in reading on-line documents with mathematical contents.

However it is a work in progress and plenty still needs to be done, such as: -
Complete the support to MathML Presentation Mark-up; -Add support to MathML
Content Mark-up [3]; -Further learning how to read mathematical formulae; -Develop
modules that support HTML, XHTML, XML [13] and SSML [14]; -Provide mecha-
nisms for navigating inside mathematical formulae; -Adding support for new lan-
guages; -Continue to develop the study on the prosody of reading mathematical for-
mulae.



Enhancing the Accessibility of Mathematics for Blind People: The AudioMath Project 685

References

1.
2.
3.
4.

5.

6.

7.
8.

9.
10.

11.

12.

13.
14.

15.
16.

17.
18.
19.

AudioMath for European Portuguese – http://lpf-esi.fe.up.pt/~audiomath
W3C – World Wide Web Consortium – http://www .w3c.org
MathML – Mathematical Mark-up Language – http://www.w3.org/Math
Pierce, J., An Introduction to Information Theory. Symbols, Signals and Noise. Dover
Publications Inc. New York. 1961
Monaghan, A., Fitzpatrick, D. Browsing Technical Documents: Document Modelling And
User Interface Design. BULAG 1999
The OpenMath Group –
http://www.openmath.org/coccon/openmath/index.html

AMS – American Mathematical Society – http://www.ams.org
Karshmer, Arthur. How Well Can We Read Equations to Blind Mathematic Students?
HCII2003 Proceedings. Volume 4
MathSpeak - http://www.rit.edu/~easi/easisem/talkmath.htm
Raman, T.V., Audio System For Technical Readings. Dissertation to the Faculty of the
Graduate School of Cornell University. 1994
Freitas, Diamantino. Ferreira, Helder. et al. A prototype application for helping to teach
how to read numbers. HCII2003 Proceedings. Volume I
Resources to Learn Nemeth Code –
http://www.tsbvi.edu/math/math-nemeth.htm

Mark-up languages from W3C used to publishing documents in Internet
SSML - Speech Synthesis Mark-up Language –
http://www.w3.org/TR/speech-synthesis

AMS - American Mathematical Society - http://www.ams.org
The OpenMath Group –
http://www.openmath.org/coccon/openmath/index.html

Sandhu, Pavi. The MathML Handbook. Charles River Media. 2002
XML::Parser - http://search.cpan.org/dist/XML-Parser/Parser.pm
PRAAT: Doing Phonetics by computer, http://www.fon.hum.uva.nl/praat/



Handwriting Input System of Graphs

for Barrier-Free Mathematical Communications

Ryoji Fukuda1, Masanori Yo2, and Taichi Kawahara3

1 Faculty of Engineering Oita University, 700 Dannoharu 870-1192 Oita, Japan
2 Canon Sales Co., Inc., 1-7-2 Nakase Mihamaku 261-8711,Japan

3 Kyushu Institute of Technology, 680-4 Kawazu 820-8502 Iizuka, Japan

Abstract. In this report, we will explain our handwriting input sys-
tem for mathematical graphs on the xy-plane. One can input graphs by
hand, and can store them as XML documents. These documents will be
available not only for ordinary people but also for people with visual
impairment

1 Introduction

In mathematical education, as well as other communications using mathematical
concepts, we often use graphics. There are often important messages in these
graphics, and it is difficult to express them without visual information. The aim
of our system is to overcome this difficulty.

The contents underlying graphics vary according to situations. These may
depend on knowledge of authors or audiences, and may also depend on topics
or categories. Then, to simplify the problem, we limit the situation which the
graph used to high school mathematics education, and treat graphs drawn on
xy-plane only.

For each input curve, our system discriminate the type and find out all cross
points and tangent points after user’s adjustments of curves. In usual recognition
of curves in online or off-line graphics, the recognition is done due to the accuracy
of the approximation of the corresponding curve ([1],[2]). However, for our target
graphs, we can not expect accuracy to distinguish curve types. Then, according
to the tendency of way to write curves, we consider several feature functions by
using gradients, curvatures, local minimum or maximum and so on. Each type
of estimation function is made by summing up these feature functions by using
an idea of Choquet Integral.

The input graph can be stored as an XML document. This document consists
of ‘Point Elements’, ‘Curve Elements’, and some additional attributions. These
concepts can be shared without visual information, and many information can
be expressed by using them.

2 Outline of the System

A user can input 7 types of curves on the xy-plane: ‘Straight Line’, ‘Circle’,
‘Ellipse’, ‘Parabola’, ‘Polynomial(3 -degree)’, ‘Sin(cos) Curve’ and ‘Tan curve’.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 686–689, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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The flow to make an XML document is divided into three aspects, ‘Drawing’,
‘Edit(Correction)’ and ‘Storing’.

First, a user input a curve or curves using a mouse or a tablet, then the
system select the type of the curve after the target curve is clicked on. At the
same time, the curve is replaced by a neat curve which match the recognized
type and approximates the original one. When the system chooses wrong type,
the user select the correct one among the list and the curve is replaced again.
When a palabolic curve is recognized as a 3 degree polynomial, for example, the
approximation sometimes better than that of proper type. However, the type
should be corrected for an adequate document.

A replaced curves is usually different from the curve which the user want
to draw. Then, for the input curve, user can give parallel shifts, rotations and
scalings and axial direction). Theoretically, any linear translation combined
with parallel shift can be realized by combining the above translations.

After deciding the positions and the shapes of all curves, cross points and
tangent points are extracted. Then the graphics can be stored as an XML doc-
ument. We will explain the format in Sect. 4.

Fig. 1. Input of a Curve

3 Recognition

We consider 12 functions of a drawn curve C. Each function

condition is completely true. We define each condition one by one, (a): is
increasing or decreasing, (b):The start point is near with the end point, something
like that.

Set and fix one drawn curve C. Define a function
by Then our estimation function is

expressed by

The parameters are given for each curve type, and
takes large value when the type is correct for the curve C. is expressed by
a Choquet Integral with respect to a certain set function on

takes value in [0, 1] and this takes 1 if the corresponding



688 R. Fukuda, M. Yo, and T. Kawahara

The following table is the result of a recognition test. 19 sample images are
given and 4 persons draw each curve once after some training.

4 XML Documents and Their Translations

We consider that graphical informations cosist of point elements, curve (line)
elements, area elements and text elements, and that the first and the second are
main elements. Then, as the first version of the system, we describe graphics by
these two types of elements and their correlation.

A point element has attributions ‘X’ and ‘Y’ -coordinate and ‘Id’ . (X, Y)
denotes the display position and ‘Id’ is the common serial number for all el-
ements. ‘Type’ is a sub element for a point, not an attribution, since a point
can have several meaning at the same time. For example, the peak point of a
parabola curve may be a tangent point of this curve and

The attributions of a curve element are ‘Id’ ,‘Type’ and additional properties:
(‘Radius’, ‘Oscillation’ and something like that). A curve element have point ele-
ments as sub elements, and a type element, which is a sub element of some point
element, has curve elements as sub elements. For a sub element, ‘Id’ is replaced
by ‘RefId’ if the element was already described, and the value of RefId is same
with Id of the corresponding element. The output document is not user-friendly
at all and should be translated to graphics or hypertexts using XSLT or SVG
or other technologies. The human acts to obtain graphical information are very
active and adequate contents vary depending on situations. On the other hand,

Fig. 2. An XML Document
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Fig. 3. Translation of an XML Document

a hypertext is available without visual information by a voice output system
or a Braille display. Then, in the communication without visual information,
‘hypertext’ is a useful way to express such a document (Fig.3).

5 Conclusion

We gave a suggestion for an input and representation method for simple graphs
on xy-plane. Considering again about the concepts ‘point’ and ‘curve’ by which
we explain graphics, these are learned in one’s early education. Then, they are
to be expressed more primitive concepts. This is a future problem beside the
improvement of the system performances.
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Abstract. Described is a method of three dimensional perception of a two di-
mensional sweeping planar array of sequentially firing vibro-mechanical stimu-
lators vibrating against the skin or other tactile sensitive areas of the body. The
vibro-mechanical stimulators are arranged in a substantially two dimensional
array over the skin and are triggered in parallel, three or more stimulators at a
time, sequentially. A line of three or more parallel stimulators can produce a
sense of depth, elevation and contour on the skin by adding or subtracting
stimulators. The wearer cognitively perceives the tactual stimulation as a
sweeping and moving continuous wave of tactual stimulation that, as it pro-
gresses across the skin, produces a non-veridical perception of variable areas of
depth, height and contour. This method of three dimensional cutaneous percep-
tion using two dimensional arrays could be used, for example, to represent the
flat topographical contour of maps to sight impaired persons.

1 Introduction and Background

A novel method of non-veridical cutaneous perception of a three dimensional form is
described. This method utilizes a sweeping planar array of sequentially firing vibro-
mechanical or other stimulators against the skin, mucous membrane or other suitably
tactile sensitive area of the body. The vibro-mechanical stimulators are arranged in a
substantially two dimensional array over the skin and are triggered in parallel, usually
three or more stimulators at a time, sequentially. A parallel line of three or more
stimulators produces a sense of depth, elevation and contour on the skin by adding or
subtracting individual stimulators. The wearer cognitively perceives the tactual stimu-
lation as a sweeping and moving continuous wave of tactual stimulation that, as it
progresses across the skin, produces the non-veridical perception of variable areas of
depth, height and contour that can be applied to correspond to a distant veridical three
dimensional form.

The ability to perceive or feel three dimensional contour, shape, depth and height
on the skin or mucous membrane has only been possible by applying a contoured
surface against the skin or by applying the skin surface, such as the fingertip against a
surface. By moving the finger across the surface, one is able to determine the shape
of an object and its surface characteristics. Described in this paper is a novel method
of perceiving three dimensional shapes on the skin or mucous membrane using a two
dimensional array of solenoids or other actuators, with lines of these actuators that

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 690–696, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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vibrate sequentially and “sweep” or “scroll” across the skin. These lines of actuators
produce a sense or perception of contour on the body surface without moving the
finger or other body area that rests against the activated actuator array. No other
method is able to produce the non-veridical illusion of three dimensional contour on
the surface of the body in fine detail.

There are devices that allow an extremity or a digit to move in space as if moving
over a surface, but fine details of the contour of an object are not perceived. In all
cases, an extremity or digit must move in space in order to “feel” an object. In addi-
tion, a tactile illusion such as the tactile phi phenomenon is not produced. [1, 2] An
example of a device described in the literature that gives force feedback but not a phi
illusion includes the PHANToM (as defined in the noted website). [3] An excerpt from
this site states “A PHANToM is a device which looks rather like a pen which you can
slide across a surface in a VR world. You can feel its texture and density. Pushing on
the pen sends data representing forces through the Internet which can be interpreted
by a PHANToM and therefore felt on the other end. You can not only feel the result-
ing force, but you can also get a sense of the quality of the object you are feeling,
whether it is soft or hard, wood like or fleshy.” In addition, a different website de-
scribes the limitations of the Thimble Gimble and other similar devices. “The primary
limitation of existing devices, such as the Bungee Bat or the recent Thimble Gimble
developed at the Massachusetts Institute of Technology, is that they are mounted on
some fixed component in the real environment and therefore do not move or rotate
with movements of the trainee; to use the device, the trainee must move to it. A
trainee-mounted controller may be possible, but may be awkward and may interfere
with the training task.”[4]

The Tactile Communication Device (TCD) described by Gonzales utilizes actua-
tors in order to produce the illusion of linear continuity motion for the purpose of
creating alphanumerics and for position localization (i.e. instrument landing sys-
tem). [5-8] These devices do not produce the illusion of depth, contour and shape, etc.

Another device described by Gonzales describes a two dimensional array of actua-
tors placed across the torso or elsewhere and tactually received spatial orientation
information may incorporate any type of message or position localization desired, as
long as the purpose is taught to the wearer. [8] For instance, consider a pilot wearing
an array across his or her abdomen or back wherein the array “traces” a straight line
across the pilot’s torso sequentially using one tactile stimulator at a time. Through
training, the pilot knows that when the line is traveling from left to right at about the
level of the pilot’s umbilicus, the plane is flying upward and level with the horizon.
Nose up, nose down or turning inclinations would lend to corresponding changes in
the line being “traced”. For nose up, the line would move above the pilot’s umbilicus
and vice versa for nose down. During turns, the line would also bank in the same
direction, and to the same degree, as the wings are banked. This system combined
with the technique described in reference 5, or the sequential firing of individual ac-
tuators that produce a “connect the dots” illusion of symbols could provide the pilot
with additional alpha-numerics information such as heading, wind speed, altitude and
angle-of-attack. Significant positional information relative to the environment of the
pilot and/or the vehicle is presented, but surface, three dimensional information was
not possible with these techniques.
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2 Methods and Results

Microelectrical mechanical systems (MEMS), solenoids, shape memory alloy (SMA),
pneumatics, ultrasonic, thermal displacement, piezo-electric ceramic bimorphs and
magnetic switches are all methods of actuation that could produce vibration on the
skin or mucous membrane at stationary points. The trials in Figures 3 through 5 in
this paper were primarily performed using solenoids, but a MEMS device was also
used for small arrays especially on the fingertip. Actuator on-time, actuator off-time,
number of vibrations and inter-actuator time were settings used and are similar to the
settings used in the TCD in some of the references [5-7]. The present device is differ-
ent in the way it works, compared to the TCD, as follows: an array of actuators is
distributed in a planar linear pattern in both the horizontal and vertical axis and rather
than a single actuator being activated, a horizontal line of actuators is activated. A line
of 3, 4 or 5 actuators, for instance, are simultaneously activated with all actuators in
that row and in the entire array having the same settings for actuation (see Figure 1).

Fig. 1. A: Small grouping of solenoids for wrist and palm; B: Flat solenoid actuator array for
wrist and palm: C: Contoured array of 20 actuators for wrist; D: Multiple solenoid array for
torso

Actuators used include large solenoids, in a 4 by 4 array, grouped together and
placed against the chest and abdomen (see Figure 1.D), microsolenoids grouped to-
gether in a single carrier and placed against the wrist or palm (see Figure 1, grouping
shown in A, B, and C), and a unique piezo and thermal bender clutch actuator array
placed against the index fingertip (see Figure 2.A). Twenty actuators or more were
used on the wrist and fingertips and as few as 16 actuators were used on the chest.
Larger arrays of solenoids were also tested with improved perception by the subjects.
Details of some of these devices are described in references 5 and 7. For example, if
using a parallel horizontal array of 4 actuators by a vertical array of 5 actuators, set-
tings used may include an on-time of 10 msec, an off-time of 10 msec and 5 vibra-
tions per actuator. An intersolenoid, inter-parallel line time of 10 msec separates the
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Fig. 2. A: Array of 20 switches (top and bottom views); B: Magnified view of one of the
switching mechanisms with close-up of thermal actuator clutch

activity of the first 4 horizontal actuators in a row and the second 4 horizontal actua-
tors in a row. This continues until the set of 4 vibrators is actuated and then the
first set is again actuated in a scrolling fashion after a 250 msec delay. The addition or
subtraction (i.e. the activation or lack of activation) of actuators in each parallel line is
what creates a more or less dense set of vibrations, as well as a sense of elevation and
depth or non-veridical three dimensional perception on the skin. All activated actua-
tors are represented by a horizontal line across the length of the horizontal array of
actuators (see Figures 3.A, 4.A, and 5.A).

When the first line of actuators is activated, the subject initially does not have a full
sense of non-veridical elevation perception as shown on the first line of 4 dots that
represent the first horizontal line of actuators in Figure 3.A. A series of broken hori-
zontal lines that become longer as the lines approach the second string of 4 horizontal
dots then converge to form solid horizontal lines that extend from the first dot to the
fourth dot in the second horizontal line of dots. This transition represents a perceived
sense of more forceful elevation (or sense of displacement) on the cutaneous surface
(see Figure 3.B, 4.B and 5.B).

The ability to perceive depth is accomplished by reducing the number of actuators
in the horizontal line of actuators, and the duration and perceived length or depth is
determined by the number of proximate actuators that are inactive in each line of
actuators. Likewise, the perception of elevation is accomplished by adding activated
actuators in the horizontal line of actuators. The strength of perceived elevation was
determined by the number of proximate actuators that are activated in each line of
actuators.

In the above cases a part of the body, such as the pad of a fingertip, may be placed
on top of the array of actuators and the fingertip is left immobile upon the array. The
vibrators are actuated and the line of vibrators is “scrolled” across the fingertip. Due
to the high tactile sensitivity of the fingertip and the two point discrimination of the
fingertip, the fingertip can accommodate extremely close approximation of actuators
resulting in a greater contour asperity. An objective measure of what the subjects
perceived was not possible but a verbal description by 2 subjects led to the composite
figures in Figures 3.B, 4.B and 5.B.
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Fig. 3. A: Scrolled actuator array on skin (4x5). Black dots represent vibrating actuators; B:
Representation of sense of displacement perceived and described by subjects based on 3.A

Fig. 4. A: Black dots represent vibrating actuators (5x5). Unfilled dots represent non-vibrating
actuators; B: Representation of sense of displacement perceived and described by subjects
based on 4.A

Fig. 5. A: Black dots represent vibrating actuators (5x5). Unfilled dots represent non-vibrating
actuators; B: Representation of sense of displacement perceived and described by subjects
based on 5.A

The two dimensional distribution and separation of the actuators can be in the
range of 1 mm or less, such that a 20 actuator array of 4 by 5 may fit in a surface area
of 7 mm by 9 mm or less to accommodate the fingertip. Vibrators that are piezos or
MEMS devices can be distributed in this area or even much smaller areas (see Figure
2.A). A novel combination of piezos that raise a vibrating plate against thermal
clutches (see Figure 2.B) was created to be used on the fingertip. This MEMS device
has the advantage of approximating the vibration points to within 1 mm or less of
each other. While developing these MEMS devices, it was been determined that even
more compact arrays than the one produced above can be produced for the most two
point discrimination sensitive areas, such as the tip of the tongue.
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If the fingertip is slowly moved over a very large array of scrolling or sweeping vi-
brators (i.e. an area of actuators larger than the area of the fingertip), the area of per-
ception of a represented surface area can be enlarged for the purpose of increasing the
total area scanned. In addition increasing an area scanned for depth and elevation can
be accomplished by keeping the fingertip stationary on the vibrator array and the
scrolling and sweeping of the vibrator area is “moved” to a different area of the de-
sired contour, such as a different part of the contour map.

As indicated above the drawings in Figures 3.B, 4.B and 5.B are idealized compos-
ites made by the author of the descriptions by 2 subjects asked to describe what they
felt when the 20 solenoid wrist device actuator settings in Figure 3.A and the 25 sole-
noid torso device in Figure 4.A and Figure 5.A were “scrolled” across the wrist and
abdomen, respectively, for periods of up to 2 minutes.

3 Discussion

The tactile array described above may be used to represent a surface that is scanned
by a distant probe or transducer. Contours that are either stored information or real-
time contours measured by ultrasonic or other methods that are transduced to a re-
ceiver can be connected to a tactile array for actuation against the skin. Alternatively,
the tactile array may be in close approximation to the probe or transducer. A hypo-
thetical example would be a glove of a flight, diving or space suit where a layer of the
suit would by necessity separate the outer surface probes or sensors and the inner
surface of the glove that would contain the array of vibrators that rest against the
fingertip. Alternatively, the tip of the tongue, with its close two point discrimination
ability could be placed against an array of closely approximated MEMS vibrators.
The tongue would then receive the sensor information regarding a distant contour.

The utility of this technique for blind persons includes the possibility to cutane-
ously perceive a transmitted, topographical, two dimensional map or other contour
descriptions. Contours measured by ultrasound, radiofrequencies or other means and
transmitted to a two dimensional array of stimulators could give a real-time percep-
tion to the wearer at a distance. In another application, not limited to blind persons,
this technique could be useful to “feel” contour of large areas such as geographic
topography or small areas such as defects in small blood vessels or other confined but
probe- or catheter-approachable areas.
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Abstract. This paper describes a system based on haptics and sound, to assist
teaching planar geometry to blind pupils, and then provides more details on ex-
periments carried out in a school for visually impaired. This system allows to
haptically read, measure and construct geometrical figures. Moreover it can
help blind pupils to shape a mental representation of geometrical and topologi-
cal concepts.

1 Introduction

Geometry is certainly one of the most difficult subjects to teach to blind pupils [1] and
one of the most useful at the same time, as it is necessary for the construction of their
mental space representation [4]. This mental representation is essential for education
as well as for everyday tasks.

Geometry teaching is based on visual modality: drawings, graphs, lines, curve, etc.,
all these being unavailable to blind people. We propose to use a haptic device (Sens-
able’s PHANToM) and auditory modality as a substitute for such visuals to teach
simple geometric shapes [2].

In the following section we present our system called SALOME. Section 3 details
the context, the organization and the results of the first two experiments carried out in
a school for visually impaired. Section 4 describes our current work at improving our
system taking into account the results of the experiments. Sections 5 and 6 conclude
with future work and perspectives.

2 System Description

The system is first described from a technological point of view, and then from a
functional one.

2.1 Technological Description

The basic technology used in SALOME is the haptic force feedback device:
Sensable’s PHANToM.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 697–704,2004.
© Springer-Verlag Berlin Heidelberg 2004
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We developed a software application that uses this haptic device like an active hap-
tic pen, writing with friction on a virtual geometry haptic notebook page.

Geometrical figures are coded as haptic magnetized rails that attract the pen to-
wards the different elements of the diagram: points, segments, polygons, circles, lines,
etc. At the kilohertz rate, a minimal distance algorithm simulates a virtual spring be-
tween the pen and the closest geometrical element thus discovered by the user moving
the pen. Each element has also an audio description (synthesizer voice) that enhances
the proprioceptive perception of the element. The audio thread is accurately synchro-
nized with the haptic thread to lead the blind user to a consistent and robust mental
representation of the geometrical figure. However, less effective than the parallel
visual perception, the sequential audio-haptic perception still enables the blind person
(even blind from birth) to shape some spatial representation of this figure.

Each geometric element generates a local contribution to an additive 2D force field
that controls the device motors. Points generate a centripetal attractive haptic area,
leading to a hollow or magnetic point. Straight lines generate a haptic narrow groove
in the same way, and circles a circular groove, etc. Two-D haptic textures, soft,
smooth or rough, simulate the grain of the paper, allowing nice smooth drawings. The
pen runs on a virtual haptic plane and may be pulled or not along each groove, leading
to passive or active exploration mode; it may also be kept inside, outside, or on the
outline of any closed figure, triangle, circle, etc.

2.2 System Functionalities

Figure Reading. To understand the figure, visually impaired pupils have to move
their haptic pen and feel straight lines, points, circles, angles, etc, with it. A synthetic
voice module tells the name of the element being touched either at their request
(called the space bar command), or in a continuous mode. A notion of the relative
spatial positions of the different elements is so sequentially built in the blind person’s
mind.

Figure Measuring. The user can quantify the length of segments or the spread of
angles. To achieve this haptically, we implemented a graduated ruler with notches
every centimetre. The ruler can be automatically snapped along a segment. By pulling
the pen along the ruler from one point to the other, the pupil may count the number of
centimetres. In the same way, we implemented a haptic circular protractor regularly
notched every 30°, the pen being guided along this circle (see Fig.1.).

Fig. 1. Haptic ruler and haptic protractor.
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Figure Construction. Lastly the user can make nice and precise drawings, the most
difficult task for a blind person. Currently, the following functions are available:

Place a point anywhere at the current position of the pen;
Draw a line, given two points;
Use the haptic ruler and protractor.

Other functions are currently being developed and will soon be available (see sec-
tion 4).

3 Experiments

The context and the organization of the experiments will be described first. Then
some results of and observations on these experiments will be given.

3.1 Context Presentation

We work in collaboration with the EREADV (Etablissement Régional d’Enseigne-
ment Adapté pour Déficients de la Vue) of Villeurbanne, a specialized school for the
visually impaired near Lyon in France. There are 14 pupils per class at the most. Pu-
pils with amblyopia and blind pupils are mixed. However both groups don’t work at
the same pace. Their geometry curriculum is the same as for the sighted ones. How-
ever the time spent with each blind pupil is much longer!

The main requests of teachers are:

To reduce the time spent with each pupil, by making the wording of the exercise
understandable by all pupils at the same time and by giving the possibility to the
pupil to solve it by himself.
To give the possibility to the visually impaired pupil, as in existing geometrical
teaching software for the sighted, to check a conjecture and show invariants by
feeling them.

The main request of pupils is to make nice drawings so that they can be proud of
their work. Usually, a plastic sheet is used to draw, and all lines, even construction
lines, leave so many raised traces that the drawing becomes illegible.

3.2 The Organization of the Experiments

We chose to start working with secondary school pupils, as the difficulty level in
geometry is not too high yet while not being a starting one. We carried out two ex-
periments in this specialized school with six teenagers and two adults testing
SALOME. These experiments are described as follows:

First Experiment
The goal of the first experiment is to test the usability both of the haptic device and of
our application, observing their difficulty to get used to it and their ability to describe
and recognize simple 2D figures.
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After a few explanations and a few minutes to get used to the force feedback de-
vice, a series of 2D geometrical figures is presented to the blind subject (see Fig.2.).
He has to recognize these shapes using the three haptic exploration modes (see section
2.1): exterior, interior or contour mode. He also has to describe them, answering
questions such as: which edges are equal? Is it an acute or obtuse angle? Which edges
are parallel? What is the smallest edge? ...

Fig. 2. Simple geometrical figures for the first experiment.

Second Experiment
The goal of the second experiment is to evaluate the ability of the pupils:

To describe and recognize more complex 2D figures (composed of several sim-
ple figures) with our system;
To make a simple geometrical construction exercise (draw the perpendicular bi-
sector of a segment) with our system.

Like in the first experiment, the subject starts by getting used to the system, its new
space bar command and trains on a few simple figures. Then he has to describe and
recognize a series of seven figures (see Fig.3.). We particularly pay attention to the
following: does he touch every object of the figure? Does he use the naming function-
ality? Does he check out every characteristic of the figure?

Finally he is asked to draw the perpendicular bisector of an eight-centimetre hori-
zontal segment. To do this, he has two haptic tools at his disposal: a haptic graduated
ruler and a haptic protractor (see section 2.2).

Fig. 3. Composed geometrical figures for the second experiment.

3.3 Results from Experiments

First Experiment
This was the first presentation of our system to visually impaired subjects. The haptic
device was accepted very quickly by the children but not as quickly by the two adults.
They all were able to discriminate the length of two segments if they differed by more
than 20%. The angles were also discriminated within about 15°. During this experi-
ment some perception bias was noticed qualitatively regarding differences in radial
vs. tangential perception [5] and the influence of the size and orientation of the shape
in the recognition time and rate.
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Contour mode vs. interior mode: No better mode could clearly be distinguished.
One person preferred contour mode for triangles and interior mode for quadrilaterals;
another preferred contour mode to identify the shapes and interior mode to perceive
their characteristics. Other points were noticed: when the stylus is held not firmly
enough, it vibrates; and when it is held too firmly, the motors get so warm that the
overheating protection is activated.

Second Experiment

2D Composed Geometry
Using hollow points enhances angle perception, but may mislead too: one person
perceived an angle where there wasn’t any. He perceived a quadrilateral instead of a
triangle with a point on one of the edges. Another confusing intersection was in the
“triangle and inscribed circle” figure (see Fig.4.) where one of the angles (“B”) was
never reached. The stylus passed from the segment AI to the arc IJ and then to the
segment JC, the subject not perceiving the triangle.

Fig. 4. Triangle and inscribed circle (black) and the exploration path (grey).

All the intersections are a problem as it is difficult to express haptically the number
of segments and their distribution on the intersection. This difficult problem is still to
solve.

Construction
The haptic ruler and the haptic protractor were enthusiastically received. In this ex-
periment, we used an Oz wizard to type commands (get the ruler, get the protractor,
put a point, draw a segment) when necessary. All the subjects were able to get to the
end of the job.

Conclusion
All of the subjects were enthusiastic about the experiments. We did not notice any
kind of rejection and every subject could do what we asked them to. In the simple 2D
geometry experiment the results were better than expected in shape, length and angle
recognition. Unfortunately we did not make a quantitative evaluation of the shape
recognition. In the 2D composed geometry experiment, results were encouraging in
spite of a number of pitfalls like the intersections

4 Current Work

Following the second experiment, it was decided with the teachers to develop an em-
bryonic haptic editor that would allow a pupil to do a real geometrical exercise by
himself. Thus we are currently implementing:
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more commands to create elements with some characteristics (for example,
place a point in the middle of a segment, draw a parallel given a line, draw a cir-
cle given a centre and a radius, etc)
the ability to manipulate geometrical objects1;

The pupil will be able to interact with the application thanks to:

The haptic device used for touching geometrical figures, and the stylus switch
which is used to select or drag-and-drop some geometrical objects of the figure.
This last item will make possible to check a conjecture and feel invariants.
A screen reader tool that reads aloud the text of any computer application and
also outputs the corresponding text to refreshable Braille displays. This would
enable the pupil to navigate on his Windows desktop, to find and launch
SALOME, and to navigate in the application’s menus and submenus.
A speech synthesis module that can help the pupil to know where his/her haptic
pen is on the geometrical figure at the kilohertz rate (read sound consideration
paragraph for more details).

The goal of the next experiment planned in May is to test SALOME in a real teach-
ing situation between a teacher and one pupil. The pupil will have to do a geometric
exercise (refer to the details of this exercise in appendix) that corresponds to his geo-
metrical knowledge, with a teacher’s help if necessary. We will observe behaviour of
the pupil and the teacher, collect their remarks and concentrate on the following ques-
tions : what could be modified in the system to improve the interaction between the
pupil and the system, the teacher and the system, the pupil and the teacher (through
the system)? How could the system integrate the teaching process?

Sound Consideration
In order to implement the fusion of the bi-sensorial perception of the elements of the
figure, we needed to synchronize the audio perception to the corresponding kilohertz
haptic proprio-perception. Without that accurate synchronization, we observed that
sounds brought confusion and inconsistency between audio and haptic signals (for
instance, the system was playing sound “A” whereas the pen was already at point
“B”), and the visually impaired were reticent to use the space bar command. Now
each element of the figure has its own sound area all around itself (see Fig.5.). A
minimum distance test is computed at the kilohertz rate, the result of which being
used to decide which element is the closest and thus which sound file must be
launched.

Fig. 5. Sound areas for points and segments.

1 Geometrical object manipulation is particularly useful to teach geometry as it helps highlight
geometrical invariants (such as the centre of the circumscribed circle of a triangle is always
on the intersection point of the 3 perpendicular bisectors of the triangle for example).
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5 Future Work

In this section, we present some questions that need further consideration and which,
therefore, will be at the focus of our future research.

How could the user be prevented from leaving a figure unless doing it intention-
ally? Is an auditory or haptically alert a solution?

How to discriminate straight lines from curves? Different sounds could be associ-
ated to them, but beware of too much noise in the classroom! How to differentiate
different kinds of points like the vertex of a triangle and the intersection of two lines
for example? The same problem arises with right angles and other angles, and with
construction lines and final ones.

The ruler tool is currently a measuring tool for segments only; therefore we have to
add a tool for measuring all kind of distances.

One major difficulty is to find out haptically if two lines are parallel because of the
single haptic point interaction. What intuitive metaphor could make the parallelism
notion tangible?

The stability of the stylus is reduced when it is held not firmly enough or when the
arm is extended; a study of its dynamic behaviour when coupled with a hand should
lead to a regulation algorithm to reduce oscillations in all conditions.

6 Conclusion and Perspectives

The first step was to validate the technological concept. This step has been overcome
with success: the visually impaired have received SALOME with enthusiasm, as it
helps them achieve some perception of geometrical figures, lengths and angles. The
next step is to validate the usability and show the interest of our system in a class
during a real teaching situation. The next experiment planned in May will contribute
to evaluate it.

Currently our system is aimed at geometry teaching for secondary school pupils.
However we plan to study how younger or older pupils could use it. How could this
system be useful for basic geometry teaching in primary education when sighted chil-
dren learn to draw and write? What should be modified or improved to be suited to
geometry teaching at university?

Moreover, our system could be extended to other subjects like geography, architec-
ture, handwriting and drawing, and even the perception of postcards, photos or land-
scapes.
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Appendix

Draw an ABC right triangle in A.

Draw two of the three perpendicular bisectors. Call O the intersection point of the two
perpendicular bisectors.

Draw the third perpendicular bisector. What can you say?

Draw the circle whose O is the centre and [OB] the radius. What’s the name of this
circle?

Move point A along the circle. What can you say about the ABC triangle?
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Abstract. A mental image creation support system was developed. The me-
chanical device of the system is a 3-DOF manipulator that is composed of a 2-
DOF quadrilateral parallel-link manipulator and an arm-end actuator. A couple
of servomotors drive a couple of upper links of the 2-DOF manipulator, and
they control the arm-end position. The arm-end actuator is attached to the 2-
DOF manipulator’s arm-end: a servomotor controls the orientation of a knob at-
tached to the servomotor axis. The person is assumed to pinch the knob by
his/her fingertips. The position of the knob axis traces the strokes of the pre-
sented figures sequentially, and the orientation of the knob is controlled to indi-
cate the orientation of the currently tracing point on the stroke. A couple of pre-
eminent functions are embedded to the process: one is the indicating function,
and the other is the leading function. That is, the knob indicates to the person
with its orientation to which direction the arm end moves: the direction reflects
the orientation of the ongoing stroke. And the translation of the knob leads the
person along the strokes. The indicating/leading functions play complementary
role. Thus, the person is able to perceive the position and the orientation of the
strokes of presented images via somatic sensations of his/her fingertip. It is ex-
pected to be a good hand at teaching strokes and to be a visual alternative of the
blind persons and a visual aid of lazy eye persons at creating mental images.

1 Introduction

Vision is one of the most important sensations for pattern information processing.
And, visually impaired peoples suffer inconvenience in daily life and social activity.
Therefore, there are great demands on visual alternative of the blind persons and on a
visual aid of lazy eye persons. Among various vision relating human brain functions,
creating mental images is considered to be one of the important functions. Practical
examples of the mental images are such the images as the city maps showing the
layout of roads and facilities and the floor plans showing rooms and corridors in the
building.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 705–712, 2004.
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There have been reported many devices and studies in the field of mental image
creation such as those by audition [1], by tactile sensation [2, 3], and by both audition
and tactile sensation [4, 5]. The interactive sound-based color image pattern presenta-
tion systems using a pen-tablet [6, 7] and touch-panel display [8] as a man-machine
interface were also studied. Regretfully, since those by audition can use market-
produced devices, they have advantages in the availability and in cost. However, their
performance was substantially low in image perception. And, those by tactile sensa-
tion had advantages and disadvantages vise verse.

To improve image perception performance, a novel mental-image-creation support
system is developed, which features an ingeniously constituted manipulator, an indi-
cating/leading manipulator. It is expected to be a good hand at teaching strokes to
visually impaired persons and to help them creating mental images. This paper pre-
sents a method of calibration with the system hardware and some experimental results
with the proposed system.

2 Methodology

2.1 System Description

The proposed mental-image-creation support system features a 3-DOF manipulator.
The manipulator-arm end is controlled with a 2-DOF quadrilateral parallel-link ma-
nipulator driven by a couple of servomotors. While another servomotor is attached to
the manipulator-arm end, and is called the arm-end actuator. And, a knob is attached
to the rotating axis of the arm-end actuator. A person is assumed to pinch the knob in
use. The position of the knob traces the strokes of the presented images sequentially,
and the orientation of the knob always indicates the tangential orientation of the cur-
rently tracing point on the stroke. Then, the person is assumed to perceive the posi-
tion and the orientation of the strokes via his/her somatic sensations of fingertip posi-
tion and orientation. Concretely, when perceiving the orientation changing, and when
perceiving the position stationary, the person can recognize the existence of corners
between consecutive strokes. When perceiving the position changing, the person can
perceive strokes together with the positions, orientations: if perceiving the orientation
stationary, the stroke would be a straight line, and if perceiving the orientation chang-
ing, the stroke would be a curved line. In these processes, there are a couple of pre-
eminent functions: one is the indicating function, and the other is the leading func-
tion.

Indicating function: the knob indicates to the person via its orientation to which di-
rection the arm end moves. The direction reflects the orientation of the ongoing
stroke. So it is called the indicating function.
Leading function: the translation of the knob leads the person along the strokes. So it
is called the leading function.

The couple of functions play complementary role, and help him/her create mental
images. Therefore, the manipulator is called an indicating, leading manipulator.
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Here, the parallel link mechanism is compared with the serial link mechanism in
Table 1. Among various advantages and disadvantages, the advantages in power and
stiffness are regarded more important than others. That is, in the parallel link mecha-
nism, its arm end can exert high power even though driving motors are of low power.
Then, the parallel link mechanism enables us to employ inexpensive and commer-
cially available servomotors that are used in large quantities such as for radio-
controlled models.

Fig. 1. Concept of the indicating/leading manipulator: mental-image-creation support system.

Fig. 2. Photograph of the indicating/leading manipulator.
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2.2 Problems to Be Solved

There are many problems to be solved to develop the proposed system:
(1)
(2)
(3)
(4)
(5)

Design of geometrical specification of the manipulator
Calibration of the geometrical specification of the manipulator
Method of inputting images to be presented
Method of actuating the manipulator, a path planning for the inputted images
Confirmation of effectiveness of the proposed system

In this paper, the way of calibration is presented and the effectiveness of the pro-
posed system is proved by experiments. Although positional errors of the actuators
don’t increase cumulatively in the parallel link mechanism, we should accept large
mount of errors of 10 to 20 % of rotation angle when employing inexpensive and
commercially available servomotors. Furthermore, additional errors were involved in
manufacturing and in assembly. Therefore, we should compensate the errors with the
help of the calibration.

2.3 Method of Calibration

Fig. 3 shows the parameters and values to be calibrated: are the lengths of
four links, L is the interval of a couple of motors, are the motor angle scales,

are the zero shifts of motor, is the rotation angle of touch-panel coordinate sys-
tems, are the translations of touch-panel coordinate systems, and is the ratio of
vertical to horizontal pixel of touch-panel.

Fig. 3. Parameters and values. Fig. 4. Three positional vectors.

Using the parameters, three positional vectors shown in Fig. 4 are represented as
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Using the three positional vectors, the observation equation are constituted by

The observation equations are to be solved by a non-linear least squares method.

3 Experimental Results

3.1 Calibration

The positions of the manipulator-arm-end being calculated by un-calibrated initial
parameter values are shown by in Fig. 5 together with the actually observed posi-
tions by X. There can be found great difference between them. The standard devia-

tions of the differences in direction and in direction were 32.7 [pixel]
(=9.8mm), and 42.3 [pixel] (=12.7mm), respectively. On the other hand, as shown in
Fig. 6, after the calibration, the calculated positions shown by match very well with

the observed positions. The standard deviations in direction and in direction
were greatly decreased by a fifth part, that is, were improved to 6.7 [pixel] (=2.0mm),
and 5.0 [pixel] (=1.5mm), respectively.

Fig. 5. Before-calibration performance.

3.2 Mental Image Perception

The proposed mental image creation support system, noted as the indicating/directing
manipulator, was compared with the raise writer from the viewpoint of performances
with mental image perception. It is assumed that the tactile sense on finger cushions
and the somatic sense of fingertip position would be utilized with the raise writer. As
for the subjects, four young sighted persons from 22 to 24 years old executed putting
on a blindfold. Two of them do first the indicating/directing manipulator, and the
rests do first the raise writer. Six image patterns were presented in the random order
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Fig. 6. After-calibration performance.

for each of the indicating/directing manipulator and the raise writer, respectively:
three patterns are similar to alphabetical characters and the remaining three are de-
formed as in Fig. 8. The subjects were not informed with the patterns at all.

Experimental results with the consumption time and the correct answer rate are
shown in Fig. 9. There is no significant difference between the indicating/directing
manipulator and the raise writer. Furthermore, as shown in Fig.10, the consumption
time is in proportion to the number of vertices both for the character pattern and the
non-character pattern, although the non-character patterns took much longer con-
sumption time than the character patterns. Thus, it was concluded that there have
prospects of practicability for the proposed system.

Fig. 7. Indicating/directing manipulator (left) and raise writer (right).

Fig. 8. Presented images.



An Indicating, Leading Manipulator as a Good Hand at Teaching Strokes 711

Fig. 9. Experimental results with the consumption time (left) and the correct answer rate (right).

Fig. 10. Relationships between consumption time and the number of vertices when using indi-
cating/directing manipulator.

4 Conclusion

The paper proposed a novel system helping human create mental images. The results
are summarized as follows:

(1)
(2)

A 3-DOF manipulator for teaching strokes of images was developed.
The position of the knob traces the strokes of the figures sequentially, and the
orientation of the knob indicates the orientation of the currently tracing point
on the stroke. Thus, the indicating function and the leading function are real-
ized.
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(3)
(4)

The way of calibrating geometrical parameters was presented.
Mental image perception performance of the proposed system was compared
with the raise writer where the tactile and somatic senses are utilized. As a re-
sult, it was confirmed that there have prospects of practicability for the
proposed system.

This research is supported financially by The Ministry of Education and Science,
Japan: Grant–in-Aid for Scientific Research (B)(1) 13450170.
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Abstract. The Graphics to Tactile project (G2T) aimed to provide a semi-
automatic image processing tool to enhance the creation of tactile graphics. In
attempting to convert graphical and visual information into accessible formats,
it is important that the information used for input is sufficiently well defined.
Print diagrams and graphics contain information (such as perspective, overlap-
ping lines, and colour) that cannot be represented in a Braille reader. People
who are blind therefore cannot access complex formatted text, pictures, graph-
ics or maps. The G2T system makes use of advanced image processing tech-
nologies partially to automate the tactile graphic production process and can be
used in conjunction with existing drawing tools.

1 Introduction

Unsurprisingly, the most difficult set of information to relay to visually impaired
people is visual information. If we were able to model the means of exploration (such
as tactile or sonic) and provide opportunities to learn the structure of the content this
could provide a degree of consistency. Such an ambitious goal would separate con-
tent representation and presentation and add other modalities of presentation. The
Graphics to Tactile project (G2T) aimed to provide some movement in this general
direction by creating a semi-automatic image processing tool to enhance the creation
of tactile graphics.

In attempting to convert graphical and visual information into accessible formats,
it is important that the information used for input is sufficiently well defined. Print
diagrams and graphics contain information (such as perspective, overlapping lines,
and colour) that cannot be represented in a Braille reader. People who are blind there-
fore cannot access complex formatted text, pictures, graphics or maps. Some or all of
this information can be vital parallel information. Visual representations provide a
further hurdle for visually impaired people in software, where Graphical User Inter-
faces (GUI) [1] are commonly used. In most cases an alternative navigation method
or representation is not provided.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 713–720, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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2 State of the Art

2.1 What Is a Tactile Graphic?

There is no generally accepted definition of tactile graphics and it is important to
describe what we mean by a tactile graphic. The National Centre for Tactile Drawings
in the United Kingdom [2] gives the following definition: “a tactile diagram is a
representation of visual material designed for feeling, rather than looking”. This
definition suggests that for example a sculpture, representing visual material, can be
seen as a tactile diagram, and seems very broad [3]. At the IFLA Council [4] the
concept of tactile drawings was defined as follows: “a tactile image is an image
scanned with the fingertips; it is executed in relief. A relief can assume many different
forms and can be produced by several different techniques” .This definition does say
something about the form and use, but it does not say anything about the content.

The National Federation for the Blind in the USA [5] recently used the following
definition and thereby made a distinction between tactile graphics and three-dimens-
ional models: “tactile graphics are generally understood to be raised images includ-
ing raised-line diagrams that can be bound into a book (usually a Braille book which
includes pages of text), or hung on a wall like a picture. Three-dimensional models
are freestanding objects such as model animals, model cars, and those objects that
have a substantial Z-axis. Models are often scale models in that they are usually
smaller than the actual object....the terms model and three-dimensional model are
synonymous and mean a model made to scale and not the exact size of the modelled
object”.  In the context of this paper, we would suggest the following definition: “In
general, one can say that any drawing, converted into a tactile two-dimensional relief
format without loss of essential information, can be called a tactile graphic”.

2.2 Current Production Techniques

The transcription of the graphics into tactile can be achieved through different ap-
proaches and methods. The extended use of Graphical User Interfaces has introduced
severe impediments for visually impaired communities who are largely dependent on
textual representations. The problem of turning 2-D drawings into raised tactile 2-D
drawings with automatic or semi-automatic procedures is still under research. The
most common methods used to produce tactile graphics [6] are:

Thermoform / Vacuum-formed
Swell Paper / Microcapsule (heat-sensitive paper)
Embossed (designed on computer then printed on a Braille embosser)
Tactile-Audio (designed on and used with computer and touch tablet, Nomad
Pad [7], Concept Keyboard, Tag Pad)
Free Hand (With the use of Heat Pen, German Film, Foil)
Craft (model making, smelly vision, tactile colour)
Commercial processes (screen printing, signs)
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The above solutions vary greatly in cost and effectiveness. Most of these solutions
require the intervention of a sighted individual who will access the content and trans-
form it in an appropriate manner. This increases both the time and cost of the system.
The human intervention techniques are further compounded by a lack of standardisa-
tion. In most of the above methods, the output will vary from one producer to another
and possibly even from day to day within producing organisations.

If an automated production method could be created from modern image process-
ing initiatives, the service would be more effective for all involved. Tactile graphic
producers would be in a far better position to provide greater volume and quality of
information for their clients. The clients themselves would be provided with a much
quicker service which could also be cheaper. The process of standardisation for such
a system would make the skills required to read such diagrams far easier to develop.

2.3 Fundamental Steps in Image Processing

The task of image processing is to extract and retrieve semantics of the image con-
tent. In each case a problem image domain is defined where image processing func-
tions should be applied. The fundamental steps [8] in performing these actions are
shown in Figure 1 below.

Image Acquisition. The first step of the process is image acquisition. This requires
an imaging sensor and the capability to digitise the signal produced by the sensor. In
the G2T Project the imaging sensor is a colour scanner. Ideally, the image should be
already available digitally. The sensor itself introduces noise and other distortions
into the acquired image due to the process of digitisation and therefore the nature of
the sensor is determined very much by the application. It is important to note here
that the levels of quality in digital image are as varied as the processes for creating
these digital images. Ideally, the input should be of the highest quality that is possible
and realistic given the systems processing power.

Pre-processing. After obtaining a digital image, the next step deals with pre-proces-
sing that image. The key function of pre-processing is to improve the image in ways
that increase the chances for success of the subsequent processes. Pre-processing
usually deals with techniques for enhancing contrast, removing noise, and isolate
regions whose texture indicate a likelihood of alphanumeric information. The primary
concern at this stage is to create a semi-automatic process which overcomes the most
common discrepancies found in image acquisition.

Segmentation. The next step of the process deals with segmentation. Broadly de-
fined, segmentation partitions an input image into its constituent parts or objects. In
general, autonomous segmentation is one of the most difficult tasks in digital image
processing. On the one hand, a robust segmentation procedure brings the process near
to a successful solution of an imaging problem. On the other hand, weak or erratic
segmentation algorithms almost always guarantee eventual failure. Segmentation is
directly tied to the compression and storage methods used for the digital file.
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Fig. 1. The fundamental steps of Image Processing.

Segmentation methods usually employ homogeneous or discontinuity criteria to
extract interesting regions of an image. Homogeneous criterion regions can be built
of areas of the same colour and/or texture. The criterion is used to decide whether a
point of the image belongs to the region to be segmented or to the background. Often
the intensity value in conjunction with a threshold is used as the homogeneity crite-
rion.

More advanced methods involve not only thresholding algorithms but also texture
based segmentation and region growing algorithms. The most recent work in this
stage is to employ mathematical transforms to move compression from a raster based
segmentation to a vector based representation where objects within the image can be
vectorised and in later stages compressed in different ways and with different pa-
rameters. An example of segmentation is given below.

Fig. 2. The stages of segmentation; Original image; greyscaling and thresholding.

Segmentation based on the discontinuity criterion uses a two-step procedure:
firstly a detection of the discontinuities (edges) that occur in the image and second
grouping these points into contour points of objects. Modern approaches for segmen-
tation combine methods based on both the homogeneous criterion and discontinuity
criterion using region-based and edge-oriented segmentation methods. The output of
the segmentation stage usually is raw pixel data constituting either the boundary of a
region or the points in the region itself. In either case, converting the data to a form
suitable for computer processing is necessary. Choosing a representation is only one
part of the solution in transforming raw data into a computer readable form.
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3 G2T System

Approaches, some of them also patented [9,10], that have been developed in the past
to transform graphical information into tactile generally focus on the tactile printing
and not on the transformation of the graphic information into tactile information. A
tactile image should be in a plain and simple form and can be characterised from
lines, texture, plane, volume and also colours. A careful balance between all these
characteristics can only result in understandable and accessible drawings, which will
contain sufficient amount of information to be comprehensible.

Varying levels of resolution can also give more or less details. The level required
to return the necessary information depends on the picture. Figure 3 shows the
transformation of an Ebola virus image automatically translated into a tactile form in
three different detail stages. The software used is developed in the University of
Delaware, at the Department of Electrical and Computer Engineering during a project
dedicated to the conversion of real images into tactile drawings, which has engaged
both image processing methods and tactile production techniques [11]. The tactile
drawing produced can then be xeroxed onto microcapsule paper and fed through the
Image Enhancer to produce the raised image [12].

Fig. 3. Example of transformation of an Ebola virus image to a tactile drawing at various steps
of the process.

Following work done elsewhere, several image processing techniques have been
used for the G2T project, including edge detection, blurring, segmentation, negation
and median filtering. The sequence of the applied techniques can be decisive for the
outcome. Neural network techniques in combination with statistical measures have
also been used [13] for the localisation of text regions in images where the document
is not aligned on a plane front-parallel to the camera view and the size and greyscale
of the text is unknown. An image segmentation method to automatically convert
images into tactile form is proposed by Hernandez et. al [14]. This method is based
on watershed transformation to interpret the gradient magnitude of an image as a
geographical surface, where pixels having the highest gradient values correspond to
the watershed lines [15,16]. Under the watershed interpretation, water placed on any
pixel central to a common watershed line flows downhill to a common local mini-
mum. All pixels draining to a common minimum form a catchment basin. Thus,
catchment basins correspond to segmentation regions and watershed lines form
closed region boundaries [17,18]. Although watershed-based methods have shown
satisfactory results in several types of grey scale and colour images usually they result
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in numerous small regions (over-segmentation) which must be merged in order to
obtain a meaningful final segmentation.

Intermediate segmentation results may not be as useful as the final results when
displaying on tactile devices because boundaries separating light background regions
from darker ones will provide wrong information to the tactile device. However,
region mean value representations can be adapted to be displayed in the output tactile
device. Different textures, representing each grey level in the regions obtained by
segmentation, can be printed in microcapsule paper providing the user a way to ex-
plore not only the shapes of the main objects contained in the image but also their
importance or hierarchy within it. That is, more important regions (objects) will be
displayed in the tactile device using a particular texture that the user could associate
with regions of high interest, while less important regions will be displayed using
different patterns producing for the user the opposite effect.

The supporting idea behind the image processing methods to be used in G2T is to
decompose the information that is found on an image into several layers, each of
them holding specific part of the information. Those layers will hold information
about colour, texture and contours that can be found in the image. By putting one
layer on the other, the original image should be restored at the end. Each of the layers
should be editable into a graphic application to refine the tactile diagram to be printed
at the end by the libraries personnel.

3.1 G2T System Architecture

This section gives an overview of the G2T system architecture. The internal image
format, the G2T system kernel, is also described and presented. Internally the G2T
kernel works on bit planes. Every time the user imports an image, the application
converts it to an internal G2T format. A byte array represents here RGB planes of the
user’s image. The size matches the resolution of a picture. If an image for example
has a resolution of:

then an internal array gets a size s, of:

The factor of 3 is due to the fact that RGB images have 3 planes (namely R: Red, G:
Green and B: Blue). Every plane gets its own representation for red, green and blue
parts of the whole image. Greyscale images require that every colour plane containing
the same value as other planes.

The kernel of the G2T system supports three main tasks:

Handling user’s input to select filters and parameters,
Controlling the internal First-In-First-Out (FIFO) stack and
Managing the current working image.
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Fig. 4. Picture of the G2T user interface.

In the beginning a list of available filters is generated. Every filter is loaded dy-
namically into memory. The filters are not part of the kernel itself and are delivered
as separate Dynamic Linked Libraries (DLLs). The G2T system accesses them with
standard Win32 Application Program Interface (API) calls. The kernel then fills the
filter list with pointers to every operator. To create input data, the user’s image is
loaded (I/O) into memory where the kernel applies the selected filters. Every operator
needs at least two parameters to work properly:

The first parameter shows the input data. In this part of the memory every filter
can apply the implemented function.
The second parameter is a parameter that shows where the output data should be
written into.

Some of the filters that have been implemented also need additional parameters,
which have to be set individually for each of them. The parameters can also be set to
their default values (that is the initial status). Additionally, parameters can also be set
from the Graphical User Interface through the kernel to selected operators.

4 Summary

The G2T system is currently being tested and the results from this evaluation will
inform future developments. Full integration with existing production processes is
currently underway.
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Abstract. Access to the World Wide Web is one of the major problems visually
impaired people are confronted with. It is a good way to integrate voice func-
tions into web browser for them to retrieve information on the web aurally. For
the time being, most of the voice-driven navigation tools adopt linear strategy to
translate each web page contents. That is too time-consuming for the visually
impaired to get what they want. To promote the aural retrieving, this paper re-
ports a Two Dimension Interactive Voice Browser design, which simulates the
two dimensional reading of web page as sighted people do in a speech output /
voice input interactive way. This interactive web browser with voice would
supply a new opportunity for the visually impaired to access information
through the Internet.

1 Introduction

Access to the World Wide Web is one of the major problems visually impaired people
are confronted with. There are about half population connected to the Internet in Tai-
wan [4]. The WWW have become part of our daily life. As a key tool to get into the
Internet, the graphic web browser such as Microsoft Internet Explorer and Netscape
Communicator is what the most of people use in Taiwan to surf the WWW. However,
the aging process will affect an individual’s ability to use the standard Graphical User
Interface (GUI). It turns using these traditional main stream browsers visually into
obstacle for them to read the information from the World Wide Web. The browser
with voice which can replace the mouse in most instances to enable hands-free brows-
ing [9].

Sighted people depend upon many visual clues to help them find information on
the Web [9]. It is a complex and contextual process developed from the individual’s
conceptual model. There is a need, therefore, to extract the key factors of web page
reading for the design of web browser with voice to provide efficient access to the
visually impaired.

This paper describes a preliminary design carried out with a specially modified
web browser for the visually impaired. It focuses on improving the reading efficiency
of voice browsers used by the visually impaired presently. That means to transcend
the limitation of linear manipulation of web page reading. The idea is reduce the aural
listening waiting by a two dimension model to support the users’ reading strategies

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 721–724, 2004.
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with voice interaction. And the existed web site can be read directly by the 2-D voice
browser with no reconstruction to meet the visually impaired special needs. As the
reading efficiency promoted, the author expects to get the visually impaired people up
and get them running with the World Wide Web.

2 Related Works

Traditionally, web browsers are designed to interprete HTML file with the actions
activated by mouse and keyboard. For the visually impaired, however, the use of
alternative voice input and output might prove efficient for them to access the web
sites [2]. Presently there are systems which allow voice-driven navigation, some with
both voice-in and voice-out, and some allowing telephone-based web access.

The telephone-based web access uses the telephone keypad and voice command as
an interface to navigate suitably configured pages. The users can then listen to the
information from the handset. Phone-based browser implements the strategy to deploy
a specific markup language such VoiceXML for speech rendering [6]. This approach
allows the visual impaired people directly to interact with Web sites via spoken com-
mands, and listen to prerecorded speech, music and synthetic speech.

Computer-based voice browsers, such as IBM Home Page Reader [5] and JAWS
for Windows, are mainly synchronized with a moving cursor to make reading about
web pages. This kind of standard HTML browser usually works in a sequential way.
That means scanning from top to bottom and from left to right. Users can hear every-
thing from descriptions of graphics to text in column format. Voice-activated browser
also can navigate spoken selection of links within an extra frame with link lists ex-
tracted from the active page, such as ConversaWeb and BrookesTalk [1] [8].

However, even telephone-based web sites are built with more powerful voice-
activated mechanism. It is intended for proprietary Internet Service Providers. And
this new kind of markup language technology is still unfamiliar to lots of webmasters
to reconstruct their web sites to meet the special needs of the visually impaired. These
are the limitations to the telephoned-based web access for the visually impaired.

Intrinsically computer-based voice browser navigates web page in speech out for
the visually unpaired in a liner manner. The main distress for the visually impaired
comes from waiting the voice browser to get the right place to read out the desired
information. That would be a barrier for the visually impaired to access the web sites.
Furthermore the voice browsers are mostly designed in English version. That is also a
constraint for the non English users to manipulate it.

3 Two Dimension Interactive Voice Browser

The design of Two Dimension Interactive Voice Browser (Fig. 1) is based on the
Microsoft Internet Explorer engine running on the Windows platform. The IBM
ViaVoice Chinese text-to-speech synthesizer is embedded in charge of speaking web-
based information aloud just as it is presented on the computer screen. Two Dimen-
sion Interactice Voice Browser is integrated into standard graphical browser and in-
stalled at the client side so that visually impaired people can work with sighted
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friends. Thus a range of adaptive interface, such as tool bar position arrangement,
voice description for function button and magnifier, should be accommodated at the
interface [3].

Voice Interaction: In order to provide better web page information access for the
visually impaired, the Two Dimension Interactive Voice Browser will first speak out
the structure of web page with coded number. The web page structure consists of
frame, table and form and the coded number for these structure elements starts from
one in increasing sequence with each page. To facilitate voice recognition, the voice
commands are driven by speaking number which is selected by the user. Therefore
the target area of the web page is focused just like what the sighted people do. The
hyperlinks in the focused area are also read out for the user with coded number in the
same ordering pattern of web page structure. If users do not choose the hyperlink
coded number for further reading, then the browser will finally speak aloud the text
content in the selected area for the users.

2D Vocal Web Page Content Creations: Normally Two Dimension Interactive
Voice Browser is describing web pages to the users via Chinese Text-To-Speech
output. The visually impaired could control the Two Dimension Interactive Voice
Browser navigation by speaking number just like pressing telephone keypad. How-
ever, most web page designers create web pages without considering that the visually
impaired might surf them by voice. Therefore much of the responsibility of creating a
voice friendly web page relies on the web page designers. The Two Dimension Inter-
active Voice Browser analyzes the HTML files in accordance with the W3C WAI
Guidelines [7]. According to some simple guidelines, the web page designers can
often smooth the voice browsing perception for the voice voyagers without substitut-
ing the perception for traditional surfing users.

The 2D structure is rendered by analyzing some specific HTML tags and attributes
within the tags. In order to make a voice friendly HTML page for the visually im-
paired to navigate, these tags and attributes would be better not omitted and have to
be set up with clear and concise descriptions for the Two Dimension Interactive Voice
Browser to generate a speech out dialog. Some key tags and attributes are interpreted
by the Two Dimension Interactive Voice Browser as the following:

1.

2.

3.

4.

<TITLE>: The TITLE tag displays the title of an HTML document on the
browser’s title bar. Two Dimension Interactive Voice Browser speaks it out for
users as it downloads one page from the web site.
Attribute “summary” in <Table>: This attribute provides a summary of the ta-
ble’s purpose and structure for Two Dimension Interactive Voice Browser ren-
dering aural description to the users.
Attribute “title” in <Frame>: Two Dimension Interactive Voice Browse reads
the frame title to facilitate frame identification and navigation for the users.
Attribute “alt” in <IMG>: Two Dimension Interactive Voice Browse reads out
image representation of text to the users.

The use of attribute alt has been ignoring by the web page developers since it is
unseen in the foreground. However, that is extremely important information for the
voice browser to speak out for the visually impaired. There are still many other such
attributes available in the HTML tags which can be found in the W3C WAI Guide-
lines for voice browser to interpret.
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4 Conclusion and Future Work

The goal of this study is to find an efficient solution for the visually impaired to surf
the World Wide Web. It is great for them to have opportunity to read the web pages
as the sighted people do when they navigate the World Wide Web. The Two Dimen-
sion Interactive Voice Browser could decompose the web page structure into directo-
ries for the visually impaired to select via speaking number. Spoken number facili-
tates voice recognition. This is the similar manner to sighted people who select the
desired area on the web page to read. Once one target area is selected, the visually
impaired could listen to the content or choose the hyperlink with coded number in this
area for further reading. With the IBM ViaVoice Chinese Text-To-Speech synthe-
sizer, the visually impaired can read from hearing by themselves. With this approach
the web designers have not to reconstruct web pages on the part of server and the
visually impaired could listen to the web page efficiently with their own mother
tongue.

A new version of Two Dimension Interactive Voice is currently under construction
in which the functionality aims at conforming to the requirements of priority 2 and
priority 3 initiated in the W3C WAI Guidelines about the visually impaired. As the
web page developers get acquainted with W3C WAI Guidelines to construct their
web sites. It would be possible for the voice browser to render more friendly and
efficient speech out from standard HTML web pages. And the visually impaired can
thus benefit from the voice browser to investigate the World Wide Web.
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Abstract. Graphical information is very important in common information pub-
lishing. For visually impaired users this information is usually not accessible.
Scalable Vector Graphics, a recommendation of the World Wide Web Consor-
tium, describes graphical information in an XML document. We propose a
transformation scheme into a tactile representation for this kind of graphics.
Navigation modes, filters, and the output of meta information support the explo-
ration of the graphics. Furthermore our software environment can simulate this
transformation for all sizes of tactile devices.

1 Motivation

Nowadays it is common to have bitmap graphics on web pages. The information
presented in images must be accessible to all users. For users with visual disabilities it
is necessary to access this information with non-visual devices. Preparing bitmap
graphics for visually impaired people in a tactile representation uses techniques like
optical character recognition (OCR), because it is not possible to get any meta infor-
mation like included textual content, shape type, descriptions, stroke width, etc. di-
rectly out of the graphics file [8,10]. Fortunately the next generation of web pages
will use vector graphics. The advantages of this kind of graphics are scalability, small
file size and the property to store shapes, attributes, and meta information in a well
defined way. Our research is based on the Scalable Vector Graphics [11] recommen-
dation of the World Wide Web Consortium (W3C). SVG is an XML application,
where shapes and attributes are encoded as plain text.

The main problems in preparing graphics for visually impaired people are the low
spatial resolution and the binary mode (pins up or down) of tactile devices. Therefore
graphics have to be scaled down and the colors have to be reduced to one foreground
color and one background color. The additional information in SVG can be used for
transformation, navigation, and filtering. The tactile output in combination with this
additional information displayed on the braille line or offered by voice output makes
the exploration much easier.

How to create SVG in an accessible way, can be found in guidelines of the Web
Accessibility Initiative [7, 12]. Recent publications concerning accessing SVG for
visually impaired people focus on specialized areas like extracting meta information
[6], visualization of tactile maps [3] and transformation for tactile embosser [5].
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2 Graphics in SVG

In SVG two-dimensional graphics are described using XML. Therefore a set of basic
shape elements is defined e.g. lines, rectangles, circles, ellipses, polygons, paths, etc.
The position, size, color, etc. of each shape is defined by attributes. Additionally there
are special tags to group shapes <g> and reference self-defined symbols <use>. SVG
provides a possibility to add alternative descriptions of the content. Therefore each
element can include a title and a description tag (<title> and <desc>).

The SVG source code example below describes a series resonance circuit. Each
component in the circuit is represented in a group that contains the component itself
and the conductor paths. A title and a description of each group, the shape of the
component, and the lines of the conductor paths represent this. In SVG 147 color
keyword names are defined, e.g. black can be written instead of the value
“rgb(0, 0, 0)” and olive instead of “rgb(128, 128, 0)”.

An SVG viewer can render the graphical representation of this circuit. Figure 1
shows the graphical output by Squiggle, the SVG viewer of the Apache Batik project
[1]. On mouse over Squiggle shows the title and description of a shape or group in a
tooltip.

Fig. 1. Series resonance circuit in SVG.
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3 SVG Transformation Scheme for Visually Impaired People

We have developed a software environment for transforming SVG into a representa-
tion, which is accessible for visually impaired people. Our environment makes it
possible to navigate in the graphics and use filters. We designed our environment to
be used directly by the visually impaired users as well as a simulation environment
for our development (see Figure 2).

Fig. 2. Software simulation environment (scaled original graphics is at the bottom and in this
example the outline filtered graphics is at the top).

The down scaled, but original graphics and the color reduced, filtered, shape sepa-
rated graphics are displayed on the screen. Pins up is displayed in black and pins
down in white color. There is also a simulation of a braille line, where meta data of
the current shape like textual content, title, description, color, and other parameters
are shown. Additionally this information is presented as voice output. For developers
the shape hierarchy is displayed in a tree view. The size of the output and the length
of the braille line depends on the used devices and can be configured. In our environ-
ment it is possible to zoom in/out and scroll the graphics by the user.

3.1 Navigation in Graphics

There is a simple concept of navigating through the shapes of a graphics. In our envi-
ronment the user can navigate to the next/previous shape using the command “show
next/previous element”. If the current element is a group element, it can be entered
and left again. This could be done recursively in each group. There are also com-
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mands to view the first or last element in a group. One command shows the whole
graphics. This can be useful to get an overview about the position of the current shape
in the graphics.

Fig. 3. Original and incremental buildup of graphics (in this case group by group).

There are different modes that can help the user to explore the graphics. The
buildup of the graphics can be separately shape-by-shape or accumulated incremental.
Figure 3 shows the incremental buildup of the graphics. This mode can be used in
groups as well, to build them up step by step. Another mode enables the user to view
the elements without minding the hide rules. This makes it possible to see a car in one
piece, which is partly hidden by a tree. If the user realizes, that the negative version of
the output would be better, each output can be inverted.

3.2 Appling Filters to the Graphics

We integrated some filters to our environment that help the users to explore the
graphics. Each filter can be selected in all situations and can be combined with other
filters.

In our transformation scheme SVG text is extracted and presented on the braille
line or as voice output. In most cases the position of the text is very important. A text
filter extracts the content of text elements and shows their position on the graphics by
blinking.

Filtering of colors is necessary because the output on tactile devices is binary (pins
up or down). By using color filters it is possible to show just the shapes of a specific
color. The color filters can be combined with color filters of an other specific color.
This makes it possible to view e.g. just black and red shapes. To have a color filter for
every color in the color space is not feasible. In our approach all colors (or SVG color
keyword names) are mapped to a limited number of colors. For this color subset we
are using the “basic color terms” established by Brent Berlin and Paul Kay [2]. These
“basic color terms” consists of the colors white, black, gray, red, pink, yellow, green,
blue, purple, brown and orange. We determine the mapped color by the lowest dis-
tance in the L*a*b color space [9]. Using color filters will show the suitable shapes
with a color similar to the chosen color. If some distances are about the same, the
object is shown for all of the corresponding color filters. For additional information
the original color value or nearest SVG color keyword name (mentioned above) is
printed on the braille line and given by voice output. A color filter of a specific color
can only be selected if there is an element in this specific color in the diagram. Fig-
ure 4 shows the color filtering result of the original graphics.
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Fig. 4. Original and color filtering result (filtered colors are black and green).

Graphics for sighted users are often hard to discretise for tactile devices. Especially
gradients and textures of elements are hard to prepare for this usage in a good way. A
filter removes the gradients and textures, but keeps the elements. In this case the user
is informed that the gradient or texture of the current element is removed. An outline
filter draws just the outlines of shapes or groups. In figure 2 the outline filtering result
is shown at the top. This filter can be used to get an overview about the whole graph-
ics.

4

A first evaluation of our software environment by a visually impaired colleague in our
group has shown that our approaching is very promising. As equipment we used a
tactile device from Metec, which has 120 to 60 tactile pins (see Figure 5). Our soft-
ware environment was developed in Java. For rasterizing we used the Batik SVG
Toolkit [1]. The voice output is based on FreeTTS [4]. Our system has a flexible in-
terface, to which other tactile devices can be integrated easily. Therefore our results
are not restricted to this special hardware.

Fig. 5. Output on our tactile matrix display from Metec.

Preliminary Results
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5 Conclusion

We proposed a software environment and methods to access Scalable Vector Graph-
ics by visually impaired people. By including all meta information like textual infor-
mation (textual content, titles, and descriptions), shape type, positions, colors, and
other attributes a new way of exploring graphics becomes possible. Our environment
can be used as a simulation environment for the development of new extended meth-
ods in presentation of tactile graphical information.

The next version of our software environment will be able to extract SVG in
HTML files. The users will be able to navigate to the next or previous SVG. The
color matching in the L*a*b color space can be more effective if we use just the a and
b component and consider the luminance separately. Furthermore it might be useful to
integrate the access to bitmap graphics into our system.
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Abstract. A new Communication system for the blind has been developed. The
system, named MIMIZU, is composed of a pair of terminals equipped with re-
freshable tactile graphic display and ultrasonic pen device. Using the terminal, a
blind user can make drawings directly as he likes on the tactile surface with ul-
trasonic pen. The other blind user can recognize the tactile image appeared on
the other terminal by touching it. In this way, the system can support communi-
cation between blind users by means of tactile graphics. We describe results of
simple experiments in which a subject tried to transmit simple drawings to the
other subject. The results show difficulty of transmitting a shape of circle with-
out preliminary information because resolution of the display was not enough.
However, it is useful to transmit shapes composed of straight lines. And even if
the shape is a circle, the user can recognize it when he has information in ad-
vance.

1 Introduction

Needless to say, it is important for the blind to read and understand graphical infor-
mation using tactile sense. To acquire the information, they usually use tangible mate-
rials such as embossed pictures or drawings on the swell paper or reliefs of foil. Un-
doubtedly these tangible materials are available for them to make up spatial informa-
tion. Early research reported even if the person would have no visual experiment, he
could do simple matching task between tangible pictures [1]. On the other hand, it
seems that the drawing work is not so common in the daily life of the blind, in spite of
they can use graphical information and there are drawing tools for the blind like
raised-line drawing kit. We think one of the reasons is that those tools do not allow
the user to erase the drawing lines. Therefore, we started a project to develop an
“erasable” drawing system for the blind.

TDraw [2], composed of a thermo pen and a swell paper on a digitizer, is one of
the systems of drawing tool for the blind. But this system is not erasable because it
aims to record how the blind make drawings and analyze a mental model they have,
so it is more important to have function of making smooth line than to realize erasable

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 731–738, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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function. Our standing was slightly different from it. We mainly focused on the func-
tion of erasing.

After several months, a system composed of refreshable tactile graphic display
units and input stylus pen connected with beam arms with angler sensors was devel-
oped [3]. We named the system MIMIZU, which means a kind of worm in Japanese,
for the motion of the tactile display. When the system runs, it calculates the position
of the stylus pen tip from the length of the beam arms and its angle information. Then,
the tactile pin under the tip was raised when the user wants to draw, and it was low-
ered when he wants to erase. We know the dot matrix approximation is not so good to
express drawings including several line segments, but there is no choice to realize an
erasable tactile display except dot matrix refreshable display by now.

In this paper, we will report improvement of the system. The new version of
MIMIZU has more expanded tactile area and convenient stylus pen thanks to an ultra-
sonic technology. In addition to these improvements, it becomes tactile communica-
tion system by connecting a pair of the display terminals through network.

Fig. 1. This figure shows an overview of a terminal of MIMIZU. It is composed of ultrasonic
stylus pen device, and refreshable tactile graphic display. The user can make a drawing on the
display with the stylus and erase it partially. The same drawing appears on the other terminal

2 System Constructions

As mentioned above, MIMIZU is basically composed of a refreshable tactile graphic
display, an input device, and a computer, which controls those devices. Fig. 1 shows
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an overview of the terminal of MIMIZU on use. We assembled a pair of terminals and
connected the controlling computers via network cables. The detail of the system is
explained as below.

2.1 Tactile Graphic Display

The area of the tactile graphic display is doubled compared to the first version of
MIMIZU. It measures 144mm by 96mm, including 1536 pins arranged in a matrix of
48 pins on columns and 32 pins on rows. The inter-pin spaces are 3 mm, and the pin
stroke is 0.7mm. the principle of driving those pins is using piezoelectric actuator,
similar to a general Braille display. By adding high voltage electricity, stick-shaped
actuator bends to upper the pin. The actuators are controlled by an LSI unit. The LSI
receives controlling signal from a computer. Fig. 2 shows an overview and the princi-
ple of SC-5, the tactile display unit that we use as a component to make tactile sur-
face.

Fig. 2. Left figure shows an overview of SC-5, the tactile graphic display unit. Middle figure is
the principle of driving pins. Right figure is the side view of SC-5 without top cover

2.2 Stylus Pen Utilizing Ultrasonic Technology

Utilizing ultrasonic technology to the stylus pen is the most drastic improvement of
the new version of MIMIZU. Its measurement principle is as follows: The pen tip of
the stylus has a micro switch and transducers. And a pair of receivers set on the tactile
surface. At first, the pen tip emits ultrasonic and infrared signals when the user
presses the stylus pen on the surface. Then, the each receiver detects the distance from
itself to the pen tip using differences of reaching speed between those two signals.
Finally, the receivers lead the position of the pen tip by triangulation method. The
advantage of using this device is its flexibility. The stylus pen is not bound to the
body of the system any longer. The user can use several terminals (if they are pre-
pared,) without changing the styluses. On the contrary, its disadvantage is that the
user has to pay attention not to obstruct the signals from the pen tip to the receivers.
In other words, in case the user follows non-dominant fingers to the pen tip for sup-
porting the motion, he has to keep out the fingers between the pen tip and the receiv-
ers. Sighted user doesn’t need to pay such attention, however, it requires some prac-
tices for the blind user to get used to the stylus device.



734 M. Kobayashi and T. Watanabe

2.3 Functional Scheme

Basically, the system realizes the simple function to draw/erase a drawing on the
tactile graphic display. The drawings are shared on each terminal by communicating
the drawing data. Also, a function to file the drawings to the hard disk drive is pre-
pared.

When the program runs, the computer waits the user use the stylus pen. If the user
moves the stylus pen over the tactile graphic display, the computer calculates the
position of the pen tip, and controls the tactile pins under the pen tip. When the run-
ning mode is set as “drawing”, the computer sends a signal to raise a pin under the
pen tip to the tactile display units. On the other hand, when the mode is set as “eras-
ing”, the tactile pins under the pen tip will be lowered. Thus, the user can draw and
erase an arbitrary part of the drawings by moving the stylus. While the user is making
a drawing or erasing it, the computer plays a certain sound file that depends on which
running mode is chosen. The sound helps the user to judge which action they are
doing at that moment. To change the running mode, the user has to tap a square area
prepared by the side of the tactile area (see Fig. 1) with the stylus pen. Also, the user
can make all raised pins lower by tapping an area of the other square. i.e., the action
causes surface of the tactile graphic display clear. To help to confirm the action, an-
other sound file is played when it is done. During these drawing operations, the same
drawing appears on a tactile display of the other terminal.

3 Experiment

As described in previous section, this system was designed to make interactive com-
munication for blind users between each other. However, as a first step, we would like
to know how correctly the drawing travels from one user to the other user. Therefore,
we made a simple experiment like “telephone game” using tactile drawings. One
subject who was a sender was required to touch and feel a target picture printed on a
swell paper. Then, the sender made a drawing using MIMIZU terminal. The other
subject who was a receiver felt a tactile image on the other terminal during the sender
is drawing. At last, the receiver made a drawing using raised line drawing kit and a
ballpoint pen to express what he/she feels in his/her mind. Through this procedure, it
was difficult to remove an effect that comes from each subjects’ tactile sensitivity and
drawing skill. So the end of a set of the experiment procedure, each subject was re-
quired to make drawings, feeling the target pictures on the swell paper. Comparing
those drawings made by subject, we made consideration.

3.1 Participants

A pair of blind participants was volunteered. Both of them had normal tactile sense
and were Braille readers. They usually used tactile materials to get information in
studying. Subject A was a male, who has a little light perception on right eye, but
could not distinguish the number of the fingers in front of him. Subject B was a fe-
male, who is totally, congenitally blind. The age of both subjects is twenty.
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3.2 Experimental Procedure

At first, they were explained about the MIMIZU system with its function and how to
use it. Then, the procedure of the experiment was informed to them exclusive of the
kinds of tactile pictures presented. We prepared four types of pictures printed on swell
papers. They would be eight types of stimuli by present with upside down. The ex-
periment was composed of two sets.

Fig. 3. Experimental procedures of the first set are shown in this figure. The main purpose of
the experiment is to clear how correctly a picture transmits from one side to the other side. It
was designed as a “telephone game” using tactile picture and MIMIZU. After a set of experi-
ment, each subject was required to draw the target picture using raised line drawing kit to sub-
tract the effect of each subject’s skill of feeling and drawing

In the first set, Subject A was required to send the target picture to Subject B. Four
trials were conducted using four target pictures. After finishing the transmitting ex-
periments, both subjects were required to draw each target picture using raised line
drawing kit feeling the original target pictures on the swell papers. A square frame
was drawn to the raised line drawing papers in advance. It represents the tactile area.
The main flow of the first set is shown in the Fig. 3.

In the second set, the subjects changed their roles. Subject B send the target pic-
tures to Subject A. This time, the four target pictures were set upside down. As same
to the first set, they ware required to draw original target pictures after the set was
finished. All sequence of the experiment was recorded by two digital video cameras
to observe a process of making and touching a drawing.
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3.3 Results and Consideration

Fig. 4 shows the prepared target pictures printed on swell papers and the drawing
answers made by receiver subject using raised line drawing kit. The four cases on the
left show the results of the first set. They were transmitted from Subject A to Subject
B. The four cases on the right show that of the second set. It was transmitting from
Subject B to Subject A. They did not talk to each other about the shapes of drawings,
so the results are gained only from tactile information.

Fig. 4. Prepared target pictures printed on swell papers and drawing answers made by each
receiver subject. The left four cases are results of the first set, from Subject A to Subject B. The
right four cases are those of second set, from Subject B to Subject A

We can simply say that the results in the right four cases, the second set, seem to
have correctly reproduced the original target pictures. It is observed that there are
some deviances from square frame in those cases, but they were mainly caused by the
receiver’s haptic sense and drawing skill. It was clear from the fact that receiver made
almost same drawings when he touched the target picture directly. On the other hand,
the results in the left four cases, the first set of the experiment, seem to have not cor-
rectly reproduced the target pictures. The big difference of condition between the first
and second set is, “In the second set, the receiver (Subject A) had some knowledge of
what kind of pictures would appear in advance.” In other words, MIMIZU is available
to help to transmit simple images like the target pictures, if the receiver has some
knowledge about it.
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On the other hand, it is observed that difficulty to transmit the shape of circle from
the result of the case of “A to B -1” and the case of “A to B – 3.” One of the reasons
is that they were not used to the system yet in the first case. Generally, it is said that
drawing a circle without visual sense is difficult, as Subject A commented. Further-
more, we think the resolution problem effected strongly. Dot matrix approximation is
not appropriate to express a shape with curved lines like a circle. In those two cases,
Subject B realized a circle as a small square. She felt the line as straight because the
circle that Subject A drew was composed of short straight lines.

Fig. 5. An analyzing chart of the case of “A to B – 2.” By comparing drawings made by both
subjects, we can consider the effect of each subjects’ drawing skill and possibility of MIMIZU
to transmit a picture information

To give the first set further consideration, we made an analyzing chart shown in
Fig. 5. It is an example of case “A to B – 2” in the Fig. 4. The left upper figure is the
target picture. The left lower figure is a drawing made by the sender while touching
the target picture. The center figure is a drawing made by Subject A on the tactile
surface of MIMIZU. And the same tactile image appears on the terminal in front of
the Subject B. The right upper figure is a drawing made by Subject B while touching
the target picture. The right lower figure is the answer drawing made by Subject B.
The height of the left triangle in her drawing seems lower than the original triangle in
the target picture. From the chart, it is clear that the reason was the drawing skill of
Subject B. Subject A made relatively correct drawing on the MIMIZU, and Subject B
made almost the same drawing even if she touched the original target. However,
about upper-side line of the right rectangle, a little bump made by Subject A affected
the answer drawing. It means that little bump on the straight line in the dot matrix
approximation affects strongly receiver’s imagination. Therefore, in the future work,
we should make some support function to make straight lines like drawing software
for sighted users.
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4 Conclusions and Future Work

Taking all results into consideration, we can conclude that:

Some preliminary information is available for the receiver.
Dot matrix approximation of the present system is not sufficient to express curved
line.
A Little bump on a straight line affects the image the receiver will have.

These conclusions seem not to be so good and are naturally expected. However, we
don’t take these results pessimistically. We are sure that tangible information is valu-
able to communication between blind users, even if it is transmitted incorrectly to
some extent. The faculty of operating tangible pictures differs greatly from one person
to another, so the users should use tangible graphics as subsidiary information to
verbal communication. Of course, the usability of the system is important. We have to
keep on research to improve the usability of the input device and we need high resolu-
tion in the tactile display.
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1 Introduction

Plain text in well-authored electronic documents of nearly any format is accessible to
a blind person who knows how to use a computer and screen reader. A great deal of
common information is generally not presented as plain text however. Charts, dia-
grams, and graphs are common in business, scientific, and most professional litera-
ture. Maps and geographically-oriented data such as weather maps and complex cen-
sus information would be virtually impossible to present in words. Until recently it
has not been possible for authors of mainstream literature to present graphical infor-
mation of these kinds in a format that could be accessed directly by blind people. In
this paper, a new technology is described that does permit blind people to have direct
access to most object-oriented graphical information. This new technology is possible
because of two recent developments. One is the emergence of the mainstream SVG
(Scalable Vector Graphics) language. The second is the Tiger technology for emboss-
ing tactile graphics.

SVG (SVG 2004), is a new XML graphics language recommendation of the World
Wide Web Consortium (Jackson 2002; Eisenberg 2002). The SVG format permits
graphical objects to have title and description attributes, and these attributes are used
to ensure that SVG graphical information can be accessed by people with print dis-
abilities who cannot easily understand the visual representation. These attributes are
not visible when the SVG graphic file is displayed in a conventional SVG viewer but
can be displayed and, if desired, spoken by users of a new accessible SVG Reader ap-
plication. The titles are displayed/spoken when selected with the mouse. Blind users
can emboss a tactile copy of the SVG graphic, place it on a touch-sensitive pad, and
select objects by pressing on the tactile copy.

This technique of enhancing tactile information with additional audio was pio-
neered by Parkes (Parkes 1988, 1991, 1995, 1998; Parkes and Brull 1997) and used
extensively to provide graphical information to blind users (Loetzsch 1994; Loetzsch
and Roeder 1996; Landau 2003). Properly used the tactile plus audio information is
known to provide excellent access to blind users. Bulatov and Gardner (Bulatov and
Gardner 1998; Gardner 2002; Gardner and Bulatov 1998, 2001, 2003, Gardner et al.
1997) have explored the feasibility of using mainstream graphics languages accessed
by the tactile/audio method.
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2 Scalable Vector Graphics

SVG development was begun in 1999 as a project of the World Wide Web Consor-
tium (W3C 2004) with major participation by Adobe, Apple, Canon, Corel, Hewlett-
Packard, Macromedia, Microsoft, Kodak, Sun and many others. The SVG 1.0 rec-
ommendation (SVG 2001) was published in September 2001. Nearly all graphics au-
thoring applications permit authors to export graphics as SVG, and there are numer-
ous SVG-specific applications commercially available.

SVG is a powerful language permitting animation and interactivity, but its most
prevalent use is currently as a compact format for conveying static vector graphics on
the web and in other electronic media. Its compactness and scalability are the major
advantage of SVG over bit maps, currently the most common format for web and
other electronic graphics. The inclusion of title and description attributes in the SVG
specification along with other features promoting accessibility make SVG a nearly
ideal language for creating accessible graphics. Accessibility is not automatic how-
ever. An author must include adequate titles for important graphic objects if an SVG
file is to be accessible. Some chart or graph creation applications could include all ti-
tles and data so that the resulting SVG export could be automatically accessible. At
the present time, SVG files can be made accessible only with a ViewPlus SVG file
editing application that is scheduled for release in the latter part of 2004.

3 Tiger Embossing Technology

The Tiger embossing technology was developed within the Science Access Project
(SAP 2004) at Oregon State University (Sahyun et al. 1998a, 1998b) and subse-
quently expanded and commercialized by ViewPlus (Gardner 2002, Gardner et al.
2002, Walsh and Gardner 2001). Tiger technology is capable of embossing with a
resolution of 20 dots per inch or equivalently 400 dots per square inch, and with vari-
able height dots. The ViewPlus embossers utilizing this technology include the Pro
(100 Braille characters per second, paper widths to 16 inches), the Max (60 Braille
characters per second, paper width to 11.5 inches), the Cub (50 Braille characters per
second, paper widths to 8.5 inches), and the Cub Jr. (30 Braille characters per second,
paper width to 8.5 inches).

All ViewPlus embossers are accessed by Windows applications through the normal
print command just as any Windows printer. Graphics are reproduced normally as
height-resolved gray-scale images in which black areas produce high dots, and light
gray areas low dots. Text and graphics can co-exist and be embossed. Braille text will
be embossed as Braille whereas standard fonts, e.g. Arial, Times Roman, emboss as
graphic images.

The variable dot height embossing capability and standard Windows printer inter-
face for ViewPlus embossers permit a blind user to create a tactile copy of most
graphic images whose major features are tactually identifiable. This is a critical ne-
cessity for blind users to have any chance to access mainstream graphics. Tactual ac-
cessibility can be optimized by users through a variety of user commands that pres-
ently or in the near future include ability to change contrast and brightness, to emboss
outlines only, and to emboss colors as distinctive patterns.
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4 New ViewPlus Accessible SVG Technology

The first commercial end-user products supporting the accessible SVG technology are
a touch-sensitive pad and the accessible ViewPlus SVG Reader Windows software
application. The touch-sensitive pad attaches to the user’s computer through a USB
port and requires no other power. Once installed, the user needs to follow a very sim-
ple calibration step to assure that the image on the computer monitor corresponds ex-
actly to the position of the corresponding tactile image on the touch-sensitive pad.
The calibration needs to be done only once unless the page setup is changed to print
with different margins or to a different paper size. The touch-sensitive pad is opti-
mized for use with A4 or 8.5 x 11 paper.

Once the touch-sensitive pad is installed, a blind user having access to a ViewPlus
embosser needs only the accessible SVG file. The user opens the file in the Accessi-
ble SVG Reader, prints a copy on the Tiger embosser, and places the copy on the
touch-sensitive pad. The user presses on an object and hears the computer speak the
name of that object. For example, on a map showing all the countries of Europe, a
user can press on a country and hear its name. If the author has included additional in-
formation about that country in the optional description field, the user can hear the de-
scription. If the user wants to review information, she can switch to a text window and
browse anything that has been spoken. This capability makes it possible for authors to
include wordy descriptions. All spoken information is also readable in Braille using
any common Braille screen reader.

The map of Europe includes large and small countries. While it may be possible to
distinguish Germany, France, Spain, Italy, and other large countries on an A4 em-
bossed image, the Benelux countries, Monaco, Andorra, Liechtenstein, and other
small countries are nearly impossible to distinguish tactually. Fine details even of
large countries are also often not tactually distinguishable. Therefore a user will
probably want to zoom the image to enlarge features of interest. There are a number
of ways to do this. The SVG Reader permits one to zoom in or out and to pan left,
right, up, or down. These are very useful for sighted users and are useful for fine ad-
justments by blind users. However the two most useful zoom features for blind users
are the ability to select an object and zoom it to maximum size. For example, if a user
is lucky enough to click on Luxembourg while browsing the full map, she can click
on the “fit selection to window” item in the View menu. Alternatively a user may se-
lect the “zoom rectangle” menu item, then select two points that define the diago-
nally-opposite corners of a rectangle that will been zoom to maximum size permitted
by the current window. One makes a copy of the zoomed image on the ViewPlus em-
bosser, and then explores the zoomed image. One can always return to the full Europe
map with the “fit to window” menu item.

When a user prints an image on the embosser, the computer saves the parameters
of that image. If at a later time one wants to return to that particular image, one can
place the tactile copy on the touch-sensitive pad, choose the “open from bar code”
menu item, and touch a tactile “bar code” on the image to recall the correct file and
zoom display to the screen. There are several alternative methods for providing the
“bar code” information, eventually including a standard ink bar code.

In some cases, users may need to read graphics files in locations remote from a
ViewPlus embosser. In such a case the reader would need the SVG files and em-
bossed copies of all files. If several zoom views are needed, the specially recorded
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zoom information recalled by the bar code would also be needed. These can be pre-
pared by the user and taken to another remote computer or can be prepared by another
person.

Few mainstream graphical documents are made without some text, a title, or labels
on some objects, or as scale factors on graphs and bar/column charts. Typical text
made for sighted people is far too small for a tactual image to be meaningful without
being enlarged by a factor of three or more. Consequently, text in a SVG graphic is
usually not even possible to identify as text. Nonetheless, when a text object is
pressed, the text is spoken, so a blind user can “read” titles and text labels on graph-
ics. A user option permits one to replace the 20 dpi text images (that are little more
than tactual noise) as special “text patterns” that are more readily identifiable. These
text and graphics user options provide an experienced blind user with tools that can
make almost any image (in accessible SVG format anyhow) usable.

Fig. 1. Photograph of young blind woman examining a US map using the ViewPlus SVG
Reader computer application and ViewPlus touch pad. The ViewPlus Cub Tiger tactile graphics
and braille embosser is on her left. Any graphic on screen can be embossed on the Cub and
placed on the touch pad

These end-user products require that the SVG files be made accessible by providing
titles for all important graphical objects. ViewPlus will market an SVG Editor soft-
ware application that provides a user-friendly way to add such titles to existing SVG
files. The editing process is very simple if the SVG file has well-defined objects.
Common authoring programs such as CorelDraw and Adobe Illustrator can provide
good SVG exports if an author is careful in defining the graphical objects. The MS
Visio 2003 application, which is a chart/diagram-making program, is particularly well
suited for creating excellently organized SVG files. Authors who export SVG files
from Visio 2003 can make them fully accessible simply by opening the file in the
ViewPlus SVG Editor, opening the title attributes of all important objects, and typing
in the names.
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Abstract. In this report, we examine whether or not a visually impaired person
can make a formal basic figure by himself. The patterns that we treat in this re-
port are restricted to a collection of lines. In order to make formal patterns, we
prepared an acrylic pen input guide and put it on a tablet. This guide has a 9 by
9 lattice of holes which correspond to 9 by 9 localized sounds on a 2-dimens-
ional virtual sound screen. Using this guide and a stylus pen, the visually im-
paired can make a pattern. The input pattern is checked and corrected by hear-
ing the localized sound. Experiments show that the subjects can input simple
patterns correctly.

1 Introduction

Generally, representing information to a visually impaired person is performed using
the senses of hearing and touch. A well known method using the sense of hearing is a
so-called screen reader, which reads out text. The way of expressing a figure pattern
has also been examined and various methods have been proposed, e.g. [1, 2, 3]. We
have tried the sound localization approach [4] which can be used as a computer inter-
face. This method has the advantage of low cost compared with a method using the
sense of touch [5] or 3D virtual audio space techniques [6].

We have examined how a visually impaired person can recognize characters, a sim-
ple figure, or a layout on a plane using a 2-dimensional virtual sound screen [7], [8].
Through psychological experiments using our system, subjects have correctly recog-
nized simple patterns. Note that these patterns are created by normal sighted people.
We also found that our method can support the drawing of handwritten geometric
figures such as circles and triangles by a visually impaired person [9].

In this report, we examine whether or not a visually impaired person can make a
formal basic figure by himself. The patterns that we treat in this report are restricted
to a collection of lines. In order to make a formal pattern, we prepare an acrylic pen
input guide and put it on a tablet. This guide has a 9 by 9 lattice of holes which corre-
spond to the 9 by 9 localized sounds on a 2-dimensional virtual sound screen. Using

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 745–752,2004.
© Springer-Verlag Berlin Heidelberg 2004
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this guide and a stylus pen, a visually impaired person makes a pattern. The input
pattern is checked and corrected by hearing the localized sound or a series of sounds.
Experiments show that the subjects can input simple patterns correctly.

2 Virtual Sound Screen

We have been studying methods to represent positions using sound localization,
which use psychological hearing characteristics. Fig.1 illustrates the virtual sound
screen. Its vertical axis is audio frequency and its horizontal axis is the interaural level
differences between the ears. Its known that high frequency sounds tend to be per-
ceived as an image with a high position, whereas for low frequency sounds the situa-
tion is reversed. Sounds that are uniquely characterized by frequency and interaural
level difference are called localized sounds.

Fig. 1. Virtual sound screen.

3 Pattern Making System

In order to investigate the possibility of pattern creation, we developed a pattern mak-
ing system in MS-Windows. Our system consists of a PC, a pen tablet, the pen input
guide described previously, the sound board and headphones, and does not use any
other special hardware. We examine the possibility that a visually impaired person can
make a formal basic figure by himself. The patterns that we treat in this report are
restricted to a collection of points and lines. The input tool used is a pen input guide
which is put on a tablet (Fig. 2). To make a pattern, a sequence of points is input with
this tool. The input pattern can be checked and corrected using a 2-dimensional virtual
sound screen.

The pen input guide is made of an acrylic board, which has a matrix of 9 by 9 (=81)
holes. The board size is 54 x 54mm with a thickness of 3mm. The hole diameter is
4mm and the hole depth is 1.5mm. There are three function holes above the input
guide: DATA-INPUT, DATA-SAVE and SOUND-DISPLAY.
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Fig. 2. Pen input guide on a tablet.

The 81 holes on the input guide correspond to 81 discrete localized sound positions
on the virtual sound screen. Fig. 3 illustrates the discrete localized sound positions.
The sounds corresponding to the vertical axis of the screen use different frequencies.
Low frequencies correspond to low positions and high frequencies correspond to high
positions on the screen.

Each display point is divided logarithmically from 500Hz to 3000Hz. The horizon-
tal axis is expressed by 9 interaural level differences of two adjacent localized sounds
set at 5 dB. Frequency alteration is generated by 9 individual wave files. Interaural
level difference is generated by the volume control of the left and right channels.

Fig. 3. Discrete localized sound positions.

When a visually impaired person points to a hole with a pen and clicks a button on
the side of the pen, the coordinate point of the hole is added to a temporary file. If he
points to the hole again, a localized sound is outputted so that he may notice that the
hole is already registered. If he would like to delete the point, he clicks the side button
of the stylus pen. He can input a series of positions and he also can modify the input
data. This work may be done mainly through the sense of touch, but the support of
sound is also important.
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The pattern is displayed by outputting the localized sounds for the input points one
after another. A point is displayed for a duration of 30 msec after which a 10 msec
silent interval is inserted. If the sounds of two adjacent points output one by one
within a short time interval, it can be recognized to be a line by the psychological
movement sense of the localized sound [7]. If two points are adjacent, they are dis-
played for an interval of 250 msec, and if not joined, in a time interval of 2000 msec.
The order of the pattern display is the same order of creation. Fig. 4 shows an exam-
ple of a created pattern.

Fig. 4. An example of a created pattern.

4 Experiments and Results

The possibility that a visually impaired person can create a basic figure using our
input tool and sound feedback is examined. The subjects used in the experiments are
three sighted persons wearing eye masks.

4.1 Point Input

When subjects create the patterns, they have to recognize the starting positions of the
patterns. We first tried the experiment to accurately determine the starting positions
on the tablet. The total number of input points was 81 and each point position was
randomly presented to the subjects by position number (Table 1). Blind subjects can
select the input point by touching the holes and they can hear the localized sound by
pushing a pen into the desired hole on the tablet.
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The characteristics of recognized accuracy and input time for the three subjects are
similar, so that the experimental results are shown by the average. The average input
time of each point position is shown in Fig. 5. We found that input time was longest
for the center position on the tablet and the average input time was about 10 seconds.
When a subject wants to select the center hole on the tablet, he does not go directly to
this position. At first, he looks a corner. After that he leads the pen to the desired hole
in the horizontal and vertical directions.

Fig. 5. The average of input time in each point.

4.2 Line Input

We also experimented with line input. Fig.6 (a), (b) and (c) show the three patterns
used in the experiments. Three different types of lines - vertical, horizontal, and di-
agonal – of made of nine continuous point positions were used. The accuracy and the
input time of each line were investigated. Each line was assigned a number and before
the tests the subjects were shown the relationship between the corresponding num-
bers. Randomly selected lines were shown to the subjects. When subjects push the
SOUND-DISPLAY hole, they can check the correct line input.

Fig. 6. Line patterns.
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Fig. 7. Line input time.

Fig. 7 shows the input time of lines for three subjects. The input time was the
shortest for the horizontal lines. Through the results of this experiment, we may con-
clude that input time and skill operation are fairly related.

4.3 Form Input

Since the accuracy of line input was very good, we tested simple figure patterns with
similar experiments. Fig. 8 shows 15 form input patterns which consist of several
straight lines. We selected these patterns because they are similar. Fig. 9 shows the
form pattern input times for three subjects. The input time for simple figure patterns
rose from 40 sec to 90 sec for subject C as the number of strokes increased.

Fig. 8. Form patterns.

5 Conclusion

We investigated whether or not it is possible for the visually impaired to make a for-
mal figure using a pen input guide and a virtual sound screen. Through psychological
experiments using our system, the subjects can input simple formal patterns, which
shows that our method can be applied to the pattern making for the visually impaired.
In future work, we would like to conduct several experiments upon subjects who are
visually impaired. As an application of our method, we would like to investigate the
auditory representation of the mini-go game and personal digital assistant usage.
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Fig. 9. Input time in form patterns.

Acknowledgment

This work was partly supported by the Grant-in-Aid for Scientific Research
No. 15500063 (C)(2) from the Ministry of Education, Culture, Sports, Science and
Technology in Japan.

References

1.

2.

3.

4.

5.

6.

7.

Kamel, H.M., Roth, P., Shiha, R.R.: Graphics and User’s Exploration via Simple Son-
ics(GUESS): Providing Interrelational Representation of Objects in a Non-visual Envi-
ronment. Proceedings of the 2001 Inter. Conf. on Auditory Display, 261-266 (2001)
Brown, L.M., Brewster, S.A., Ramloll, R., Burton, M., Riedel, B.: Design Guidelines for
Audio Presentation of Graphs and Tables. Proceedings of the 2003 International Confer-
ence an Auditory Display, Boston, MA, USA, 6-9(2003)
Cronly-Dillon, J., Persaud, K., Gregory, R.P.F.: The perception of visual images encoded
in musical form: a study in cross-modality information transfer. Proceedings Of The Royal
Society Of London Series B-Biological Sciences, 266, 2427-2433(1999)
Blauert J.: Spatial Hearing. The psychophysics of Human Sound Localization, MIT Press,
Cambridge, MA (1983)
Brenner W., Mitic S., Vujanic A., Popovic G.: Micro-Actuation Principles for High-
Resolution Graphic Displays. Proceedings of International Conference on Computer
Helping People with Special Need, 503-510 (2000)
Kawai Y., Kobayashi M., Minagawa, M., Tomita F.: A Support System for Visually Im-
paired Persons Using Three-Dimensional Virtual Sound. Proceedings of ICCHP2000,
327-334 (2000)
Itoh K., Shimizu M., Yonezawa Y.: A Drawing Support System for the Virtually Impaired
Computer User using a Virtual Sound Screen. Design of Computing Systems, Elisevier,
Amsterdam, 401-404 (1997)



752 M. Sugimoto, K. Itoh, and M. Shimizu

8.

9.

Shimizu, M., Itoh, K., Yonezawa, Y.: Operational Helping Function of the GUI for the
Visually Disabled using a Virtual Sound Screen. Proceedings of the ifip99 world computer
congress(ICCHP ’98), 387-394 (1998).
Itoh, K., Inagaki, Y., Yonezawa, Y., Hashimoto, M.: A Support System for Handwriting
for the Blind using a Virtual Sound Screen, Symbiosis of Human and Artifact, Elisevier,
Amsterdam, 803-808 (1995)
Shimizu, M., Itoh, K., Nakazawa, T.: Pattern Representation System using Movement
Sense of Localized Sound. Proceedings of HCI, 990-994 (1999)

10.



An Approach for Direct Manipulation
by Tactile Modality for Blind Computer Users:
Principle and Practice of Detecting Information

Generated by Touch Action

Makoto Shimojo1, Masami Shinohara3, Michiyo Tanii2, and Yutaka Shimizu2

1 Univ. of Electro-Communications, Dept. of Mechanical Engineering & Intelligent Systems
182-8585 Chofu, Japan

shimojo@mce.uec.ac.jp
2 Univ. of Electro-Communications, Dept. of Systems Engineering

182-8585 Chofu, Japan
{satsuki,shimizu}@se.uec.ac.jp

3 National Institute of Advanced Industrial Science & Technology
305-8566 Tsukuba, Japan

m-shinohara@aist.go.jp

Abstract. A basic device combining a tactile display function and a touch posi-
tion/force direction sensing function is proposed. The trial device consists of
two major components, a tactile graphic display and a 6-axis force/torque sen-
sor. The force sensor measures six dynamic values generated by touch action on
the display surface and a PC estimates the point based on the data and a simple
dynamic principle. Preliminary investigation indicated the validity of this de-
vice and its promising capability for HC using tactile modality.

1 Introduction

The spread of graphical user interfaces (GUI) made personal computers easier to use.
Users can now directly operate their computer through various visual objects in the
so-called “WYSIWYG” style. However, although this style of communicating with a
PC is convenient for sighted persons, it is inaccessible for blind persons, and so much
effort has been made to overcome the difficulty. For example, several application
programs that select visual information which can be converted into text form and
convey it as synthesized speech or Braille are already on the market. These programs
effectively assist blind PC users, but are still insufficient for conveying nonlinguistic
information.

The concept of the tactile graphic display was therefore introduced and several de-
vices are on the market now, but they are still a long way from becoming widely used.
This must be primarily due to the lack of mature technologies for providing inexpen-
sive devices with sufficient usability.

Most of the tactile display devices developed in the past were only unidirectional
communication tools, that is only display devices. If a bidirectional communication
function could be provided, graphic information would become more accessible for
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blind PC users and stimulate their creative activity. The fundamental function for
achieving the bidirectional communication is to detect the location where user is
touching a tangible surface, so we investigated a new method to detect the finger
locus.

2 Trial Device

Feasible method of constructing such a device can be roughly classified into two
types; adding a detection function to each actuator (such as DMD12060 of METEC),
and combining, a display component with a detection component independently. The
latter can be sub-classified into several methods but most of them involve compli-
cated wiring. Considering higher independence and simpler wiring, we selected a
combination of a tactile display and a force/torque sensor.

Photo 1. An overview of the trial device consisting of two components. The upper is a tactile
display and the lower right is a 6-axis force/torque sensor. The tactile display is fixed on a solid
plate connected firmly with the force sensor in a cantilever form.

2.1 The Tactile Graphic Display

Four bimorph modules (SC-10, provided by KGS Inc.) were used to assemble the
tactile graphic display. Each module has a 32x12 arrangement of tactor pins with
2.4mm interspacing. The tactor is 1.3mm in diameter and needs pushing down with a
force of at least l0gf in order to the touch surface. The total tactile surface has a
32x48 arrangement activated at a time. The height of the tactor pin when activated by
a data signal is 0.7mm. The device interfaces with the host PC through a USB port.
The upper part of Photo 1. shows the component of the tactile display.
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2.2 The Force/Torque Sensor

A 6-axis force/torque sensor IFS67M25 and a PCI-board (PCI2184S of NITTA Inc.)
were used to detect the touch position and force direction. The sensor measures the
force and the force moment generated by touch action, and the touch information is
estimated based on the measured data.

Fig. 1. A schematic illustration of the trial device.

2.3 Principle of Estimation

The display is fixed on a solid plate connected firmly with the force/torque sensor in a
cantilever form as shown in Photo 1. When the user touches the display surface, the
force sensor detects the six force components (three forces and three force moments)
immediately. The touched position, as the center of applied force, is estimated by
applying the following equation(1) to the data;

Where,
R : touch position vector, F : force vector, M : force moment vector,

H : vector defining the touch surface, × : vector product, and ( , ): scalar product
The relationship between these vectors is illustrated in Fig. 1.

2.4 Coordinate Transformation

The sensor coordinates are three-dimensional, but the touch surface is two-dimens-
ional. Furthermore, the normal vector H may not be parallel with the z-axis of the
sensor. Thus, some transformations are needed.

First, we consider coordinate rotation. If H leans against the z-axis, then the
touch surface is not parallel with the x-y plane in sensor coordinates. Therefore, coor-
dinate rotation is represented in the following form using Euler angle, in turning
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around the z-axis, around the y-axis, and around the z-axis, and so the follow-
ing forms are derived.

Here is the touch point on the touch surface corresponding to

further and

is sufficiently small so that
In general, a small shift must be added to the rotation.

3 Laboratory Assessment

Three preliminary investigations were conducted to assess the performance of the trial
device. In order to simplify the following discussion, it is assumed that the touch
surface is parallel with the x-y plane in the sensor coordinates, in other words
(* x , * y) is calculated as a first approximate estimation (in the equation(2) and (3)).

3.1 First Investigation: Validity of the Principle for Estimating Touch Position

We first examined whether a touched point on the touch surface is accurately calcu-
lated by the algorithm based on the principle. Here, the supporting plate is joined to
the force sensor at the outside of the tactile display component (position 1 in Fig. 4.)
considering freedom of design. Two kinds of stimuli, using an ideal finger and an
actual index fingertip, were applied to the surface. The ideal finger, which was a cyl-
inder with a hemispherical tip, acted perpendicularly on the touch surface at 3x3 lat-
tice points with a force of 550gf, whereas the actual index fingertip pushed the center
of the surface in five directions. Fig. 2. shows the estimated points in comparison with
the stimulated points. Each estimated position was the mean of 30 trials. The esti-
mated lattice is considerably distorted to the lower right, seems to be solvable because
of the trend of distortion, which may be caused by the setting position of the force
sensor or the inclination of the touch surface.
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Fig. 2. Contrast between the stimulated points and the estimated points in the first investigation.
An ideal finger, which is a cylinder with a hemispherical tip, acted perpendicularly on the touch
surface at 3x3 lattice points (black diamonds) with a force of 550gf and the corresponding
points (white squares) were estimated. On the other hand, an actual index finger pushed the
center of the surface in five directions. Each arrow head shows the estimated position and the
force direction, and X-mark shows the estimated position corresponding to the perpendicular
force.

On the other hand, the estimated finger positions vary widely depending on the di-
rection of the force. This variation seems to be mainly caused by the viscoelastic
property of the finger. When the subject pushes the surface down, the contact pressure
deforms the shape of the fingertip and so its load center shifts. It is not possible to
control the load center through vision. However, as the disparity between the center
and the estimated points is not extreme, the results suggests the general validity of the
principle.

3.2 Second Investigation: Effect of the Sensor Position

The above result suggests that the distortion was caused by the setting position of the
force sensor. In practice, the stiffness must be taken into consideration. Thus, three
sensor positions as shown in Fig. 4, were tested to compare the distortion. The ideal
finger pushed the surface down with three different weight values, 100, 200, and
500gf. Each estimated position was the mean of 30 trials.

There was a small discrepancy between three joint positions, suggesting that the
optimum or at least optimal point should be reached. The results also suggest that an
appropriate load range should be taken into the consideration. The load of 100gf is
obviously inappropriate. In the case that the sensor is placed just under the center of
the touch display component, the estimation errors are within 4mm without any cor-
rection. The trend of the lattice distortion suggests that optimizing the sensor position
and some coordinate transformation may keep the estimation errors within a half of
the interspacing.
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Fig. 3. Contrast between the stimulated positions and the estimated positions in the second
investigation. An ideal finger acted perpendicularly on the touch surface at 5x5 lattice points
(white triangles), and 500gf (white squares). However, in the case of 100gf, 3x3 sub-lattice was
used.

Fig. 4. The numbers indicate the force sensor position. (black diamonds) with three forces, of
100gf (x-marks), 200gf.



An Approach for Direct Manipulation by Tactile Modality for Blind Computer Users 759

Fig. 5. Free finger drawings. The device sampled the six dynamical values changing in re-
sponse to index finger action and estimated the corresponding position simultaneously. Each
locus was recovered as a continuous line image on the VDT.

3.3 Third Investigation: Response Speed

If the estimation processing is performed almost in real time, then the device can
make graphical information more accessible for the visually impaired. For example,
the user can explore, identify, drag, and select the target object on the touch surface
via finger action. We examined whether the device can pursue the finger action con-
tinuously. The images drawn by an index finger are shown in Fig. 5. The results indi-
cate that the device is sufficiently responsive to ordinary finger action and that it may
be possible to construct a new HCI method using this system.

4 Conclusion

A basic device combining a tactile display function and a force sensing function was
proposed. Its promising capability for HCI was roughly shown through three prelimi-
nary investigations and the problems to be solved were clarified.
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We are currently focusing on two tasks; improving the basic functions in order to
minimize the estimation errors, and creating a new HCI method using tactile modality
and applying it to several application programs, such as operations described in this
paper. Initially, the supporting plate was minimized to remove unnecessary load, and
some coordinate transformation algorithms for correcting the estimation error was
developed. We are also investigating a finger drawing function and palm scrolling
function.

Our final goal is to design an assistive device with which the visually impaired can
touch tangible objects and operate them directly, that is, “what you touch is what you
get”.
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Abstract. State of the Art human computer interfaces (HCI) for assisting indi-
viduals with severe motor disabilities employ remote eye-gaze tracking (EGT)
systems which obtain eye coordinates and convert them into mouse-pointer co-
ordinates. The performance of those systems is traditionally affected by mouse-
pointer jitter and miscalibration due to head movement. This study addresses
this problem and proposes an interface to minimize those errors. The interface
allows inspecting and quantifying those errors and collecting the necessary in-
formation which is used in real time for training an artificial neural network
which improves the coordinate conversion mechanism. The novelty of this
study resides in the integration of several procedures, such as: (a) error inspec-
tion at system startup, (b) real time improvement of the eye-to-mouse-pointer
coordinate conversion mechanism, (c) determination of a practical solution to
the mouse click operations, and (d) development of effective means to monitor
and evaluate the system performance.

1 Introduction

In recent years, remarkable advances have been achieved in the development of uni-
versal access tools, in an effort to empower persons with disability at having access to
all technological resources so that they will have the same potential at fully harness-
ing the power of computing. However, with the present scientific and technological
breakthroughs, the idea of persons with severe motor disability interacting effectively
with a personal computer (PC) still remains a challenging endeavor. A typical modal-
ity of such assistive systems consists of the use of an eye gaze tracking system (EGT)
which reads and sends the eye coordinates to the stimulus computer, where a conver-
sion into mouse-pointer coordinates occurs. With the advent of such technologies,
unwanted collateral effects arise, which considerably restrict and rise doubts about the
usage of those systems. In the integration of remote eye gaze tracking systems to
computers, the most undesirable effects are the mouse-pointer jitter and the miscali-
bration due to head movement.

The objective of this study was thus to seek an effective HCI that will allow indi-
viduals with severe motor disabilities interact with a computer using only eye move-
ment, with options for practical PC and web browsing, while providing an opportu-
nity to keep jitter and miscalibration to a minimum. Most of the work published to
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date on the field deals with the improvement and simplification of the eye gaze esti-
mation by means of conventional approaches that are based on the geometry of the
cornea. Only a limited number of artificial neural network (ANN) applications can be
found on the area of face pose tracking with the purpose of redirecting the camera to
the reference eye in case of head movement during working sessions [1, 2]. Very
limited research has been conducted so far regarding jitter reduction. Works published
in the area of jitter and calibration error reduction for eye gaze tracking systems by
means of ANN’s have not been found so far, even though that research merits to be
conducted. In developing the prototype design, the following important tasks have
been performed to ensure accurate cursor displacements:
(1)

(2)

(3)

Enhancement of the data transport mechanism between the eye-gaze system and
the host computer, which involved developing a data recovery technique.
Translation of the data into cursor movement using three steps, first the data is
converted into monitor coordinates, then to cursor coordinates, and finally cali-
brated with an improved conversion function (ICF) which uses a trained neural
network in order to eliminate the jittering of the mouse pointer.
Experimented with applications involving web browsing, editing and using email
with the assistance of an on-screen keyboard that is included in the software in-
terface which is explained in details in [3].

2 Eye Gaze Tracking System and Mouse Controller Interface

2.1 Interface Components

The Eye Gaze Tracking and Mouse Controller (EGTMC) interface is composed of a
CPU for data acquisition, a stimulus CPU, an eye monitor, a stimulus monitor, an eye
imaging camera, and an infrared light source (Fig. 1). The CPU for data acquisition is
where the eye coordinates are determined with the assistance of the infrared light and
the eye camera. It contains three eye-cards (ISCAN RK-726PCI, RK-620PC, RK-
464), which are essential to calibrate the system, and the raw eye movement data
acquisition software [4]. The RK-726PCI Pupil/Cornel Reflection Tracking System is
one-half slot real-time image processor that tracks the center of a subject’s pupil and
reflection from the corneal surface, and measures the pupil size. The RK-620PC
Auto-calibration System is a ¾ slot ISA bus real time computation and display unit
used to calculate a subject’s point of regard with respect to the viewed scene using the
raw eye position data generated by RK-726PCI. The RK-464 Remote Eye Imaging
System is an eye imaging system which allows the operator to control the direction,
focus, magnification and iris of the eye imaging camera from the control console. The
raw eye movement data acquisition software allows the user to control the data collec-
tion process. It allows the eye tracking system to be adjusted for any subject. Incom-
ing eye movement and auxiliary data can be seen graphically in real-time, calibrated,
and recorded. Calibrated or raw eye movement and auxiliary data can be output in
real-time through the serial port. The user interacts directly with the stimulus com-
puter, which is where the software that controls the mouse resides as well as an auxil-
iary application used to collect data among other task. The eye monitor is used as an
assisting devise to locate and focus the subject’s left eye. The stimulus monitor is also
an auxiliary apparatus, which is connected to the video signal of the stimulus com-
puter. This monitor shows a small cursor that represents the position of the eye.
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Fig. 1. Eye gaze tracking system components

2.2 Click Event Implementation

To attain full mouse functionality, the program needs to be able to execute a mouse
click as well as move the mouse to any desired position. With this purpose, an inves-
tigation was conducted to implement a left click on desired screen areas. When the
left eye is closed, the EGT data becomes zeros. Using this information, a left click
was defined as closing the eye for a short time interval, which is long enough to dif-
ferentiate it from a regular blink and short enough to make it as natural as possible.
Thus by counting the number of zeros coming into the stimulus computing, the appli-
cation can differentiate where the action is an eye blink or whether the user wants to
trigger a left-click event. Repeated experiments reveal that 20 consecutive zeros are
needed to simulate a voluntary left-click.

2.3 Software Components

The software interface is composed by two applications: (1) Mouse Control Applica-
tion (MCA), and (2) Metric Monitoring Application (MMA). The MCA goal is to: (1)
read the data coming through the serial port from the EGT, (2) recover the EGT coor-
dinates, (3) convert EGT values to mouse coordinates (4) use the converted values to
control the mouse cursor allowing the user to move the mouse pointer as well as to
execute a left click event. The MMA application (Fig. 2) is used to: (1) follow the
mouse cursor movements and compute a set of indicators, which are needed for jitter-
ing and calibration error evaluation and (2) collect data needed to train the ANN.

3 Algorithm for Jitter Reduction and Calibration

3.1 Algorithm Description

It is relatively difficult to control eye position precisely at all times [6]. Therefore, it
would be easier to predict the actual position of the mouse by subdividing its trajec-
tory into smaller sections, which allow the trajectory of the mouse to be described
linearly. This is accomplished by taking the x and y ordinates generated by the Mouse
Coordinates Generator (MCG) module during and using them as inputs to calcu-
late the actual position of the mouse pointer.
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Fig. 2. Graphical evaluation application Fig. 3. Trajectory is fragmented using
a time frame and are the

initial and finalpositions of mouse
pointer, respectively

Defining the size of the time frame was a crucial step in determining the number of
mouse coordinates that would be used as input to the ANN. Since the EGT data is
generated at a frequency of 60 Hz, in order to have an n-to-1 input/output relation, the
sampling frequency has to be less than 60 Hz. Simultaneously, the output needs to be
generated at a frequency that: (1) still guaranties a smooth mouse pointer movement
perception, and (2) permits to have sufficient input data to accurately determine the
mouse pointer position. To guarantee a smooth mouse pointer movement, the sam-
pling frequency should not be much less that the physiological frequency of the hu-
man eye perception of movement, which is 24 Hz. By choosing a sampling rate of 24
Hz, the number of inputs would be 60/24 = 2.5, which is a very small number of in-
puts and would cause the jittering to be quite high. Different sampling rates were
tested with values less that 24 Hz, and the best results were obtained at a frequency of
10Hz. At this value, the trajectory of the mouse pointer is still relatively smooth, and
the size of the sampling window is 60/10 = 6 is an acceptable number of reference
points to compute the desired position of the mouse pointer.

3.2 Artificial Neural Network Design

The composition of the hidden layers was determined by testing the net using differ-
ent number of hidden layers and units. The best results were obtained with 1 hidden
layer and 20 hidden units with sigmoidal activation functions. Since the outputs of the
network are the x and y ordinates, only two output units are needed and in
the last layer. Training is implemented with 5-fold cross-validation.

3.3 Indicators Used for Performance Evaluation

The jittering degree is computed using the relation between the trajectory length and
the distance between starting and ending point for each time frame (Fig. 4).
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For each set of 6 consecutive mouse pointer locations, the relative percentage be-
tween the sum of the consecutive-points distances and the gap between the initial
and final points is computed as a degree of jittering in that time interval. The jit-
tering can be regarded as a degree or percentage of deviation from the shortest path of
movement during a time frame. Equation (1) was used to compute jittering (J). This
expression yields values which approach to zero as the mouse trajectory becomes a
straight line. In order to estimate the calibration error, the Euclidean distance be-
tween the centroid of the mouse pointer and the target button location
was calculated for each time frame in each data set (equation 2). The centroid was
determined using the six points that fall within the time frame and the target was
the position of the moving button at that time.

Fig. 4. The jittering degree is computed as a percentage between the trajectory length (sum of
the individual distances between consecutive points) and the distance between starting and
ending point.

The consistent usage of Equation (1) both before and after employing the ICF tol-
erates using this expression for evaluating an improvement in the system perform-
ance. Additional indicators are used for system evaluation, such as:

Click efficiency: Is the number of click events effectively triggered when the
mouse pointer is over desired locations, with respect to the total number of clicks
that are commanded by the user during the whole working session.
Correlation: Is the correlation degree between the x and y ordinates of the mouse
pointer. It is computed in intervals of one second.

3.4 Training Pattern Extraction

Before using the ANN to control the mouse pointer, it needs to be trained. This proc-
ess requires only one minute and requires the compilation of a total of 7200 samples.

Training features are generated from the collected samples and stored in a training
table. With a window size of 6 points, 1200 (7200 / 6) training patterns were extracted
for each feature (x and y) as illustrated in Fig. 5. Each training pattern consists on
screen coordinates collected for each time frame. Furthermore, the target was set to be
the average location of a moving button, which the subject is asked to follow with
his/her eye during the feature collection procedure. A non overlapping scrolling win-
dow is used for data collection, which simplifies the programming code and reduces
the training set size. The target value assigned to each sampling window is the aver-
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age current button position during training. Also, to reduce the complexity of the
calculations, the inputs and targets of the network are divided by the screen size (in
terms of width and height).

Fig. 5. Steps in the data collection procedure and training process to reduce jittering and cali-
bration errors. (a) Eye-gaze point sequence (b) State space diagram, showing mouse pointer
locations (c) Raw table as obtained after data collection (d) General ANN configuration using
12 inputs nodes

3.5 Working Session Steps

The working session consists of the following steps: (1) EGT system is calibrated, (2)
MCA and MMA are loaded in the stimulus computer, (3) serial port connection is
opened, (4) data is collected and ANN is trained, (5) user is able to control the mouse
with great accuracy with the assistance of the ANN and use any desired computer
application, and (6) at the end of the working session, the user can review the per-
formance of the MCA. It is important to point out that the ANN training is performed
in real time at the beginning of the working session and not in a separate session. This
guarantees that the ANN is trained with data of an individual and takes control of the
MCA when the same individual (and not another one) is still using the PC. The flow
of the most important working steps can be detailed as follows: When the data collec-
tion finishes, for which one minute is required, the evaluation application can be
minimized and the user can start interacting with the computer in normal mode, while
at the same time, the training process automatically starts in the background (Fig. 6
(a)) and then stops one minute later, totalizing two minutes the time needed for the
system to prepare to learn how to cancel future errors. After finishing training, the
neural network automatically assumes the role of the eye-to-mouse-pointer coordinate
converter. The time dedicated for training can be adjusted at will, thus incrementing
the system accuracy the more time the training is executed. The trained ANN learns
how the EGT inputs statistically relate to the jittering and calibration errors during a
working session in order to provide a mean to reduce as much as possible these ef-
fects.

For the data collection, a graphical user interface (GUI) application [5] was devel-
oped in which a small button is used as a moving target throughout the screen cover-
ing as much screen area as possible. The subject is asked to follow the button with the
eyes. As the button moves during a time frame the EGT data already translated to
screen coordinates are taken as the input of the network, while the average of the
actual position of the button is considered the target. This process allows the MMA to
automatically generate a training table. This information is passed onto a training
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module, which learns the mapping between the inputs and the jittering on screen, as
well as the offset due to the unavoidable calibration error. The weights and bias of the
network that will be applied to cancel or reduce the aforementioned negative effects
are computed using the backpropagation algorithm. Experiments conducted proved
that a time of 1 to 2 minutes is sufficient to train the network with a 5% confidence
error.

Fig. 6. (a) Employed training logic of the MCA application, (b) Application procedure with
trained ANN logic the MCA application

Once the ANN is trained, the screen coordinates generated by the MCG module are
no longer used directly to move the mouse pointer. Instead, the output (actual position
of the mouse) is passed to the Mouse Control module (Fig. 6 (b)) which shrinks the
coordinates and passes them to the trained ANN which in turn outputs a percentage
location which is then rescaled in order to obtain the expected mouse position.

4 Discussion

An experiment was conducted with six subjects to determine the prospects for jitter
and calibration error reduction. For each working session, the system was restarted
and new training data was collected with the application shown on Fig. 2 during one
minute. Then the user opened a web browser and navigated through the web. The
results from all the subjects were averaged and processed using equations 1 and 2
(Table1).

The more than 15% reduction in both jittering and calibration error was achieved
when the EGT is supported with the ANN. This represents a substantial improvement
in the use of eye gaze to control the mouse pointer. Experimentation with different
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control applications showed that the mouse cursor was more stable and easier to con-
trol since the trajectory was smoother and could reach the target with a higher degree
of accuracy.

5 Conclusion

The challenge of this study was to design an integrated, real-time assistive system as
an alternate HCI that will allow individuals with severe motor disabilities to use most
of the Windows applications. The objectives were (a) to acquire a traceable eye im-
age, (b) to calibrate the eye raw data, (c) to reconstruct the data from the EGT, (d) to
translate the use of eye output stream in place of the mouse, and (e) to experiment
with different Windows applications using different subjects. The main advantage of
the EGT-based interface is that it responds instantly to broad displacements of the
user’s eye-gaze on the computer screen. Eye gaze interaction gives a subjective feel-
ing of highly responsive system, almost as though the system is executing the user’s
intentions before the user actually implements them. The results from the conducted
experiments reveal that even though the eye is much more than a high-speed cursor
positioning tool, eye tracking equipment is still less stable and less accurate than most
manual input devices. However, eye-gaze performance can be improved with the use
of other supplementary software such as the proposed neural network application as
guided by a novel GUI application design. The authors believe that there are no pub-
lished ANN applications dealing with jitter reduction in eye gaze. Therefore, no com-
parison with similar methods could be performed. This research endeavor constitutes
an effort to redress the problem ofjitter and calibration errors that are inherent to EGT
systems without recourse to integrating EMG-based systems [7].
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Abstract. In this paper we would like to introduce design of a system for con-
trolling a PC by eye movements. During last ten years the computers have be-
come common tools of work – it is nearly impossible to exist without them in
everyday life. We are witnessing the time of revolutionary introduction of com-
puters and information technologies into daily practice. Healthy people use
keyboard, mouse, trackball, or touchpad for controlling the PC. However these
peripheries are usually not suitable for disabled people. They may have prob-
lems using these standard peripheries, for example when they suffer from
myopathy, or cannot make moves with hands after an injury. Therefore we are
coming with a proposal how to ease the disabled people to control the PC.

1 Introduction

Communication between man and technical systems capable of interaction (com-
puters) represents a special category of communication that is acquiring greater im-
portance all the time. Input information from the human is transmitted to the com-
puter using one of the suitable interfaces. However disabled people may have diffi-
culties when controlling a PC by classical peripheries. People with motoric handicap
that causes inability to control movements of arms and hands have problems with
grasping a mouse, not speaking about fine manipulation with it. Since the computers
have become common tools of work and have started to accompany us even in every-
day life it is necessary to enable the disabled people easier communication with the
computers.

Control of a computer’s functionality by eye control has been a practical possibil-
ity for several years. Let us describe briefly several existing solutions. The LC Tech-
nologies Eyegaze System [1] provides an eye-controlled human-computer inter-
face (HCI), using a video camera mounted below the computer monitor that observes
the user’s eye and specialised image processing software analyses the video images of
the eye and determines the eye’s gazepoint on the monitor screen in real time.
QualiEye [2], part of QualiWORLD, gives simple, efficient, hands-free control of the
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PC using a standard USB web cam for tracking eye movements. Electrooculography
is used at Boston College in the project called EagleEyes [3] for moving cursor at the
computer monitor. Great disadvantage of this method is the necessity of correct stick-
ing the surface electrodes and removal of artefacts originating from eye blinking or
movements of face muscles. Another disadvantage is the necessity of special software
products that can help a handicapped person to control the PC. At the Cambridge
University [4, 5] the project Dasher uses a IR camera that detects the eye position
based on the contrast between the light absorbed by the pupil and the reflected light.
Each of the presented systems has its advantages and disadvantages. Some of them
are already fully developed and commercially available. However, most of these
commercially available systems are very expensive, mostly having a single function,
namely control of a PC mouse, frequently no head motion is required because the
camera is mounted on the PC monitor. That has been the motivation for us. Our goal
has been the development of a simple and inexpensive system that is not influenced
by head motion and that may provide more functions depending on the software it is
equipped with.

2 MEMREC Project

In the MEMREC (Mobile Eye Movements RECorder) project currently running at the
Gerstner Laboratory, CTU Prague we are designing and developing a simple device
for PC control. We cooperate closely with the Neurological Clinic of the 2nd Medical
School of the Charles University and Jedlicka’s Institute for Disabled.

Fig. 1. Location of the camera in the MEMREC system

The basic idea is fixing a small camera to the head of a person and recording the
eye position in the coordinate system independently on the head movements (evalua-
tion of the eye movements is done based on the deviation from balanced position)
(see figure 1). Using this “free” placement of the camera we remove the disadvantage,
namely requirement of no head movement. The camera will be connected to the PC
using standard communication interface (USB) equipped with corresponding soft-
ware and enables the handicapped person to control the PC simply by eye movements
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referred to rest position (view directly ahead). The MEMREC system is designed in
such a way that the camera is another input periphery of the PC. The result will be a
device that can be linked to any PC and used for control of all programs. In principle
the camera would simulate a classical PC mouse extensible by an intelligent keyboard
using a special user interface. Using this communication module the problem of com-
patibility of drivers between individual versions of systems or hardware platforms
does not take place. The main requirements laid on the developed system are low
price, simple installation and simple control.

Fig. 2. Basic block structure of the MEMREC system

The figure 2 shows the basic block structure of the MEMREC system. The outputs
of the system are the x- and y-coordinates of the mouse cursor. The next output is a
simple USB camera. The core of the system is black&white PAL camera with a CCD
sensor and discrimination 208 x 156 pixels for recording the eye movements. The
output of the camera is analog PAL signal that is digitized afterwards. The digitizing
block is constituted of an A/D convertor with brightness feedback. Information about
position of the pupil is stored to the memory and is evaluated by the CPU (processor)
from the digitized PAL signal. In the MEMREC system version 1.0 the SRAM 512
kB memory is used. The processor uses for the detection of pupil position the method
of histogram thresholding and other types of filtration (e.g. cubic filter). Mouse click
or doubleclick is evaluated when the eye is closed for relatively longer time (it re-
moves influence of spontaneous eye blink). Another task of the processor is to control
USB bus ensuring communication with a PC. As it has been mentioned above, the
device emulates the computer mouse. From this property it follows that for basic
utilization of the MEMREC system there is no necessity to install any special soft-
ware tool or driver. Neverthless we are designing and developing software applica-
tions for utilization of this system in medical diagnostics and therapy.

Experiments. We performed a number of experiments with the MEMREC system.
The first task was to start individual applications placed on the desktop of the PC.
After short training of cursor control, its movement to goal position and clicking, we
were able to start the Internet explorer and to go to a favorite URL recorded on the
list of favorites. In another experiment we started the software keyboard that is a part
of the MS Windows OS. Using this software keyboard we were able to write the URL
and we did not have to be relied on the list of favorites. The last experiment per-
formed till now was writing and sending a short e-mail message.
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3 Conclusion

Simple control of the PC by the designed interface will help people with physical
handicap to integrate fully in the society despite their handicap or at least to open the
access to the latest information on the Internet. The system will be as miniature as
possible so that it disturbs the user at the minimum level. The hardware is based on
easily available and financially not demanding off-the-shelf components. It is simple,
efficient, fault tolerant. In combination with the software it is flexible and has good
resolution. Advantage of this system is its noninvasiveness and the fact that a user of
a new computer interface has not to be specially instructed. Using the MEMREC
system for control of the cursor, the user acquires certainty and precision after work-
ing with the system for some time. The length of this period differs from user to user
and depends on his/her abilities to control own eye movements and patience. At pre-
sent it is possible to control the PC using the MEMREC system similarly to standard
PC mouse or keyboard. This type of periphery enables to physically handicapped
users to work or study on their own. The device can be used e.g. at patients with de-
creased ability to express themselves or at patients with cerebral palsy. Recently we
have started to perform clinical tests with the MEMREC system at the Jedlicka’s
Institute and School for Disabled in Prague at children with different degree of dis-
ability.
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Abstract. Different groups of people with disabilities, especially those with
motor disabilities, have problems in handling the conventional computer mouse
and in consequence, as the mouse is a standard component of almost any Hu-
man-Computer Interface (HCI), with different systems and applications leading
to problems in their educational, vocational and daily life. This paper presents
research on a prototype of a laser based, head controlled input device, capable
of multiple modes, each representing a different input device emulation. Thus
the HeadControl+ system is intended to implement an alternative mouse as well
as an alternative keyboard, making use only of off-the-shelve hardware leading
to an inexpensive system for different application scenarios.

1 State of the Art in Research

A series of projects has dealt with the development of alternative input devices [1].
The majority of these approaches substitutes the hand movements by movements of
other parts of the body like e.g. feet, head, eye. Devices using head motion for posi-
tioning the mouse cursor and/or operating an alternative keyboard proofed to be very
promising for a lot of users with disabilities. [2,3] The technical implementation of
measuring the position and movements of the user’s head has been solved in various
ways. Video/picture analysis as well as different kinds of sensors (e.g. magnetic or
infrared) have been used. [4,5]

Previous research [6] has been investigating the application of a laser pointing di-
rectly at a computer monitor. The setup consists of a head mounted laser pointer and
a web cam, placed immediately in front of the computer screen. The web cam ob-
serves parts of the screen or the complete screen, trying to track the movements of the
laser navigated by the user. Laser interaction serves two purposes: 1) to operate a
simple, custom designed on-screen keyboard and 2) to control the mouse cursor. Both
applications require different camera adjustments (in keyboard mode only the lower
area of the computer screen containing the keyboard layout is monitored, in mouse
mode the web cam captures the complete screen) and therefore are not intended to be
used in mutual operation. The setup incorporates rudimentary calibration algorithms,
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capable of locating the special on-screen keyboard and the entire screen area respec-
tively, considering geometrical distortions resulting from a non-flat computer screen
and the special view angle of the observing camera. Unfortunately, reliable laser
tracking requires a rather dark display background in order to locate the laser point
successfully. Therefore the display settings have been turned to “high contrast” utiliz-
ing the “Accessibility Options” offered by the operating system. Interestingly enough
there have been no reports on problems caused by the reflection of the laser beam, as
witnessed in the early stages of HeadControl [1] research.

Hence, the biggest problems reported by users of such alternative input devices are
a) the lack of usability and ergonomics and/or b) the costs of these systems.

2 HeadControl+

Based on these results a first prototype of a pointing device making use of a laser was
developed. The basic idea is to use a non-expensive off-the-shelve laser to build an
affordable, reliable and easy-to-use pointing device. [1]

The first HeadControl prototype was built to find the technical feasibility of the
basic idea in terms of the right choice of the image capture device (web cam), the set-
up of components, the reasonable overall handling. HeadControl+ now intends to
unite various input device emulations - each conceived as a virtual device - on top of
the laser interaction paradigm.

2.1 System Design

HeadControl+ makes use of a PC (desktop or notebook), a web cam and a laser de-
vice (e.g. a laser pointer), all of them off-the-shelve products. The software searches
for the laser point in the streaming video input and translates the movement of the
user’s head to movements of the mouse cursor or other input actions. Figure 1 shows
the standard setup, installing the web cam to observe the laser navigation area from
the same side as the user does.

The user wears the laser device (1) by means of a head set or a head band. The la-
ser device does not point directly on the screen (3), but on the navigation area (2)
which can be in front of, next to or over the computer display. The laser point hits the
center of the navigation area when the user focuses the middle of the screen. The
video camera (4) provides a real-time video stream of the navigation area including
the laser point. The HeadControl Software running on a PC (5) extracts the coordi-
nates of the laser beam and provides the position to any virtual device emulation, for
instance to calculate the movements of the mouse cursor.

Figure 2 represents the “hidden camera” approach where the web cam films the
back side of a tablet used as the navigation area. The tablet could be installed on a
table of on a wheel chair.
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Fig. 1. Regular HeadControl+ setup.

Fig. 2. “Hidden camera” setup.

Directing the laser to a separated area was done to avoid unpleasant and in the long
run unhealthy blending. In addition, tracking a laser point on a computer screen has
not been accomplished in a satisfying and reliable way yet. Therefore our approach to
separate the screen area from the navigation area has several positive side effects:

1)

2)

3)

Image processing of mainly static images sets considerable less computational
demand. Hence, its quite easy to get full-scale, mainly undistorted images of the
navigation area.
Because the camera is observing the navigation area installing the camera does not
lead to conflicts as the camera should be placed near or at the same place as the
user when filming the screen.
The navigation area may contain any other symbols, enabling extra functionalities
(e.g. keys, menu items).Thus an input device can be put in place without minimiz-
ing the screen area. In comparison to other approaches like on-screen keyboards
or other assistive software tools the screen area is not reduced.
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2.2 Features and Applications

Calibration and Adjustment. The navigation area, whereon the user moves the laser
point, contains elements (e.g. border lines) to adjust the camera. The detection of the
navigation area during the calibration process has two purposes:

a)

b)

Locating the navigation area
To achieve the best image capture resolution, it is necessary to adjust the web cam
in such a way, that the captured image frames contain the complete navigation area
and its border. Camera settings using only a small part of the captured frame
would lead to a waste of spare image capturing resolution anyway.
Estimation of camera specific geometrical distortions
Every camera produces individual geometrical distortions depending on its lens.
These distortions can lead to serious deviations between the recorded laser point’s
position in the captured frames and its actual position on the navigation area.
Firstly, the position of the laser point has to correlate to the corners of the naviga-
tion area in the captured image. Secondly, one must consider the geometrical dis-
tortion of the camera, performing a non-linear transition of the actual laser move-
ment. When in mouse mode, these deviations are hardly perceived by the user,
because moving the cursor to a desired position is an interactive process where dif-
ferences between the desired cursor position and its actual one are compensated
quite unconsciously. On the other hand, when selecting an item on the navigation
area (for instance a key), non-linear movements in the mapping between the selec-
tion on the screen and how its perceived in the captured image frame can – al-
though differing only by a few pixels – lead to failures. Thus the mapping error in-
duced by the geometrical distortions has to be compensated.

Mouse Emulation. In the mouse emulation mode, the user controls the mouse cursor
by moving his head. In its home position the laser point hits the center of the
navigation area when the user looks at the middle of the screen. By moving his head
sideways and by bowing and raising of his head the user can induce appropriate
movements of the laser point within the navigation area.

There are at least two different approaches how to convert the movements of the laser
point into movements of the mouse cursor:

1)

2)

Direct mapping of the processed laser movement to mouse cursor movement
The regular approach is to map the extracted laser positions after its preprocessing
directly to cursor movements. The mouse cursor on the screen performs the same
movements as the laser point on the navigation area. This leads to a very conven-
ient and intuitive way to control the cursor because a desired change in the cursor
position can be reached in a single motion – without having to figure out, how to
steer the current cursor position to the desired destination, like one has to when us-
ing a joystick-like input device.
Acceleration-driven mouse cursor
The regular approach asks for basic skills in controlling head movements. To sup-
port those with less freedom in moving the head an acceleration-driven mouse
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mode has been conceived. It works very similar to a joystick The center of the
navigation area marks the home position of the imaginary joystick the user oper-
ates. Around this center a circle defines the home area which can be adjusted to the
individual situation of the user. Whenever the laser point is moved outside the rest-
ing circle, the mouse cursor starts to accelerate from its current position taking that
direction which is determined by the vector between the home circle center and the
actual position of the laser point, just like pushing the joystick towards the new la-
ser point position. The amount of cursor acceleration is calculated as the function
of the vector length (the further away the laser point is from the center, the faster
accelerates the cursor), or as a function of time (acceleration or speed increases as
long as the laser point is outside the resting area). Some users might prefer a cursor
with fixed speed, anyway. People with very limited motion control will benefit
from this functionality because indicating changes in the cursor’s direction might
be more convenient than hitting its target position directly.

Tremor Reduction. When using the laser interface as a positioning device, tremor
can make it difficult to control the mouse cursor, especially when performing fine
movements. Although a basic level of tremor is inherent to all human beings,
pathological tremor decreases the efficiency of a man-machine interface significantly.
González et al [7] present an approach to smoothly input signals through signal
equalization by diminishing the harmful influence of tremor. Signal equalization also
benefits from its ability to adjust to the characteristics of any individual tremor
consuming rather low computation resources. As a consequence, deployment of a
tremor reduction algorithm is expected to increase the overall handling considerably.
This enables us to provide computer access even to users with severe physical
limitations.

Keyboard Emulation. Refining its original purpose, the navigation area might
contain additional symbols, like a virtual keyboard (Fig. 3). In keyboard mode the
user focuses the keyboard layout and selects a symbol by pointing with the laser on it.
After confirming the selection (e.g. using an input switch or staying on the selected
item for a certain amount of time) the action associated to the symbol is executed. For
instance, when pointing at the ‘a’ key, the virtual keyboard generates an ‘a’ keystroke
after pushing a confirmation switch (or a sip/puff switch, etc.). Predefined keyboard
layouts are part of the HeadControl+ system. A keyboard layout editor is under
construction enabling the user to draft his own virtual keyboard layouts. Individual
preferences might lead to extra large key symbols, to a different set of keys as well as
to a different order of symbols, thus supporting the individual requirements of the
user.

A virtual keyboard layout can contain conventional key symbols (alphanumeric
keys) as well as menu items, which can be linked to various types of actions, like
exiting the virtual keyboard, playing a keystroke sequence (macro), launching an
application, displaying a popup menu on the screen, etc. The layout of a virtual key-
board defines exactly where each key or menu item is located in the context of the
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Fig. 3. Schematic navigation area layout containing a virtual keyboard.

surrounding navigation area border. Thus it is possible to extract which item was
selected from the laser point’s position on the navigation area at the moment when
the selection has been confirmed. Hence, it is not necessary to detect every key item
in the capture image frames in order to figure out where it is. By locating the naviga-
tion area border the relative positions of all key items are known.

SensorBox. Support of sensor input, enabling the user to integrate her/his assistive
devices, is possible by making use of an USB interface [8], called SensorBox. This
device allows to integrate state-of-the-art sensors (sip/puff switches, buttons, etc.). It
is also used to drive the standard laser unit. All attached sensors (currently eight sen-
sors are supported) as well as the laser unit and several LEDs can be monitored by the
HeadControl+ software. A wireless connection should be put in place for the Sensor-
Box which is currently connected to the computer via USB cable. This will give more
flexibility and increased comfort to the user.

Training/Rehabilitation Software. Some algorithms within the HeadControl+ sys-
tem require certain input tasks from the user, for instance to pursue a moving target
with the mouse cursor to investigate his head tremor. We are working on a special
training software that adapts to the physical skills of the user. Moving an object
through a maze would improve the coordination of head movements. Another appli-
cation’s goal would be to hit static targets. This requires to stabilize the head as long
as possible to achieve a maximum hit score – a good exercise to get used to dwelling.
There are a lot of other training and exercise scenarios, helping to improve certain
skills and therefore hopefully contributing to conventional rehabilitation efforts.

3 Outlook

Based on the original HeadControl prototype a professional system will be developed
during the next months. Further to the existing features the system should be capable
of maintaining various virtual devices (virtual mouse, virtual keyboard, virtual joy-
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stick, etc.) enabling the user to switch seamlessly between them. To take full advan-
tage of the SensorBox, configuration tools are planned to allow to integrate external
sensors individually. The development work focuses on user centered design; people
with disabilities themselves are involved strongly during requirements specification
as well as during extensive user tests in order to design different application scenar-
ios.

Fig. 4. Setups for environment control interfaces.

The latter includes future research in application scenarios to a user interface for
environment control systems, offering users the opportunity to control objects by
pointing directly at them. Figure 4 shows two reasonable approaches: a) applying his
laser unit, the user hits a sensor device (3). The sensor device is dedicated to a certain
target device (e.g. TV set) consisting of multiple optical sensors, each assigned to a
specific function of the target device. When hitting a particular sensor field with the
laser, the sensor device communicates the request to a computer or control device in
order to execute the appropriate function. Approach b) in turn integrates a camera (2)
observing a broader view of the environment. By selecting objects/regions like a light
switch (4) contained in the view, the user can teach the system how to react on laser
manipulations of individual objects/regions.
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Abstract. Alternative pointing devices for handling the computer are often
needed by people with disabilities. These pointing devices are in most cases not
compatible with other aids, which are stand alone devices. This paper points out
the development of a converter hardware which allows the use of alternative
pointing devices with each aid like talkers, computers etc. In Addition different
practical usages with this developed converter hardware are shown.

1 Introduction

The growth of the assistive technology industry tends to results in a variety of input
devices for people with disabilities. For handling the computer people with disabili-
ties especially people with physical disabilities need very often alternative pointing
devices. Usually this pointing device is intended to be used only with a personal com-
puter. The variety of pointing devices enable people with disabilities to find an ade-
quate device however the decision for such a special input device comes often along
with a long lasting test phase. The test phase is important to find out which device is
most suitable for the individual situation. Afterwards a learning phase is needed
where people have to practice the use of this input device in combination with the
computer. For regularly usage people with disabilities and their assistants have to
configure the input device on individual requirements.

For every day life other additional aids are needed in several cases. Such aids can
be for example talker for communication or environmental control devices. These
technical aids are in most cases stand alone devices with no possibility to attach the
chosen pointing device. In this case the need for a completely new input device arose.
The circulation of choosing a new input device starts again and a new training and
configuration phase is also necessary [1]. Configuring the new device adequately
occupies a lot of time. Beside the fact that additional training and configuration is
required there is also the cost factor as the user has to buy additional equipment. For
example in Austria it is difficult to get additional funding for a second input device.
This often leads to an abandonment of this device and technical aid by people with
disabilities.

The idea was to develop converter hardware which allows the use of alternative
pointing devices in combination with each aid such as a computer, a talker etc. This
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paper describes the research project at the ARC Seibersdorf research where such con-
verter hardware was built. The results of this research project for the converter hard-
ware itself will be shown in practical examples. At the end a discussion about advan-
tages and disadvantages of this system will be presented.

2 Objectives

The superior aim of this research project was to find a system which allows using one
input device especially pointing device for different kinds of technical aids. Thus the
availability of such hardware can be increased and additional costs can be greatly
reduced for people with disabilities. For the development process the following crite-
ria were significant:

use of state of the art technology
an easy handling for end user
Low costs for the development and the end user

Beyond this, the research project tested the developed hardware for people with
physical disabilities in a few examples to evaluate the functionality and the handling.
The results will be presented at the end of the paper.

3 Methods/Structure of the Project

3.1 Available Devices

For using the computer a wide range of various pointing devices are available such as
mouse, touchpad, trackball, and in special cases customized switches and alternative
pointing devices in combination with mouse emulators [2]. A special pointing device
is not always necessary, in certain cases standard pointing devices like trackballs or
touchpad can be used by people with physical disabilities. If people with disabilities
use pointing devices they would have more possibilities for working with the com-
puter as they would operate with a single switch. Working with a pointing device
signified that the user has the potential to move the cursor with no limitation. On the
one hand that offers much freedom for the user and on the other hand the users has in
special cases to cover a long distance on the screen (e.g. from bottom left corner to
upper right corner).

Stand alone devices are in most cases used with various switches or digital joy-
sticks. Most of these technical aids can be used in the scanning mode, which is a ne-
cessity for people with severe physical disabilities. However these aids can mostly not
be used with a pointing device. At this point people are confronted with the problem
that they cannot utilize the same pointing device as the use for the computer.

People with progressive muscular disease can particularly benefit from a converter
which allows using pointing devices with stand alone aids. They often have a limited
range of motion and low force but with their remaining motion they can operate tech-
nical aids with a standard pointing device such as a touchpad. For using an environ-
mental control system (stand alone device) it would be useful to apply this with the
chosen pointing device. At the moment they have to use extra input devices.
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3.2 Feature Extraction of Pointing Device Data

Usually a pointing device changes the position of the mouse cursor on the screen. The
whole area of the screen can be seen as Cartesian coordinate system. Each position on
the screen can be defined by its absolute X/Y coordinates.

In most cases the pointing devices do not deliver information about the absolute
position (except graphic tablets), they only provide information about the relative
motion. To move the cursor from point A to point B the pointing devices deliver only
the relative coordinates (figure 1).

Fig. 1. Relative motion from point A to B

This relative motion can be extracted as a feature to actuate an output, e.g. if
reaches a defined positive threshold the output equivalent to ‘move right’ is actuated.
With positive and negative thresholds for the X and the Y axis four direction outputs
can be realized. If only a single output is needed the absolute value of or
reaching the threshold triggers the output.

As an additional feature the speed of the movement can be determined so that the
triggering of the output is not only dependent by the relative motion but also by the
acceleration.

3.3 Converter Hardware Exemplified in Various Applications

The following examples were chosen out of a practical connection. The converter
hardware was evaluated in three different settings.

The first application that was tested with this converter is the combination of a
mouth-operated input device – the LifeTool IntegraMouse® - and an in-house devel-
oped prototype of a toy robot system [3,4]. The toy robot system is an assistant for
children with severe physical disabilities for playing with special bricks. The system
was developed for the use with a five key input device or a single switch. The four
directions and confirmation could be achieved with it. The LifeTool IntegraMouse®
enables the user to activate all mouse functions, mouse clicks are slight sucking or
blowing.

One of the test people for the toy robot system was a child with a transverse spinal
cord syndrome and who could only move her head. This child uses the LifeTool Inte-
graMouse® as an input device for the computer. Operating with the toy robot system
would only be feasible for the child via single switch. Working in the scanning mode
results in drawbacks for the child: Training on a new input device and needing more
time to move the toy robot than with the established pointing device. With the con-
verter hardware it is possible to control the toy robot system with the LifeTool Inte-
graMouse® such as with a five key input device.
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The hardware converter was tested in a slightly different application by patients
suffering from progressive muscle diseases. Due to the limited range of motion and a
very low force the patients could only utilize special input devices. Instead of using
very expensive sensor devices such as a muscle sensor, a simple touchpad was chosen
as interface. With this configuration it was possible to control the environment via a
GewaProg III – programmable transmitter - by moving a single finger over the touch-
pad without the need for an expensive muscle sensor or eye blink switch.

Another interesting application of this converter is the combination of a trackball
suitable for children and a simple mains switch box. The converter is set to a direction
independent mode, this means that the motion of the pointing device in a certain di-
rection is not associated with triggering the output of the corresponding direction but
a motion in any direction causes the activation of one single output.

The appliance connected to the mains via the switch box can be turned on or off by
simply pushing the trackball. A threshold can be set to a certain acceleration of the
pointing device. Such a simple mode of operation appears suitable for the utilisation
of computer software. In this case motion of the pointing device with certain accelera-
tion can invoke an action of the software program. The converter could be connected
to an appropriate sensor box to control the software.

To avoid the need of such a sensor box together with special software the same
working principle of the converter was implemented as software for the PC.

This program captures mouse cursor movements independent from the used point-
ing device, converts them into keystrokes or mouse clicks and allows the definition of
the mode of operation. The operation modes range from a simple selection if the out-
put is a keystroke or a mouse click to a larger selection if the system distinguishes
between different directions.

During the evaluation the software was tested with a trackball as input device and
software for single switch use. For example such single switch software provides for
example a multimedia photo album which is usually operated by a single mouse click
or by pressing the spacebar. With the converter software it was possible to switch
between the pictures simply by moving the trackball in any direction without the need
of any additional hardware. To allow a similar mode of operation usually an oversized
pushbutton and a mouse- or keyboard emulator would be required.

4 Results

One of the results of the project is a converter hardware that enables the translation of
movement of pointing devices into discrete switch signals.

The core of the system shown in figure 2 and described in the chapters above is an
8 bit microcontroller that manages feature extraction of the pointing device data and
threshold detection.

At the moment the attachment of Microsoft mouse compatible devices via a RS-
232 serial port is possible. With slight modification of the system it would also be
possible to use other RS-232 based devices or even PS/2 compatible equipment.

Since pointing devices with serial port or PS/2 connection seem to disappear from
the market it should be thought about USB devices.

The problem with USB is that the converter would have to act as USB host
controller (comparable to the function of the PC) which is not as easy as the operation
as USB endpoint (comparable to USB peripheral devices).
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Fig. 2. Converter system

The converter hardware was developed with state of the art technology and so
costs were reduced. For illustration a cost comparison will be shown now. For exam-
ple, a person who suffers from muscular disease is working due to her abilities with a
touchpad on the computer. In addition the person uses an environmental control sys-
tem. This technical aid cannot be used with the touchpad, due to her disease a muscle
sensor would be a possible input device for this aid. The costs for the muscle sensor
averaged out at 530 . By using state of the art technology the developed hardware will
cost about 250 . In comparison to the muscle sensor the client will save ca. half of the
money. The clients benefit not only from low costs but also because a new training
phase with the new input device would be avoided.

5 Discussion

The developed converter hardware implicates advantages in certain cases. In cases
where the client operates with a pointing device like a mouse, touchpad or a trackball
they can benefit from the converter hardware. As mentioned before the developed
hardware will be cheaper than an additional input device. But the main argument for
taking this converter hardware is that people with disabilities have no additional train-
ing phase with the new input device. They can apply their accustomed pointing de-
vice.

The converter software can be an additional device to single switches which were
used in combination with the computer. It allows fulfilling other motion sequences,
for example moving the trackball in any direction to affect actions on the computer.

Another application for the converter software can be the use of it in combination
with an onscreen keyboard. Operating with a standard mouse requires free move-
ments and for some people means that they have to strain themselves selecting a field
on the onscreen keyboard. To confine the free mouse movements can be a solution for
such cases. The converter software can be configured so that only four directions
movements are possible and people have to cover a shorter distance on the onscreen
keyboard.
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Abstract. Scanning is one of the most popular text input methods for people
with severe movement restrictions due to diverse kinds of disabilities. It is fre-
quently used to input messages into communication systems, such as text-to-
voice translators in order to maintain conversations. Nevertheless, the rate of
text production usually obtained is very slow. For this reason, every effort to
save time and optimize communication speed is welcome. In this way, this pa-
per presents a study on the influence on the character input rate of diverse pa-
rameters related to the matrix that contains the selection set, such as shape, size,
number of dimensions and layout of the selectable items. Its purpose is to ex-
tract a set of guidelines to design efficient input systems well adapted to the
user, based on the scanning of items and its selection by means of one switch or
push-button.

1 Introduction

In a classical paper [11], Vanderheiden classifies input methods into three types: di-
rect selection, scanning and codification. Direct selection uses spatial keyboards (the
standard) where selectable items are spatially distributed, mapping each key with an
item (character, syllable, word, image, etc.). This kind of keyboard requires a consid-
erable amount of mobility, coordination and strength in the upper limbs required on
the user’s part. Input by codification also requires coordination and strength in order
to press a sequence of keys, usually in a reduced keyboard to compose the code re-
lated to each character (e.g. Morse code). However, people with diverse motor im-
pairments that restrict their mobility may use scanning input. This input method is
composed of a temporal keyboard and an activation system benefiting any voluntary
residual movement in the user. Temporal keyboards sequence selectable items over
the time. That is, the diverse items are sequentially presented to the user until he or
she selects one of them by activating any type of switch or push-button. This input
method is well described in the literature [1, 2, 3], and the most relevant concepts,
such as selection set, control interface, input domain, activation method, etc., are
precisely defined by Cook and Hussey [4]. In addition to physical interaction features,
other authors have studied the cognitive aspects of interaction using scanning input.
For instance, Mizuko et al. [9] considered the effects of selection techniques and array
sizes on short-term visual memory.
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Even if scanning techniques allow people to input texts, the communication rate
obtained with temporal keyboards is significantly slower than the one obtained speak-
ing or typing in spatial keyboards. Diverse researches have been conducted to en-
hance the input rate, producing interesting techniques, such as word prediction [5],
and character disambiguation [7]. On the other hand, several authors, such as Lesher
[8] and Venkatagiri [12], have shown the influence on the selection rate of various
parameters, for instance, the scanning strategies or the matrix layout. In this work,
these diverse parameters are jointly studied, simulated and statistically measured.
Therefore, this research is aimed at studying the overall influence of the diverse pa-
rameters in order to propose clear guidelines for the design of optimal input set con-
figurations, to minimize text input rate using a single push-button.

2 Methodology

A number of parameters have been analytically described by means of equations and
their influence simulated. For this purpose, we used a simulator that tries to compose
sample texts using diverse input sets. This simulator calculates the theoretical number
of keystrokes and the lowest time needed to write them. As the user’s mistakes in
inputting text have a large influence on the real use of the keyboards, the occurrence
of errors in text inputting is also modelled in order to study its influence on the input
rate.

2.1 Variables

The diversity of potential selection sets for each language makes an exhaustive simu-
lation of all the possibilities impossible. In addition, small variations in the number of
items that compose the selection set are not relevant for the results. For this reason, in
this study we use a selection set1 composed of 36 items that include 26 characters, a
blank, punctuation signs, and a number of commands, such as “erase”, “enter”, etc.
This selection set is easily adaptable to most languages using Latin characters. The
variables we can manipulate for the research are the distribution of these elements
into a matrix, the number of dimensions of the matrix and its layout.

Therefore, the key question is how to design the matrix containing the input set in
order to allow the fastest scanning.

2.2 Measurements

In order to be able to compare diverse layouts, we need to calculate the time needed to
write a text using them. However, this time cannot be absolutely measured because it
depends on the scanning period T that is usually adjusted to the reaction capacity of
the user. For this reason, the measurements are given in number of T’s.

1 Selection set is the items available from which choices are made (Lee and Thomas, 1990).
Cited by Cook and Hussey in [4].
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Let us consider a selection set distributed in a D-dimensional matrix of [1..n] x
[1..m] ... x [1..s] elements (see Figure 1). If the system sequentially scans each di-
mension, any position may be numbered in order as

To select the item in position the user needs to wait for a time of

(r-1)*T seconds, where r = a + b +...+ d. After that, this item becomes selectable for
a maximum period of T seconds. The time expended by the user to select the item is
called reaction time and is assumed T/2, on average. Therefore, the time elapsed to
select the item in position p is:

Fig. 1. A D-dimensional matrix of [1..n] x [1..m] x... x [1..s] elements

3 First Hypothesis: All the Options Have the Same Probability

In order to study the influence of the layout isolated from other influences, the first
step is to consider that all the items have the same selection probability. Under this
hypothesis, three cases are analysed with the input set distributed in a one-dimension
matrix, a two-dimension matrix and a D-dimensions matrix.

From this study, we deduced that the average access time for a D-dimensional ma-
trix with items allocated to each dimension i, is:

The selection of an item in a D-dimensions matrix requires D keystrokes. Matrixes
having more than two dimensions must be split into blocks of two-dimension ma-
trixes to be displayed correctly. Figure 2 shows, for instance, a three-dimension ma-
trix (2x3x4) containing 24 characters.

In this way, the average access time and the time needed to write a text can be cal-
culated. For instance, using a 4x3x3 matrix for 36 selectable items, the average time
is:

and the time needed to produce an 80 characters text (with T= 1 s) is:
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Fig. 2. 3-dimension matrix with 2x3x4 distribution

4 Second Hypothesis: Distribution of the Items
by Frequency of Use

In the previous section, we considered all options equally probable. However, when
natural language is used, this is not true. The frequency of each letter is different and,
in addition, is heavily dependent on the language. This suggests that the most frequent
items should be located in the places requiring the lowest access times. Following this
simple procedure, the average access time decreases considerably.

The previously studied three cases are analysed under this hypothesis, with the in-
put set distributed in a one-dimension matrix, a two-dimension matrix or a D-
dimensions matrix.

For example, the average access time for a two-dimensional matrix with 36 items
sorted by frequency in the Spanish language is:

Using this layout, the average time needed to write 80 characters is

As a first conclusion, Table 1 shows the average access times and the average
times to write 80 characters for equally probable items and 1-, 2- and 3-dimension
distributions, opposed to distributions taking item probabilities into account. Results
are given in T units for the average time and seconds for 80 characters.

5 Modelling User Mistakes

After studying key factors such as the layout and shape of the matrix, it is very con-
venient to study the influence of the mistakes made by the user and the way they are
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treated by the system. The aim is to model the type and frequency of errors and to use
this model to determine the extra time introduced by their management.

Let us suppose a scanning system that uses a D-dimension matrix. When a user
makes a mistake in the selection of the dimension, he or she has to wait B scanning
cycles in the next dimension without making any selection. Then, the system starts the
scanning again by the first dimension.

To start, let us define error and delay concepts in this environment. An error oc-
curs when a selection (a keystroke) different to the one wanted by the user is made.
This kind of mistake is frequent when the user is tired or dispersed and when the
scanning period T is too small2. On the other hand, Delay is the time elapsed from the
moment a mistake happens until the system recovers the situation before the mistake.

To measure the influence of the delay e and parameters are used. e is the rate
of mistakes in relation to the number of correct selections made by a specific user,
and provides an indication of the relative occurrence of errors. In addition, delay time
is the number of T units needed to carry out a mistaken selection and correct it. That
is, the time needed to go back from the wrong selection to the situation in which the
user can start the correct selection.

depends on the dimension where the mistake occurred, as the user has
to wait B cycles in the next dimension until the system considers the wrong one can-
celled. For instance, delay times for a 3-dimension matrix are as follows. If the mis-
take occurs in the first dimension:

in the second dimension:

in the third dimension:

depends on the position in the matrix occupied by the abort option. Let us
suppose that is equal to the average access time.

2 The scanning period T is a very influencing factor. If this period is too long, the user makes
an early selection and the resting time became useless. Since this extra time is included in
each scanning steep, the lost time can be considerable. If T is too short, the user has not
enough time to react and makes more mistakes. In both cases the time needed to compose a
text considerably increases. Most systems include a parameter that allows adjusting this pe-
riod to each specific user. Nevertheless, the reaction time of each user changes significantly
along the day due to factors such as fatigue and attitude. A good solution is to use adaptive
systems that dynamically adjust the period T to the user, maintaining a low rate of mistakes.
In [7] Gardeazabal presents an adaptive system based on fuzzy logic to continuously fine-
tune T.
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Generalizing to a D dimensions matrix, the delay time is:

and the average delay time is:

To summarize, Table 2 shows delay times for several layouts.

To avoid long delays when undesired selections are made, the selection set may
contain a special item (represented here by #) to go back without having to wait until
the end of the scanning cycle after a mistake. The selection matrix may contain more
than one of this kind of cycle-abort item. This procedure speeds up the management
of mistakes, but slows down the normal composition of messages. That is due to the
fact that the selection set is enlarged by a number of extra characters that must be
scanned at each cycle. Therefore, to optimize the message composition speed, the
inclusion of cycle-abort items should be conditioned to the average rate of mistakes
made by each user. In Figure 3, we show a 3x2x7 distribution with ‘#’ in the posi-
tion of the last dimension (this is what we call 3x2x7-#4 distribution, being the num-
ber after ‘#’ the position where the cycle-abort character is shown).

Fig. 3. Access times for a distribution matrix 3x2x7 with a cycle-abort character in every
position (3x2x7-#4 distribution)
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In Figure 4, global average times of 3-D distributions, supposing B=2, are summa-
rised. The distributions shown are 3x4x3, 3x2x6, 3x2x7-#4 and 3x2x7-#7.

Fig. 4. Global average times for 3-D distributions, depending on the user’s error rates

6 Conclusions

The main contribution of this research is the study of the overall interaction of the
diverse factors influencing the performance of input set configurations used in text
input rate with a single push-button. These results allow for the proposal of clear
guidelines for the design of optimal layouts in order to optimise the input rate. Among
our conclusions, we would like to underline the following:
1.

2.

3.

Items must be located following their frequency of use. Other dispositions, such as
alphabetical order, largely increase access time.
The shape of the matrix (number of dimensions) is the second relevant parameter.
If a 2-dimensions matrix is used, it should be square: 6x6 is much better than 9x4,
for instance.
Among the studied layouts, the best results are offered by the ones specified as
3x4x3, 3x2x7-#4, and 3x2x7-#7. The last decision depends on the average number
of user errors, his or her preferences, as well as other personal characteristics.
These results for alphabetic characters can be extrapolated to other selection sets

containing syllables, words, icons, etc., if their relative frequencies are known.
As these results have been statistically obtained by modelling the user, it is neces-

sary to conduct experiments with real users so as to determine the speed and accuracy
that can really be obtained by users (such as the one conducted by Szeto et al. [10]).
For this reason, they are being tested with real users to verify usability and accessibil-
ity issues. In these experiments aspects such as acceptability, convenience, ease of
learning and use, etc., are verified.
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Abstract. People with motor impairments often face difficulties in accessing
interactive applications and services. This paper presents a tool, named Fast-
Scanner that enables motor–impaired users to work with any application run-
ning in Microsoft Windows, without the need of a posteriori modification,
through the use of binary switches as an alternative to traditional input devices.
Evaluation of the tool has shown that it facilitates effective and efficient
interaction.

1 Introduction

People with motor impairments of upper limps often face difficulties in accessing
interactive applications and services. Currently available technological solutions may
be either too specific or strongly dependent on specific platforms, and, therefore,
potentially of limited use.

This paper presents a tool, named FastScanner that enables motor-impaired users to
work with any application running in Microsoft Windows, by using only a binary
switch as an input device, thus overcoming problems related to the inability to use
traditional input devices, such as the keyboard or the mouse. FastScanner employs
scanning techniques with dynamic retrieval of the applications’ hierarchical structure,
making therefore accessible any application in a windows environment. The paper
also presents the results of user-based laboratory evaluation of the tool.

2 Related Work

Conventional efforts towards the accessibility of interactive applications and services
adopt a reactive approach, mainly by adapting commercially available solutions and
offering assistive technology add-ons [1]. In particular, regarding people with move-
ment restrictions of upper limps, the most commonly adopted products include speech
recognition programs, virtual keyboards, alternative input devices (e.g., special key-
boards, switches), word prediction software, voice browsers and applications with
embedded scanning. These products, are often too specialized, and therefore of lim-
ited use.

Recently, there have been a number of initiatives by mainstream actors (Microsoft,
Sun, IBM, Apple, etc) and research consortia to develop technological frameworks
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that provide more adequate support for accessibility. These efforts aim to provide e-
accessibility tools as integral components of mainstream interaction platforms and
environments, and include: (i) the accessibility features of an operating system (such
as the Sticky Keys, or the Mouse Keys) [3], [4] and, (ii) the open architectures (such
as Microsoft Active Accessibility [5] and Java Accessibility [6]) which facilitate
software developers in creating more accessible products [2]. Usually, the accessibil-
ity features of operating systems are insufficient, whereas open architectures do not
directly address the requirements of end users.

Scanning is an interaction method for users with motor impairments of the upper
limbs, in which objects are accessed in a predefined order [7]. The user may choose
one of the interaction options by using a binary switch as an input device. Until re-
cently, the scanning method could only be embedded in an application by writing the
appropriate programming code. As a subsequent step, an augmented library of win-
dows objects supporting scanning was created, providing developers with the oppor-
tunity to create applications with scanning by using the augmented library compo-
nents. However, applications and services developed with these techniques soon
became obsolete when the next generation of the Microsoft Windows operating sys-
tem was introduced.

3 A Tool for Alternative Access

Following the proactive approach, a tool, called FastScanner, has been developed in
order to provide access to Microsoft Windows applications without recourse to any
subsequent modification, through the use of binary switches as an alternative to the
traditional input devices (i.e. keyboard, mouse). Sequential access to the interaction
elements of a user interface is provided through scanning, while the hierarchical struc-
ture of application is dynamically retrieved. For the intended target user group, the
use of hierarchical scanning appeared to be the most appropriate interaction method,
mainly due to the rapid interaction it ensures compared to simple mouse emulators or
on-screen keyboards. Furthermore, the dynamic retrieval of the hierarchical structure
of an application ensures that the scanning system will operate with any application in
a windows environment. As a result, applications become immediately accessible.

3.1 Presentation of the Tool

FastScanner sequentially scans all the interactive interface elements of the application
being scanned, providing thus the user with the opportunity to interact with each one
of them. There is only one active interface element for each dialogue step, indicated
by the coloured border that surrounds it. The user may interact with the indicated
element by pressing an appropriate switch. The position of the border indicates the
currently interactive element, while the colour of the border indicates the state of the
interaction dialogue. There are three types for dialogue states:

Entry state. It is represented by the green color of the border and indicates that the
user is ready to interact with the active object.
Exit state. It is represented by the red color of the border and indicates that the user
is ready to move the dialogue to the next interactive interface element.
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Selection state. It is used only in the case of selection objects, such as the items of
a list; it is represented by the orange color of the border and indicates that the user
can select the enclosed object.

The user can provide input by pressing one of the two available switches. Each switch
corresponds to an input command. The available input commands are “select” and
“next”. Initiation of the selection action indicated that the user wishes to proceed with
the action that the dialogue state indicates. On the other hand, if the user initiates the
select action when the dialogue is in exit state, the dialogue will move to the next
interactive interface element. Finally, when a next action is initiated, the dialogue
state will change to the next available state.

Interface objects have been classified into categories, in order to be able to repre-
sent their properties and behaviour appropriately. For each one of these categories a
specific diagram has been designed and implemented, in order to represent the user’s
interaction with it through the FastScanner tool. A general overview of the interaction
dialogue for all objects, is presented in Figure 1.

Fig. 1. Interaction with an interface element in FastScanner

The possibility for time scanning has been added to FastScanner, in order to help
users interact with a Microsoft windows application more efficiently. When working
in time-scanning mode, users have to initiate only the “select” actions. The “next”
action is automatically initiated by the system when a specific time interval elapses
without a user action. This allows for interaction with a single switch.

The graphical interface of the tool is comprised by certain dialogue windows,
which allow users to perform actions that are usually carried out with the use of a
pointing device, such as moving or resizing a window, as well as to personalise their
interaction with the tool.

When the user initiates the FastScanner tool, a window appears presenting all the
application windows that are currently open, and asks the user to select the desired
application. This dialog is depicted in Figure 2(a). Interaction with the initial dialog of
the tool takes place through scanning, and with the use of the binary switches, as
described earlier. Once the user selects the “Scan” button, the requested application
comes to the foreground and the scanning dialog is transferred to it. It should be men-
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tioned that objects in a window are scanned in a predefined order, from top to bottom
and from left to right.

In single switch interaction, one of the two switches is used to initiate the select ac-
tion, while the other one is used for configuring the size and position of the applica-
tion window and defining some options, such as the color of the border for each state
and the input device settings, by initiating a settings dialog. In the manual scanning
mode, the settings dialog window appears when the user presses both switches at the
same time. The settings dialog appears in Figure 2(b). The user can move the window
of the application by selecting one of the eight buttons of the first two rows, or resize
the window by selecting one of the four buttons of the third row. The button with the
palette initiates the border settings window, which is displayed in Figure 2(c) and
allows the user to set the color for each one of the dialogue states (entry, exit and
selection) as well as the width of the border. The button with the input devices in the
initial settings window initiates the input device settings window, which is displayed
in Figure 2(d) and is used for enabling or disabling the time-scanning mode and speci-
fying the time interval for the automatic triggering of the “next” action. The last two
buttons of the initial settings window can be used for pausing and restarting Fast-
Scanner and for terminating the operation of the tool.

Fig. 2. GUI elements of the tool

3.2 Architecture of the Tool

FastScanner is mainly comprised of five mutually interacting components, which are
presented in Figure 3. The left side of this Figure shows how the Microsoft Active
Accessibility platform communicates with the tool and provides information regard-
ing a windows application.

During an initial filtering process, FastScanner analyses the graphical objects that
constitute the user interface of an application, and, according to the properties of such
objects, determines the final hierarchy of interaction objects to be scanned. The final
hierarchy only includes those objects with which the user can interact. For example, a
label should not be included in the final hierarchy, since the user cannot interact
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with it. The root of hierarchical structure is the application window. The hierarchy is
recursively built starting from the root. For each node, the number of child objects is
determined and a pointer is obtained through Microsoft Active Accessibility. The
“Dynamic object retrieval” unit filters the objects, while the hierarchical structure of
the objects is created and maintained in the “Dynamic object hierarchy” unit.

The objects participating in the final hierarchy may belong to one of the following
categories: Text entry objects. These are objects used to enter text, such as text fields.
Traditionally, they require the use of a keyboard. Simple objects. These are objects
related to an action, such as buttons. When using a traditional input device, interaction
with these objects takes place by just clicking the left mouse button. Selection objects.
These are objects that usually belong to a list or a tree structure, and traditionally
require selection with the use of the mouse. Container objects. These are objects that
realise groupings of other objects, such as group boxes. When using a traditional
input device, users do not interact with container objects. However, their role is very
important when using a binary input device with the scanning method, since they
allow the user to indicate whether (s)he wishes to interact with anyone of the con-
tained objects and therefore ensure more efficient interaction.

Fig. 3. Architecture of the FastScanner tool

The interpretation of input commands as system actions takes place in the “Scan-
ning dialogue control” unit of the FastScanner tool. This unit, which is aware of the
current dialogue object, receives a notification regarding the user input, and based on
the state transition network diagram of such an object, determines the appropriate
system output. For each of the aforementioned categories, a separate state transition
network diagram has been modelled to represent the response of the tool to the user
interaction with the corresponding objects. Interaction through the select command
differs for objects of different types, as follows: For a text entry object, selection
indicates that the user wishes to enter text, therefore an on-screen keyboard is dis-
played. For a simple object, selection initiates the action to which the object is re-
lated. For a selection object, selection entails selecting the object and performing the
default action to which it is related, and is equivalent to double-clicking an object
when using a mouse. For a container object, selection entails moving the dialog to
the contained objects. Interaction through the “next” command leads the dialogue to
the next available state for all objects. For example, if the active element is a con-
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tainer object and the dialogue is in entry state, a “next” action corresponds to the
dialogue’s transition in exit state and vice versa. However, if the active element is a
selection object, the dialogue should move to the selection state, as shown in Figure 1.

In case the user input initiates a modification to the application that is being
“scanned”, such as, for example, opening a new dialog window, FastScanner receives
a notification through the Active Accessibility platform. This notification is processed
and when necessary the hierarchical structure of objects is reconstructed. The tool
dynamically adapts to the modifications of each application.

4 Evaluation

A user-based laboratory usability evaluation of FastScanner was has been performed.
The target users of the tool are people with motor impairments (permanent or tempo-
rary) of the upper limbs. Ten users participated in the evaluation procedure, five with
motor disabilities of upper limbs and five able-bodied simulating a temporary inabil-
ity to use their hands. Participants were given a background information questionnaire
to fill-in, in order to better understand their performance and behaviour during the
test. The questionnaire asked questions regarding their age, gender and education, as
well as about frequency of computer use, tasks usually carried out when using a com-
puter, attitude towards computers, alternative input devices and special software used.

The evaluation was based on an appropriate scenario of common tasks performed
by a typical computer user, such as writing documents, reading and sending e-mail,
and navigating in the web. Evaluators were requested to carry out these tasks by using
the FastScanner tool in time-scanning mode. The interaction scenario was comprised
of two parts. The first part asked the user to compose a short text, using the WordPad
application; and in more detail to open an existing file, fill in the required informa-
tion, save the file and print it. The tasks referring to using an e-mail application and
navigating in the web were combined in one scenario part, by employing a web mail
application. Therefore, in the second part, the user should log in to the system, cus-
tomize the layout of the web mail application, sort the received messages by date and
read the most recent one, sort the received messages by sender and delete all the mes-
sages from a specific sender, compose a new message and attach to it the file that was
created in the first part of the scenario, and finally log out of the system and add the
login page to the favourite web addresses.

In order to specify how usable FastScanner is, the participants’ effectiveness, effi-
ciency and satisfaction was measured. Participants’ effectiveness was calculated by
studying the metrics shown in Table 1. In order to be able to find out exactly which
characteristics of the scanning tool were difficult for users to understand and use,
errors were classified in four categories: (A): The dialogue proceeded to a container
object, whereas it should not, (B): The dialogue did not proceed to a container object,
whereas it should, (C): The user selected to interact with an inappropriate object, (D):
The user did not select to interact with the appropriate object. The efficiency metrics
that were recorded for each evaluation participant are shown in Table 2. Finally, in
order to measure the participants’ satisfaction, two widely used IBM satisfaction
questionnaires were employed: the IBM After-Scenario Questionnaire (ASQ) and the
IBM Computer System Usability Satisfaction Questionnaire (CSUQ) [8].

Analysis of the background information questionnaires indicated that participants
were aged from twenty-one to forty-two years old, their education ranged from high
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school to university degree, their experience in using computers varied from little to
high, while in average they had a positive attitude towards computers.

Analysis of the performance results indicated that participants were in general ef-
fective in the tasks carried out (see Table 1). In particular, they achieved in both sce-
narios the majority of requested task goals, and the number of errors was small in
average, the majority of which were corrected, while rarely the users asked the ob-
server for help. Comparison among the participants’ effectiveness in the two scenar-
ios indicated that they were less efficient in the first one, since the number of errors
was greater, while somewhat smaller percentage of errors was corrected. The fact that
the majority of errors were of type A and type D indicates mat the most serious prob-
lem that the users encountered when working with FastScanner was that they some-
times did not press the switch before the predefined interval elapsed and the dialogue
moved to the next available state.

Furthermore, participants’ interaction with the FastScanner application was con-
sidered rather efficient, since they did not need a very long time to carry out the re-
quested tasks, and they rarely needed to consult the instruction booklet (see Table 2).
Participants turned out to be more efficient in performing the second scenario, since
despite the fact that it was approximately twice as large as the first one, they needed
in average only few additional minutes to complete it. Participants’ increased effi-
ciency in the second scenario may result either from the relative difficulty of the first
scenario or from the fact that they were more experienced when carrying out second
scenario.

Finally, the analysis of the users’ responses to the satisfaction questionnaires sug-
gested that they were overall satisfied by the tool. Users’ satisfaction could rate from
1 to 7, with 1 being the maximum. Therefore, as shown in Table 3, they were satisfied
with the overall usability of the tool, its information and interface quality. However,
participants were in average less satisfied during the execution of the first scenario. A
detailed inspection of their answers to the questionnaires revealed that they met diffi-
culties in using the virtual keyboard in order to enter text. However, it was noticed
that able-bodied users were more dissatisfied than disabled users, probably due to the
fact that they are acquainted with a more rapid interaction for entering text.
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As a conclusion, the analysis of the evaluation results indicated that FastScanner is
a useful tool in assisting the interaction of motor impaired users with the Windows
environment. However, regarding the participants’ efficiency, certain limitations of
the tool were identified, since they had to spend quite some time in order to carry out
some of the given tasks, especially those involving text writing.

5 Ongoing and Future Work

FastScanner enables motor unpaired users to have access to interactive applications
and services with the use of a binary switch input device. User-based evaluation in the
laboratory revealed that the tool was considered a practical and effective solution.

Currently, the functionality of the FastScanner is restricted to providing accessibil-
ity for one application at a time. Ongoing work addresses the issue of improving the
usability of the tool and providing access to the overall windows environment, by
facilitating access to multiple applications concurrently. Furthermore, particular em-
phasis will be placed in addressing the relative difficulty, revealed during evaluation,
associated with the text entry user task.
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Abstract. Current speech recognition (SR) systems have evolved technologi-
cally to begin having an impact in human computer interface (HCI) designs that
can be used by persons with motor disabilities. This study presents a real-time
user-friendly programming HCI able to convert voice commands into computer
actions. To this end, an interface was developed for facilitating the communica-
tion between a Microsoft speech (MS) recognition engine and MS Windows
such that the dictated commands are executed as if they were triggered by
mouse or keyboard operations. Experiments were conducted with the mouse
functionality commands to statistically establish a confusion matrix to assess
the recognition accuracy of the system. Validation results from 15 subjects
yielded a performance of 84% of accuracy in command recognition. Unex-
pected high confusion degrees between unrelated voice commands were experi-
enced and were reported to the developers of this software tool for additional
information and for investigating this potential design problem.

1 Introduction

The HCI design proposed in this study abides by the design principle “less obvious
but powerful”, and the notion that people with disabilities should be able to use prod-
ucts and services like everyone else, and if assistive or adaptive technologies are
needed, they should be as free of constraints as possible. Therefore, this design ap-
proach is one that seeks intelligent software developments that will support our goal
for universal access without burdening the users with any aspects of intrusion or
overwhelming them with complex control mechanisms that are time consuming and
difficult to integrate. The interface of choice is one that would be multimodal in order
to address the different constraints imposed by the disability. The proposed voice-
based interface is destined however for those individuals with severe motor disability
but can still make use of their voice in order to initiate the proper commands. As de-
signed this HCI is augmented with real-time software voice-induced commands for
real-time applications, and to facilitate human-computer interaction in a user-friendly
manner for web browsing, email, and editing. This is a major undertaking that will
result in an alpha prototype that is reliable, accessible, cost effective, and certainly
compatible with up to date assistive/adaptive technology based interfaces and with
common computer-based platforms.
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Current speech recognition (SR) systems have evolved technologically to begin
having an impact in HCI designs [1, 2, 3] that can be used by disabled individuals to
interact with computers. Speech recognition in this case refers to a technology that
runs on a personal computer and converts spoken words into text in a word processor
[4, 5]. Words are entered into the computer via a microphone which is connected to a
sound-card.

Companies devoted to the commercialization of speech recognition systems have
become more successful as the technology became more viable. Currently, SR sys-
tems are being produced and used by a large number of companies [6]. Inherent prob-
lems to these systems continue to be related to the time needed to train the system in
order to produce a voice profile that is unique to the user, and in minimizing training
errors which result in unrecognized voice commands [7]. Other problems are in the
scalability due to increasing vocabulary and in the adaptability of the engine to differ-
ent users. Modalities such as mouse button operations by voice commands have un-
fortunately not been widely used to assist motor disabled individuals [8]. The main
thrusts for this study are (1) to develop a user friendly speech recognition computer
interface for motor disabled persons at low cost, and (2) to test and validate the sys-
tem on different subjects for a performance evaluation.

2 General Design of the System

The proposed application is a combination of several technical resources such as Mi-
crosoft Visual Studio .NET [9], User32 libraries, Microsoft Access database [10] and
Microsoft Speech Recognition Technology [11]. The main functionality is enclosed in
the code implementation using Visual Basic .NET as the programming language,
which is the bridge to communicate with the different components used in the devel-
opment of this application. Its basic structure consists of an on screen-keyboard that
receives events from the voice recognition engine as illustrated in Fig. 1.

Fig. 1. Block diagram of the recognition process

The .NET application is the on-screen keyboard, whose input is a human voice.
Once this input is received by the application, the speech recognition engine is initial-
ized, and it loads its grammar rules from the XML file. During that process, the rec-
ognition event gets the results obtained from the engine and the result is passed on as
an argument to a function call in order to execute the desired command. Finally, the
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execution of command is passed to the operation system, and the result can be physi-
cally seen, for example when the mouse moves to a certain direction.

As an extra feature a word bank of commonly used words was added to facilitate
the user to write faster, which is stored in a table made in Access. All three are data
components of the Microsoft Visual Studio .NET platform. In this application, two
Speech Recognition engines were created. One that reads the grammar rules from an
XML file, and the second one is dynamically initialized as the word bank changes its
present values. The values vary as the user inputs a letter; consequently the word bank
holds words beginning with that letter. If the user inputs another letter the process
continues by changing the list in the word bank, which then will contain words begin-
ning with those two letters.

In order to use the software, the user needs to train the computer. This is needed
because the engine is not user independent; it will only recognize someone’s com-
mands if it was previously trained to this subject’s.

3 Implementation of the Speech Recognition Engines

3.1 Engine for Mouse Cursor Movement Commands (MCMC)

The first SR engine was instantiated and initialized with grammar rules from an XML
file, which forms the basis of the SR engine vocabulary. In order to create the
recognition engine object, a recognition context, which is the primary means by
which an application interacts with a speech application programming interface
(SAPI) for speech recognition, was created. Furthermore, an IspeechRecoGrammar
object was created, which enables applications to manage the words and phrases for
the SR engine. After that, the grammar was explicitly created. In this specific applica-
tion, a command and control grammar is used, which limits a word list by restricting
the speaker to a set of words. Moreover, it is necessary to initialize the grammar by
loading it from a file. This was achieved by the CmdLoad FromFile method. Finally,
the grammar is set to active by using the state property. All these previous steps are
executed when the form is initially loaded. A SR application has a wide variety of
events, of which most are by default active. Once the application receives a recogni-
tion event, the Recognition code is invoked automatically and immediately. Besides,
each event is associated with a particular recognition context. There are two important
possible results from a recognition attempt: Recognition event and FalseRecognition
event. Therefore, in the development of this computer interface, these two relevant
events were used.

3.2 Engine for Dictation

A similar process was used when creating the second recognition engine used in this
program. As aforementioned, a second recognition context was declared and created.
Moreover, since the purpose this time was to initialize the recognition engine dynami-
cally by getting the current values from the word bank, additional objects were cre-
ated and new methods were used. This time the grammar was loaded from memory
for which a different procedure was implemented. Several objects of IspeechReco-
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Grammar class were created to enable applications to manage the words and phrases
for the SR engine. In addition, an Object of IspeechGrammarRule, which defines the
properties and methods of a speech grammar rule, were also declared. It was neces-
sary to create an object of IspeechGrammarRules to represent a collection of IS-
peechPhraseRule objects. In order to present the properties and methods of a speech
grammar rule state a IspeechGrammarRuleState object was used, and another object
was created to store the contents of the grammar held in memory. The next step was
the creation of the grammar for which the previous declared tempGrammar object
was used. After that it was necessary to save the collection of grammar rules con-
tained in the RecoGrammar. A new object of IspeechGrammarRule was created in an
ISpeechGrammarRules collection by calling the Add method. Once the grammar was
loaded, it was saved to memory using the CommitAndSave method, which compiles
the rules in the rule collection and saves the result. Afterward, the creation of the
second grammar was initiated. Then, the CmdLoadFromMemory method was in-
voked to load the compiled speech grammar from memory. Finally, the rule was set to
active using the state property. The CmdSetRuleState method activates or deactivates
a rule by its name. This procedure is not only invoked when the form is initially
loaded but also within the subroutine of TextChanged since this second speech recog-
nition engine is to changed its present values as the word bank changes.

4 XML File

The voice commands are defined in an XML file that is dynamically loaded into the
Grammar object at runtime (Table 1). Each command in the file is considered as a
grammar rule that is defined with an ID name and value, which is unique and identi-
fies the spoken word that is to be recognized by the SR engine as a voice command.
In the tags that define a command, attributes can be set to specify precedence order of
a particular word over another. This enables the use of phrases as commands rather
than single words. The text grammar format is composed of XML tags, which can be
structured to define the phrases that the speech recognition engine recognizes. The
formal XML schema for the text grammar format is defined in a separate document.
SR engines employ grammar rules to control the elements of sentence construction
using the predetermined list of recognized word or phrase choices. This list of recog-
nized words contained in the grammar rules forms the basis of the SR engine vocabu-
lary.
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The Parent Element of the XML tags is the GRAMMAR tag, which is the con-
tainer for the entire XML grammar. The GRAMMAR tag is the outermost container
for the XML grammar definition. It has two child elements: DEFINE and RULE tags.
The DEFINE tag, which is used for declaring a set of string identifiers for numeric
values, specifies the constant definitions for the grammar. This tag has a child com-
ponent, which is the ID. The ID tag is used for declaring a string identifier for nu-
meric values. It has two required attributes: NAME and VAL. The NAME attribute
defines the string identifier that will be associated with the constant value, and the
VAL attribute defines the constant value that will be associated with the string identi-
fier. The RULE tag, is the core tag for defining which commands are available for
recognition. It has several attributes; between them are the ID and TOPLEVEL tags.

5 Mouse Functionalities

In this study, the problem of mouse operation was addressed by importing several
API (application programming interface) from the User32 libraries in order to com-
municate directly with the operating system. Most of the functionalities of the mouse
were implemented using a combination of API functions and SR technologies. In
order to accomplish this, the mouse_event function was imported to synthesize mouse
events and motion. Its parameters are extremely important since each one of them will
provide significant information for implementing desired tasks. The dwFlags speci-
fies various aspects of mouse motion and button clicking. Parameter dx specifies the
mouse’s absolute position along the x-axis. Similarly, dy specifies the mouse’s abso-
lute position along the y-axis. Other important constants were imported in order to be
passed as a parameter to the mouse_event function. To implement the mouse click
event, a subroutine called MouseClick was created. A similar process was used when
implementing the mouse double click action. To achieve this, the MouseClick subrou-
tine is called twice. Another subroutine was implemented to produce a right click
action. In addition, a timer component, which allows the execution of a specific event
at a defined interval, models a smooth transition of the cursor position in the specified
direction at every 100 microseconds. Since the time interval is very small, the mouse
easily navigates through the monitor as if manually executed. To achieve the desired
movement in a certain direction, the coordinate parameters (x and y) are passed with
different values. By passing the mouse’s absolute position equal 1 or -1 in the x and y
direction, the mouse will move one pixel at a time. To perform faster movements, a
higher number is passed (for example 5 or -5). In order to stop the mouse from mov-
ing the stop method of the timer component is invoked.

6 Experiments and Results

In this study, 15 subjects were used to test the SR interface. A convenient tool for
analyzing the results of this system is the confusion matrix, which is a matrix contain-
ing information about the actual and recognized commands. The confusion matrix
was used for finding pairs of commands that were most often confused. For example,
C1’s state of confusion with C2 is given by the amount of C1’s commands classified
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as C2 as a percentage of the amount of C1’s classified as either C1 or C2. Similarly,
the overall state of confusion of a command is its state of confusion with respect to
the rest of the commands. The confusion rate between two commands is the averaged
state of confusion between each other. The correct classification rate (CCR) is the
proportion of the total number of recognitions that were correct based on the total
number of vocalized commands. It is determined using the equation:

A confusion matrix tool [12] was used to evaluate the performance of the system.
Table 2 shows general confusion rates obtained after integrating the errors of all sub-
jects. It can be observed that the highest confusion rate is 23.16% and corresponds to
command C13 (Mouse Drag) and C9 (Mouse Right Click).

Table 3 shows the inter-subject analysis, where column 2 represents the correct
classification rate obtained for each subject, and column 3 displays the highest rate of
confusion and specifies the corresponding command pair. It is interesting to note that
this inter-subject analysis corroborates the aforementioned results shown in table 2,
since it reveals that the command pair with the general highest confusion rate coin-
cides with the command pair most confused by half of the subjects. In the general
analysis, the highest overall confusion state was found to be command C9 (Mouse
Right Click), being follow by command C5 (Mouse Move Left). It can be seen that
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the rate substantially dropped from 44.58% to 21.67%. Interestingly, although com-
mand C9 was highly confused with command C13 (Table 3), this last command was
almost always successfully recognized by the speech engine (Fig. 2). In order to
evaluate the suitability of the in-place editor, intra- and inter-subject analyses were
conducted. To this end, two types of parameters were computed: The character/word
misrecognition degree and the misrecognition rate per minute. Table 4 shows the
corresponding values for each of the subjects obtained during dictation. The total
misrecognition ratio shown in the column was computed by dividing the number of
misrecognized characters and words with the total number of voice inputs. During
dictation, the average correct recognition degree yielded 83.34 % with an average
elapsed time of 12 minutes with 57 seconds. It can be noticed that the average correct
classification due to MCMC (83.91%) is almost identical to the average correct classi-
fication (83.34%) due to dictation. This yields to an overall performance of the system
of 83.63%.

Fig. 2. Overall state of confusion of the voice commands sorted in decreasing order
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An insight into the results reveals that the recognition degree is higher with words
than with characters, and that longer words have a better chance to be correctly rec-
ognized. A possible reason may be the fact that, the longer the word, the least likely it
is to find a similar word stored in the database. It was also noticed that only three
characters have by far the lowest recognition degree, namely characters “d”, “p”, and
“u”. Considering the amount of inputs that the SR engine continuously received dur-
ing the dictation experiment, the average of 1.87 errors per minute can be regarded as
an acceptable value.

7 Conclusions

This study presented an integrated HCI approach to voice control commands as
means to facilitate access and use of computers to persons with motor disabilities.
Efforts were extended in the simplification of the user interface for real-time applica-
tions with viable performance. The developed application can be easily installed on a
home computer, at no additional cost, and trained for later use without major difficul-
ties. The system evaluation yielded what seems to be an internal problem in the MS
Speech Recognition Engine, since a pair of commands was repeatedly incorrectly
recognized across most of the subjects during the experiments. The authors consider
that the results obtained with the 15 subjects are most encouraging for further devel-
opment of this application as an alpha prototype to serve as a real-time augmentative
HCI system to help persons with motor disability. A logical continuation of this study
will be the installation of the system in the homes of some motor disabled persons.
This study is also intended to be extended to motor disabled patients from Miami
Children’s Hospital and will involve a patient follow up for future system enhance-
ments.
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Abstract. This paper gives a brief overview about the partially EU funded pro-
ject IST-2000-25420 FASTY in the IST program. The objective of FASTY was
the creation of a system for increasing the text generation rate of disabled per-
sons by Predictive Typing and dedicated advanced input devices. The system
was developed for the Dutch, French, German, and Swedish language, the con-
cept, however, is useable for most European languages. Some results from the
user tests with the first prototype during the year 2003 are shown herein and
were used to build the second and last prototype. A commercial version of the
FASTY software is expected to be available in the second half of 2004.

1 Introduction

Motor impairments make the use of standard text input devices to the computer diffi-
cult and hence slow. But motor impairment often goes together with articulatory defi-
ciencies. Therefore, communication often relies on slow text-input and that leads to
communication disorders and negatively influences the quality of life.

FASTY assists motor, speech, learning and language impaired persons to produce
texts faster, with less physical/cognitive load and with better spelling and grammar.
FASTY is configurable for different types of disabilities, different communication
settings and different European languages. It allows easier access to PC-based office
systems, to modern forms of IT communication and a faster usage of text to speech
synthesizers for voice communication.

2 Aims of the Project

The concrete goal of FASTY was the creation of a system for increasing the text gen-
eration rate of disabled persons by so-called predictive typing and dedicated advanced
input devices. A prediction system attempts to predict subsequent portions of the text
by analyzing the text already entered and using frequency data on the vocabulary of
the language. Character-by-character text entry is thus enhanced by the possibility of
entering whole words and portions of words as they are proposed by the system. The
selection of an alternative should be made by means of a single keystroke. Comple-
mentary to the presentation of the suggestions on the screen, they will be read aloud
by means of speech synthesis. The success of a system of this kind can be measured
in terms of keystrokes that are saved using the predictions as compared to traditional
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character-by-character input. FASTY aimed at a keystroke saving rate (KSR) above
50%. Laboratory tests with the language part without the user interface showed, that
this goal was even exceeded1! Additionally, experience gained during the first project
year indicates that the linguistic quality of the text will also benefit from using the
prediction system.

The FASTY text prediction system currently applies to four languages: Dutch,
French, German and Swedish. The future inclusion of additional languages is desired.
The multilingual aspect is reflected in the design of the system. Currently, Italian
resources are under development2 and first contacts for Romanian have been estab-
lished.

An important aspect of the project is the design and development of a dedicated
user interface adapted to the needs of the users. The user interface design and the
features of the predictor program aimed at a wide coverage of primary users (various
disabilities) and secondary users (various roles in supporting the disabled person).

Innovative and ergonomic user interfaces for various existing input methods (stan-
dard keyboard, on-screen keyboard, ...) were developed together with the predictor
(or are incorporated by an open system structure) thus minimizing time and effort for
selecting the desired word from a selection list presented on the screen. In addition, a
special pressure sensitive switch/keyboard has been developed and will improve the
user interface (UI).

3 The FASTY System

The FASTY System is divided into a runtime part (for the daily use of the primary
user) and an adjustment part, which is used to adjust the system to the needs of the
primary user (with or without the help of a care person); additional developer tools
are shown in Fig. 1, too.

Fig. 1. General System Structure

1 See Fig. 4 and [6] for details.
A first beta version of Italian is already available since April 2004.2
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The User Interface consists of a modular software package and optional pressure
sensitive hardware devices, such as pressure sensitive single switches and some types
of pressure sensitive keyboards (see Fig. 2).

Fig. 2. Pressure sensitive keyboard

These devices are connected to the computer via a serial connector and an interface
box which was also developed (see Fig. 3).

Fig. 3. Interface box for pressure sensitive single switches

The Language Component is a modular, nearly complete operating system independ-
ent software package, whose functionality is provided by a statistic language model
based on word n-grams and part-of-speech tag n-grams in conjunction with one an-
other. Moreover, the possibility to create user specific dictionaries both during a ses-
sion and on the basis of previously entered texts, serves as a method for further in-
creasing the prediction accuracy. As an example, the results for the German language
are shown in Fig. 4. For a detailed description of the complex interaction of the dif-
ferent prediction modules and the structure of the modules themselves, see [1][2][3],
for a more detailed view of the results, see [6].
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Fig. 4. KSR versus shown predictions for the German language during laboratory tests (the
solid line shows the average, the dotted lines are the minimum and maximum KSR)

Concerning the development of the FASTY System [4] [5] [6], the second prototype
(see Fig. 5) is ready and the evaluation of the second user test results are nearly done.

Fig. 5. Screenshot of FASTYs prototype 2 user interface during writing German

4 Innovations of FASTY

There are a number of word predictors on the market. However, they have, typically,
been developed for English, which means that they are not well suited for morpho-
logically rich languages such as Dutch, French, German and Swedish. Simply adapt-
ing the English programs to these highly inflecting languages by replacing the English
dictionaries usually implies a massive reduction of keystroke saving rate. These ef-
fects are due to the simplistic language description that is used for predicting English
text and that fails to predict the correct inflectional form of a word as required by
inflectional languages. The English language description is, as a rule, limited to fre-
quency data on individual words (unigrams) and sequences of words (bigrams, tri-
grams). Attempts have been made in research systems for Swedish and Spanish to use
a more elaborate language description, including n-grams of word classes and syntac-
tic grammars. The experiences made in these projects are taken into account in the
FASTY project. They do not, however, present solutions that will ensure a keystroke
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saving rate of above 50% for the FASTY languages. An additional problem with most
of the FASTY languages is the fact that new compounds can be created on the fly,
thus making it hopeless to strive for a complete lexicon. Other methods were em-
ployed for coping with dynamic word formation processes. Being able to cope with
compounds, even if they are new, is of great importance, since compounds are usually
rather long words and failing to predict them can cause a significant drop of the key-
stroke saving rate. Since no word prediction system currently available is able to han-
dle new compounds, this aspect of the FASTY system is a true innovation.

In particular, the innovative nature of the FASTY system is reflected in the follow-
ing features:

prediction of compounds
prediction of proper inflectional forms based on the use of parsing
generic algorithms to ensure cross-language portability
dictionaries based on general language corpora and on the users’ own texts
adaptation of the dictionaries based on actual use of the predictor
initially supported languages: Dutch, French, German, Swedish
user interface that is an integral part of the prediction system and
new input device (such as pressure sensitive switches and pressure sensitive key-
boards)

5 User Tests Results

The user tests with the first prototype were carried out from April to June 2003 in four
countries (Austria, Belgium, Germany and Sweden) testing all four prediction lan-
guages. The user feedback was given in form of weekly reports about bugs, problems
and highlights, which were summed up and evaluated in reports [7] [8].

Most user results dealt with bugs in the prototype and the problems, which arose
from them for the users. All in all 262 bugs were discovered and thus, five updates
were delivered to the users in the form of small patches within the test phase.

Technical feedback was given in the form of log files (see Fig. 6), which contains
statistical data about the prediction process and the interaction of the user with the
user interface. Consequently, the predictor and the interaction with the user interface
were improved for the second prototype based on this statistical data.

Fig. 6. Distribution of log files across language (left), average characters per log file (right)
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One of the general results of the user tests was that the users will have to learn to use
the system (as described), but this learning process is not as hard as expected. Fig 7
shows the writing speed versus the time of the test. The writing speed increases only
slightly within the 5 weeks of testing.

Fig. 7. Writing speed (in words/minute) versus time of the tests for German users

The actually reached KSRs of the tests with the first prototype are shown in Fig. 8.
They differ from the values from the laboratory tests, because the users had to get
used to the system, the users not always chose the available predictions and due to
many bugs in the user interface of the first prototype.

Fig. 8. KSRs reached during the user tests done with the first prototype3

6 Additional Information

More information about the project and the current state of the commercial version
can be found on the web at: http://www.fortec.tuwien.ac.at/fasty.

There were three different German user groups in Austria and Germany and they are marked
with German 1 to German 3

3
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Abstract. The performance of computer pointing devices is traditionally meas-
ured in terms of speed and accuracy. Such measures are important when com-
paring input devices for specific users. Although speed and accuracy data verify
that performance differences exist, researchers are frequently left to speculate as
to the cause. This study explores the value of including data on movement vari-
ability in investigations comparing performance of computer input devices for
persons with disabilities. Movement variability represents the degree to which
recorded sample points vary from the straight-line path between a home loca-
tion and a target. Analysis of movement variability data provides rehabilitation
specialists with clinically valuable information beyond what can be ascertained
from measures of speed and accuracy alone.

1 Introduction

Scientists in the field of human-computer interaction (HCI) have become increasingly
interested in quantifying the movement differences associated with various computer-
pointing devices [1-3]. Though the relative performance of input devices is tradition-
ally measured in terms of speed and accuracy [1], HCI researchers agree that such
tasks are often ineffective in explaining why differences in performance exist [2, 3].
For example, Mackenzie and colleagues found that while a touch pad and trackball
performed similarly with respect to speed and accuracy, the two devices differed
considerably in terms of their capacity to position the pointer inside a target and re-
main there [3]; a feature with important implications for both users and device appli-
cations. By including measures that focused on the capability of a device to control
the cursor’s movement path, essential differences in performance were not over-
looked. Consequently, measures quantifying the underlying movement associated
with a device are now a recommended component of comparative device studies in
HCI research [1-3].

The opportunity to quantify movement differences associated with computer point-
ing devices holds particular promise for users with motor disabilities. For example,
little is known about the impact of movement variability on performance parameters
such as speed. Since the time required to prepare the motor system increases as a
function of the individual movements required to complete a task [4], it seems intui-
tive that an increase in movement variability would have a negative impact on the
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time required to capture a target. In fact, a number of researchers have shown that
disrupted coordination between muscles and joints associated with neurological pa-
thology may result in trajectories that deviate considerably from the straight-line path
and result in increased movement segmentation [5-8]. Consequently, it is possible that
computer pointing devices that inherently constrain movement variability could offer
an advantage to persons with disabilities.

A previous study comparing the performance of a head-operated device and ex-
panded cursor keys indicated that the head-operated device performed significantly
faster in both a target acquisition task and a text-typing task [9]. The devices selected
for comparison were designed for persons with disabilities and included one that natu-
rally constrained movement (i.e. expanded membrane cursor keys) and one with infi-
nite movement variability (head-operated device). The purpose of this paper is to
analyze the movement variability data collected from the target acquisition task for its
clinical relevance. The measures of interest included the time to acquire targets and
the standard deviation of movement variability.

2 Methods

2.1 Subjects

Performance baselines were established using subjects without motor impairments.
The use of nondisabled subjects was preferred for a number of reasons. First, consis-
tency of performance was an important factor in this initial phase of investigation and
so the use of nondisabled subjects allowed for a focus on performance differences
inherent in the devices and their operation rather than variables related to disability
status [10]. Moreover, secondary interest in the cognitive processes underlying the
operation of each device, as well as group data on learning, also made the selection of
nondisabled subjects the initial preference [11].

Subjects were recruited from graduate and undergraduate classes in exercise sci-
ence at a southeastern university in the United States. Subjects with a history of neu-
rological deficits, motor impairments, and cognitive or sensory deficits were ex-
cluded. Twenty-four individuals (five males and 19 females) with an average age of
21 years, 9 months were selected. Twenty-three subjects were right-handed; one was
left-handed. Experience using a computer ranged from four to sixteen years with an
average use of 10 years. None of the subjects reported experience with a head-
operated input device or expanded membrane cursor keys.

2.2 Equipment and Software

The experimental task was computer-based. Hardware included a Dell Optiplex GX1
computer with an Intel Pentium II processor. The operating environment was Micro-
soft Windows 98. The screen was a 15-inch, color SVGA monitor with a resolution of
800 x 600 pixels. The head-operated input device was the Tracker 2000™ (Madentec
Limited, Alberta, Canada); this is a hands-free mouse that translates head movements
into relative movements of the computer’s mouse cursor. The Tracker houses a sensor
that tracks a small, reusable dot, placed on the forehead or glasses. When the head
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moves the cursor moves. The expanded membrane cursor device was the Intel-
liKeys™ keyboard (Intellitools, Inc., Petaluma, California), a flat, touch-sensitive
surface capable of accommodating gross upper extremity movements. The active
surface area of the IntelliKeys is 12” wide (30.48 cm) and 8” high (20.32 cm). To
complete the target task, a cursor keys overlay was designed which allowed horizon-
tal, vertical and diagonal cursor movements. Operational features for the Tracker and
the IntelliKeys (i.e. mode, gain and method of object selection) were set identically to
reduce potential bias and confounding.

Participants were tested individually over two sessions as part of a larger study.
Positioning relative to the computer was standardized across subjects. Order of pres-
entation of devices and tasks was randomly determined and counterbalanced so each
subject completed both tasks and used both devices in each session. Sessions were
spaced four to five days apart. At the beginning of the experiment, participants re-
ceived a brief explanation of the purpose of the study and use of the control devices.
The instruction period lasted approximately five minutes and included demonstration
by the experimenter and spontaneous practice by the subject. Instruction was followed
by the experimental session consisting of a block of target acquisition trials and a
block of typing trials [12]. Subjects were instructed to move as quickly and accurately
as possible.

A computer-pointing task was developed for the experiment using Visual 6.0.
Circular targets representing three widths (0.5 cm, 1 cm and 1.5 cm), three distances
(6.2 cm, 3.1 cm and 1.55 cm) and eight radial directions were used (5, 50, 95, 140,
185, 230, 275 and 340 degrees). To begin a trial, the subject moved the cursor arrow
tip toward a home target positioned in the center of the screen. When the cursor arrow
tip crossed the boundary of the home target, it turned yellow, marking the beginning
of a fore period, which varied randomly from 0.5 to 2 seconds. A fore period was
included to minimize a subject’s anticipation of the appearance of the target, which
would have confounded the time results. The fore period was followed by the ‘go’
signal: an auditory beep coupled with a change in color of the home target to green
and the simultaneous appearance of the capture target at a random size, distance and
angle (Fig. 1). The subject then moved the cursor to the target as rapidly as possible
and stopped. To acquire a target, the tip of the cursor arrow had to be maintained
inside the target for 500 milliseconds. Subjects completed 6 target acquisition blocks
for each device. A block consisted of 72 randomly presented trials representing each
target size, target distance and radial combination (3 x 3 x 8) for a total of 432 trials
per device, per session.

2.3 Data Analysis

Data were analyzed as a mixed factorial design with one random factor (subject) and
six fixed factors [device (2); session (2); block (6); target width (3); target distance
(3); target angle (8)]. The dependent variables of interest were total time and move-
ment variability. Interactions of interested were device by distance, device by width,
and device by angle. Total time was defined as the time elapsed between the appear-
ance of the target and capture. Movement variability was computed from the x-y co-
ordinates of the pointer during the target task and represented the degree to which
recorded sample points varied from the straight-line path from home location to trial
target [3].
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Fig. 1. Sample ‘go’ signal for a target trial included an auditory beep coupled with a change in
color of the home target to green and the simultaneous appearance of the capture target at a
random size, distance and angle

3 Results

Analyses of total time indicated a block by device interaction for the target task
(Fig. 2). Although total time decreased with practice for

both devices, the difference in total time for the two devices was not consistent across
the blocks. Total time did not change significantly after block four for the head de-
vice. Significant differences in total time were detected through block five for the
cursor keys; this suggests more practice was required to reach asymptote performance
when the cursor keys were used. Computed means from trials occurring after block
four are referred to as practiced performance since no significant improvement in total
time after the fifth block was observed for either device (p > .05).

Analysis of practiced performance indicated that mean total time was significantly
faster for the head-operated device (M = 1590 ms, SD = 771 ms) as compared to the
expanded cursor keys (M = 2611.99 ms, SD = 1344 ms). Total time was significantly
affected by target distance, width and angle, regardless of device. However, the de-
gree to which these parameters affected performance differed for the two devices; the
impact of increasing distance and decreasing width had a greater impact on perform-
ance time when the expanded cursor keys were used.

Initial analysis of movement variability indicated a significant block by device in-
teraction Post hoc tests indicated that there was no sig-
nificant change in movement variability after the third block (p = .7987). Conse-
quently, means from trials occurring after block three are referred to as practiced
performance. Analysis of practiced performance indicated that movement variability
was greater for the head device (M = .1649, SD = .1694) as compared to the mem-
brane cursor keys (M = .1222, SD = .1318). In addition, movement variability de-
creased in the second session for both devices (p < .0001), suggesting that once sub-
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Fig. 2. Mean total time of subjects’ target trials for the six experimental blocks. Results indi-
cated a block by device interaction where total time did not change significantly after block
four for the head device but significant differences in total time were detected through block
five for the head/arm device

jects became familiar with the operation of the device and the nature of the tasks,
movement was more consistent. Results further indicated that movement variability
was significantly affected by all of the variables in the model. Analysis of the effect
size differences between the two devices is presented in Table 1.

For the head device, target distance (p < .0001) and angle (p < .0001) had a signifi-
cant effect on movement variability; there was no effect of target width (p = .0973).
When the cursor keys were used, movement variability was significantly affected by
all target parameters: distance (p < .0001), width (p < 0001) and angle (p < .0001).
As with speed, the degree to which target distance and width and angle affected per-
formance was greater when the expanded cursor keys were used. Pair wise compari-
sons among target angles revealed no clear pattern for the effect of angle for either
device except that there was no significant difference in movement variability be-
tween the two devices for the horizontal and vertical targets (Fig. 3).
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Fig. 3. Pair wise comparisons among target angles indicated there was no significant difference
in movement variability between the two devices for the horizontal and vertical targets

4 Discussion

Previous studies of head-operated devices have shown them to be less effective than
other input devices in completing target acquisition tasks [13] and drawing tasks [14].
Results of this investigation do not support that conclusion; rather the data suggest
that a head operated device may be an acceptable alternative to particular hand/arm
devices for pointing activities. Total time to complete the target acquisition task was
significantly faster using the head device.

The head device may have offered an anatomical advantage over the expanded cur-
sor keys in that the stimulus and the response were more naturally linked; subjects
moved the head in conjunction with the eyes to map the target location. When using
the expanded cursor keys, decisions about where to move were compounded by deci-
sions about how to move since subjects had to consider the cursor arrow combinations
needed to acquire a given stimulus. This required greater planning. Together with a
required translation from the horizontal cursor keys to the vertical computer screen,
the use of the expanded cursor keys may have decreased stimulus-response compati-
bility resulting in increased total time.

Although the expanded cursor keys took considerably longer than the head device
when acquiring a target, its use was associated with significantly less movement vari-
ability. Possible contributing factors may include the fact that: (a) the expanded cursor
keys provided a stable surface on which to move and (b) movement variability oc-
curred only in response to a change in direction. With respect to the second factor, the
constraints naturally imposed by the cursor keys may have actually limited possible
movement options leaving it more vulnerable to the effect of target parameters. This
would explain why the magnitude of the difference in movement variability in re-
sponse to increases in target distance was greater for the cursor keys than for the head
device and why target width had no affect on movement variability for the head de-
vice but was a significant factor when the cursor keys were used.
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This study used typical young adults; therefore, questions about the degree of head
control necessary to operate the head device cannot be adequately addressed. How-
ever, results suggest that increased movement variability does not necessarily result in
movement inefficiency; the greater movement variability noted for the head device
did not translate to an increase in movement time. In may be that the flexibility of-
fered by the head device served as an advantage over the constraints of the expanded
membrane cursor keys by providing movement alternatives that maximized speed.

References

1.

2.

3.

4.

5.

6.

7.

8.

9.

10.

11.

12.

13.

14.

Douglas, S.A., Mithal, A.K.: The Ergonomics of Computer Pointing Devices. In: Paul, R,
Thomas, P. (eds.): Advanced Perspectives in Applied Computing. Springer, London (1997)
Mithal, A.K., Douglas, S.A.: Differences in Movement Microstructure oof the Mouse and
the Finger-Controlled Isometric Joystick. Human Factors in Computing Systems CHI ’96
Conference Proceedings. ACM, New York (1996)
MacKenzie, I.S., Kauppinen, T., Silfverberg, M.: Accuracy Measures for Evaluating Point-
ing Devices. Human Factors in Computing Systems CHI 2001 Conference Proceedings.
ACM, New York (2001)
Christina, R.W.: The 1991 C.H. Mccloy Research Lecture: Unraveling the Mystery of the
Response Complexity Effect in Skilled Movement. Research Quarterly for Exercise and
Sport, Volume 53 (1992) 218-230.
Archambault, P., et al.: Recruitment and Sequencing of Different Degrees of Freedom Dur-
ing Pointing Movements Involving the Trunk in Healthy and Hemiparetic Subjects. Ex-
perimental Brain Research, Volume 126. Springer-Verlag, Heidelberg (1999) 55-67
Bastian, A.J., et al.: Cerebellar Ataxia Abnormal Control of Interaction Torques Across
Multiple Joints. Journal of Neurophysiology, Volume 76. The American Physiological So-
ciety, Maryland (1996) 492-509
Levin, M.F.: Interjoint Coordingation During Pointing Movements is Disrupted in Spastic
Hemiparesis. Brain. Oxford University Press, Oxford (1996) 281-293
Teulings, H.L., et al.: Parkinsonism Reduces Coordination of Fingers, Wrist, and Arm in
Fine Motor Control. Experimental Neurology, Volume 146. Elsevier, San Diego (1997)
159-170
Capilouto, G., et al.: Adapted Computer Access: The Effect of Reducing Degrees of Free-
dom on Performance. Dissertation Abstracts International, Ann Arbor (2002)
Higginbotham, D.J., Bedrosian, J.: Subject Selection in AAC Research: Decision Points.
Augmentative & Alternative Communication, Volume 11. Taylor & Francis Group, London
(1995)11-13
Higginbotham, D.J.: Use of Nondisabled Subjects in AAC Research: Confessions of a Re-
search Infadel. Augmentative & Alternative Communication, Volume 11. Taylor & Francis
Group, London (1995) 2-5
Capilouto, G., et al.: Performance of Able-Bodied Subjects on a Text-Typing Task Using a
Head-Operated Device and Expanded Membrane Cursor Keys. Perceptual and Motor Skills,
Volume 98. Missoula (2004)147-162
Jagacinski, R.J. and D.L. Monk: Fitts’ Law in Two Dimensions with Hand and Head Move-
ments. Journal of Motor Behavior, Volume 17. Heldref Publications, Washington, DC
(1985) 77-95
Kanny, E.M. and D.K. Anson: A Pilot Study Comparing Mouse and Mouse-Emulating De-
vices for Graphic Input. Assistive Technology, Volume 3. RESNA Publications, Arlington,
VA (1991) 50-58



An Examination about Walking Posture on Gait Training
System for Computer-Aided Rehabilitation

Hidetaka Ikeuchi1, Fumitaka Kamifukumoto2, Satoshi Arakane3,
Kengo Ohnishi1, Keiji Imado1, Hiroomi Miyagawa1, and Yukio Saito4

1 Oita University, Faculty of Engineering, 700 Dannoharu, Oita-Shi, 870-1192, Japan
{hikeuchi,ohnishi,imado,miyahiro}@cc.oita-u.ac.jp

2 ASICS Corporation, 1-1, Minatojima-Nakamachi 7-chome, Chuo-ku
Kobe 650-8555, Japan

3 Daihen Technology Institute, 1660-7 Mizoi, Kituki-shi, Oita, 873-0025, Japan
arakane@daihentec.co.jp

4 Tokyo Denki University, Ishizaka, Hatoyama, Saitama 350-0311, Japan
saito@n.dendai.ac.jp

Abstract. Our Gait Training System is a training device that aims to obtain the
effect of the walk training in the warm water swimming pool. A trainee is sup-
ported by the slinging system while walking on the force plate. Slinging power
is controlled on the basis of information instrumented from the force plates. The
training effects are evaluated on the basis of the data that obtained from the
force plate etc. This system is tested by handicapped person to inspect the func-
tion and efficacy. A major problem of deficient body alignment of the walking
posture is found from the test. We propose mounting a monitor and the result of
improvement is shown. The effect on the walking posture using the Gait Train-
ing System is experimented on normal persons. The difference of the posture in
normal gait and device-supported gait is shown.

1 Introduction

Rehabilitation training is one of the fields where mechatronics systems can provide
effective tools for diagnosis. They can also decrease the physical load in the physical
therapy treatment. Training for a patient with enfeebled lower limb function often
uses parallel bars. This training has the disadvantages of causing pain, and it requires
strength in the upper limbs. Training in a heated swimming pool is easy on the
trainee’s body. However, using a pool has drawbacks which are the scale and mainte-
nance of the facility, as well as the stress on the therapist resulting from the safety in
the pool.

We reported the detail of our system1. In this report, the test result of a handi-
capped person using our system is summarized, first. And a problem about walking
posture confirmed in this test and a solution is presented. Furthermore, we experiment
with normal persons to check the difference with the normal walking and device
walking. The difference of the posture with usual and device walking is shown.
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The main feature of our system is the constant dynamic adjustment of the tension
lifting the trainee based on the information of the floor reaction force. The load on the
trainee’s foot linked to the floor is regularly maintained at a low-burden level; there-
fore, the load on the foot is similar to the effect of walking in a pool. Another advan-
tage is that the trainee senses the stimulation at the sole and other parts of the body,
since he or she is walking on the force plate: a solid surface. This is the difference
from a treadmill device. Furthermore, a trainee is able to train in various surface envi-
ronments by changing the surface, e.g. like a slope, on the force plate.

2 Developed System

Fig.1 shows the concept design of the system the system diagram of the signal trans-
mission mechanism. The details are possible to refer to Reference 1.

Fig. 1. System diagram of the Conceptual Design (left) and System Diagram (right)

Fig. 2. Supporting Vest

2.1 System Overview

The floor area is and is covered with aluminum force plates. These plates
have 4 force sensors at the bottom that measure the amount of pressure on them, as
applied by the subjects. The walking distance on the device is approximately 12m.
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Two props support the guide rail that the sling system travels on. The sling system
component supports the trainee, and lifts or lowers the person according to the infor-
mation from the force plates. The information for sling control is sent to the sling
system component from the main control unit by Spread Spectrum Wireless Data
Communications. Power for the sling system is supplied by a trolley wire; therefore,
the trainee can walk without restriction. A touch panel is utilized for system opera-
tion. Buttons for setting the load on the foot, walking speed, manual operation of the
sling units, and start/stop of training are displayed on the its screen.

2.2 Supporting Vest

A supporting vest for the harness device was developed. This device holds and sup-
ports the weight of the trainee connected to the slinging unit. Therefore, the comfort-
ableness of this device has a significant influence on the success of the system. We
tried a number of off-the-shelf products, but none were durable enough. The device
still needs improvements in its functional design, and our goal is to improve it so that
it is easy-to-wear, painless, and allows more movement during the gait.

The device in Fig. 2-(a) was developed for this purpose and used in the field test
on handicapped person. Denim cloth is mainly used, and the load is sustained mostly
the load support part in Fig. 2-(b), while partially supported at the crotch. A frame
pipe holds a soft stuffed tube for the crotch in a comfortable manner. Also, this pipe
works to lower the mental stress on the trainee by its use as a handle. This type was
developed with the chief aim of ease of installation. Several prototypes have been
produced through trial and error, and we are continuing to improve on it.

3 Field Test on Handicapped Subjects

The successive training on handicapped person was carried out to observe the effect
of the system. The subject was a 25-year-old male, who suffered from partial paraly-
sis on his left side caused by a brain tumor. There was also some paralysis on the
right. There was no disability in the upper limbs. Therefore, he has used a wheelchair
for transportation and has had no gait training in the past 5 years. He could extend
both knees and other joints fully, but did not have full control of the lower limbs
because of the nervous disorder. Hence, the trainee could maintain a standing position
for a short time and had difficulty balancing during gait.

In previous report, we reported the results of first series. In this report, we show
the second series.

The subject trained 3 times a week for 28 days. Two 10-minute training sessions
were made with a 10-minute break in between. The preset load was set to 200N. Gait
speed was set to 11 m/min. The distance of the gait was approximately 110 m/set.

To evaluate the effect of the gait training device, bone density, and lung capacity
examinations, blood tests and patient feedback were taken before and after the train-
ing for comparison, as in the previous report. The training period, preset load, and
gait speed were increased as the subject requested. Verbal feedback was noted each
day.
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3.1 Results

Settings at the last training session exceeded these figures: preset load 200N, gait
speed 16 m/min, three-10 minutes training in one day. In the medical check, A little
improvement was seen to bone density and lung capacity, and the abnormality was
not seen to the blood test. These results are similar to the previous report.

In second series, we try several improvements of the system and collect the sub-
ject’s opinion. The most important aspect is the walking posture changing considera-
bly by subject’s view direction. Next caption shows the detail.

3.2 The Effect of Walking Posture Using Display

The stick pictures of the subject’s posture in training are shown in Fig.3. These pic-
tures are made from video data recorded in the training. The software used is Frame
DIAS II of Co., Ltd. DKH. The posture of Fig.3-(a) is poor because he is looking
down on his steps, to alternate the sense of heel contact and foot position with vision.
Fig.3-(b) is the stick picture of subject’s walking posture when looking forward. This
posture is in a straight head-body alignment and obviously ideal than Fig.3-(a).

Fig. 3. Stick Picture of Walking Posture

Fig. 4. COP Trajectory of Training
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Fig.4 shows the difference of COP (Center of Pressure of reaction force) between
walking while looking down and looking forward. When he is walking looking for-
ward as in Fig.4-(b), COP is unstable and his body is shaken. Additionally, he is
feeling uneasy. Fig.4-(a) is the COP of walking while looking down. This COP is
more stable than walking looking forward in Fig.4-(b).

The subject cannot sense the heel contact and the foot position because of paraly-
sis. So, he has to depend on visual feedback to stably walk. However, if he looks
down to be stable, his spinal is bent and posture becomes inappropriate. In human
walking, upright posture is important. To continue the training with misguided pos-
ture is disagreeable.

Fig. 5. Improvement for Walking Posture

Fig. 6. Trajectory of COP with and without the display

The improvement of good walking posture is shown in Fig.5-(a). We set up the
monitor display to display his steps. The CCD camera is installed at the bottom of the
display. The camera captures the steps so to watch his steps while looking forward.

The effect of setting the display is shown in Fig.5-(b). This posture is better than
Fig.3-(a). Fig.6 is the difference of COP between with and without the display. Tra-
jectory COP with the display is more stable than without thedisplay. Table 1 is the
angle of body from vertical axis. This angle is calculated by Frame DIAS II. The
angle of With Display is best in this table. The angle of walking with display is
smallest.
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Fig. 7. Definition of ROM

Fig. 8. Definition of Max Height of Heel and Angle of Body

Fig. 9. Stick Pictures of 3 Type Walking

4 The Difference of Walking Posture between Normal/Training

The posture of walking in gait training is very important. But, walking posture may
be different from normal walking posture and device walking like previous section.
In this section, we consider the difference between normal walking and device walk-
ing.
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In this experiment, the posture of normal walking and device walking is measured.
The posture of walking is measured by a three-dimensional video analysis system,
Frame DIAS II. This system consists of 4 video camera recording system and proc-
essing software. Markers are fixed to parts of the subjects’ body, and the 4 video
cameras capture the walk. Walking is 3 types, that is, device walking, normal walking
with device speed and normal walking with normal speed. The speed of device walk-
ing is slow to fit the lower limb patient use. Human subjects are 5 young people.
They are 3 male and 2 female. Each subject performs once in experiment.

We analyze following data; the center of gravity, ROM of hip joint, ROM of knee
joint, kicking height of heel, angle of body and step length. Fig.7 and Fig. 8 show
definition of these values.

Fig. 10. Average of Amplitude of COG(Center of Gravity) Wave

Fig. 11. ROM(Range of Motion) of Hip Joint and Knee Joint

Fig.9 shows the stick pictures of 3 walking types. In Device Walking, it is found
that body is inclining; knee joint is not enough straight compared with Normal Walk-
ing.

Fig. 10 shows the amplitude of COG wave in lateral and vertical direction. Lateral
direction amplitude in Device Walking is smaller than Normal-1 and is near the Nor-
mal-2. Vertical direction amplitude in Device Walking is smallest. The subject in
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Device Walking may be constrained by slinging system. Fig. 11 shows ROM of the
hip joint and knee joint. Many subject in Device Walking present smaller ROM than
Normal Walking. In hip joint, some subject’s ROM in Device Walking is always
positive.

Table 2 shows body angle of 3 types of walking. Body in Device Walking is in-
clining forward compared to Normal Walking.

Kicking height of heel in Device Walking is smaller than Normal, but this differ-
ence is small. Step length in Device Walking is equal or a little bit small to Normal-1.

The quantitative difference of the Device Walking and Normal Walking is de-
scribed. We have to develop the support vest and gait training system based on these
points.

5 Conclusion

A unique gait-training device with a slinging weight support method is presented.
The outstanding feature of this system is the control of the tension while holding the
body to reduce the impact of floor reaction force. We gained interesting experimental
results showing that setting a display improves the walking posture of paralyzed pa-
tient’s gait.

The following results are obtained; the outline of our system was shown; walking
posture in handicapped person’s training was improved by setting display to monitor
his step and the gait stability was not damaged; the difference of Device Walking and
Normal Walking was found; body in Device Walking was inclining compare with
Normal Walking; the amplitude of COG wave, ROM of hip and knee joint and the
average of kicking height of heel in Device Walking was smaller than Normal.
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Abstract. Single-switch manipulation is considered as a model for optimizing a
menu selection task for physically challenged users. We have applied a short-
cyclic hierarchical structure with three levels and three alternatives as a basic
layout for symbol input and imaging. A user can make use of the triple-stroke
or the long-stroke technique when the button is held down for extended period.
It allows to jump over one of menu levels or to cut the cycle. We designed algo-
rithm for adaptive scan interval and have applied it for text entry. Long-stroke
technique significantly reduces the number of strokes and increases typing
speed. The preliminary tests with able-bodied participants showed an average
typing speed of more than 20 signs per minute after one-hour training. Adaptive
scan interval could be useful for applications that require periodic time correc-
tion depending on user performance. Algorithm for adaptive scan interval and
the coupled issues are considered in detail.

1 Introduction

Assume a person can manipulate only a single button or a functionally similar ele-
ment. What strategy of behavior is optimal depends on individual opportunities and
on the dialogue structure of the interface. Recently diverse versions of the onscreen
keyboards with a scanning option were designed to provide alternative access for
people who cannot move any pointing device at all [1-5]. Scanning mode is applied
with onscreen keyboard to choose highlighted areas by pressing a hot key or using a
switch-input device. Cyclicity and hierarchy are two different and opposed parame-
ters which should provide reliable interaction. Cyclicity supposes sequential access to
menu items. Herewith, branching with a huge number of alternatives makes difficult
not only the navigation itself but the waiting of the moment when a necessary menu
item will be accessible.

Real-time manipulations by scan-interval and adjustments of delays have been in-
vestigated by Simpson and Koester [5], Lesher et al. [3], and Bourhis [1]. Lesher et
al. developed a method for row-column scanning interface based upon quantitative
measures of scanning performance. The adjustment scheme optimized scanning de-
lays after approximately 1200 selections (~240 words) starting from 2 s. Bourhis and
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Pino have built EDITH system based on mathematical model of the operator’s behav-
ior and statistical analysis of experimental data.

Several alternatives were considered in development of strategies based on predic-
tion of simple situational behavior and using individual topic-oriented vocabulary.
Usually, phrase entry technique uses a complicated asymmetric hierarchical structure
with a huge number of branches to specify a phrase category. In eLocutor [4], to type
the sentence “what is the date today” took 6 clicks and 13 seconds after the first word
was typed. However, before the first word was typed it was necessary to pass 6 levels
and make 6 clicks without any mistake. This procedure can take 14 seconds or more
depending on a number of alternatives on each level used. The method works when a
phrase kit or dictionary is too small, but in such a case, direct text entry with auto-
completion, for instance, could also work well.

2 Method Design

2.1 Method for Menu Selection

The problem of connectivity in complex cyclic menu can be decided via access hier-
archy to key-nodes and at using short cycles. It is clear that some menu items are
more frequently used and therefore they should have a short length of path from a
key-node. A short way should also be provided for such operations as cancel, back
step or switching the menu content. However, what exactly is a short way up to menu
item?

Suppose we need to enter text. Certainly, typing will be more frequently used than
editing or file operations. Herewith, alphabet characters will be used according to
Letter Frequency. If a symmetric hierarchical structure with three alternatives and
levels will be used in a basic cycle, the length of paths up to each terminal node is
measured by the number of clicks and will be equal to three. However, if scan inter-
val equals to 1 s, a choice of the first character in the first line (“E”, Fig. 1) will take 3
s and the last character of third line “Z” will take 9 s. The whole matrix of selection
times is shown in Fig. 2-a. As it can be seen from Fig. 2-a, only three groups of char-
acters could be achieved within 6 s through a sequence of strokes at scan interval 1 s.
The actual values of scan interval are varied in a range 450-800 ms.

Fig. 1. Symmetric hierarchical menu with three alternatives and three levels
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The digital button supports two stable states, and “stroke duration” can be used to
jump over one of menu levels or to cut the cycle. It could be released when scan in-
terval for one level was elapsed and button remained pressed down (Fig. 3). By ap-
plying this technique on the first step of each level, we can decrease typing perform-
ance upon 20% for entering, at least, 9 characters (Fig. 2-b). If these characters are
more frequently used their portion can achieve 67-70% of entered tokens (English
alphabet).

Fig. 2. The relative performance in seconds for entering characters with the scan interval of 1 s.
The left matrix has 3 strokes per character (SPC) and the right matrix has 2.67 SPC

Fig. 3. Text entry with long stroke technique

Fig. 4. Long stroke technique to choose other commands

The long stroke technique, when a button is held down for 2-7 scan intervals, can
be used to provide a transition to the special options, to modify layout inside the cycle
(Fig. 4), for instance, to switch to special character mode or to return a layout to its
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original state (the first level). The entering of the first token after dwelling (E, T, N –
the most frequently used characters) does not require long waiting and the duration of
sustaining key in a bottom position is not so critical. Besides that, automatism of the
choice of the first token (with the coupled stroke) allows to plan the third step directly
during implementing the long stroke at the first step.

2.2 The Model for Adaptive Scan Interval

Menu pointing and text-input can be considered as temporal processes or stimulus-
dependent goal-directed behavior of the user. Herewith, a behavior model includes a
particular sequence of actions. On the user side, they are the following: cognitive
processing and motor actions. These actions should be synchronized with such proce-
dures as highlighting of a particular alternative within interface. The parameters of
the signals may either facilitate synchronization of the interactive process or hinder
performance. The physical stimulus starts the motor reaction that could be measured.
Based on real-time analysis the visual-motor reaction time (RT), we could also pre-
dict or optimize scan interval [1, 3]. The temporal diagram of the algorithm for meas-
uring the user performance through visual-motor reaction time and automatic correc-
tion of the scan interval is shown in Fig. 5. Scan interval consists of three
pieces: – the first variable interval, – the second variable interval and

Fig. 5. The temporal diagram of the algorithm for adaptive scan interval

Herewith, and present a symmetrical temporal window concerning estab-
lished dynamical threshold

Initial conditions could be established from the assumption that 90% of strokes, at
an average typing speed, could occur within the field and condition prob-
ability when could be nonsignificant. These data can be excluded from the
computation. There is one more important interval This magnitude will take part
in changing three temporal components of scan interval.

The algorithm works as follows. After each highlighting of menu alternatives, we
can record the time of user reply in the keystroke. Besides that, we will record an
average magnitude for RT (AveRT) on each 5 realizations. Let us suppose that
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then we may decrease on too. That is, a new scan interval will equal

Changing scan interval can occur with equal probability in plus and minus side, if
user reactions are symmetrical regarding dynamical threshold

If the user changes typing speed, and after each user action
is permanently decreased due to decreasing therefore the time to change In

a kind of criterion could be index of some number of For instance, if have

changed by the magnitude of may also be decreased, at least, by
one half of this magnitude. Then, a new scan interval will equal

Thus, after changing dynamical threshold, probability of user replies in a field
will be higher and This situation will lead, or not, to increasing
We have built the algorithm prototype and carried out a study of scan interval regula-
tion in dependence on typing speed with a single button.

The test was done with 8 subjects on iPAQ pocket PC. 100 alphabet characters per
session were presented in random sequence. The subjects pressed down the key after
highlighting corresponding alternative line of the menu with convenient typing speed.
Each of sessions was started with different initial conditions of and was

equal to 20 ms. By excluding low-probable magnitudes of replies, we received a
stable dynamical system with parameters controlled by individual visual-motor reac-
tions of the user. It was observed that 40 strokes were enough to replace initial pa-
rameters onto individual ones starting from 2 s. That is, one test phrase of eight words
could be enough to initialize the system, and the algorithm will automatically keep
scan interval near the convenient magnitude with given increment

3 Pilot Evaluation of the Method for Text Entry

Eight volunteers from staff and students at the University of Tampere were recruited
for this study. This group, which was comprised of 3 females and 5 males, covered an
age range of 24 to 48. None of the participants had any previous long-term experi-
ence with text entry through single-switch manipulation. All of the eight participants
were right-handed. None of the subjects had motor or cognitive disorders.

The study was carried out on iPAQ Pocket PC. The test program was written in
Microsoft eMbedded Visual Basic 3.0. An external key was connected to serial port.
The menu of the software application consisted of three alternatives (Fig. 1), ap-
proximately in sizes with 10-point Arial capital letters. The key figures
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such as the mean text entry rate, the number of errors, the number of keystrokes per
word, the time per character and the average scan interval were stored for each trial.

The evaluations took place in a usability laboratory. During the first experiment,
participants were given one trial to familiarize themselves with text entry method and
the features of button manipulation were explained. This trial was important so that
the participant could find their comfortable rhythm and behavior strategy: when s/he
has a short break and can think or look at test-word, when s/he should fast as possible
to strike on the key and how to use long stroke technique at typing.

One trial consisted of entering twenty words, which are randomly selected from a
set of 150 words, and displayed one at a time at the top line on the screen. The test
words were 6-13 characters in length with mean 8.5 and every letter of the alphabet
was included, at least several times during the trial. We did not use phrases for retyp-
ing to avoid an additional cognitive loading and to check user behavior when tempo-
ral window is continuously changed, though that takes place be adaptive. Therefore,
the sign “space” (“_”, Fig. 1) was not used and the symbol layout is not final for real
text entry.

To begin typing each word, the participants had a Start-stroke (Fig. 1). The cyclic
mode was started from the upper line (“ERADHLGWV”). By this way, access to all
of entered symbols was proportionally close to predicted performance (Fig. 2-b). We
also did not admit typing wrong characters; certainly, this influences onto data disper-
sion but allows detecting other problems dealing with layout. To record the time per
character the timer was started after highlighting the first line and stopped when a
correct character was entered. When the last character of the word was entered, the
word disappeared, the cycle stopped, and the next word to be entered appeared in
upper line. At this point, the participant could rest and then, as before, s/he could start
typing by doing Start-stroke. Each of the subjects accomplished 20 trials. Fifteen
trials were done with long stroke technique and the last ten of them have been taken
in further processing of results. In addition, five trials were done with the triple-stroke
technique.

4 The Results of Pilot Evaluation

Fig. 6 shows average values and dispersion of the times needed to choose any charac-
ter from the layout used at average scan interval 460 ms (s = 52 ms) regarding pre-
dicted values (the left columns). Summarized relative frequency of the characters per
one thousand letters used during the test for each group, according to accessibility, is
shown in the bottom of the Figure. The correlation of relative frequency of the char-
acters used during the test with English letter frequency was about 0.91. The correla-
tion between predicted time and received was 0.96.

Fig. 7 shows average percentage of errors at the average scan interval 460 ms. The
data were collected on one of the participants. The data of other participants have a
similar pattern varying in values. As you can see in this sample, the error rate has a
big dispersion. Entry of some often-used characters had less errors (E, N, O) than
others.
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Fig. 6. Average times (and standard deviation) needed to choose any character at scan interval
460 ms regarding to predicted values (the left columns)

Fig. 7. Error rates within tokens groups averaged on 10 trials of the same subject (200 words,
1868 tokens), the average scan interval 460 ms

Rarely used characters (K, Y, Q) have lower frequency of appearing and the per-
cent of error is higher due to the small number of them. The error rate in long stroke
arrhythmic typing (~5%) was two times lower than in rhythmic triple-stroke tech-
nique (~13.2%). An error could appear when highlighting provoked repetition of long
stroke technique in non-suitable moment. For instance, the character “L” often fol-
lowed after symbols “E”, “I” or “O”, which were entered with the help of long stroke
technique. A desire to apply the same strategy had led of the subject to an error.

We have analysed the process of input for each symbol and the coupled symbol
sequences (digrams and trigrams) and found out that proposed layout could be opti-
mised to simplify the user behavior when s/he should continuously change strategy.
Long stroke technique essentially decreases the number of strokes with respect to
triple strokes technique (F = 0.16) and increases typing speed (F = 0.19), Fig. 8. Error
rate with triple stroke technique was higher as a balance of excitation-inhibition is a
very difficult process. It is difficult to break down previously used behavior stereo-
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type, triple-stroke sequence, when two strokes were just made. And vice versa, when
strategy is oriented on long stroke, inhibition is facilitated. Most of the participants
achieved scan interval 460 ms and typing speed 4.2 wpm after 1 hour training. As it
was expected, scan interval varied individually from trial to trial. The average scan
interval with triple stroke technique was about 933 ms and average typing speed was
lower than 3.5 wpm.

Fig. 8. A number of strokes per word (the left chart) and performance (the right chart) averaged
on 800 words

5 Conclusion

We designed an algorithm for adaptive scan interval and have applied it for text entry
through single-switch manipulation. Instead of the switch, any similar signal may be
used. To choose any item in the menu, we have applied a short-cyclic hierarchical
structure with three levels and three alternatives. A user can use the triple-stroke or
the long stroke technique when the button is held down; it allows to jump over one of
menu levels or to cut the cycle. Long stroke technique essentially decreases the num-
ber of strokes and increases typing speed. In the further development we plan to op-
timize character layout to facilitate transition from one strategy to another.
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Abstract. This paper presents our research work on the accessibility of assistive
technologies dedicated to peoples having severe disabilities. The objective is to
provide quantitative and qualitative evaluations methodologies on human-
machine interaction while getting access to a computer. We aim to design com-
pensation strategies developed by people having sever motor disabilities in or-
der to use physical input devices to control a computer. The study developed in
this paper is based on a quantitative evaluation method when using pointing de-
vices such as mouse, Trackballs, Joysticks, etc. The preliminary results pre-
sented corresponds to one month of evaluation with 8 patients mainly having
spinal cord injuries and muscular dystrophies from the rehabilitation hospital of
Garches and from French Muscular dystrophies Association (AFM).

1 Introduction

Most problems encountered by people with disabilities are related to the use of hu-
man machine interfaces. Their capabilities in acting on a system can be analyzed with
various available peripherals (keyboard, joystick, mouse, etc.). The handling of these
peripherals requires a number of degrees of freedom (ddl), a specific movement am-
plitude and/or a specific strength to control output signals, either continuous (e.g.
mouse), or discontinuous (e.g. keyboard). These characteristics condition the various
actions which could achievable by each end-user.

In order to adapt existing technical aids, design new ones, and choose the optimal
human-machine interface for each specific user, it is necessary to define accurately
the users needs, and in particular, their physical abilities. Thus it is important to de-
scribe as closely as possible their motor incapability and evaluate their behaviors
while using human-machine input devices[1,2].

In this paper we will focus mainly on the analysis of users’ strategies when using a
computer input device by the development of an evaluation method.

2 Evaluation Method

To evaluate users’ behavior while using computer input device, we have designed a
quantitative evaluation strategy based on the use of newly developed software.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 845–848, 2004.
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Besides the qualitative approach, an ergonomist performed a qualitative evaluation
method using a questionnaire to report the mains information about the patient (iden-
tity, personal feedback); in addition input device prehension phase was video re-
corded [4].

The quantitative evaluation method was based on innovative software develop-
ment for online tracking of users commands when performing a specific task. The
main identified parameters recorded were: Accuracy of the cursor on the screen
which consists on analyzing the trajectories deviations, the ability to carry out a sim-
ple click, a double click, and drag and drop, and the time necessary to performed the
task.

The evaluation method that we developed is based on a set of tests which include
all possible functions necessary for a computer interface within defined tasks[3].
Two types of analyses were developed: the user tests and the calculation of the cor-
responding errors corresponding to each test. We have implemented three tests
which evaluate all the operations which can be processed by the device (XY moving
of the cursor, simple clicking, double clicking, drag and drop) The duration and the
trajectory of the cursor were recorded in a log file: Test 1 consists in connecting two
graphical targets by clicking on the first target then, clicking on the second one, it
permit to test the accuracy in space, to go from one point to another. Test 2 consist on
following a trajectory imposing angles and curves, without having to click. Test 3 is a
Drag and Drop test; it allows to maintain the left click down while carrying out a
movement, for this test the number of clicks is recorded in the log file.

As shown in the figure bellow, the error analysis is quantified by a surface be-
tween the real layout and the ideal layout which is calculated by recursive algorithm,
it counts the dots which do not belong to the surface and by deducting the desired
surface from total surface.

Fig. 1. Error calculation based on a recursive graphical algorithm

3 Preliminary Results

These preliminary results correspond to one month of evaluation, mainly the average
duration of the task is 45minutes, 8 persons took part in our experimentation, 4 quad-
riplegics patients (Equal1, Equal6, Equal7, and Equa18) from the rehabilitation hospi-
tal of Garches, 3 muscular dystrophies patients (Equal2, Equal3, and Equal4) and
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one person (Equal5) having a degenerative neuromuscular disease from AFM. Three
interfaces are tested: mouse, joystick, trackball. Each task was repeated 10 times,
where the mean of the time and the error surface are considered. The preliminary
results are presented in the three following tables where S represents the error surface
(in number of pixels) and T the duration of the task (in tenth of second).

In this table we remark that the error surface made by Equal3 for the test1 is the
smallest one, so he succeeded the test with a better accuracy compared with other
patients. In opposite Equal5 who made the largest error surface with a high duration
to perform the test1, because he had difficulties to use the mouse.

We have noticed that:
The absence of the results concerning some users in the tables above ( Equal2 in

table1, Equal 5 in Table2, Equal 2, Equal 3, Equal 4 in table3) is due to the non pos-
sibility for the patient to use this interface or the fatigability and the rejection to use it,
for example Equal5 can’t use TrackBall because he has spastic movements.

The value 0 in the tables means that the patient didn’t perform the associate test,
due to its complexity or to timing.
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Peoples with muscular dystrophies had a good results with TrackBall, due to the
accuracy of their movements fingers. The results of the quadriplegics patients are not
uniform, that is due mainly to different levels of disabilities among the user group.
For example Equal1 had better results with the joystick; in opposite to Equal6 who
gives better results with trackball. Equal7 and Equal8 had equivalent results for the
three interfaces.

We found that, even if the joystick seems not adapted for computer application, it
provide a solution for people with shakiness and spastic movements(Equal1, Equal5).

4 Conclusion

This work allows us to know the reaction and the behaviors of both populations (peo-
ples with muscular dystrophies and quadriplegics peoples) using the human-machine
input device, and to identify the best interface among several. The evaluations high-
lighted the difficulties to use input devices and proved the ability of the users to com-
pensate their handicap. General conclusions can be validated, so the mouse provide
the best scores according to the trackball and the joystick. Actually we are not able to
explain this effect, due to the limited number of users. We are aiming for a more
significant end-user group and several interfaces to complete this study.

In addition we are working on the modeling of the upper limb posture during the
grasping phases to model the description of the residual motor capabilities and evalu-
ate human behavior while using human-machine input devices. Coupling the model-
ing of residual motor capability with resulted actions on the cursor, should provide a
better understanding of the user profile and consequently adapt the human-machine
interaction.
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Abstract. This paper substantiates the process of developing a computerized
mouse proficiency assessment tool (CAT-MP), which could be used to measure
proficiency of clients in mouse operating skills. Moreover, CAT-MP also helps
evaluator to diagnose specific difficulties and provide individual remedies for
the persons with limitations to access computer. Based on the results of task
analysis of mouse operating, clinical experiences and related literature review,
CAT-MP was designed containing four modules responsible for communicating
interfaces and databases, organizing test tasks, collecting data and analyzing
data respectively. Beside the contents of these modules, the tasks of four sub-
tests, the procedure of measurement, and the results of reliability and validity of
CAT-MP will be addressed in detail in this paper.

1 Introduction

As information and computer technology has grown rapidly and become essential in
the educational, vocational, and daily contexts, interacting with computer becomes an
important as well as prerequisite skill for individuals. Currently, the major computer
operation environment has been accessed through graphic user interface (GUI), within
typical users usually manipulate mouse to interact with computer. However, individu-
als with upper limbs impairments usually experience obstacles when interacting with
computer through conventional and suitable input devices because of their restricted
movement. They need to be equipped with adequate adaptive pointing and selecting
devices, such likes joystick, switch mouse, infrared mouse, and mouse simulator, for
the purpose of interacting with computer more effectively.

Through the efforts of the researchers in health, engineer, computer science, and
education, the adaptive pointing and selecting devices of mouse system have been
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developed. Gradually, people with upper limbs impairments could use these alterna-
tive devices to interact with computer information technology with fewer barriers.
Furthermore, they can participate in the Information Society more equally.

However, it’s still difficult for the adaptive computer experts to decide what kind
of devices might be appropriate for different individuals; even there are many alterna-
tive mouse devices available now. The difficulty partially results from lacking of
adequate assessment system to understand clients’ mouse operating performance that
is important to connect with the adaptive device selecting decision.

Experts need to evaluate the client’s proficiency ahead of deciding a suitable item
of adaptive devices. Therefore they need related tool to assist them to carry out a
proper computer access evaluation. In fact, some assessment tools have been devel-
oped for the professionals to execute an adequate assessment, including checklist,
flow chart [1], [2], [3], [4]. However, these tools tend to focus on assessment proce-
dure rather than the objective evaluation of task operating capability, besides “The
Assessment of Computer Task Performance” which developed by Mazer, Dumont,
and Vincent [3].

Test of Mouse Proficiency (TOMP) is a kind of computerized assessment tool [5]
which maybe objective. It was developed to assess mouse competency skills in chil-
dren from preschool to upper elementary school with elaborating on reliability and
validity. However TOMP was developed based on the results of mouse competency
analysis related to games and educational software. It did not include the indispensa-
ble mouse operating skills, such as right side click and double click, mentioned by
Mazer et al. [3]. Additionally, clients with poor motor control could not finish even a
test task because of the time allowed for accomplishing the task is fixed. For the pur-
pose of identifying the needs of requesting alternative mouse devices, evaluators
should acquire more performance information of the clients rather than TOMP could
provide. In this regard, researchers develop a more complete and flexible computer-
ized assessment tool for clinical evaluators to perform holistic and objective mouse
proficiency assessment and diagnosis.

In this study, CAT-MP was developed through comprehensive literature review
[1], [2], [3], [4], [5], task analysis of mouse proficiency skills, and clinical experience
of researchers. Finally, content validity and test-retest reliability were conducted to
examine the usability of CAT-MP system.

2 CAT-MP System

2.1 Overview

CAT-MP system was developed to conduct mouse proficiency skills assessment when
evaluating computer access difficulties and effect of intervention. CAT-MP system
consists of four muddles. They are main program, testing functions database, out-
come database, and outcome analysis program. As the system executing process
shown in Fig. 1, Main program communicates the interfaces and the databases. It
would organize test tasks by requesting tasks from testing functions database based
on evaluator’s selection on evaluator interface, and presents the test tasks in sequence
on evaluatee interface. While executing the tasks through operating the mouse, main
program synchronically collects the responses made by evaluatee and writes related
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information into tables of outcome database. After assessment, evaluator could use
the outcome analysis program to analyze the evaluatee’s performances originated
from different testing tasks.

Fig. 1. The process of the CAT-MP system executing

2.2 Content of Test

CAT-MP system involves four subtests, each consists various mouse-operating skills.
Within each subtest, flexible parameters are made to set up target size, target color,
targeting distance, and time permitted by evaluator. The four subtests are described
below.

Targeting. Targeting subtest is concerned with clients’ cursor targeting and staying
capability. In this subtest, the client is required to move the cursor along a guided line
to the indicated target square icon and dwell there for a second. The test tasks vary
with the parameters setting depended on assessment need. As the Table 1 indicated,
evaluator could set six parameters with combination. Cursor moving distance from
starting point to the targeting icon involves 1/5/10/15/20 cm types. Cursor moving
directions parameter gives the options chosen by evaluators to indicate where the
cursor should move. Target icons vary in size from  to as well as seven
types of color for choosing. Time limitation for completing the task could be set from
10 seconds to 100 seconds depended on client’s motor control performance. Besides,
the amount of each test task, from 1 to 5, could be select if multi tries is needed. Test
tasks could be arranged uniquely depended on client’s specific situation or purpose of
the assessment.

Stationary Clicking. The purpose of this subtest is to detect the clients’ stationary
clicking abilities. In this subtest, evalautee was asked to click the target icon, without
moving cursor arrow, by pressing the button of mouse or activating the other selecting
devices. Based on the result of clicking skills analysis, single-click on left side,
double-click on left side, and single-click on right side are chosen as the essential
skills to be evaluated.
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Targeting and Clicking. This subtest combines the purposes of the aforementioned
two subtests. In this subtest, client needs to target the cursor arrow to the objective
icon and click it stably. Except cursor moving distance and directions, evaluator could
select the other four parameters as well as in subtest one.

Dragging. The final subtest aims to assess the clients’ dragging skill. Client is
required to drag the target image by activating the pointing and selecting devices and
drop it into the destined square by disactivating the devices. Evaluator could set the
six parameters as well as in subtest one.

2.3 Measurement

Speed, accuracy and efficiency are usually regarded as key indicators of motor com-
petency and adopted to assess the mouse operation proficiency [2]. Those indicators
are also the three assessment items of CAT-MP system in this present work.

Speed means how fast the client could accomplish the single testing item. Accuracy
is the percentage determined by dividing the amount of correct responses by the total
responses in each test task. Efficiency defines in term of the stability while moving
cursor along guided lines. It could detect the trail and smoothness of path traveling.
Detail measuring variables for each subtest were presented on Table 2.

In addition to assess clients’ mouse proficiency, CAT-MP system could help the
evaluators to identify clients’ mouse operating characteristics which could be directly
connected to the suitable adaptive solutions for the clients. For example, after diag-
nosing clients’ characteristics in the needed cursor moving distance, cursor moving
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direction, icon size while clicking, time interval while double clicking, and preferred
icon color, the evaluator could use aforementioned information to adapt a suitable
human-screen-mouse interaction environment for the clients. Detail variables diag-
nosed for test tasks of each subtest were presented on Table 2.

2.4 Procedure of Assessment

After the main program executes, evaluator used interface displays on the screen.
Within evaluator chooses (or types) a client’s name in advance, and then decides the
test tasks and configures each test task. Then the program presents the test tasks on
the screen in sequence. The client operates the mouse or alternative mouse device to
complete the task on the screen paced by evaluator. The sequence of testing suggested
by program was targeting, stationary clicking, targeting and clicking, and dragging.
However, evaluators could decide by themselves, or even choose one or two of them
to test the client only.

When evaluatee accomplishes the all test tasks, the program will give evaluator a
choice to decide whether to terminate the test or to continue another test. If the pro-
gram was closed, evaluator could open the file of Microsoft’s Access to review the
data of client’s performance or open outcome analysis program to review the effi-
ciency of clients’ cursor moving performance.

2.5 Outcome Analysis Program

Whereas those data collected by Microsoft’s Access could be used to analyze the
evaluatees’ performance quantitatively through some statistical program, such likes
Excel, SPSS. Outcome analysis program of CAT-MP system was developed specifi-
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cally to demonstrate the efficiency of their performance. As the Fig. 2 indicated the
program could present the track of the cursor moving to show the path and smooth-
ness of cursor moving.

As the examples shown in Fig. two, the path of cursor moving in the upper left pic-
ture was direct to the target and the velocity of cursor moving was smooth. The other
three tracks demonstrate that the evaluatees had adapted the direction of the cursor
continuously on the road to the target icon. The client in the picture of upper right one
moved the cursor speedily in the early part of task but slowed down when approach-
ing to the destination. The situation in the lower right picture was similar, however,
the client moved and stopped the cursor when targeting. The performance of lower
left one was the worst. The client moved the cursor unsmoothly and targeted the icon
after missed twice finally.

Besides analyzing the efficiency of each single performance in cursor moving task,
evaluator could use this program to compare the efficiency of the performance origi-
nated in different situations, such likes various distance of moving or dragging, sizes
of the target icons, different pointing and selecting devices, or even different periods
of intervention.

3 Reliability and Validity

Content validity evaluation was conducted. Two occupation therapists who were
professional in computer access evaluation were asked to evaluate the suitability of
this CAT-MP system. They both agreed that the testing tasks had presented the neces-
sary skills of mouse operating; meanwhile, they assented to the interface of the CAT-
MP designed friendly and clearly.

Test-retest reliability of speed was adopted to evaluate the reliability of CAT-MP
system in this study. 31 undergraduates (16 females and 15 males) involved to the
evaluation. They are skilled mouse users. Each participant took the same test tasks
with same procedure twice at an interval of one week. Spearman’s product-moment
correlation was used to examine the test-retest reliability of CAT-MP system. As the
results shown on Table 3, most of the correlation coefficients are significant. This
reveals that the speed of each trail on the same item by the same participant in the two
tests was related significantly.

4 Conclusions

This paper has described the development of an innovated mouse operating profi-
ciency assessment software. Through the literacy review and task analysis, research-
ers developed the CAT-MP system to support the experts working in adaptive com-
puter device field to evaluate the client’s mouse operating performance whatever
pointing and selecting device is used. This tool consists of the full range of tasks
needed to manipulate mouse or alternative mouse device while accessing computer.
The preliminary validity and reliability studies demonstrated that CAT-MP system is
appropriate for measuring purpose. However, additional reliability studies will be still
needed in the future by involving individuals with different limitations and their alter-
native mouse devices.
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Fig. 2. Four examples for track of cursor moving

Acknowledgement

The authors thank Zhi-Wen Wang and Wan-Chi Lin, junior students and part-time
research assistants in the Chang Gung University Department of Occupational Ther-
apy (Taoyuan, Taiwan), for their contributions in recruiting subjects, collecting data
and running some research related tasks.



856 M.-C. Chen et al.

References

1.

2.

3.

4.

5.

Anson, D. K.: Alternative Computer Access: A Guide to Selection. F. A. Davis, Philadel-
phia (1997).
Lane. A., & Ziviani. J.: Introduction to the Test of Mouse Proficiency. The Occupational
Therapy Journal of Research: Occupation, Participation and Health, Vol. 22(3). (2002) 111-
118
Mazer, B., Dumont, C., & Vincent, C.: Validation of the Assessment of Computer Task Per-
formance for Children. Technology and Disability, Vol. 15. (2003) 35-43
Wright, C., & Nomura, M.: From Toys to Computer: Access for the Physically Disabled
Child. Authors, San Jose (1985)
Wu, T. F., Meng, L. F., Wang, H.. P., Wu, W.T., & Li, T. Y.: Computer Access Assessment
for Persons with Physical Disabilities: A Guide to Assistive Technology Interventions. Lec-
ture Notes in Computer Science, Vol. 2398. Springer-Verlag, Berlin Heidelberg New York
(2002) 204-211



Applications of Computer Access Approach
to Persons with Quadriplegics

Ling-Fu Meng1, Tieng-Yu Li2, Chi-Nung Chu3, Ming-Chung Chen4,
Sophie Chien-Huey Chang5, Arr-Mien Chou6, Tony Yang6, Chih Chen Hui2,

Ku Ai Chiao2, Yun Lung Lin2, Pei-ting Weng1, Yu-chen Shih1,
Tsung-ying Lu3, and Nai-hsien Yeh1

1 Department of Occupational Therapy, Chung Gung University
259 Weng Hwa Rd., Kweishan, 333 Taoyuan , Taiwan

ufx53929@mail.cgu.edu.tw
2 Department of Information and Computer Education, National Taiwan Normal University

162, Sec. 1, Hoping East Rd., 106 Taipei, Taiwan
tienyu@webmail.ice.ntnu.edu.tw

{genius03,g1h2c3,Harrison}@ice.ntnu.edu.tw
3 Department of Management Information Systems, Chung Cuo Institute of Technology

56 Sec. 1 Shinglung Rd., 116 Taipei, Taiwan
4 Department of Special Education, National Chiayi University

300 Unoversity Rd., Chiayi, 600 Taiwan
ming@chen.twmail.cc

5 Department of Special Education, National Chiayi University
162, Sec. 1, Hoping East Rd., 106 Taipei, Taiwan

chang641@ms27.hinet.net
6 Taiwan Assistive Technology and Vocational Rehabilitation Association

123, Sec. 1, Neihu Rd., 114 Taipei, Taiwan
o2h@ms62.hinet.net

tonyoung@ms7.hinet.net

Abstract. This paper substantiates the process of helping the clients with motor
disabilities to operate computer. A team with multiple professionals from dif-
ferent disciplines served eight persons with quadriplegics diagnosed as Charcot-
Marie-Tooth Disease, Amyotrophic Lateral Sclerosis (ALS), Athetoid Cerebral
Palsy, Cervical Spinal Cord Injury and Muscular Dystrophy respectively. Based
on the computer access approach (CAA), the limitations and strengths of motor
control, the difficulties of operating computer and the context to support acces-
sibility were evaluated. Furthermore, the evaluation results guided the con-
figuration of computer system to be modified, possibly combined with chang-
ing anatomical control site. Finally better accessibility for each person was
achieved. It can be concluded that CAA processed by an integrated team can
greatly help in solving accessibility problems for quadriplegic.

1 Introduction

The persons with quadriplegics need alternative methods to operate computer. Al-
though the alternative methods have been applied, most of those didn’t really derived
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from systematic evaluation to be compatible with individuals’ needs. Therefore,
sometimes it’s difficult to find a really appropriate solution for quadriplegics resulting
in insufficient intervention [1, 2]. Based on the purpose of achieving the compatibility
between evaluation and intervention in the real life, the concept of Computer Access
Approach (CAA) with ecological spirit was created by us. Optimistically, persons
with quadriplegics or severe hand dysfunctions could access computer through the
application of this approach. Basically speaking, CAA equips with the characteristic
of dynamic and friendly person-computer-environment interaction [3, 4]. Combined
with the emphasis on the connection between evaluation and intervention, conse-
quently, professionals can develop their interventions guided by the Professional
Computer Adaptation Needs Evaluation (P-CANE).

1.1 Professional Computer Adaptation Needs Evaluation (P-CANE)

In terms of evaluation contents, CAA includes the process of evaluating computer
access difficulty, motor control performance, computer constraint, and the context to
support accessibility. We named the whole evaluation process in CAA as Profes-
sional Computer Adaptation Needs Evaluation (P-CANE). P-CANE was synchro-
nously developed with Computer Access Assessment [5]. At this moment, P-CANE
was furthermore emphasized on the spirit of dynamic and friendly person-computer-
context interaction. It is appropriate to be used by professionals who are more famil-
iar with computer access work for physical disabilities since it is not guided by flow-
chart style.

The limitations of computer access, the disadvantage of motor control and the
physical strengths were identified firstly in the process of evaluation. The purpose of
considering the physical strengths is to prepare the possible alternative anatomical
control sites that could substitute the original limited control site meanwhile or in the
future. Moreover the constraint of computer and the context to support accessibility
should be explored. In term of computer constraint, it includes hardware and software
problems. In addition the context to support accessibility contains social support,
physical environment, and client’s psychological status (ex. motivation to change).
And finally the client’s needs to independently access computer could be integrated
as the basis to guide solutions. Although some literatures have addressed related as-
sessment strategies [1, 2, 3, 4], the characteristic of P-CANE substantiates the interac-
tion among person, computer and context that is much more detailed and sophisti-
cated than those existed assessment.

1.2 The Solutions of CAA

After the client’s needs to access computer are integrated, the possible ecological
solutions can be guided to develop. Derived from the needs mentioned previously, the
principles of intervention also focus on resolving the computer constraint problems,
positively changing the context to support accessibility, and using client’s physical
strengths. In term of overcoming computer constraint, we usually supply a substitute
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for standard mouse or keyboard, adjust window access environment, provide hard-
ware and software, and repair computer trouble. While mentioning changing the
context of accessibility, to adjust the direction and height of digital equipments, to
teach client to access web and process word, and to provide psychological support are
the examples that could be done. In addition changing anatomical control site based
on client’s physical strengths are also the possible alternative solutions. Through
aforementioned solutions integrated, persons with quadriplegics or severe hand dys-
functions can finally access computer without barriers. Team is always important in
our previous service [6], papers also supported its influence on the effect of service
[5, 6, 7].

2 Assessment before Intervention

As the table 1 indicated, we reported eight clients with quadriplegics in this paper.
Their diagnosis included Cerebral Palsy (n = 1), Cervical Spinal Cord Injury (n = 2),
Amyotrophic Lateral Sclerosis (n = 1), Muscular Dystrophy (n = 2), Charco-Marie-
Tooth Disease (n = 1), and Neurofibromatosis (n = 1) respectively. The P-CANE was
used to evaluate each client and the results were described as follows.

2.1 Motor Control of Upper Extremity

The evaluation of motor control includes distal and proximal control of upper extrem-
ity. While concerning the distal part control of both arms (hand and finger move-
ments), the clients with Charco-Marie-Tooth Disease and Spinal Cord Injury (case 2,
3 & 7) didn’t show any movement and other clients exhibited limited movements.
While addressing the proximal part control, all clients could overcome the pull of
gravity and raise their upper arms except the client with ALS (case 4) who only had
little movements and couldn’t raise his arms against antigravity. The person with
athetoid cerebral palsy (case 1) had strong synergy pattern to severely bother both
proximal and distal part control although she could elevate upper arms and grasp
objects.

2.2 Computer Access Difficulty

The details of their performances of computer access are listed in table 2. Four clients
(case 5-8) were totally unable to operate computer and others were able to use com-
puter but with inefficiency or with assistance. All the clients failed to execute drag-
ging movement except the lady with cerebral palsy (case 1) who was able to perform
dragging with right foot.
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2.3 Computer Constraint

Many computer problems happened to limit our service process. Some clients did not
have computer although they really needed. Some computer systems were not com-
patible with the software of alternative devices and some were not working. Also, the
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large resistance of ON-OFF button resulted most clients were not able to boot, halt
and reboot by themselves because of their insufficient muscle power.

2.4 Context to Support Accessibility

Each client had strong motivation to access computer for learning, working or leisure.
Therefore, the psycho-context seemed well for them. Two clients (case 1 & 5) living
in the public institution were with good social support so that they could receive
teaching and assistance. However, for other clients in the private institutions or at
home did not have enough social support. The physical environment for each client
was not appropriate for accessing computer, such as the inappropriate position of
computer equipments and poor seating system.

3 Computer Access Intervention

Based on the results of P-CANE, we suggested computer access adaptation interven-
tions for our clients as indicated on table 2. All the clients except case 1 changed
anatomical control site (table 2) for the purpose of improving efficiency (case 2~8)
and relieve muscle fatigue (case 2 & 7). The control site was decided by the physical
strengths of each client, including the dorsum of 2-4 fingers driven by upper arm
(case 7), chin and head (case 4), and elbow’s ulnar side (case 2). Although case 1
used right foot to type and operate mouse, we finally did not change her control site
because of her sufficient performance. The trackball mouse was suggested popularly
to compensate the inability to operate standard mouse (case 2,3,5,7,8).

Except case 1 and 5, all clients used external switch as functional as the left button
of mouse. We applied Round Press Switch and Stick Switch on six clients. Round
Press Switches are prescribed for the clients with cervical spinal cord injury (case 2)
and muscular dystrophy (case 7). Stick Switches are prescribed for the client with
Charco-Marie-Tooth Disease (case 7), with Amyotrophic Lateral Sclerosis (case 4),
with Neurofibromatosis (case 8) and with Cervical Spinal Cord Injury (case 3).

On-screen keyboard was also the important tool for the clients who couldn’t use
standard keyboard. All clients, except the client with cerebral palsy, had to use on-
screen keyboard to resolve their needs of word input. Most clients also needed alter-
native big trackball mouse to substitute the standard mouse because of their severely
limited hand function resulting in the difficulty to operate standard mouse.

We also adjusted the environment of window accessibility to make the toolbar lar-
ger for the client with ALS (case 4). Then he could move the cursor to the toolbar and
stabilize it on the toolbar or icon and its helpful for him to use window system. We
also arranged the research assistants to teach computer skills for some clients (case1,
5, 7, 8). Through the teaching and learning process, these clients could improve their
computer skills. During the intervention, we have visited each client many times to
resolve the difficulties that the client had. The team kept receiving the information
from clients or their caregivers so that we might respond clients’ needs faster.
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4 Effects

Table 2 also indicated the effects of the CAA. Each client got improvement after the
intervention. Four clients (case 5~8) could independently operate computer although
they totally couldn’t access in the initial. Case 4, 5 & 6 were furthermore able to
travel on the net and use e-mail system since their living environment equipped with
net and web system. We lowered the height of monitor position for the lady with
cerebral palsy (case 1) then she did not need travel her head and eyes from monitor to
keyboard or in the reverse. Consequently her operating skills improved. Case 2 and 7
used their mouths to hold pen to paint originally, now they could use painting soft-
ware to paint on the computer.

Excitingly and unexpectedly case 2 relieved her muscle pain on the right shoulder
after clicking movement is executed by left arm through triggering external switch.
Initially case 2 only used her right hand to engage in moving and clicking resulting in
the overloading of her muscles on the right shoulder. Now her left arm divides right
arm’s partial work to acquire the pain-relief effect. The college student with muscular
dystrophy (case 6) in National Taiwan University could type papers and reading lots
of information on the web after using IR-track mouse combined with auto-clicking
and auto-dragging function.

5 Conclusions and Discussions

Generally speaking, all the clients could get improved in accessing computer after
applying CAA. A team integrated by different professionals is necessary since health
professionals and special educators are not familiar with computer knowledge and the
professionals in the computer science do not know much about clients’ characteristics
[8]. During the intervention or after withdrawing intervention, in addition, to keep
contact with clients is also necessary because the clients’ physical conditions and
environments might change and the computer problems might happen continuously
that have to be managed [4]. Teaching assistants are possibly needed to help the cli-
ents to learn computer skills and web knowledge, especially for the disadvantaged
socio-economic persons [6].

Clients’ responses also inspired our thinking. Although auto-clicking is conven-
ient, it’s also easily getting trouble. For example, if clients try to return from the non-
targeted web page that mistakenly entered before, it would be difficult to handle. The
client with ALS had this kind of experience. Auto-clicking function also made the
client with muscular dystrophy (case 6, college student) feel that he could not control
himself. Therefore, to click by himself was asked by him for the purpose of getting
more master feeling (self control) during the accessing process. Since he still could
move her both knees toward midline, we arranged an external switch between his
knees, as a result he could click by himself.
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Interestingly, the client with ALS (case 4) is an engineer with master degree
specialized in computer science. Therefore, he was able to handle the computer issues
and provided the team many good ideas to make us also get improve. Now this gen-
tleman is a vice-secretary-general of the ALS association as well as a SOHO worker.
Certainly, he continuously helps persons with physical disabilities.

Sometimes, the input devices can be used together to improve efficiency. The cli-
ent with muscular dystrophy (case 5) in this present study used voice input system to
create words on the screen and used trackball mouse to delete the words or letters that
were wrongly typed. According to his descriptions, this integrated way can compen-
sate the inconvenience of the voice input system while managing the additional
wrong words or letters. However, there was no article to address this issue [1, 2, 3,
4, 7].
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Abstract. This study investigated the effectiveness of computer input devices
on clients with spinal cord injury. Single-subject multiple probe design was
used to compare the accuracy and speed of inputs of baseline and intervention
phases. Three persons with spinal cord injury participated this study. The par-
ticipants’ levels of the lesion were cervical 3-4, cervical 4-5 and cervical 5-6. In
the baseline phase, participants used the regular mouse to move the cursor and
click the target. In the intervention phase, the researchers provided participants
the computer input devices based on the results of individual assessment. Ex-
perimental results indicated that persons with spinal cord injury indeed im-
proved the accuracy and the speed of computer inputs after the assistive equip-
ment provided. Through appropriate input devices, clients with spinal cord
injury are able to operate computer effectively.

1 Introduction

Computer technology has developed rapidly and become essential for people’s daily
lives. However, individuals with physical disabilities usually experience obstacles in
computer access through conventional input apparatus because of their insufficient
motor control. In recent years, computer interface devices have become commercially
available to persons with physical disabilities. Computer access training during reha-
bilitation for persons with physical disabilities increases independence of their daily
living [1]. The primary challenge faced by occupational therapists are to choose a
proper computer interface devices and to provide appropriate training to fit special
needs for individuals with disabilities. Vanderheiden (1987) reported the importance
of suitable therapy and training with any selected rehabilitation devices [2]. However,
a review of the literature revealed few studies on investigating the effects of applying
computer input devices [1, 3, 4]. Therefore, the purpose of this study is to investigate
the effect of input devices on persons with cervical spinal cord injury. The speed and
accuracy of inputs will be compared with and without input devices. The mainte-
nances of training effects will also be reported.
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2 Methods

2.1 Participants

Three participants aged form 24 to 27 years old participated in this study. The partici-
pants were recruited from Chang Gung Memorial Hospital in Taiwan. All participants
were met the following screening criteria: (a) with a diagnosis of cervical spinal cord
injury; (b) with a stable medical status as indicated by onset over 6 months; (c) with a
difficulty in accessing computer; (d) with sufficient physical tolerance for sitting
upright in a wheelchair more than 1 hour; (e) without significant cognitive, visual, or
hearing impairments. Consent forms were obtained prior to the study.

Participant A was a 26-year-old young man who is a victim of a cervical 3-4 level
spinal cord injury with limited motor abilities on upper extremities. His right upper
extremity was more functional than left side. His right shoulder was able to perform
most of the functional movements and right elbow was able to flex. However, the
performance of his left upper limb was not satisfied.

Participant B was a 27-year-old man with a diagnosis of cervical 4-5 level spinal
cord injury. His two shoulders and elbows were able to execute most of functional
movements, but his wrists and hands had limited motor functions.

Participant C was a 24-year-old young man and had spinal cord injury at the cervi-
cal 5-6. His two shoulders and elbows were able to perform functional movements
and against some resistance given by the therapist. Both wrists were able to extend
but not able to against resistance. Both hands’ functions were not recovery. Character-
istics of three participants were listed in the Table 1.

These three participants were familiar with computer use before their injuries.
However, all of them were not able to access computer efficiently after their injuries.
According to the participants’ therapists, all the participants had not been exposed to
any of the specific computer access training in their rehabilitation program. During
the study, all the participants continued with their rehabilitation program, which in-
clude occupational therapy and physical therapy. The intervention and assessments of
this study were done in addition to their regular scheduled physical and occupational
therapy sessions.

2.2 Instruments

The instruments used in this study include “Computer access assessment for persons
with physical disabilities”(CAAPPD) [5] and a self designed computer software pro-
gram. CAAPPD was used as an assessment tool to identify proper computer interfaces
for participants. The computer software was used to record speed and accuracy of
computer inputs in this study.
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Computer Access Assessment for Persons with Physical Disabilities(CAAPPD)
CAAPPD is a convenient tool for rehabilitative professionals to perform a compre-
hensive assessment when determining appropriate computer interface devices for
persons with physical disabilities. CAAPPD consist of the following four major steps:
(1) seating and positioning needs, (2) keyboard adaptation needs, (3) potential ana-
tomical control site allocations, and (4) mouse adaptation needs. It was designed as a
flowchart. Therapists administrate CAAPPD via following the flowchart by answer-
ing several yes-no questions. The answer will lead to the subsequent questions or the
final solution of appropriate computer access devices. Advices about special equip-
ment needs will be suggested at the end of the evaluation.

Computer Software Program
A computer software program was designed to record the speed and accuracy of com-
puter inputs. Figure 1 illustrates the software screen design. 10 digits from 0 to 9 were
allocated to 10 grids. Each grid is 2.5cm*3.6cm. The software program was able to
generate a digit randomly from 0 to 9 and show the digit on the screen. The partici-
pant was asked to move the mouse ‘s cursor to the grid corresponded to the digit, and
click the left button. The speed and the accuracy of inputs will be recorded.

Fig. 1. Computer software program used in this study

2.3 Experimental Design and Procedures

A single-subject multiple probe design [6] was selected to examine the effectiveness
of using computer access devices on increasing speed and accuracy for three persons
with spinal cord injury. Use of a single-subject research design allowed for systematic
measurements of individual changes in performance following an intervention. Con-
sistent with multiple probe designs, training was sequentially introduced across par-
ticipant A, participant B, and participant C. The study was conducted in three phases.
There were (a) baseline phase, (b) intervention phase, and (c) follow-up phases.

Baseline Phase. In the baseline phase, the participants used the standard mouse to
move the cursor and click the correct digit shown on the screen. The computer soft-
ware program generated a digit randomly form 0 to 9. The participants were requested
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to move the cursor to the right digit grid and click the left button to select. As soon as
the participants finish the task, the software will generated the next digit successively
for 3 minutes. The speed and accuracy of inputs for using conventional mouse were
reported as baseline data. Baseline was ended when participants’ performances reach
a stable status.

Intervention Phase. Followed by the baseline phase, a computer access training
program was provided in the intervention phase. The computer access training pro-
gram consisted of several therapy sessions, and each session lasted 20 minutes. In this
phase, the researchers provided participants appropriate computer input devices. The
devices provided were based on the results of administrating the CAAPPD. A track-
ball with an extended single switch was provided to Participant A (refer to fig. 2).
Participant A used the trackball to move the mouse cursor to the correct grid, then
pressed the single switch to select.

Fig. 2. The computer interface devices used by Participant A

For participants B and C, an extended single switch was used to replace the func-
tion of a standard mouse’ left button (refer to fig. 3). The participants used the stan-
dard mouse to move the cursor to the right grid, and pressed the single switch to select
the digit. In the intervention phase, the participants practiced how to use the computer
interfaces effectively for 15 minutes in each session. Researchers provided physical
and verbal cues based on participants’ performance. After 15-minutes practice, a 3-
minutes assessment will be taken for each session. Both speed and accuracy of inputs
for using interface devices were reported. This phase was ended when participants’
performances were stable.

Follow-Up Phase. Following the intervention phase is the follow-up phase. It starts
one week after the intervention phase ended. In the follow-up phase, the maintenance
effects of intervention were studied. The participants still used interface devices in
this phase, but without any practice used in the intervention phase. Researchers didn’t
allow provide any physical or verbal prompts according to participants’ performance.
The participants were asked to take a 3-minutes assessment for 3 sessions. Both speed
and accuracy of inputs for using interface devices were reported.
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Fig. 3. The computer interface devices used by Participant B

2.4 Data Analysis

The speed and accuracy of inputs in the three phases were recorded and plotted in the
figures 4 and 5. The levels, trends of the data in the three phases were analyzed based
on the single subject research design method.

3 Results

Experimental results indicated that persons with spinal cord injury indeed improved
accuracy and speed of computer inputs after the interface devices provided. Figures 4
and 5 illustrated the three participants’ performance in the baseline, intervention and
follow-up phases.

3.1 Speed

Figure 4 explained the changes of input speed of three participants in the baseline,
intervention, and follow-up phases. Participant A was unable to move the standard
mouse and click the left button in the baseline phase. The range of the input speed
was between 0 and 0.67 (digits/min), and the average of speed was 0.33 (digits/min).
In the intervention phase, participant A’s input speed increased dramatically with a
range from 15.43 to 19.05 (digits/min) and an average of 17.74 (digits/min). In the
follow-up stage, the participant A still maintained a high level of input speed with an
average of 18.64 (digits/min).

Participant B was incapable to manipulate the standard mouse efficiently in the
baseline phase. The most difficult portion for him to manipulate mouse is to click the
buttons successfully. The researchers provided a single switch to replace the function
of left button in the intervention phase. His performance improved satisfied after that.
His speed in the baseline phase was range from 0.67 to 6.59, with a mean of 3 (dig-
its/min). In the intervention phase, the average speed increased to 15.16 (digits/min).
In the follow up stage, the mean speed still remained 13.91(digits/min).
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Participant C was able to manage the standard mouse to perform the task requested
by researchers in the baseline phase, however his performance was unproductively.
The mean speed of participant C in the baseline stage was 9.69 (digits/min) with a
range form 8.67 to 10.81 (digits/min). The average speed increased to 29.66 (dig-
its/min) in the intervention stage with a range between 27.27 and 32.43 (digits/min).
In the follow-up stage, he still maintained a high level of input speed with a mean of
29.50 (digits/min).

Fig. 4. Speed of inputs for 3 participants

3.2 Accuracy

Figure 5 elucidated the changes of input accuracy of three participants in the baseline,
intervention, and follow-up phases. The input accuracy of participant A ranged vary
from 0% to 100% in the baseline phase. The mean of input accuracy of participant A
was 50% in baseline phase, was 96.67%in the intervention phase, and was 100% in
the follow-up stage. The data displayed that the performance of participant A was
unstable in the baseline phase, but the performance progress rapidly after the interface
devices was delivered.

The mean of input accuracy for participant B was 78.75% in baseline phase with a
range from 50% to 100%, which indicated that the performance of participant B was
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unstable in the baseline phase. His performance became much better in the interven-
tion phase with a mean of 100% input accuracy rate as well as maintained a high
accuracy rate in the follow-up stage with a mean 98.33% and a rage between 95% and
100%. For participant C, the average of input accuracy was 98.33% in the baseline
phase, 100% in the intervention phase, and 97.5% in the follow-up stage. His per-
formances of input accuracy were stable across three phases.

Fig. 5. Accuracy of inputs for 3 participants

4 Discussion and Conclusions

The purpose of this study was to compare the performances of persons with spinal
cord injury with and without computer interface devices. Speed and accuracy of in-
puts were investigated systematically in this study. The speed enhanced dramatically
after delivering the interface devices across the three participants. The input accuracy
rate was also improved significantly for participants A and B in the intervention and
follow-up phases. The improvement of input accuracy was not significant for partici-
pant C was due to the high correct rate in the baseline, however, the speed of partici-
pant C enhance significantly in the intervention and follow-up phases. The results of
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this study elucidated that through appropriate input devices, persons with spinal cord
injury are capable to operate computer effectively with speed and accuracy enhanced.

Persons with spinal cord injuries usually have a higher rate of unemployment com-
pared to persons without disabilities [7]. Computer skills can provide persons with
spinal cord injuries an opportunity to reach educational and vocational goals that can
increase their life satisfaction. A further research on study the effect of computer
interface on different disabilities and age groups is needed. In addition, works that
validate the effective use of computer interface devices and training in improving of
life for persons with disabilities will also need to be developed.
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An Assessment into Touch Screen Input Devices
for Cervical Spinal Injured Computer Users
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Abstract. This study began with interview and contextual observation survey of
computer users among SCI including higher-level cervical spinal injured (CSI)
subjects for their limitation of human body motion and function during work-
ing. Following the findings of the initial surveys, the usability assessments were
developed and undertaken in order to understand the limitations and difficulties
of SCI and CSI subjects in the use of the research team’s input prototype for fu-
ture design improvement recommendations especially on size/dimensions fac-
tors, which can lead to the differences in users’ skill performance, productivity,
mobility, and cost. A touch screen input device of an appropriate dimension is
therefore proposed with the aim of providing a better alternative for people with
physical disabilities who are unsuited to the traditional computer keyboard.

1 Introduction

Based on ICCP (2003)[1], it is estimated that over 92,000 people globally suffer
traumatic Spinal Cord Injury (SCI) annually. The conservative average annual inci-
dence in the West is 14 people per million populations. According to Spinal Injuries
Association, (SIA, UK) in 2003 [2], it is estimated that there are currently 40,000
spinal cord injured people in the United Kingdom. Also, in Asian countries, such as
Taiwan, 20,000 traumatic SCI discharges were reported by the Institute of Occupa-
tional Safety & Health (IOSH, Taiwan) with an averaged increase of 1,000 new cases
every year in 2003 [3].

Nowadays, technology plays an even more significant role in the life of individuals
with severe disabilities. With the well-accommodated adaptive assistive technology
devices (ATDs), many unemployed SCI patients have been successfully returning to
their previous jobs after the completion of their rehabilitation i.e. physio-/occupa-
tional therapies [2, 4]. Furthermore, lots of computer-based job accommodation cases
have also been improving and expanding the opportunities for the disabled employ-
ment [5, 6].

For SCI/CSI computer users, only a single finger or/and another part of their body
(e.g. head, mouth, or forearm, etc.) can be used to hit the keys or move the pointer.
An appropriate assistive technology can accommodate these users and improve their
productivity. From this point of view, an integrated prototype of touch-screen-based
input device, as showed in Figure 1, was developed by our research team in 2003 to
provide those redundant SCI/CSI computer users back to work. However, the
size/dimension of the computer input device (i.e. touch screen) will be the main fac-
tors which affect the efficiency and accuracy during accessing a computer, and also,
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from viewpoints of the cost and mobility, it is therefore, very important to choose
appropriate dimensions for the computer input touch screen before designing a de-
vice. [7]

Recently more and more researches were focused on the disabled users’ job and
workplace accommodation when designing a special keyboard [8], Yeh & Chen
(2001)[9] and Teng & Chen (2003)[10] investigated into two single disability groups
(i.e. single upper limb amputees and muscular dystrophy patients). The methods of
observation and contextual analysis are used to read the experiences, characteristics
and behaviours through their subjects’ ATDs assessment. Yeh & Chen also indicated
that usability evaluation is a useful method to evaluate an ATD’s interface. In this
study, the surveys of interviews and contextual observation were selected as the main
methodology to not only understand the interactive influence between users and sys-
tem, but also obtain direct feedback of users for the user-centred interface assessment.
Additionally, this study presents a useful guideline that stimulates the thinking of
those preparing for the assessment and measurements of ATDs.

Fig. 1. Touch-screen-based input device (prototype)

2 Aims and Objectives of Research

The purpose of this study is to assess the usability of spinal core injured (SCI) sub-
jects on our new developed prototype of touch screen based computer input device for
its appropriate size/dimension design improvement. An integrated prototype of alter-
native keyboard (touch screen input device) with dimension of 5.7 inches was pro-
vided. 28 selected SCI/CSI subjects who can only access computer with single key-in
ability. The objectives of this study are as follows.

To study and identify the limitation of human body motion and function both on
normal and disabled subjects.
To generate surveys of an interview and a contextual observation study for better
understanding of the differences of special needs between the normal subjects and
those computer users with physical disabilities on hand movement disorders.
To analyse observed outcomes and formulate a follow-up assessments of efficiency
and accuracy from SCI/CSI computer users by using the new developed touch
screen input device.
To evaluate the possibility of applying assessed results for size/dimension of touch
screen design.
To draw conclusions and recommendations for the future development.
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3 Pilot Surveys (Interview and Observation)

The interview and contextual observation aimed to understand the existing problems
of SCI/CSI computer users, who can only access computer by single key-in operation
with/out adopted ATDs in accordance with their special needs and difficulties. The
protocol of this survey is:

To collect and analyse data.
To select the appropriate subjects, contact them and arrange the date and time for
observation and interviews.
To investigate the present practice and special needs of computer use among com-
puter users who suffer CSI.
To analyse the observed findings.
To recommend possible solutions.

3.1 Subjects Selection

The Taiwanese famous and biggest ATD research association, TATA (Taiwan Assis-
tive Technology and Vocational Rehabilitation Association), provided 28 volunteer
SCI/CSI subjects who were experienced computer workers for one year and more, 14
subjects now access the computer only by using single hand, the other 14 subjects
need to be supported by higher level ranges of assistive input devices for single key-in
operation e.g. head, mouth, or forearm, etc. Figure 2 showed one of CSI subjects was
accessing his computer with accommodated input support of assistive mouth-stick.
All 28 subjects were wheelchair users (powered or manual).

Fig. 2. Assistive mouth-stick input support (CSI subject)

3.2 Methodology

This assessment proceeded by using methodologies of observation and interviews.
First, as the subjects had only limited motion abilities, there were difficulties in ar-
ranging to gather all subjects in a laboratory for assessment. Therefore, their existing
workplace, home and/or study/training areas were the first choice of the location for
this survey. Second, when accessing their computer, these SCI/CSI subjects were
asked to keep all their personal input preference and personal habitual practice.
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3.3 Summary for Interview and Observation Studies

It was found that the common characteristic of operating a computer involves using
only single key-in operation with adoptive assistive devices, such as hand strap for
holding the input pencil, wrist and finger orthoses for substitute fingers, or mouth-
stick. Furthermore, it was also detected that the dimensions of the computer keyboard
created problems for subjects when they use a computer especially the key-in opera-
tion. According to observed findings, all 28 subjects both SCI and CSI computer users
pointed out that a special support of input device with improved requirements, i.e.
easy to use, accuracy, efficiency, and speed, is the first priority for accommodating
their jobs.

During designing the touch screen input prototype, the size/dimension was the
most difficulty of the main factors which affect the efficiency, accuracy, cost, mobil-
ity, and productivity in product/marketing development. It is therefore very important
to assess the usability from its target population by choosing suitable dimensions for
prototype improvement.

4 Usability Assessments

Based on the findings of previous contextual observation, it was found that subjects
exhausted their physical strength due to their limited scope of movements and time
taken to the existing conventional keyboard. The aims of this study are to assess the
usability of SCI/CSI subjects on our new developed prototype of touch screen based
computer input device for its appropriate size/dimension design improvement and
also to investigate into the influence of changing the size and layout of the displayed
keys and letters on the 5.7 inches touch-screen prototype. The stages in this trial as-
sessment can be identified as:

To contact the selected participants and arrange the assessment.
To set up the location of assessment and the related ergonomic practices.
To collect and analyse data with the experimental assessments.
To draw up conclusions.

4.1 Subjects and Equipments Selection

Art and Design, Graduate Centre at De Montfort University provided 20 volunteer
subjects, ranging in age from 20 to 45 years, who participated and completed re-
quested actions in a situation (as Assessment I) where the arm and elbow were non-
supported and (as Assessment II) where the arm and elbow were supported in order to
simulate the restricted movements as SCI/CSI computer users.

Additionally, the selected computer input device for experimental use, which is an
integrated alternative keyboard, which can easily operate a computer, key-in and
choose a preferred mode for persons with severe physical disabilities. The developed
5.7 inch-prototype of touch screen input device was provided with an alphabetically
arranged layout.
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4.2 Usability Assessments

According to the standard operating procedure (SOP), the assessor asked the first
subject to complete the simulation of requested actions in a situation with arm and
elbow supported (i.e. Assessment I); collect and record the results; and then complete
the simulation of requested actions in a situation without arm and elbow supported
(i.e. Assessment II); collect and record the results; and then assess the next (the sec-
ond) subject with the same as previous SOP until 20 subjects were all assessed and
the number of errors from each assessed subject was counted and recorded.

The process of requested actions was to access computer with single key-in ability
for completing all requested tasks, which was pre-arranged vocabularies, during as-
sessing any input-mistakes were ignored.

4.3 Results and Analysis

Following the findings of the former interview and observation survey, computer
users who suffer CSI/SCI required for a special support of input device which is able
to be easy to use, avoiding too many key-in mistakes, increasing key-in efficacy i.e.
accuracy and speed, lessening tiredness when inputting. Additionally, easy to use and
accuracy are more essential than speed on accessing a computer for subjects. Conse-
quently, the key-in speed was not been considered in this study. The assessments were
conducted on the aims of providing an appropriate dimension of a touch screen input
device for people with physical disabilities who are unsuited to the traditional com-
puter keyboard.

Table 1 showed the two different assessed results of on/off arm and elbow sup-
ported with 20 volunteer subjects. From the point of view of the accurate rate, it
showed that both assessments equally demonstrated the efficacy of subjects when
operating a touch screen input device (i.e. Assessment I of 96.81% and Assessment II
of 94.04%). It is also indicated that the provided 5.7-inch touch screen prototype was
highly applicable to all subjects.
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Fig. 3. Simulated 5.7 inches touch screen prototype Fig. 6. Suggested locations

In addition, it can be seen from the hits record (touched points) of the letters e.g. P,
A, F and R, were keyed-in on the bottom-right side (as illustrated in figure 3 and 4)
when subjects were completed requested key-in actions. Furthermore, some of the
letters’ shapes were seen to be huge (as illustrated in figure 3 and 5), and most of the
hits record were pointed at the centre of the keys. It was found that the fonts and sizes
of the letters would influence all keyboard users while accessing computer.

Following the outcome of the Assessment I and II, we recommended that the
printed letters on the keyboard surface should be re-arranged to the top-left on each
unique key, in order to display the letters clearly on the touch-screen, and the font of
letters could also be suggested to downsize appropriately. It is therefore suggested
that the letter font/size and its arrangement of print location will be also the main
factor for our future prototype improvement (as showed in figure 6).

5 Conclusions

An appropriate computer assistive technology can assist persons with disabilities to
access the computer more easily. This study drew up the contextual surveys and us-
ability assessments with the purposed understanding of special needs. This research
provided an ideal solution for a wide range of users with physical disabilities, in par-
ticular of those users with hand movement disorders.

Additionally, the use of a computer input assistive technology device should have
long-term guidance, assistance, observation and assessment.
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Abstract. This paper presents mechatronics device system to assess and assist
the rehabilitation of the palsy arm. The device is developed for assisting the
physical and occupational treatment of the patient with cervical spinal cord in-
jury. The system consists of a PC and a joystick-type controller. The controller
contains a triaxial load cell to measure the force exerted. With this system, we
propose isometric training with biofeedback of visual effects as in video games.
The subject is to adjust the force while tracking the target along the trajectory
displayed on the screen. For evaluating the performance, accuracy is computed
from the recorded training results. Pilot test is carried out on cervical spinal
cord injured patients and compared with the senior able-bodied. Results of the
pilot test showed that the system is capable of assessing the difference of the
individuals.

1 Introduction

The age of spinal cord injuries in Japan is reported to have different characteristic
than European and American countries [1]. The peaks are formed at the age of twenty
and fifty-nine, and the number of cervical spinal cord injuries out numbers the tho-
racic and lumber spine injured after the age of forty. Furthermore, the rate goes up to
88% for those aged over sixty-five. These statistics shows that Japanese therapists
need rehabilitation program for both the aged and young cervical spine injured pa-
tients. Additionally, considering the environment of the seniors home nursing care
and treatment service provided in Japan, rehabilitation device and service that can be
handled at their home or a neighboring medical institutions is needed.

Research has been reported on applying robotics, virtual reality, and haptics tech-
nology for rehabilitation purpose [2-7]. However, most researches target stroke pa-
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tients. The subjects’ performances are not equivalent when treating the lesions of the
cerebrum and spinal cord. Thus, different system design approaches are required
based on their issues.

The problem cervical spinal cord injured patients describe in traditional physical
training method are based on the loss of rapid response of muscle fatigue and pain.
The loss of physiological signals causes difficulty in subjective self-evaluation of
their workout. The critical problem is that patients have difficulty estimating their
exercise limitations. They need an aid for gaining information on the magnitude of
the output and timekeeping to limit the volume of exercise. Moreover, the loss of
sensation decreases satisfaction, which is important to maintain their motivation for
continuing the training. Therefore, assistance for recording and evaluating the per-
formance is needed for self-supervised healthcare. Objective and quantitative indices
are indispensable to intuitively understand the result.

Our proposal is to augment traditional methods by reconfirming the effect by
quantitative methods applying a computer-aided system. The physical training that
we propose are: 1) low-burden isometric exercise and 2) repeated workout for adjust-
ing the force in slow-pace. Static training form and gradual response enables patients
with contracture deformity or paralysis to exercise safely. The system provides auto-
mated recording, storage, computation, and presentation of the information in the
rehabilitation progress. Based on these design specifications, a mechatronics system
with computer, sensor, software program, and evaluation indices is proposed.

2 Upper Limb Training System

Our research suggests that mechatronic devices is capable of providing life support-
ing technologies with integration of sensors, intelligent systems and other information
technologies to augment the traditional rehabilitation programs and enhance the re-
covery of patient’s activities of daily living. Our goal is to develop a computer-aided
system that can propose exercise program, automatically measure the performance,
and prepare the data to present the effect of the therapy. The specification of the de-
vice is as fallows.

2.1 Hardware Specification

The system we developed consists of a 15-inch liquid crystal display, a DOS/V PC-
AT computer with Microsoft Windows Me OS, interface peripherals, and a joystick-
type controller (See Figure 1). The controller consists of a grip, joystick module,
buttons and the stage. A tri-axial load cell is developed and installed in the joystick to
measure the exerted force. The strain gauge is mounted on the load cell and the am-
plifier circuit is installed beneath the stage. The joystick is a stiff rod and does not
have tilt angle as in video game joystick controllers. The grip, made of thermo-
plastics and sponge sheets attached inside, gently fits the shape of one’s hand. Four
buttons are mounted on the stage so that keyboard or mouse operation is not neces-
sary to operate the program.
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Fig. 1. The Upper Limb Rehabilitation System and its components (left and middle) and when
the system used on the side table (right)

2.2 Signal Processing

Amplified signals from the strain gauges are scanned by 12-bit A-D converter board
(Interface PCI-3171A) mounted on the PCI bus in the PC. The sampling frequency is
5kHz. This is conditioned to reduce the rag of marker movements on screen. The
instrumentation system is initialized and the initial value of the load cell input signal
is computed when first loading the software on screen. The durable error for comput-
ing the initial value is smaller than 1% of the measured values. On computing the
control signal sampled values dx and dy, first, the signals are smoothed with simple
moving-average method with 9 sampling points. Then, the difference from the initial
value is computed. Formerly, dx and dy was filtered with a threshold value 9.8N.
This was to avert the drift of the marker, but had untoward result of causing a ‘lazy
control’. The subjects learned to make shortcuts and tapping movements to make up
for the dead zone. To modify this, the computed value is assigned to a quadratic func-
tion to compute the marker travel distance, dX, dY. The marker travel distance for dZ
is processed in proportion to the difference value.

2.3 Software and Operation

Figure 2 illustrates the diagram of the system. The computer software is developed
with Microsoft Visual Basic platform and consists of 4 main forms: welcoming, data-
base interface, training, result. Circle, zigzag, and flower-patterned are prepared as
the training trajectory. Figure 3 displays screen shot of the training and result form
for circle trajectory. Sagittal plane is set as the Y-axis on the screen and the frontal
plane as the X-axis. The diameter of the circle trajectory is approximately 134mm on
the screen. The target on the circle trajectory moves at a constant angular speed
counter-clockwise from the initial point on the positive X axis. Scenario of the train-
ing is to follow the target, a red circle, which moves along the trajectory with the
marker, a green square, and maintain the distance within target’s radius.

To operate the system, the trainee sits in front of the PC and places the controller
on the lap or side table, as in Figure 1, after the initialization process. Then, selecting
the user with the cursor and setting the volume of the training, the hand is placed in
the grip. Then, pressing the start button, the program runs automatically to the end of
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the routine training menu. The target starts to move after a 5-second countdown for
each trial. After each trial, the trajectory and score of the result are presented on the
screen. The locus of the marker is computed from the control signal data. The data is
recorded in a database and organized in a CSV format file at download.

Fig. 2. System diagram of the instrumentation system

Fig. 3. Training form and the result form for the circle trajectory

2.4 Evaluation Method

Three assessment indices of the performance are proposed: marker locus, control
signal variation, and error distance. The control signal variation is described by plot-
ting the control signal values in X-Y coordinate. The scattering pattern of the signal is
evaluated. The marker locus M is calculated by summing dX and dY in time se-
quence and evaluate by plotting the result in X-Y coordinate. The error distance is
calculated as the distance of the marker position M and the target position P as in
Equation 2.

position, E(t) Error
distance.

position,
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3 Experiment

The first pilot test was conducted for 2 weeks to a 47-years-old female cervical spinal
cord patient [8]. We are now running a test with a 62-year-old male cervical spinal
cord injured patient. The patient is paresis and is capable of walking but have numb-
ness in both arms. Informed consent is given before the test, and therapists of Kawa-
shima Orthopaedic Hospital, where the system is furnished, provide full support. The
traditional rehabilitation program is performed during the test and the training with
our system followed. Both hands are trained with the system, 2 to 3 times a week.
The target speed is set to 1.0 rpm and the system is used on the side table. Each of the
circle and flower-pattern trajectory are applied 4 times in sequence, and this is fixed
as 1 set of training program per a day. Testing began after the patient understood how
to control the marker on the screen through demonstration. Numbness is interviewed
as the qualitative measure

Meanwhile, before starting this test, we organized 6 able-bodied senior subjects (3
Male, 3 Female, average age 66.2) to gain comparable data. None had previous his-
tory in the upper limb. The program applied is similar to the patient except the trial is
set to 3 times.

4 Results

The figures of the patient and the senior subjects’ performance results for the circle
trajectory are shown in Figure 4. The figures are organized from the data of the pa-
tient’s first day training result. The force exerted on the joystick is set as the vertical
axis and time as the lateral axis. The force is computed from the recorded dX, dY,
and dZ with the equation gained from the reference test. As seen, the pattern of the
trial and the trial of both hands differ. The change in Fx, Fy is made to emphasize
a period curve. This periodic curve is seen in the result of the best performing senior
subject C and many formerly tested subjects in the 20’s. Therefore, we believe that
this is the primary feature of evaluating the adjustability of the subject. Forming a
smooth periodic curve will be the earliest goal of the training. Furthermore, the error
to the curve can be the quantitative measure for the adjustability in this training
phase.

The marker locus in Figure 5 shows that, the target is tracked on the circle trajec-
tory except for the first trial of the left hand. This form is necessary to intuitively
understand the strategy of the subject.

Figure 6 describes the variation of the Fx and Fy. As seen, the variation of the
right hand is wider then the left hand and the senior subjects E’s data. Another differ-
ence is the space in the center. These may be the next indices for evaluating the per-
formance.

Figure 7 shows the marker-target error. The trial has peaks exceeding the multi-
tude 0.2, whereas, the peaks in the trial are limited to the beginning and end of the
trial. This shows that the performance evaluated by this measure rapidly advances
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with small amount of experience and skill. Therefore, if using this measure for scor-
ing the performance in the competent period or introduction phase of the training, the
subject will be gaining better ratting which can motivate the subject to try on new
programs.

Fig. 4. The Fx (black), Fy (light gray), and Fz (thin gray line) control signals are shown in
Time Series. Tops and middles are the data from the cervical spinal cord injured patient. The
top-left describes the trial and the top-right is the trial of the left hand. The middles are
those of the right hand. Bottoms are from senior able-bodied patients C’s and trial of the
left hand

5 Discussion

Due to the consideration being based on the results of very short and small number of
sample, these results should be interpreted with caution. Nevertheless, the results are
encouraging. Data gained from previous testing and the current result shows the pos-
sibility of using this system for evaluating the performance of the cervical spinal cord
injured patient and other patients with disability in the upper limb. And also, senior
subjects.
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Fig. 5. Marker locus of the patient’s trial with left hand (left) and right hand (right) is shown.
The data for the sequential 4 trials (black to light gray) are plotted with the circle trajectory

Fig. 6. The control signal variation is shown. Patient’s left hand (left) and right hand (middle)
trials are plotted in Fx-Fy coordinate as lissajous figure. The best performance of the senior
subject E (right) is shown. Data are organized from the to last trial in brightness scale

Fig. 7. Error of the marker and target position of the cervical spinal cord injured patient is
plotted. (left) and (right) trial of the right hand is shown

The improvement of the feedback control of the arm-eye coordination is verified
by the data. Moreover, by analyzing the result in time sequence, the rehabilitation
process of the patient can be explained with quantitative evidence. To reinforce this,
other sensory or observation system should be used in parallel. Measures that are not
influenced by skill should be included. Provided with the position and force data, the
therapist will have better insight of the patient’s controllability of the arm.
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Therapeutic situations, training postures, gripper shapes, parameters in the training
software setup and other factors should be considered and confirmed before testing
the subjects.

Finally, to bring this system to a practical application, the system should be evalu-
ated in relation to medical indices for assessing the upper limb function. Also, soft-
ware applications with knowledgebase and other intelligent systems to support the
assessment process of the therapist will be important as well. Telediagnosis will be
the final step for providing full support to home care and therapy.

6 Conclusion

Valid data was gained from a pilot test. Results showed the prospect of the systems
use in rehabilitation. The adequacy of the three indices is confirmed. As for future
work, single system design experiments are to be planned as well as clinical test with
larger pool of patients. Finally, the pilot test revealed some issues, e.g. adjustability of
the program settings, on implementing our mechatronics systems in home use and the
therapy scene. The modifications will be made and tested in the near future.
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Abstract. Smart Environments also called Smart Homes or Smart Houses are
often topics of research projects. Some have been and some will be realised.
People with disabilities in particular could benefit most from such environments
as they offer basic assistive functionalities enabling an increased independence
and personal freedom and hence the quality of their life improved. This paper
provides a short introduction to the field of “Smart Environments” and to the
Special Thematic Session “Smart Environments for All”.

Introduction

“Computer – Light ... Computer – Music ... Computer – do this ... Computer – do
that”. These words are often said by the Enterprise crew in the TV science fiction
series Star Trek. The rooms of the crew are somehow intelligent i.e. smart. A com-
puter recognizes these instructions and executes them. All devices, appliances i.e.
functions of the room are somehow controlled by a computer or something like that.

Nowadays this scenario is no longer science fiction and becomes reality. Due to the
potential for people with disabilities it becomes one of the most challenging research
and development fields. Several projects deal and dealt with such intelligent rooms
also called “Smart Environments”, “Smart Homes”, “Smart Houses”, etc.

At a closer look Smart Environments i.e. Smart Homes can be defined as follows:
A Smart Home is a home or building which is equipped with special structured wiring
to enable occupants to remotely control or program an array of automated home elec-
tronic devices by entering a single command. [1] This infrastructure allows an inte-
grated control and monitoring of all linked devices. Furthermore all these devices can
also be controlled by a centralized control system. With the help of gateways (e.g.
WWW, SMS, ISDN, etc.) these homes can also be controlled externally. (Fig. 1) So
the occupant can control his home almost from all over the world.

All the features and infrastructures mentioned above are mostly developed for
‘normal’ people to raise the comfort and security of their daily life. But improving the
independence and personal freedom of the occupant with such a Smart Environment?
Why not – such environments can be the ideal home for persons with disabilities and
elderly people. Such an environment has the ability to compensate several of the oc-
cupant’s disabilities. [2] In a Smart Home an occupant with disabilities can control
almost every electrical device, appliance and consumer electronics like TV, VCR, etc.
independently. Only tasks which need physical interactions like filling or emptying

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 889–890, 2004.

© Springer-Verlag Berlin Heidelberg 2004



890 G. Nussbaum

the dish washer or washing machine often cannot be done by occupants with disabili-
ties even if they are in or live in a smart environment. But the things an occupant with
disabilities can do in a Smart Environment signify an increased quality of life.

Fig. 1. Schematic and functional depiction of a Smart Environment [3]

The features and functions of Smart Environments are not inevitably accessible to
and for persons with disabilities. There is at least one important thing a Smart Envi-
ronment must fulfil before it can be called “for all”: The user interface(s) must be
accessible to all i.e. there must be the possibility to change the user interface accord-
ing to the needs of the occupant with disabilities. Usability and user cantered design
for Smart Environments have to be supported.

In this special thematic session the topics of the papers cover a broad thematic
bandwidth which reaches from theoretic concepts and approaches to technical realisa-
tions and descriptions.

It should also not be neglected that Smart Environments have a high potential to
increase the quality as well as the efficiency of health care which might increase the
demand for research and developments in this field.

It is the aim of this session and of all contributions to help in improving the quality
of life of people with disabilities by pushing research and development in the area of
Smart Environment forward.
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Abstract. The Assistive Home is a new approach to independent living. Other
than in Smart Homes, in Smart Environments only important electrical items
and appliances are linked together and it is based on market available standard
components. The Assistive Home allows the integrated control via a centralized
control center or via the electrical items focusing on accessibility and usability
for people with disabilities. This paper points out the idea of the Assistive
Home and introduces the residential building project “Dauphinestrasse” in Linz,
Austria where the apartments will be realized as Assistive Homes. Furthermore
the paper points out the advantages and challenges of the project.

1 Introduction

In the 21st century the technology revolution will move into the everyday, the small
and the invisible. (Mark Weiser, 1952-1999) [1]

The technology revolution nowadays (2004) moves into our houses and homes,
into the environments of our daily living. Building automation systems, once only
used in business buildings and by freaks, get more common in residential building.
‘Multimedia apartments’ or ‘intelligent homes’ become more and more a hype. The
technical infrastructure of such homes can simplify the daily living in several ways
and it enhances the comfort of the occupant. Especially people with disabilities can
benefit from such an equipped home. This technical infrastructure has the ability to
compensate several disabilities of occupants with disabilities. So the personal freedom
and independence of this person group can be enhanced [2].

The research in the field of Smart Homes and Environments is progressing. Several
projects have been started with the aim to develop THE Smart Environment or THE
House of the Future or THE ... Unfortunately people with disabilities quite often were
not taken into consideration in many of these projects. Also techniques, devices and
appliances have been developed and used which are currently hardly available for a
broad use.

The Assistive Home is a new approach to Smart Environment and Smart Home for
occupants with disabilities. The user interfaces of the control centres of these envi-
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ronments are specially designed for people with disabilities. Ambient and ubiquitous
interfaces will be used. Therefore the Smart Home itself becomes an Assistive Tech-
nology.

Other than many Smart Homes the Assistive Home is based on “cheap” available
and reliable standard components. Almost ‘everybody’ can allow oneself the luxury
of such a home.

The Assistive Home is a concrete conceptual plan. It was designed for a residential
building for nine people with disabilities. The architecture, the advantages and the
challenges of the Assistive Home will be pointed out in this paper.

2 The Assistive Home

A smart home is a home or building which is equipped with special structured wiring
to enable occupants to remotely control or program an array of automated home elec-
tronic devices by entering a single command [3].

During the last few years several Smart Houses (e.g. Future Life [8], inHaus [9],
Wohnhaus Sobek [10]) have been realised. To realise these Houses newest technol-
ogy was used to link almost all devices, electrical items and appliances together. The
result is a Smart Home which has a whole host of features and functions. Unfortu-
nately such Smart Homes currently are far too expensive for social housing.

Fig. 1. The occupant can control ‘all’ electrical items and important appliances with a control
center i.e. environmental control system

Other than in realised Smart Homes the functions and features of the assistive
home are limited to the ones from which the occupant with disabilities benefits in
terms of overcoming his functional limitations. This makes the realisation of an Assis-
tive Home cheaper. It can be described and defined as follows:
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The Assistive Home is an environment in which ‘all’ electrical items and important
appliances are linked together and which allows the user the integrated control of
them. Besides the user interfaces of the items and appliances there is also a central
control centre with an accessible user interface based on standard HCI components
(Fig. 1). The kind of disability of the occupant determines the user interface of the
control centre. In most cases a standard environmental control system (e.g. FST James
2000 [11], SiCare Pilot [12], Proteor Nemo+ [13]) can be used as control centre. But
also Tablet PCs and PDAs with special control software (e.g. Autonom [14], SmartX,
Pocket Grid [15]) can be used as control centre.

Some of the potential occupants have little or no use for a central control centre.
They prefer to use a traditional light switch instead of having a remote controller to do
the task for them. This is an acceptable position, as a number of the used systems
allow the user to determine how they wish the items and appliances within the home
to work. [4]

3 Assistive Home “Dauphinestrasse”

In the year 2003 a new residential building for nine people with physical disabilities
has been planned in Linz, Austria. To extend the disabled occupant’s independence
and personal freedom, the apartments were planned as Assistive Homes.

The specification of these apartments and the architecture of the technical infra-
structure has been derived from the existing residential building ‘Projekt Casa’ in
Linz. Furthermore the survey “Requirements for Environmental Control” [5] deliv-
ered additional input for the conceptual planning.

Every apartment has the following features which can be controlled directly via
switches or centralized via an environmental control system:

Nurse-call system
Access control system
Door communication system
Door, windows, blinds and curtain openers
Temperature Control of the heating
Automatic switching off of the stove
Infrared (IR) interface

Each apartment is equipped with its own home automation system (EIB [17] /
Konnex [18]) to link together all electrical items and important appliances. The home
automation system of each apartment is additionally equipped with an IR interface
which consists of several IR receivers (one in each room) and one IR decoder. So
each apartment can be controlled by the use of IR remote controllers.

Furthermore there are four systems i.e. networks which are used in all apartments.
These ‘global’ networks, the nurse-call system, the door communication system, the
access control system and the fire alarm systems are independent systems and not
based on EIB/Konnex. To use the advantage of the IR interface of the home automa-
tion system, the nurse-call system and the door communication system are connected
to the home automation system (Fig. 2) via potential-free binary output devices. So
the interface of the home automation system is used to control the other systems.
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There is only one IR interface to control all these systems instead of several proprie-
tary IR interfaces. Due to the security, the access control system and the fire alarm
system are completely stand alone.

Fig. 2. Scheme of the technical infrastructure of the assistive homes ‘Dauphinestrasse’

All electrical items of a room like switches for lights or blinds are concentrated in
special panels of switches. So the occupant can control all important features of the
room from a single place. Additionally special wall mountable IR controllers will be
used if necessary. Furthermore, depending on the disabilities of the occupant, an envi-
ronmental control system (FST James 2000, the SiCare Pilot or the Proteor Nemo+)
will be used as control center. So people with severe disabilities are also able to con-
trol the Assistive Home.

To increase the occupant’s security the stove is interconnected with a Watchdog. If
nobody is in the kitchen for more than a definite time span the stove automatically is
switched off. So the risk of a fire caused e.g. by hot oil or fat is minimized.

The Access Control System is equipped with contact less readers (reading distance
75cm) and is connected with the door openers. The id carriers can be attached to a
wheelchair. For entering the apartment the occupant only has to drive to the door and
the door opens. This system is more secure and more reliable than solutions with
standard IR- or HF-controllers. The signals of such HF-controllers can be monitored
and imitated. So a dishonest person can get access to the house i.e. to an apartment.

To raise the reliability and security and to ensure the operation of all important sys-
tems (especially the nurse-call system and the fire alarm system) of the Assistive
Home even if power fails these systems are equipped with uninterrupted power sup-
plies. The occupant must be able to raise a nurse-call i.e. emergency-call at any time.
All doors with access control are equipped with panic locks.

3.1 Advantages

Due to the use of home automation infrastructure and environmental control systems
the personal independence of the occupant with disabilities can be enhanced. The
occupant is able to control all electrical items and important appliances by himself.
Furthermore the occupant is able to open and close specially equipped doors, win-
dows, curtains and blinds.
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The occupant has the ability to choose the way of controlling his environment. He
can use the standard user interfaces of the electrical items or a centralized control
center i.e. environmental control system. Furthermore Computers and Tablet PCs can
also be used to control the environment allowing to use the easy adaptable and ex-
tendable HCI. This allows an easier integration of Assistive Technology. A blind
person e.g. can control his environment with a computer equipped with Assistive
Technology like a Braille display. The cognitive overload and the learning demand
can be reduced by using a known and stable interface.

The occupants of the residential building ‘Dauphinestrasse’ might change. Every
time when a new occupant moves in the infrastructure has to be adapted. In the worst
case electrical items like switches must be moved. In a normal apartment i.e. home
such adaptations only can be done with a high technical effort. Due to the used home
automation system and its flexibility such adaptations can be made easily. Almost all
electrical items in the assistive home could be controlled and automated to work
through a control unit or automatically in a way that is determined by the user i.e.
occupant or system administrator. [4] A system administrator can change the func-
tions of a switch or can edit properties like timings. With the use of wall mountable
IR remote controllers (e.g. IR Wandsender [16]) also the location
can be changed easily and no electrical installations have to be done. The occupant
decides where the switches should be.

The home automation infrastructure partly makes use of the basic principle of HCI
[6]. The content i.e. function of an electrical item is separated from presentation and
the handling. So the function of a switch can be changed. The occupant e.g. decides
whether a switch activates a light or turns of the fan. A system administrator can
change the ‘content’ i.e. function of the switch quite easily. With the wall mountable
IR-controllers also the ‘presentation’ i.e. the location of the switch is easily change-
able.

The infrastructure of the Assisstive Home is open. New technical developments in
the field of home automation like intelligent home appliances can easily be integrated.
Furthermore the home automation system can be extended with several gateways.
Gateways for WLAN, ISDN, SMS, WAP, Internet etc. are already available on mar-
ket. These gateways open new forms of controlling the home automation system.
With the use of such gateways the occupant is able to control his apartment from
wherever he is.

A new home automation IR converter now allows consumer electronics and other
devices which have an IR receiver to be controlled via the home automation system.
This converter can learn the commands of almost every IR remote control of con-
sumer electronics which operates in accordance with the RC5 code [19]. This means
that these devices can also be operated from another room. In combination with one
of the gateways mentioned before consumer electronics can be controlled and
switched even by Internet and mobile phones. This converter can also operate as an
IR receiver for EIB/Konnex. [7]

The windows, doors, curtains and blinds are equipped with electric driven openers
which are connected to the home automation system. So occupants with sever dis-
abilities can open or close these things by themselves with the control centre. They
can leave or enter their apartment every time they want. This increases their personal
freedom.
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3.2 Challenges of the Assistive Home

Due to the usage of building automation infrastructure the assistive home infrastruc-
ture can be visualized on computers. With the help of the visualisation the occupant
can control and monitor his home. Standard tools are available to create the visualiza-
tion. Unfortunately the generated visualisations are not as accessible as they could/
should be. With an accessible visualisation also a blind or visually handicapped per-
son can check in an easier way e.g. if lights are turned on/off or if blinds are
open/closed and can control the temperature of the heating or air condition.

A (mobile) computer (PC, Tablet PC, PDA) with an accessible visualisation of the
Assistive Home and with additional hard and software to control consumer electronics
via IR too could be a suitable environmental control system. The realisation of such
an environmental control system i.e. accessible visualisation will be done in an addi-
tional project.

After the realisation of the project “Dauphinestrasse” a study will be done. This
study will examine the sociological and pedagogical aspects of “Living in an Assis-
tive Home”. Furthermore a cost-benefit equation will be done and the real additional
costs in comparison to a ‘normal’ residential building will be examined. Aim of the
project is to establish Assistive Homes as standard for residential buildings in (Upper)
Austria.
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Abstract. While technology has revolutionised our working and private envi-
ronment, there is still improvement to be made to allow people with disabilities
and senior citizens to live an independent life and take an integral part in the so-
ciety. The development of the smart home concept allows people with a severe
disability to control their home devices using a customised user-interface. Be-
yond this, the creation of a central system controlling a wide range of daily
equipment, unlocks opportunities for the creation of many value-added services
or new Usage. In this article, we will present our analysis of the “usage” defini-
tion. We will also describe our approach in identifying new technology usages.
Although our smart home concept development has followed a user-centred ap-
proach throughout the project, taking a step back to analyse its usage has al-
lowed us to expand its potential application scope, and develop an extended in-
vestigation of user’s needs.

1 Introduction

While our research activity in assistive technology have reached a certain maturity in
terms of technical development and users needs analysis, we are currently running a
“usage” analysis, which enables us to take a step back, and identify what uses will be
made of the smart home concept, and ensure that our technological choices allow the
widest range of service options.

The word usage has been widely used in the last few years, especially in relation to
new technologies. We have first attempted to clarify its meaning. A dictionary gives
the following definition: 1. the act, manner, or amount of using; use: the usage of a
technical term, 2. the act or manner of treating: subjected the car to rough usage. In
recent years, the word usage has been related to how a new and broad-reaching tech-
nology has been used: internet usage, mobile telephony usage. In those cases, the
word usage has been used to refer to new applications that can be made of a generic
tool, but that have been defined subsequently. To understand the context in which the
word usage has been used, we have briefly analysed the example of Internet usage.
The way people have used the Internet has evolved dramatically, through the appari-
tion of many new services. From its initial use by researchers to today’s many dating
services, the internet has generated many uses: companies have used it to advertise
their products; start-ups have emerged to offer new on-line services such as travel
booking. Some parallels can be drawn with the area of assistive technology. On the

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 898–905, 2004.
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one hand, many technologies, such as robotics, computing networks, and voice recog-
nition systems have emerged. Their existence opens up solutions for new assistive
services and products. On the other hand, people with disabilities and senior people
have many unfulfilled needs. This results in a potential for new applications meeting
user needs.

2 Driving New Usage: Push and Pull Approaches

2.1 Technology Push vs. Market Pull

The creation of new services and products can
result from two marketing approaches: a tech-
nology push method, or a market-pull strategy
[Amm 93].
In a technology push approach technologies are
developed first and offered to the market, creat-
ing new sources of demand. These technology
applications respond to needs previously uni-
dentified and generate their own demand. The
domain of New Technologies has often fol-
lowed a Technology- Push approach. The ex-
pansion of the internet and the take-up of mo-
bile telephony have both followed this model.

Marketing methods based on a Market-Pull approach result from the apparition of
a demand expressed by customers. This identified demand, based on the needs of a
target population, results in the creation of services/products which are developed to
address this specific demand. This has been the case for electric wheelchairs which
have been developed as technical solutions to answer a specific need and compensate
a body-function.

2.2 Technology Usage:
Iterations of Push and Pull

As described above, the word usage has been
mostly used in technology-push contexts. Internet
usage and mobile telephony usage refer to occur-
rences when technology has been deployed with-
out clear foresight of their potential demand.

In order to identify the optimal usage that will
be made of technologies, it is essential however
to pay maximum attention to the users and their
needs. A technology usage is indeed at the inter-
section of emerging technologies and user needs.
We have therefore attempted to include, wherever
appropriate, elements of a user-centred approach
in our research. This has led to mix Push and Pull
approaches, in iterative loops. This, we believe, is
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one of the keys to success to define the most relevant services and products for people
with disabilities and elderly people. To achieve this, our solution has been to gather
multiple skills within the team, including marketing people to run a user needs analy-
sis, robotics, network and programming experts to develop our systems, as well as
ergonomics specialists to design and evaluate our solutions.

3 Technology and Usage

Our project aims at making use
of new possibilities offered by
existing and emerging techno-
logies, in order to facilitate their
accessibility and interoperabil-
ity. Our goal is to increase de-
pendent people’s autonomy at
home. Our research work focus-
ed on designing and developing
a software configuration tool,
integrating network and tele-
communications technologies,
in order to allow people with
disabilities to control their home
environment comfortably. As shown in the figure above, the software architecture of
the smart home concept is built on three main layers: the user interface layer, which
include the input/output devices; the HMI Supervisor (Human Machine interaction
manager), which could be integrated on a mobile system (portable PC, pocket PC...);
and the Communication layer which enable to control home devices via correspond-
ing networking protocols. This architecture allow to separate the user interface, which
could be unified and specifically adapted for each end user, from the controlled het-
erogeneous systems available in user’s environment.

4 Research Strategy and Methodology

Our approach has included both Push and Pull elements. Our initial idea found its
roots in the development of technologies, typical of a technology-push approach. We
identified that home appliances and assistive devices could be connected into a net-
work and controlled easily from one central command box, adapted to disabled peo-
ple. We then carried out an initial user needs’ analysis, in order to ensure that users
were at the heart of our solution choices. This was an element of a market pull
method. It enabled us to identify the type of assistive devices that people with dis-
abilities requested. This analysis led to the design of our smart home architecture.
This was then tested through prototypes and demonstrators validated by users’ evalua-
tions, in conjunction with the Garches Hospital and the AFM1. Beyond this, we have

1 AFM: French muscular dystrophies association.
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decided to run an analysis of the usage of the smart home. This has enabled us to
evaluate the relevance of our technical development and identify new applications
which will benefit the greatest number of people.

5 Process to Identify Technology Usages

In order to clarify the notion of usage
within our Smart Home concept, we fol-
lowed an iterative process.

5.1 User Needs Analysis in Terms
of Assistive Devices: Survey Results

To assess people’s needs in their daily
environment, we ran user needs analysis,
based on the demand for assistive de-
vices. The study consisted in two phases:
a quantitative analysis carried out through
questionnaires and a qualitative phase
based on open questions. This study
aimed at identifying the needs of people
with a heavy motor disability, in particu-
lar tetraplegics users. The survey was
carried out with 30 users and experts
(doctors, helpers) and enabled us to iden-
tify the assistive devices that they had at
their disposal, and their satisfaction level.
It also provided some general direction in
terms of user needs. Below are some of
the findings from our survey:

Communication tools are used by a vast majority of users, and are considered as
very important, they include computers connected to the internet (75% of respon-
dents use one, with an 85% importance rating), a mobile phone (68% use a mobile
phone, importance rating: 76%).
Some tools are considered as important but unsatisfactory. Mobile phones are dif-
ficult to use, due to the design of the keypad (buttons are too close together). Voice
recognition is considered an important user interface (rate: 3.5/5) but unsatisfactory
(rate 2.2/4).
The tools that are used the most are the ones that belong to “normal” home envi-
ronment (remote controls are used by 80% of respondents, TV by 93%, mouse by
67%) and they are considered satisfactory and important. “Specialised” aids are
less popular. This can be seen with phones with alert systems which are only used
by 22% of respondents. Automatic windows are used by less than 4% of respon-
dents.
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This is partly due to the fact that they are “tagged” as handicap tools. Their design
should allow them to blend in their environment.
Overall, a feeling of isolation and lack of autonomy make respondents’ life very
“heavy”.
There is a difference in attitude towards technical aids whether the person was born
with a handicap or whether the disability happened later in life. If the person was
injured in an accident, they first look for medical solutions. Acceptability of
teachnical aids is greater as time goes.

These initial findings have demonstrated the limitations of existing solutions to
help dependent people. Although assistive aids have focused on specific user needs,
they have not found the enthusiasm expected. Other factors therefore need to be taken
into account. These include psychological factors such as the image people want to
convey: some of the aids haven’t been adopted because they are too visible signs of
people’s handicap, or the psychological price users are prepared to pay or indeed the
solvability of the users. The initial user needs analysis enabled us to draw some initial
conclusions and design our smart home architecture. This design took into account the
need for home control devices that were fully customised to users’ abilities. Our sys-
tem enables the use of many adapted user interfaces (trackball, mouse, voice recogni-
tion). We also made sure that our system was as ordinary as possible (use of a stan-
dard tablet PC and PDA as home interface). This ensured that the system was not
tagged as “handicap-only” and that its cost remained within a limited budget. After
this initial phase of the project, it has been essential to take a step back from the tech-
nology and aids themselves, to try and further identify the potential usage of the smart
home. To do this, we tried to understand the needs and priorities of people with dis-
abilities.

5.2 User Needs and Usage

The Maslow pyramid model en-
abled us to structure this analysis
[W-Wiki]]. Maslow has identified
five categories of needs, which
apply to human beings in general,
with different levels of priorities.
These are in order of priority: 1.
Survival, 2. Safety, 3. Social
needs, 4. Esteem, 5. Selfactualiza-
tion. People will first fulfill their
needs for survival (eating, sleep-
ing), will then look for situations
that keep them safe, before mov-
ing up the chain and fulfill their
needs to be part of society and achieve things.

This analysis enabled us to identify many unfulfilled user needs encountered by
people with disabilities and senior people. Illustrations of our results include the
following. Needs in relation to Safety may be, for a person with visual impairment, to
be able to cross the street safely. For a senior person, this might be to get emergency
help when falling and not being able to stand up again. Social needs have been
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when falling and not being able to stand up again. Social needs have been expressed
by disabled people as a key element that they would like to develop. Indeed, people
with poor hearing suffer from a diminution of their social contacts, people with motor
disability also feel excluded from social activities. The third level of the pyramid
relates to esteem, both self-esteem and recognition from others. This is often related
to the capability of achieving things, contributing to a work activity and being
autonomous. Again, people with disabilities and elderly people who are dependent,
feel a great need for increased autonomy, and the possibility to demonstrate their
worth to themselves and to others through work or other activities.

5.3 Design Architecture and Guidelines

The usage and user needs analysis has enabled us to draw some guidelines for the
creation of services for dependent people. These apply firstly to the evolution of the
service architecture within our system, and secondly to the factors to take into account
to create successful services (in terms of usefulness and adoption).

a. Service Architecture
Our current system enables the rapid integration, on the one hand of many user inter-
faces, based on the user’s preferences (joystick, trackball, voice recognition, etc) and
on the other hand of many controllable devices (phone, TV, radiator). Beyond the
stricly home services, our usage analysis suggested that we should expand the scope
of the smart homes concept. Indeed, many other potential services can be created by
combining the user interfaces and all types of devices (sensors, phone alerts, com-
puter programs). Our architecture must evolve so that any service provider can easily
create new services, have access to billing functions, without being necessarily famil-
iar with the actual system. To achieve this, one of the solutions under investigation
may be through the implementation of OSGi standard (Open Services Gateway initia-
tive) which should favor service creation using generic tools.

b. Designing New Services
Working on usage enabled us to try and understand what utilisation will be made of a
technology, i.e. what services will meet users’ needs. To design those services, we
also need to understand the key factors that will drive people to adopt a service, and
integrate it in their daily life. The concept of acceptability must be taken into account
[Amm 02]. Acceptability includes four factors, which are the service usefulness (does
the service provide the expected functionalities?), its usability (can the user use the
service appropriately?), its pleasantness (does the feel that he/she is happy with the
service), as well as its cost (is the price acceptable?). Beyond this, the way people will
adopt a service may differ from what was originally intended. For instance, tele-alarm
was often used by aging people for social interaction, rather than real emergency.

To understand how people will use a service it is important to take into account the
context in which they will use it. It is also crucial to understand users’ profile, includ-
ing: their abilities - can they move their lower limb, for instance - as well as their
preferences – what are their favourite activities? Traditional marketing segmentation
by age, region, purchasing power, have not been found to be relevant factors when it
comes to assistive technology. Other factors may be more relevant, such as people’s
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career background, the length of time that they have lost body-abilities, whether they
were born with a handicap or has it occurred through an injury or illness. The work
that we are carrying out on user profile aims at drawing a detailed picture of these
factors.

6 Conclusion

Working on the definition of the usage of the smart home has enabled us to focus on a
user-centered approach. It has helped us take a step back from technology and under-
stand what type of support people with disabilities needed in their daily life. This has
both led us to validate our initial concept and helped us focus on architecture choices
which will optimise the usefulness of our development for users. We have also tried
to focus our attention on the acceptability of our solutions. To validate our findings,
this usage analysis will be taken further through the implementation of limited num-
ber of scenarios. These scenarios, which will be based on the implementation of se-
lected services, will help us analyse further the notion of acceptability and technology
usage.

From a design perspective, a user-centred approach is necessary in order to ensure
that our concept will be useful and indeed used. Ideally, the solution should be useful
to all people. To achieve this, we need to integrate “design for all” or “universal de-
sign” (respectively European and US terms) elements in our approach. These methods
aim at designing products and services which can be used by everybody without spe-
cific adaptations. Our research work has aimed to keep this in mind in order to ensure
maximum flexibility of use of our concept, so that it can be useful to all users.
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Abstract. Development of smart home technologies dedicated to people with
disabilities provides a challenge in determining accurate requirements and
needs in dynamic situations. In this paper we describe the integration of context
awareness and multimodal functionalities in a smart environment. We outline
how to optimize user comfort and capabilities. Considering the wide range of
user types and preferences and the dynamic system environment created by
constant introduction of new product and new context. By taking the environ-
mental information provided by the environment, user profile and preferences,
context awareness promises easier interaction and new possibilities such as pre-
dictive tasks automatically and adapting new situations to user interface. Mul-
timodality permits in one hand to facilitate accessibility to a wide range of us-
ers, and the other hand to offer innovative control method of complex systems.
In this paper we present our approach for coupling context awareness and mul-
timodality concepts.

1 Introduction

Smart Environment Technologies are an emerging research field due to the potential
range of applications. The design of Smart-Home systems dedicated to people with
disabilities is still suffering from a gap between user needs and on-the-market solu-
tions. Distinct problems arise through the lack of knowledge of how to transfer needs
and data referred to situation and useful context in a reliable and valid manner.

In our approach on designing smart homes systems, user interfaces have to be
adapted to the dynamic situation of the environment. Usually most of systems used
by people with disabilities (e.g. assistive devices, terminals, equipments, etc) use
static models which are non adapted in the mobile environment. Integration of con-
text awareness coupled with multimodality concepts promises easier interactions and
new possibilities for applications. Information such as availability of resources, user
profile, location, input controls and services can be used to improve the interaction
between users and their environments.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 906–913, 2004.
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2 Context Awareness Concept

We can define context-awareness as “any information that can be used to characterize
the situation of an entity, where an entity can be a person, place, physical or computa-
tional object”[1]. According to this definition, three important context-awareness
behaviors can be identified as the presentation of information and services to a user,
the automatic execution of a service, and the tagging of context to information for
later retrieval. These three keys have to be well defined and more adapted for people
with disabilities in order to compensate their restrictions.

Context is becoming increasingly important in handheld and ubiquitous comput-
ing, where the user’s context often changes quickly[2]. But, context isn’t limited to
handheld and ubiquitous computing and can serve a wide range of other domains.
Indeed, context allows users interfaces to be more adapted to new situations into an
environment which evolves continuously depending on surrounded parameters. This
makes it ideal for our purpose in considering people with disabilities environments as
accessible and described in a formalized manner.

Usually, context-aware applications consist on customizing information based on
the current location. However, even if location is the most commonly used context
data, there is much more parameters to consider such as temperature, time, orienta-
tion, affective state, activity, interests, focus of attention, interest/boredom levels,
resources available, people nearby, etc. [3].

In case of people with disabilities, each user is a particular case. Our concept aim
to be able to describe each user independently as he presents special features, person-
alized parameters, and specific need. For this reason, we define the context awareness
concept into three environment: Sensor environment which is responsible for captur-
ing state of object indoor the home, System environment which is responsible for
taking care of application state’s, network traffic and equipment managed by the user,
and the platform environment which specify features of terminals and related parame-
ters such as capacity and memory. The user environment known as user profile
should be an independent module. Information provided from user profile can be
useful in case of downloading services related to each user and allow the context
awareness concept to adapt environment to a specific user.

To apply our design, we present in section 5 how to implement last definition into
a smart home project. Our design is inherited and adapted from standard models
working on context topics, mainly we studied the toolkit and Salber model [1, 10].

3 Multimodality Concept

Multimodal systems process several combined user input modes( such as speech,
touch, manual gestures, gaze, and so on...) in a coordinated manner with multimodal
system output. This class of systems represents a new direction for computing, and a
paradigm shift away from conventional WIMP interfaces. This new class of inter-
faces aims to recognize naturally occurring forms of human language and behavior,
which incorporate at least one recognition-based technology (e.g., speech, touch,
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vision). The development of novel multimodal systems has been enabled by the myr-
iad input and output technologies currently becoming available, including new de-
vices and improvements in recognition-based technologies.

The growing interest in multimodal interface design is inspired largely by the goal
of supporting more transparent, flexible, efficient, and powerfully expressive means
of human-computer interaction. Multimodal interfaces are expected to be easier to
learn and use, and are preferred by users for many applications.

In this respect, multimodal interfaces have the potential to accommodate a broader
range of users than traditional interfaces in particular people having disabilities in-
cluding users of different ages, skill levels, native language status, cognitive styles,
sensory impairments, and other temporary illnesses or permanent handicaps. For
example, a visually impaired user or one with repetitive stress injury may prefer
speech input and text-to-speech output. In contrast, a user with a hearing impairment
or accented speech may prefer touch or gesture [4].

A mobile multimodal system should provide the adaptability that is needed to ac-
commodate the continuously changing conditions of mobile use. In particular, sys-
tems involving speech or touch input are suitable for mobile tasks and, when com-
bined, users can shift among these modalities from moment to moment as environ-
mental conditions change [4, 5]. There is a sense in which mobility can induce a state
of temporary disability, such that a person is unable to use a particular input mode for
some period of time. A multimodal interface permits the modality choice and switch-
ing that is needed during the changing environmental circumstances of actual field
and mobile use.

System feedback typically includes multimedia output, which may incorporate
text-to-speech and non-speech audio, graphics and animation, and so forth. Applica-
tion of multimodality concept in the feedback level should provide appropriate output
regardless of the physical devices. There are many ways to realize this information
processing flow as architecture. One common infrastructure that has been adopted by
the multimodal research community involves multi-agent architectures, such as the
Open Agent Architecture [6, 7], and Adaptive Agent Architecture [8]. Multi-agent
architectures provide essential infrastructure for coordinating the many complex mod-
ules needed to implement multimodal system processing, and they permit doing so in
a distributed manner that is compatible with the trend toward mobile computing.

4 Multimodal Context Aware Architecture

Since an application dedicated to the control of the environment running is inherently
confronted with a variety of changes it has to adapt itself very quickly in order to
deliver the expected results that are, for example, changes on user graphical interface.
In order to deliver this level of service, the coupling of information coming from
context awareness and multimodality is necessary. Multimodal and context awareness
systems differ mainly in the way the information is acquired. Context awareness
systems acquire implicit sensing from the environment while multimodal systems use
explicit user inputs. Both systems have got multiple inputs and outputs. Output in the
case of context awareness relates to the control of actuators or the sensors themselves.
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As mentioned in [10], context aware and multimodal systems suffer from too much
focus on input, and little concern for output.

The WWW consortium (W3C) [15] defined how to handle multiple input and out-
put for multimodality. It distinguishes between three different ways that are sequen-
tial, uncoordinated simultaneous and coordinated simultaneous multimodal in-
put/output (IO). In sequential IO there is no requirement that the input modalities are
simultaneously active. In uncoordinated simultaneous IO, there is more than one
input mode available but only input from one modalities is interpreted. The classical
example of this is for a secured access, the application says “Enter your name” and
the user can either says or enters his name via the keypad. This scenario is more close
to what we consider as plurimodality, not multimodality. The last multimodal IO
defined is coordinated simultaneous IO. In this case, there is more than one input
mode and input from multiple modalities is interpreted. The example given is an user
in a telephony environment that types 100 on the keypad of his cell phone and says
“transfer to checking account”. This is clearly what we consider as multimodal.

In order to couple information provided by context aware and multimodal system,
data fusion seems to be the key issue [10]. Fusion of data occurs at different level in
generic multimodal-context aware application. [11] defined two level of data fusion
classified as early fusion and late fusion. Early fusion means integration of input data
at an early stage of processing (typically fusion of data from captors delivering the
same information e.g. localization). Late fusion means latest fusion, just before the
interpreter, usually at a semantic interpretation level. According to the author, late
fusion seems to have attracted more interest than early fusion. For the output, [11]
consider fission of information, which means the dispatching of single semantic
streams to several output channels. Fig. 1 describes a representation of such a generic
multimodal-context aware model.

To handle this kind of architecture, especially the fusion part, generic engines have
been developed [6, 7, 9]. The Open Agent Architecture [6] seems to be a promising
tool to handle such a work, especially for context aware data but the work of investi-
gation for applicability of this concept is still running.

A scenario to illustrate the use of context aware-multimodal system is the possibil-
ity to disambiguate situations. This disambiguation is supported by the analysis of
context awareness and multimodal information hence leading to more stable and
robust overall system performances. One advantage of achieving such a blend is that
the resulting process is more robustly than a stand-alone multimodal or context aware
system technology, lacking natural complementarities. A good example is the case of
the driving situation, where changing location and level of noise is recuperated from
context module. It will inform the multimodal module that the use of voice recogni-
tion is impossible in such situation.

5 Software Platform Requirements

In the framework of the “smart home dedicated to people with disability”, we devel-
oped a generic modular software architecture to control a domestic environment. The
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Fig. 1. A generic multimodal-context aware architecture

description of the project could be found in [13]. We recently focused our work to
move to a service oriented platform based on the integration of OSGi [14]. Context
awareness and multimodality appear in our architecture as two distinct modules,
which manage data from user and environment as inputs. Each of them is responsible
of managing data from both user and environment, as described in figure 1. The HMI
layer is responsible for integrating data from both modules.

Our purpose is to be as generic as possible. We want to support interoperability of
context applications on heterogeneous platforms. We have to handle devices that are
most likely not linked to the same computer running the application. In fact, sensors
must be physically scattered and cannot be directly connected to the same machine.
This implies that data recuperated are coming from multiple, distributed machines.
Our application has to support context distribution. The idea is to develop objects
responsible for transforming data recuperated from context sources to a unified way
using a standard XML and sending output to a smart engine for context analyze and
make decision. Figure 2 illustrates these considerations and the separation between
five important elements:

Sensors: they represent physical devices responsible for providing data and
information by different ways (signals, switch,...)
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Fig. 2. Context model

Sensor Object: Each of them is associated with one or more physical sensors to
recuperate raw data and make a unified data representation (standard XML). Mod-
els are available to use by high layer applications.
System Events: information related to state of application, state of home, of
equipments, and errors generated.
Platform Environment: Context awareness define new decisions to adapt inter-
face downloaded into heterogeneous pervasive computing and handheld devices
(PDA, mobile phone...). Platform environment let the context module aware of re-
lated functionalities such as size of sceen, memory etc.
Smart Engine Context Awareness: Allow interpreting data on models, interact
also with system events and platform parameters, has access to smart rules and
take account into user profile to propose new functionalities to integrate at HMI
layer.

To present data, XML encode scripts defined by multimodal objects or data col-
lected from context providers. This strategy was used in the same project to make
environment models. [13].

6 Conclusion

This paper has outlined some features of our vision to integrate both context aware-
ness coupled with multimodality to ensure more efficient update of functionality to



912 M.A. Feki et al.

user interface in case of people with disabilities. Related work are appeared to distin-
gue more between context awareness and the user profile. In fact, each user is a sepa-
rated particular case that has specific parameters and attributes. The advantages of
coupling those modules are mainly their focus on interacting together and provide the
maximum of data. This idea can be improved by introducing the context sharing
which will offer the opportunity to gain information about the context of other con-
text aware devices, which are in physical proximity. This mechanism allow to enrich
any modules with more information. We say about context which evolves, in the
same way multimodality that change and a user profile assistant that update itself
through the period of application is running.

Current work aims to demonstrate the feasibility of our architecture indoor and
outdoor by a usage scenario. We begin by implementing simple services which are
utile for people with disabilities like automats repetitive tasks or predict user position
or next task to avoid intervention of user at interface layer.
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Abstract. The design of Ambient Intelligent Systems (AISs) is discussed in the
context of assistive technologies. The main issues include ubiquitous communi-
cations, context awareness, natural interactions and heterogeneity, which are
analyzed using some examples. A layered architecture is proposed for hetero-
geneous sub-systems integration with three levels of interactions that may be
used as a framework to design assistive AISs.

1 Ambient Intelligence

The concept of Ambient Intelligence (AmI) is one of the main guiding principles for
the Future Information Society [1], It defines a set of properties of a responsive and
proactive environment to enable individuals and devices to interact easily. There are a
number of key research areas in the development of AISs [2], including components
related to ambience (smart materials, sensor and embedded systems technologies,
ubiquitous communications, adaptive software, etc.) and intelligence (natural interac-
tions, context awareness, emotional computing, etc.). Efforts should also be made to
integrate and converge these specific components.

A new challenge is the development of complex distributed systems that integrate
many heterogeneous digital devices and services and their networks into everyday
environments [2,3]. In this paper, we consider how existing and future devices and
subsystems could be integrated to design AISs in the context of assistive technolo-
gies. First we identify the key components of an AIS [4]:

Ubiquitous communications: access at anytime and from any place or (mobile)
device. In this case, mobile does not only mean that it is carried by the user, but
that it is actually “on the move”. Guaranteeing ubiquitous access is the most im-
portant infrastructure to support AmI. Wireless connections now permit low-cost
commercial solutions for this type of communication.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 914–921, 2004.
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Context awareness: defined as the use of information to characterize the situation
of an entity (person, place, object) [5]. The situation may have several “dimen-
sions” [6]:

Location awareness (the most studied issue); adaptation to changing geo-
graphical positions, location-based services, etc.
Temporal awareness; including time schedule of events.
Personal awareness; dynamic adaptation to user needs, abilities or preferences.
Other dimensions; device (processing power, battery) or physical environment
(noise).

Finally, the correct use of this information involves taking the appropriate actions
autonomously [7], although current systems fall short. The problem is probably
that AmI requires common sense decisions about everyday situations, but this ap-
parently modest reasoning is the most difficult to emulate [8]. On the other hand,
several experimental studies have reported that users are willing to be active [6].
These two considerations suggest that in some cases a simpler solution would be to
let the users provide context information (location, personal) and configure or se-
lect the most appropriate service. Furthermore, the information provided by one
user may be useful for another with similar characteristics or abilities. So, we
could develop useful AISs with a limited intelligence.
Natural interactions: AISs should be based on a user centered approach (the user
is the single master device) instead of a device centered approach. This is a some-
what more technological version of the ISTAG holistic citizen-centered view,
which also includes other factors like culture and business [2]. Obviously, the ap-
proach is especially important in the context of assistive technologies. Smooth in-
tegration between user and all subsystems requires natural languages (speech, ges-
tures, etc.), reduced learning effort and services that are easy to find and use.
Heterogeneity: A major problem with AIS design is the integration and interaction
among heterogeneous subsystems. A common channel is needed to communicate
all subsystems, the latter were probably not designed to interact with each other.
Services and information from a given subsystem should be described using com-
mon languages and media formats to be accessible to other subsystems. This issue
also affects previously described components. For example, interaction between
context-aware subsystems requires common context representations that are inde-
pendent of the applications. But it is not just a simple problem of using a common
format. Further issues are how this context information is interchanged among
subsystems, how services are discovered or offered, and how they are integrated in
user interfaces.

Other research issues like smart materials and device and sensor technologies are
more related to individual “components” than to the integration of components into
AISs. Advances in these individual technologies (mainly related to “ambience” rather
than to “intelligence”) would improve some aspects of these systems, providing
smaller, cheaper and more powerful devices, but may not represent significant
achievements towards real AISs.
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2 AISS and Assistive Technologies

2.1 Ubiquitous Access

Ambient intelligence requires ubiquitous access when the user is the master and main
element of the system. Generally speaking, ubiquitous communication allows access
to services that are not restricted by the location of resources/users. This is particu-
larly well suited for people with mobility restrictions, but it may also be useful for the
handicapped who want to access assistive services through personalized interfaces in
unfamiliar environments. For instance, a visually impaired mobile user should be able
to access audio descriptions ubiquitously or alternatives to semaphores or warning
light signals. Moreover, support is greatly improved if the user can access services
from different locations. One example is a common remote control for TV, answering
the phone from a wheelchair, turning lights on or off and opening the door. More
advanced systems include monitoring user location in terms of safety (falls), support
or comfort, or informing about tasks to be performed at a certain time due to cogni-
tive disabilities. All of these require ubiquitous access.

2.2 Context Awareness

For systems that adapt their function in terms of the environment, the first aspect that
seems to be taken into account is physical position. Location awareness requires ex-
ternal inputs regarding the geographical (absolute/relative) position of the user, which
is particularly useful in special situations (e.g. unfamiliar environments). Typical
applications track user location, including assisted navigation (e.g. semi-automa-
tically guided wheelchairs in structured environments: hospitals, airports, etc.), care
for people who may get lost (e.g. elderly residences [9]), etc. Another situation is
location based services [6] where the definition of user location is less accurate and
the question is what services are offered at specific locations. For instance, visitor
guides and information at the entrance of hospitals or residences or facilities for
wheelchair users. For a mobile user, these services may change and, more impor-
tantly, the infrastructure and even the positioning system may vary when users move
from one place to another.

With personal awareness, services and information can be adapted to user needs,
abilities, preferences, privileges and state. This is especially useful for people with
limited physical and/or cognitive abilities. For example, the timing of automatic doors
may depend on user mobility restrictions or a tourist guidance system may propose
alternative routes for wheelchair users. In this context, one of the main issues is a
generic and universal description of personal abilities and characteristics.

Personal parameters may be static or dynamic. Static parameters include abilities
and limitations, special needs, type of interface and personal preferences. The system
could memorize user-preferred options for frequently visited locations to propose a
default (room temperature, music, light level). Dynamic parameters include mood or
anxiety levels that are sensed or inferred from user response. Depending on the sys-
tem intelligence, it could learn from user behavior (e.g. infer voluntary movements
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from uncontrolled tremor) and adapt these dynamic parameters. Once the system has
learned to detect the situations, it can take palliative actions, such as playing relaxing
music.

Other aspects of context awareness include time of the day or week, special dates,
sequencing of events (e.g. time orientation for the mentally disabled), technological
awareness (bandwidth, display resolution, battery capacity, computational power),
and environmental (weather conditions), building or outside conditions (restricted
areas, crowded areas).

All of these context dimensions should be used together. For example personal lo-
cation-based services and information (e.g. audio environmental description for visu-
ally impaired people) can be combined with avoiding useless content (e.g. alternative
wheelchair routes for a non-wheelchair user). On the other hand, personal preferences
or privileges depend on location. Available location or personal information may be
time dependent, e.g. if the user wants to plan his/her subsequent activities when privi-
leges or available services are time-limited.

2.3 Natural Interactions

In AmI, technology should be enabled by simple and effortless interactions [3]. Cur-
rent research focuses on so called Natural interactions through speech, gestures and
facial expressions. These general advancements can benefit assistive technologies
provided that accessible human-machine interfaces are designed following the De-
sign-for-All policy [10]. Since these new technologies may present accessibility prob-
lems, user interfaces should be able to cope with diversity, including the disabled. A
mixed approach can be used to guarantee universal access while considering specific
interaction devices for people with special needs [11]. Another problem with AISs is
that interactions between the user and the rest of elements usually occur with little or
no advance planning. In other words, there is a need for spontaneous and occasional
use [6]. Therefore, natural interactions are not only a problem of using advanced/
accessible interfaces, but also of interfacing devices or services without a priori
knowledge of what type of device we may encounter.

2.4 Support for Heterogeneous Subsystems and Service Interaction

The whole system should be able to support the interaction of heterogeneous net-
works, services and applications. Assistive technologies are very heterogeneous when
attending needs due to individual and temporal variations. Moreover, devices were
designed by different manufacturers using different technologies for heterogeneous
applications [14]. The Design-for-All concept considers the lack of simplification
usually made when considering a standard user. At the same time, this lack of stan-
dardization and individual diversity and variability increases heterogeneity in subsys-
tem development, both in terms of applications and services, in a kind of vicious
circle.
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3 Layered Architecture for Sub-system Interactions

Here we consider the integration/interaction of heterogeneous sub-systems, and pro-
pose a layered architecture.

In previous studies, the term interoperability refers to mean interactions among
systems at higher levels [2,12,13,14,15]. Usually, a reduced version of the OSI stan-
dard of layers is used, sometimes including non-OSI levels like Internetworking (in-
cluding the routing and internetworking components) and Middleware, which could
be defined as an interface among applications and the network operating system,
equivalent to session and presentation levels of OSI [16]. However, from the point of
view of subsystem interactions, a three level definition may be more useful, including
the Application level (the classical one defined in OSI model), the Middleware level,
and the Internetworking level, with all the lower level functions in our model (trans-
port, network, data link and physical layer).

The systems to be connected are also distributed. The three levels help to model
the interaction among systems with different types of interactions depending on the
level. The interactions are named Interconnectivity, Interoperability and Interfunc-
tionality at the Internetworking, Middleware and Application levels, respectively. In
the next section we revise and reformulate these concepts.

Fig. 1. Layered architecture for sub-system interactions

3.1 Interconnectivity

The interconnectivity between heterogeneous systems is defined as the ability to in-
teract at the internetworking level. A good example is the Internet, which has a robust
and contrasted solution based on the IP protocol [14], and other advantages such as
direct Internet access in home automation through Residential Gateways [17]. This
configuration permits environmental control in a remote mode via a web page
[18,19,20]. Other solutions for interconnection include HAVi, most domotic systems
and the Simple Control Protocol (SCP). None of them are based on IP, but they all
involve the interaction of devices in somewhat homogeneous environments. In some
cases a combination of these two approaches is the best solution. Most devices can be
connected through IP networks while secondary (maybe simpler devices like sen-
sors), are connected using non-IP communications. In this case a gateway is used to
interconnect IP and non-IP subnetworks.

There are two options regarding the gateway development to link different media,
depending on the context. A centralized system can be used for interconnectiv-
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ity [13], such as in home automation where the residential gateway interconnects all
heterogeneous networks at home and supports Internet access [15,17]. In other con-
texts a system of several interconnected gateways could be used, as in large buildings
(airports, hotels). But more problems remain, such as finding the most adequate ac-
cess point or handoff for mobile systems [21].

3.2 Interoperability

The concept of interoperability is widely used to describe interaction among devices
at all levels [14], including control, configuration and information sharing in different
formats [15]. To distinguish this term from interconnectivity, we consider interopera-
bility related to the sharing services at the middleware level, such as import/export
services [13]. Interoperability can provide a set of services to all elements. In the
literature there is a general agreement about the functions that should be related with
interoperability ([16, 22]), including dynamic service discovering (periodically or
triggered by determined events [17]), service description (including actions that may
be performed, properties that may be useful, even devices for which connection was
not planned), and service control (actions and modifications of state or attributes of a
service in a sub-network from another device connected to a different sub-network).
The usefulness of this interoperability will be greater for mobile devices, changing
environments and pervasive computing.

A number of architectures can support these functions (Jini, UPnP), but not all of
them are useful in the environments and applications for Ambient Intelligence. There
are three basic issues to take into account in systems with several heterogeneous net-
works that include mobile devices with wireless connections [16]:

Mobile devices usually have limited resources (computing power, bandwidth,
memory). The complexity needed or desired for some functions should be placed
in fixed systems.
Interconnectivity cannot be guaranteed at any time. Wireless connections may
suffer frequent connection losses, that forces asynchronous communications.
Mobility and environmental variability in systems that require context dependent
computation (which is central to the Ambient Intelligence concept, see above).

3.3 Interfunctionality

There is an interaction among subsystems at the interoperability level. As a result, the
services can be discovered and shared as a syntactic interaction, without considering
their “meaning”. We propose a higher level of semantic interactions, similar to those
described in the literature for other fields [10,23,24]. Obviously the usefulness of the
service and its applicability should be described in more detail. Several languages
have been proposed, such as RDF (Resource Description Language) [25] and future
work will address the issue of which language best suits AmI applications.
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Interfunctionality would add two main values for subsystem interactions. First, the
semantic descriptions allow us to pre-select the services previewed as useful for the
applications of a particular subsystem. This allows a selection for limited resource
subsystems when entering environments with higher richness of services or high
complexity. Thus, the system can have a set of available services, and every subsys-
tem can choose the most useful or manageable via semantic interaction. Although
users may be active (selecting and configuring the most useful and appropriate ser-
vices), pre-selection is often desirable to offer adapted assistive services to the right
people. Excess or useless contents must be avoided because the users will reject
them [6].

Second, interfunctionality can be used to adapt or empower the functionality of ex-
isting applications according to new services. The new applications may become
available based on the new services. One example is a wheelchair user with an as-
sisted navigation application who enters a building with a positioning and location
system. Under user supervision, the navigation system can ask for information about
the path to follow to reach the desired destination, and then incorporate the position-
ing service to follow it. The functionality of navigation assistance has improved
greatly due to the new services and involve more than just avoiding bumping into
objects and helping when passing doors.

4 Conclusions

In this paper, the design of Ambient Intelligent Systems (AISs) is discussed in the
context of assistive technologies. AISs include several devices and sub-systems that
should provide support for ubiquitous communications, context awareness and natu-
ral interactions, and also deal with heterogeneity. As a kind of higher layer, interac-
tion among these sub-systems is identified as a key issue. We identify three levels of
interactions, including a higher, semantic interaction that would extend the usefulness
of future AISs.
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Abstract. There are a lot of disabled people in the world. In many cases per-
sons with severe disabilities who can’t move or speak are isolated. These per-
sons at least have one primitive way to communicate with others (it could be
head movements, eye blink, voice intonations, mimics and others). The usage
of electronics can help to transform it into understandable communication signs
for others or into control signals for devices. Electronics means improve self-
sufficiency of disabled people and enable communication with others. We have
created communication and environment control system for physically disabled
persons with speech and language impairments. A very important feature of this
system is that it is controlled by one on/off type switch. Alternative input de-
vices as head pointer, eye blink registrar, person’s capacity registrar, suck-blow
tube, etc, can be used instead of the similar switch.

1 Introduction

There are a lot of communication and control equipment designed for the disabled.
Most of them are either very primitive, like cards with pictures, or very complex and
expensive computer systems [1].

The aim of PACS project is further improvement of communication and environ-
ment control for disabled people. The major tasks of project are as follows [2]:

Providing environment control (it includes lighting, heating, shutters, motorised
doors and windows). These functions are available by using EIB network. Also the
system can control home equipments such as TV, VCR, Audio systems via IR
transmitter;
Providing communication (telephone, e-mail, SMS, voice intercom). These func-
tions are available on PC by using a special software and an internal PC hardware
– the voice modem on the server and the sound cards on both PC’s – server and cli-
ent;
Providing security (watching the outer, alarm for detection of intruders, safety
alarms: gas, fire, smoke detection). A standard security system can be used with
RS232 or EIB network to enable communication with the PC and a standard video
camera for watching the outer.

The two main user’s requirements were identified:

The system should be simple to operate and entirely controllable through one sin-
gle switch.
It should support simple communication and control mode.
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This project is also useful for other applications (such as games or mechanical as-
sistant) where the user’s hands are occupied and applications dictate the use of auxil-
iary ‘hands-free’ input. It can also be used as a signalization or control device in hospi-
tals for people in postoperative period.

2 Methods

The principle of the system’s user interface is based on scanning OS MS Windows
(9x, NT, XP) control elements (mostly buttons) on virtual menu (button menu), and
waiting for control signal at the same time. The virtual button is activated on the
screen for a short timeout and this timeout interval is set up programmably. The next
button is focused if there is no control signal, etc. The user activates the focused but-
ton by ON-OFF switch. The simplest switch can be a separate key which is connected
parallel to the standard keyboard’s “enter” or “space” keys. The main function of the
P is to scan Windows menus with control and communication options. When the user
presses the switch, the PC sends appropriate data to EIB network or infrared transmit-
ter depending on data type. We used EIB Falcon run-time components to enable the
full bus access from a Windows application [3]. When EIB device gets a telegram, it
executes an action given by the telegram and after the finishing action, it sends a
response telegram to the PC informing whether action is successful or not. According
to the response telegram PC displays an appropriate message to user. So the user is
always being informed about the current state of controlled device. In the same way
he knows if another user controls any device on EIB network.

Graphical user interface can be design as 3 levels dialogue structure with buttons:
level – selection of available rooms in the flat or house; level – selection of

available controlled objects (lights, door, window, etc) in the selected room; level
– selection of available functions (commands) in the selected object. (For example:
my room  window  open). The view of this user’s interface is shown in figure 1.
The next realization of graphical user’s interface may be a 3D room drawing with all
available controlled objects presented in the drawing.

Communication mode is realized by using an alternative text typing way and vir-
tual keyboard. The button in virtual keyboard is selected by scanning buttons in the
keyboard. The keyboard must be with minimum of “x” letters, “x” is the number of
letters in language. The maximum of keyboard’s size is limited by the seeking time of
element in keyboard. The seeking time increases when we use more buttons. So we
need to find the most optimal way between keyboard’s possibilities and the increase
time of reaching the element in keyboard.

The second step is to choose the layout of the keyboard. We must know the abso-
lute frequency of the letters’ repeating in the language if we use non-predictive typ-
ing. Mostly used letter must be in position that we can reach in the shortest time and
the seldom-used letter must be in position that we can reach in the longest time. We
must know the absolute frequency of the first letters in the word if we use predictive
typing. Letters must be arranged in the same way as in non-predictive typing.

We must design the algorithm of prediction if we use predictive typing. There are a
few possibilities. First of all we can predict letters. It is the simplest way. Next type of
prediction – prediction of words after typing the first letter or after typing the first two
letters. Also other types of prediction can be used. We select the word prediction after
two letters are typed.
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Fig. 1. The view of user’s interface

The last step is to choose the scanning method. There are three main scanning
methods: serial scanning, rejecting half of keyboards elements scanning [4], column-
raw scanning [5]. Serial scanning is very slow; rejecting half of elements scanning is
useful when the keyboard elements’ (letters or symbols) frequency of appearing in the
word do not have a big difference. Column-raw scanning is more useful when the
keyboard elements’ (letters or symbols) frequency of appearing in the word have a big
difference. In the Lithuanian language the difference of frequency of appearing letters
in the word between the most popular letter and the most unpopular letter is 60 times.

3 Results

We have found that for the Lithuanian virtual keyboard the most suitable scanning
method is column-row method.

The description of the experiment: every user have got 10 statements and one min-
ute for typing of each statement, scanning speed was 4/3 step per second (waiting
time for user’s reaction is 750ms).

An experiment shows that it is difficult to reach high typing speed using scanning
method and one ON-OFF type switch. The achieved typing speed is 16 symbols per
minute. It is about 3 times slower than typing using eye gaze, and 40 times slower
than speaking speed.

For environment control we used a Smart home (or Domotics) technology. Domo-
tics technology is dedicated for command, control and supervision of home environ-
ment. Mostly it includes safety alarms, HVAC but excludes telecommunication and
entertainment events. Smart home devices are connected to a network (bus). The type
of the network is different from telecommunications networks.

Several types of domotics are available and we selected EIB [3] due to its advan-
tages and EIB was used for distribution of control and command signals.

The designed system allows the integration of the functions that a disabled user
should like to use. This includes not only home environment control (lighting, heat-
ing, shutters, motorized door and windows) but also entertainment equipments (TV,
VCR, DVD and Audio systems), communication (e-mail, SMS) and security (alarm
for detection of intruders, safety alarms). A PC must be connected with a universal
infrared transmitter for communication and entertainment equipment control. A PC is
also used for user’s interface implementation.
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4 Conclusion

We have used modular structure in our system’s software and hardware. It allows
more flexible adaptation to individual abilities and needs of a user. Also there is a
possibility of easy system upgrade by changing or adding new home environmental
equipments and communication events when necessary. The usage of standard and
certified devices shows the system’s reliability, flexibility and safety.
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Abstract. Beyond the computer networking, the wired Internet and mobile
Internet penetrate deeply in all kinds of information processing systems and ap-
plications. Web-based services with wired Internet and mobile Internet should
be considered for convenient user interface for the disabled and elderly people
without any gap of the Digital Divide. The Web server for knowledge and in-
formation should be unified as a center for real-time information network in the
milieu of ubiquitous computing. We studied the performance analysis of user
interface for the disabled in real-time ubiquitous information network based on
wired and mobile Internet.

1 Introduction

The wireless, mobile Web promises to provide users with anytime, anywhere access
to the same information; ubiquitous Web access should also facilitate greater accep-
tance of new services that are specialized for mobile use [1].

We studied new performance analysis methodology for ubiquitous information
network, based on the user’s perspective for the disabled, i.e. at the customer’s view-
point about the services and contents for information processing in this ubiquitous
computing environment. We introduce the new performance analysis for real-time
unified portal for worldwide information network based on wired and mobile Internet,
especially about user interface at the customer’s perspective for the disabled.

We will discuss the user interface with the results from real implementation of a
unified portal for the disabled in real-time ubiquitous information network, e.g. Ko-
rean information network as an example of a ubiquitous information network using
PCs as well as handheld phones. With the proliferation of new Information Technolo-
gies, we need to consider convenient way for the disabled to overcome the Digital
Divide. We need to provide the simple user interface for the disabled and elderly
people, considering the performance analysis of user interface.

2 Real-Time Mobile User Interface and Performance Analysis

In many countries, a better access to Web services and Web administration is becom-
ing an important issue; and a few action lines of improvement for the Web Content
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Accessibility Guidelines are suggested [2]. For user interface in the real-time infor-
mation network, even the input of characters becomes important for retrieval of in-
formation or registration of information, especially with keypad in the mobile phone
for the disabled. To access the unified portal ubiquitously, the user interface for the
disabled and elderly in the Silver Society should be as convenient as possible even for
typing-in the domain names or URLs, or information.

We studied the important performance metric, delay, at the user’s perspective for
the disabled as well as normal users to prevent the gap of the Digital Divide. For ex-
ample, for the mobile user, let’s assume that the random variables, the round-trip
response time for user’s single interaction in a session, from user to the contents in
DB through wired/mobile Internet before next interaction, with mobile phone is
which is composed of the preparation time for the disabled to get mobile device (e.g.
handheld phone, etc) in his hand is U ; the time spent by the disabled with mobile
phone to do appropriate action for service is D ; the aggregate time to the web Server
after the mobile device through wired/mobile Internet for mobile service is S (the
conventional network time is embedded here); the time depending upon mobile con-
tents is C.

The session time may be dependent on this content retrieval or registration, and
there may be several back and forth iterations. However we simply use the aggregate
time instead of breaking them down, then

The returning round trip time, from the content retrieval time to the requesting user
through Web server and wired/mobile Internet using mobile device, is

Among the above random variables without subscript for mobile, i.e. the perform-
ance metrics, (U, D, S, C ) for mobile user and PC user, the most dominating factor,
i.e. the random variable, may be different from person to person. We can order the
dominating random variables, after estimation with an implementation for informa-
tion network with the unified server, http://ktrip.net [3].

For the real-time application using wired Internet and mobile Internet, the dominat-
ing factor and the variance of that random variable should be bounded within the
deterministic response time. To be deterministic for real-time application, the user
should be skilled, the user interface of device should be convenient, the network
should be stable if possible, the server should be efficient and have high performance
for the dedicated application, and finally the contents for information processing
should be simple as possible with simplified and efficient format.

We also considered the packet size to be independent from the network traffic con-
dition as well as the simple service in the web server to be independent from the load
of the web server. The bandwidth requirement for wireless or mobile Internet, should
be as little as possible to be immune to the network traffic condition; also that will be
good in terms of degradation caused by the other rich multimedia contents for infor-
mation processing. The user’s preparation time U will be shortened depending upon
the proliferation of ubiquitous devices for the disabled, e.g. special mobile Internet
devices for the disabled and handicapped users.

Let’s consider the average time with mobile devices and this is related to the de-
vice time D . For writing the information in real-time way, the user’s handling speed
of mobile devices is one of important performance factors in any mobile Internet
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services for the disabled with the mobile phone. We studied to order the dominating
factors in the overall performance at the user’s perspective for the disabled and handi-
capped users. We found that there were some difference between the relationship for
wired Internet with PC ( U > D > C > S ) and the relationship for mobile Internet
with mobile phone (U > D > S > C). Therefore the user interface design for the
disabled with the mobile device in the ubiquitous computing environment (i.e. U be-
comes smaller as the ubiquity increases.) is most important to decrease the time D ,
that is heavily related to the mobile user interface for the disabled and handicapped
users.

3 Implementation and Empirical Results

The implemented system is as follows; for the operating system, Windows 2000
server; for wired and mobile Internet web services, IIS 5.0 web server and ASP 3.0;
for DBMS, MS SQL server; for the mobile markup language, WML, mHTML and
HDML. The E1 (2.048 Mbps) Internet communication line to the web server, i.e. the
unified portal, for both wired and mobile Internet service, is being used.

We could get the relationship between S and C . Firstly, with the PC using wired
Internet, the time S may be considered rather short period (around 5~30 msec with
Ping, which is related to the S ; but with 5Kbytes web page for PC the response time
is around 2~3 seconds, which is related to the S and C , here C is much larger than
S); and with PC, for larger contents (over 20Kbytes, in our case), the server time is
longer than the shorter packet (below 5Kbytes). Secondly, with recent mobile phone
using mobile Internet (for short packets below 1.5Kbytes and even around 5Kbytes),
the response time is around 12 seconds with little deviation through the WAP gate-
way; therefore the time S is longer than C, where S includes the elapsed time at the
gateway in the mobile Internet. We need to try continuously to decrease the times
U and D for the disabled and handicapped people. We can also consider speech
technology to decrease the time D . Even though they are not mainly focusing on the
mobile applications, there are some examples of the speech applications as follow.

The maturity of speech technologies represents a great opportunity for people
working with other or/and with a piece of information through Interactive Voice Sys-
tems; and the research with the Voice XML technology was considered for the uni-
versal access paradigm by speech for the new generation of interactive systems [4].
With the comparison between Voice XML approach and structural approach, Raynal
and Serrurier [5] studied an HTML browser for visually impaired people. For the
disabled and handicapped people, the ubiquity and mobile user interface should be
studied for each handicapped case, with the metrics U and D , respectively; those
will be studied in our further research.

4 Conclusions

The performance analysis of user interface for the disabled in real-time ubiquitous
information network with the wired and mobile Internet, considering the effective
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response time with efficient investment was studied for unified information service to
the disabled and elderly people in the ubiquitous information network. For more fu-
ture works, the voice application for the disabled and elderly people in the ubiquitous
information network will be added for the real-time retrieval of information as well as
for real-time registration of information or advertisement to reduce the dominating
times, i.e. the discussed user time and device time; and the case study for each handi-
capped people will be done in further research with the dominating metrics.
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Abstract. The aim of the HM2PH (Habitat Modulaire et Mobile pour Person-
nes Handicapées) project is to specify the functionalities of a movable, opened
and adapted living area, enabling a better autonomy by means of appropriate as-
sistive technologies, home automation and electronic devices, linked by a home
network. Moreover, it should be able to be inserted in a strongly medicalized
facility, as well as in a familial area. To design the interior layout of this
adapted living area in a minimal time, we propose a software tool that will al-
low making the layouts taking the constraints, needs and wills of the resident
into account. After a short presentation of the software (see http://www.hant.li.
univ-tours.f/webhant/HM2PH for further details), this paper describes the data-
bases used in our tool.

1 Introduction

According to the last statistics, the rate of disabled and elderly people is constantly
increasing. This induces several problems, including that of finding the best way to
take care of them and overall the way to keep them at home. The aim of the HM2PH
project (initially CNHL [5] then HMPH [3]) is to specify the functionalities of a mov-
able, connected and adapted living area, enabling a better autonomy by means of
appropriated assistive technologies, home automation and electronic devices, linked
by a home network. Moreover, this house should be able to fit into a strongly
medicalized facility as well as in a familial area and should give disabled and elderly
people the possibility to live at home as long as possible with an increased autonomy.
The same kind of research is presented in [1]. The design of such an adapted area
calls for skills such as architecture, occupational therapy, home automation... Accord-
ing to [2], this leads to important design times (about 2 to 3 months) and costs. The
use of a specific software environment, which will help during the conception, will
tend to reduce these two points. This software will enable the design of the layouts of
the HM2PH, taking into account the constraints linked to the disabilities (architecture,
home automation, furniture, circulation...) and those linked to the needs and wills of
the future resident. Moreover, the software includes an analysis step in order to under-
stand the disabilities of the future inhabitant and to help an occupational therapist to
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prescript the better devices. Using software to design such an adapted area has been
tested in [4] and should lead to significant results. This paper presents the software,
and particularly focuses on the databases that help the prescription. It ends with a
conclusion on the work done and the prospects of the project.

2 The Software

2.1 Presentation

The aim of the software is to create several layouts for a HM2PH taking several con-
straints into account: the constraints linked to the construction of a building for dis-
abled people, those linked to basic architecture, and finally those linked to the wishes
of the inhabitant. Indeed, the software gives the possibility to create own constraints,
for example the orientations of the rooms, the number of bedrooms...

The first step of the software is an analysis of the disabilities of the future resident.
With a few forms, it proposes a list of devices that could be included in the living area
in order to give him a better autonomy. This step, which could be seen as a way to
bypass the work of an occupational therapist, is in fact a way to help him perform his
prescription. We found very interesting to include such a help in order to provide the
user a tool that quickly retrieve lots of useful information about assistive technologies.
It’s indeed almost impossible to know all the devices that compensate a disability, and
this could lead to the oversight of effective assistive technologies. Moreover, this tool
gives a list of producer and suppliers, the dimensions and the price of each device,
which significantly saves time.

We now describe the software and its architecture, and we’ll focus on the databases
and the analysis step. Further information about the other parts (the virtual tour and
the automatic creation of the layouts) can be found in [3].

2.2 The Software That Helps the Creation of Layouts for the HM2PH

As previously said, we chose to create this software in order to reduce the times and
costs needed to draw the layouts of an HM2PH. The software has three main mod-
ules, as shown on figure 1. The first module is composed by two databases, which
enable the analysis of the future resident’s disabilities. The second module is the
Automatic Layout Generation Engine (ALGE), which actually computes the layouts
of the HM2PH taking the several constraints into account. The last module is the Real
Time Virtual Tour, which enables to move in real time into a 3D living area created
from the 2D layouts given by the ALGE. The aim of this tour is to provide a way to
assess the configuration and the equipments of the living area, and later to interact
with the different devices in the scene. We’ll now explain the module with the data-
bases, how it works and how it can be used to analyze the disabilities of the resident
and thus retrieve a list of devices that should give him a better autonomy in his house.
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Fig. 1. The synoptic of the software

2.3 The Module of Analysis

This module is composed by two databases. The first database describes the different
rooms that can be put into the living area. It thus gives information about the minimal
dimensions and whether or not the room needs water drainage. This precision is used
by the ALGE to reduce conception cost by putting all rooms needing water drainage
in order to reduce the canalization length. The minimal dimensions used are those
advised by the standards for buildings that accommodate disabled people, but the user
has the possibility to create rules in order to make the ALGE create layouts with lar-
ger rooms.

The second database is the one that enable the actual analysis. It gives several in-
formation about each device: a description, the dimensions, the price and a list of
producers and vendors for this device. Moreover, this database includes an analysis
engine, consisting of a suite of simple forms, which enable to help the user do his
prescription for the future resident. To schematize, the database associate:

A room with several assistive technologies,
A device with several producer and suppliers,
A disability with several categories of devices,
A category of devices with several disabilities that avoid the use of devices in this
category.

The main idea of the analysis is to associate the devices with a relation between an
action and a disability. For example, it associates a magnifying glass with the couple
difficulty to read / short-sighted. There are a lot of databases of assistive technologies,
and they are often available for consultation on the Internet. The following table pre-
sents the most important databases available on the Internet, and how the research can
be performed (legend for search modes: 1=keywords, 2 = activity, 3 = trademark, 4 =
supplier, 5 = type of product, 6 = iso code, 7 = relation activity/abilities-disabilities).
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Those databases offer different types of research, but the user have to previously
know what he’s looking for. They don’t act as an actual help for the prescription, and
it’s necessary to have a lot of time to retrieve a list of devices that could help in a
particular case. The only one that should be put apart is the database from the Fonda-
tion Suisse pour les Téléthèses. Indeed, this database allows retrieving the devices
that should fit a situation after having answered several questions about the person to
help. Our database is made on the same principle: a good way to find the best device
is to consider the relation between the action to perform and the disabilities and abili-
ties of the person.

To understand how our database works and to use our different forms, we propose
to follow an example. The first form to fill asks for the type of disabilities concerning
the resident. You can check visual impairments, earring impairments or motor dis-
abilities (see figure 2).

Fig. 2. Type of disabilities

After this step, there is a first form with a list of difficulties that may concern the
resident. Those difficulties are classified in 6 groups: communication, personal care,
home care, chores, mobility and home control of the environment. In the following
figure (cf. figure 3), you have for example difficulty to read, difficulty to talk or diffi-
culty to use a computer classified in the category communication.

The user picks several difficulties from the lists. But it’s not enough to conclude on
the type of devices to use. We have to know the reason that causes the trouble. For
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example, if the user chose “difficulty to read”, we must know whether it’s caused by a
bad sight, shakings, or the impossibility to turn the pages of the book. So the software
opens another form to ask precisions about the selected difficulties (see figure 4).

Fig. 3. First difficulties the user has to select

Fig. 4. Possible origins of each difficulty previously selected

The possible origins of the difficulties that were selected before are also classified
in the same six categories. The user can now select why the resident have the difficul-
ties, and the software will here be able to select the correct devices into the database.
It’s important to precise that selecting some origins of disabilities will automatically
avoid the use of some devices. We previously selected that the user has difficulties to
read. The form allows for example the selection of the reason “a lack of strength to
hold the book” for this difficulty. The software will thus propose devices that can help
the resident to hold the books (desk...). But it will also remove from the list of the
potential devices the ones that require the same strength needed to read.

The results of the analysis are given in three lists of devices. The first list presents
the devices in alphabetic order. This list only gives the name of each device, and al-
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lows selecting those chosen by the user. The second list presents the devices in alpha-
betic order but with more precisions about each device. It gives descriptions of the
device, its dimensions, its price, and a list of manufacturers and suppliers for this
device (see figure 5). This list is very useful for the user, and allows making an esti-
mate for the whole living area. The third list gives the devices ordered according to
the rooms where it should be set (see figure 6). It’s very important for the ALGE
which will use this list to draw the complete layouts of each room. Moreover, all
selected devices will be included in the real time virtual tour in order to give a very
realistic view of the living area.

Fig. 5. Complete description of each device

3 Conclusion and Prospects

During our work on the HM2PH project, we have created a database that allows the
analysis of the disabilities of the person who might live in our adapted living area.
The aim of this database is to assist a professional (e.g. an occupational therapist) in
the prescription of assistive technologies. We think that this database could be a pow-
erful tool and could save precious time.

At the moment the several tests with the database seems convicting, but we are in a
phase of assessment with the help of professionals, and we’ll be able to conclude
accurately after this phase. According to the occupational therapists that we met, the
method of analysis which puts in relation the activity and the disabilities (and of
course abilities) of the person should lead to a good first prescription. Moreover, the
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Fig. 6. Devices ordered by the rooms where they should be set

information given by the lists of devices allow estimating the costs of the different
equipments. The tests done at the moment will give more accurate results about the
relevance of the lists given by the software.

The two others modules in the software are the Automatic Layout Generation En-
gine, which uses the results of the analysis completes by the choices of the user to
draw the layouts of each room, and the Real Time Virtual Tour, which allow assess-
ing the architecture of the living area. The ALGE gives relevant results to set the
different rooms (see [3]), and the algorithms that will equip each room are in hand. A
new version of the virtual tour is in hand too. At the end of the project, we’d like the
virtual tour to allow the interaction between the user and the virtual living area. This
could be a way to assess the different devices set in each room. We invite you to visit
the project website at http://hant.li.univ-tours.fr/webhant/HM2PH for further informa-
tion.
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Abstract. People with disabilities need several assistive technical aids to in-
crease their autonomy and perform daily living tasks. This paper describes the
role of networking and communication in the smart home concept which allows
people with disabilities and elderly people to retain a certain level of independ-
ence within their daily environment, such as at home, work, school, outside and
so on. The purpose of our research activity is to explore the difficulties by de-
termining the most suitable approach to federate the different communication
protocols available indoor and outdoor environments. In this paper we are pre-
senting our main concept in the design of the smart home architecture. We also
describe our approach to design an open software environment adapted to peo-
ple with disabilities. This approach is based on the service discovery protocol
UPnP (Universal Plan and Play) to discover devices in smart home. It is based
also on wireless technologies and protocols (Wifi, Bluetooth, etc.) to enhance
mobility and dependency. Some solutions are adapted to favor integration of
new modules and devices, and to improve the communication between the dif-
ferent layers of our software architecture.

1 Introduction

In order to enhance their quality of life, people with disabilities and elderly people
need to be independent and autonomic in their environment. That implies a freedom
of moving using wheelchairs, a compensation of upper arm impairments using robots,
environmental control systems for home appliances, and so on, without the interven-
tion of another person. Our work does not lie in this last point only, but also in the
federation of all these assistive helps within the framework of an intelligent environ-
ment defined as the smart homes concept.

Smart homes is the term commonly used to define a residence that uses a home
controller to integrate various automation systems (controlling devices together).
Integration of the home systems allows communication with one another through the
home controller. This enable single button and voice control of various home systems
simultaneously, in pre-programmed scenarios or in operating modes.

Several research projects investigated this domain by using multi-agents systems in
order to design the smart home architecture [1, 2]. This solution can resolve some
problems of communication between existing modules, but seems complex and does
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not solve the problem of accessibility and multimodality. Our solution is based on a
multi-layer architecture, which improves accessibility and supports multimodality
with a software configuration tool and a voice recognition module [3]. The Human
Machine Interface (HMI) represents an essential layer in our architecture that allows
interaction between user, external events, and the system [4]. Interaction with physi-
cal devices is ensured by the COM layer (COMmunication) through a particular mod-
ule called Ametsa (UPnP gateway), able to send commands via IP-enabled, infrared
(RC5), and power-lined controlled devices [5]; or through the industrial CAN proto-
col (Controller Area Network) when it deals with a robot manipulator called MANUS
robot. Below, we detail our running designed prototype and how networking tech-
nologies are used to cope with communication needs.

2 Software Architecture of the Smart Home: A Layered Structure

The Smart Homes concept is composed of modular software components [7]. This
architecture is based on our experience on controlling the Manus assistive robot [6].
The concept has been adapted to the smart environment to control various heteroge-
neous systems corresponding to different networking protocols. This modular soft-
ware architecture offers several advantages to the developers and consequently to the
users:

Adding or developing any input device driver does not require high background of
the controlled system since each action has a user oriented description in XML [4].
Remote maintenance of any device through the Internet is facilitated through a
Tele-maintenance Unit (TMU). This module was designed for robotic purpose, but
has not been developed yet.
An HMI supervisor allows coupling modalities to control any appliance. For ex-
ample, coupling voice recognition for device selection and shin control to perform
the corresponding movement the wheelchair.
This software architecture is decomposed in three main layers (figure 1):

2.1 User Layer

Input Devices: Manage user interfaces events according to any input device (keypad,
joystick, voice recognition, etc.) selected and configured with the ECS (Environment
Configuration System) software according to each end user.

Feedback: Gives user information about status of his environment (ex. input and
output devices states) via visual representation (text, icons and images) or via audio
feedback (sound). This module allows using direct pointing devices (Mouse, Track-
ball, etc.)

2.2 HMI Layer

This layer supervises the whole system: it converts user events into actions according
to selected output devices (Manus, TV, VCR, etc.), transmit the information to the
feedback module, manage multimodal aspects, manage errors situations, manage the
synchronization of modules, etc.
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Fig. 1. Modular software architecture

2.3 Communication Layer

Deals with specific characteristics of any output device according to its communica-
tion protocol (CAN, infrared, radio protocol, etc.). Indeed, traditional home services
are proposed by home devices manufacturers by means of a proprietary control device
which may be accessed either directly or from the phone network. Services allowing
the (remote) control over lights, heating or shutters are usually proposed and imple-
mented by proprietary means. On the other hand, home services are gaining more and
more interest in the computer science community. In particular, several service dis-
covery systems have been proposed that use open and standard Internet communica-
tion protocols in order to discover available devices and to send commands to them.
Although these solutions are independent from device manufacturers, the lack of
home devices understanding Internet protocols has restricted the proliferation of home
appliances of such systems, which still restricted to computer applications.

Home services take profit of new technological developments in communication
networks. These services are not only dedicated to a large public of users but also to
specific users such as dependent people (persons with disabilities and elderly people).
These services aim at improving their ability to evolutes in their indoor environments
and compensate their handicap. Today, as a consequence, many products are available
on the market allowing the control of the heating, lightning or automatic shutter sys-
tems at home through wired and wireless communication networks. Occasionally, it is
possible to access the control panel from outside, mainly through the telephone net-
work (DSL). This allows setting up adapted services, such as remote monitoring.



940 M. Ghorbel et al.

3 Communication and Networking

In this section, we describe the various methods and solution adapted to our approach.
That relates to the solution adopted for discovery and control of the devices available
in user environments. We will also explain the role of the COM layer, enabling the
integration and the connection of various modules, while showing its implication to
the dynamic aspect of the architecture. At the end, we will highlight the role of wire-
less technologies in mobility through WiFi and Bluetooth protocols by the use of the
handhelds devices.

3.1 Discovering and Controlling System

In the computer sciences domain, the concept of services provided in houses raised
the interest of many protagonists. In opposition to domestic devices manufacturers,
they consider that domestic equipments able to understand the Internet protocol al-
ready exist and propose tools to assist the user in the process of discovery and utiliza-
tion of systems. Such opened and standard systems are independent from domestic
devices builders. However, the low development of such domestic devices has slow
down the development of home controlling applications. This situation limits the use
of such systems to computers.

In order to ensure the independence from home devices manufacturers, the COM
layer is mainly based on the Ametsa service which offers a generic interface allowing
clients to be aware of the arrival/removal of devices to/from the network and to send
specific commands to devices. Ametsa uses a service discovery system based on
UPnP [8]. UPnP functionalities are used to be aware of arrival or removal of devices
and to send or receive commands to/from available devices. As many home devices
are not able to manage Internet protocols, we have developed gateways which trans-
late UPnP protocols on the corresponding (proprietary) protocol of devices.

As shown in figure 2, UPnP communication protocols are used by a control appli-
cation, called Ametsa Core, that supervise all available devices and allows sending
commands, via UPnP protocol, to physical devices represented as Gateway devices,
based on X10 and X2D power lines protocols, infrared RC5 protocol, etc.

Moreover, in order to allow non IP devices management, we developed a gateway
framework that translates UPnP protocols used by Ametsa to the corresponding pro-
tocol.

Control commands are sent by the use of the CORBA API offered by Ametsa [9].
These calls are translated into UPnP messages which are sent to the concerned UPnP
protocol stack.

Ametsa uses an UPnP Stack in order to be informed of the arrival/removal of de-
vices to send corresponding control actions. Gateways use UPnP protocols to inform
Ametsa on their arrival/removal status, their resulted actions processed, and on the
corresponding effective communication protocol.

All these functionalities are actually running on a common prototype which should
be installed in the Rehabilitation hospital of Garches for validation with implication
of users having four limbs impairments.



Networking and Communication in Smart Home for People with Disabilities 941

Fig. 2. Architecture of the devices discovery and control system

3.2 Generic Communication System

Above, we saw the conceptual architecture of smart environment and we attempted to
outline the networking design of heterogeneous communication objects in user’s
environment. The HMI allows the interaction between the user events, the external
events and the system. The problem of devices discovering is resolved with the UPNP
protocol as described above mainly dedicated for indoor environmental systems.
However it is also necessary to control devices outdoor, such as control of Manus
robot mounted on user electrical wheelchair, and other devices directly (e.g. control
TV, telephone, etc.) through a unified user interface used as remote controller (e.g.
portable PC, tablet PC, Pocket PC, etc.).

In order to ensure networking interconnection between all these modules, we have
developed an open communication platform called “COM layer” (Fig.3). This layer
offers two services: Scan and Control functionalities. Scan function allows scanning
of all kind of devices which can exit in the home (robot, wheelchair, devices con-
trolled by Ametsa, etc.). The description of these devices and all their possible actions
and services is based on a standard description with XML. The XML output file re-
sulting of the scan operation is at the disposal of ECS configuration tool in order to
configure and adapt the user interface. This file is built in a way which allows the
HMI using it dynamically and displays the corresponding graphical user interface and
enabling available input modalities.

The Control function treats the command, sent by the HMI, in order to convey it
with the selected module through the suitable interaction output (e.g. Manus Slave,
Ametsa Slave, etc.). The structure of the order is selected in a way that a table of
correspondence is avoided. An add/remove device event cause the reuse of the scan
service by the dynamic module in order to inform the user about this event and refresh
the user interface.

The interaction with the Manus robot is made through Manus slave using sockets.
Currently, we are studying the evolution of this connection towards the use of
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Fig. 3. Open communication layer architecture

CORBA communication bus, aiming to add more flexibility and safety to this connec-
tion. The COM layer uses CORBA API to connect with Ametsa gateway and control
available devices. We also planned to integrate other gateways, such as Bluetooth and
infrared IrDa to discover and control wireless devices. All communications and inter-
connections are independent of the physical layer of the networks. That’s why we
could adapt and introduce easily available and emerging wireless protocols in the
future to fit with our smart homes concept, such as 802.11x, 2G and 3G technologies.

3.3 Mobility and Portability

Wireless networking improves both communication and mobility, which are two
common limitations amongst people with disabilities. This technology permits greater
mobility for these people; there is no need for the installation of cables which would
cause troubles if the household is fully arranged and which is therefore disturbing for
these people. It avoids an over wired environment especially in the user movement
field. Moreover, a wireless medium allows a high flexibility of the module or the
device being connected.
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On the other hand, the handhelds and wireless devices expand rapidly and support
a wide range of applications and services. Besides their simple and comfort use, they
become today indispensable tools for a broad spectrum of end-users ranging from the
new-age teenager to the corporate road warrior. In this issue, we believe that our con-
cept should be generic and deployed in various kinds of handhelds and wireless de-
vices (PDA, cell phone...), thus involve a portability problem.

To validate this step, we choose Java technology for the development of majority
of our modules considering its benefits on portability on several operating systems
and its benefits on wireless applications. We chose the Wifi (802.11g) technology as a
wireless protocol ensuring the transition and connection between some modules in-
side the home and we tried to deploy our application on PDA, running on a Linux
platform, to control the environment. This work is under development and it should
also integrate the control of the environment, not only indoor, but also outdoor, based
on 2G and 3G generation of mobile communication, with an “indoor/outdoor continu-
ing services concept” we are designing.

4 Conclusion

This paper described our research activity on the integration of networking and com-
munication technologies in the smart homes concept dedicated to people with disabili-
ties. In this context, we outlined the importance of an open communication platform
describing our architecture. The developed prototype is based on the UPnP protocol to
discover and control devices indoor. It uses wireless technologies to enhance mobil-
ity. Its importance resides in managing different protocol and ensuring internetwork-
ing and communication between environment’s devices.

The limits of our work reside on a security problem coming from the use of wire-
less technologies and diversity of communication protocols. For that reason, our team
are investigating the OSGI framework (Open Services Gateway initiative) [11] which
can be deployed to bridge the internet, the home networking, and the devices. This
framework, which is compatible with UPnP protocol, is based on services oriented
infrastructure that provides a managed and extensible framework to connect various
devices indoor and outdoor environments.
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Abstract. Traditional Environmental Control (EC) systems mostly make use of
remote control units. Due to that traditional Ecs
a) are often stand alone products which are inflexible and hardly extendible
b) can not use the flexibility and adaptability power of modern Human Com-
puter Interfaces (HCI) what leads to accessibility and usability problems
c) can not easily integrate functionalities like communication, context aware-
ness, pervasive computing...
In the project SmartX the functionalities of a traditional EC have been ported to
a standard HCI interface. The purpose of this approach is to build the system on
a stable and well known working environment to increase acceptance, usability,
flexibility and adaptability and to integrate new functionalities mentioned
above.
In this paper the SmartX prototype will be presented. Actual work and future
steps to improve the application of EC by improving its usability, by integrating
it into other features of standard devices will be discussed.

1 Introduction and Background

People with physical disabilities often have problems to use a TV-set, a video cassette
recorder, ... Nowadays, most of these devices are serially equipped with interfaces
which allow the user to remotely control them.

Unfortunately, persons with disabilities often have problems with remote control
units, too. They simply cannot use the interface as they can not see or feel it, handle
the buttons, .... Because of non-standardized interfaces, almost every consumer elec-
tronic device has its own remote control produced by different manufacturers. This
aggravates the problem of the user with disabilities.

A couple of years ago, EC units were developed to overcome this. The idea is to
use one universal remote control which “learns” the commands of the proprietary
remote control units of each device and which is accessible for persons with disabili-
ties, in particular those with physical disabilities. EC enables to handle all devices in
the nearer environment (e.g. apartment) which have an IR receiver with a single unit.
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The EC unit might be adapted according to the needs of individual users. Most of
today’s EC units on the market follow this principle. Most of them are again proprie-
tary hardware devices making them expensive, inflexible and hardly adaptable to
different groups of users. The possibilities to change or adapt the user interface are
very restricted. Systems offering more adaptable user interfaces are often quite large,
unhandy and not mobile. [1]

The ideal EC is easily adaptable to the user, flexible, multifunctional and does not
restrict the user in mobility. Furthermore this EC has communication functionality
(e.g. GSM telephony).

2 The Idea SmartX

Based on the analysis above possibilities of implementing a small, mobile and multi-
functional EC system, which is easily adaptable to the user needs, were studied. EC
should make use of the basic principle of HCI that

content/function
presentation
handling

are separated and can be adapted according to users needs and situation of usage. In
standard remote control units as well as in traditional EC systems the operation of a
function is dependent on a certain presentation and style of handling. HCI opens more
freedom to the user in accessing and handling a certain function. [2] It became obvi-
ous that a modern EC system should make use of standard devices running a standard
HCI to benefit from

adaptability and usability
extendibility, modularisation and combination of functionalities
consistency of interaction principles over different applications
accessibility and integration of Assistive Technology (AT)
cost effectiveness by using off-the-shelve products and concentrating on software
development

PDAs (or other emerging handheld devices like smart phones, Tablet PCs, etc.)
which integrate functionalities of modern HCI and are capable of using ambient tech-
nologies and ubiquitous/pervasive computing functionalities can be seen as an ideal
infrastructure for research on modern EC and systems like SmartX. A PDA’s graphi-
cal user interface can easily and individually be adapted. Also more and more AT for
PDAs becomes available. PDAs are quite small and mobile.

EC therefore could be integrated into a system providing further functionality like
Email-Client, Web browser, Pocket Word, navigation support, telephone ... As the
same environment and the same principles of the HCI can be used for all applications
more acceptance and usability of EC can be reached.

With the use of communication technologies like GSM, GPRS or WLAN also re-
mote maintenance and support will be realized. Remote maintenance reduces the
service costs and also the time the EC cannot be used. Furthermore a WYSIWIG
configuration program to configure SmartX is realized.
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3 The SmartX Prototype

A prototype of the SmartX system has been implemented as a feasibility study which
is the basis for further research and development.

SmartX is developed using Microsoft’s .Net technology and so also versions for
PCs, Handhelds and Tablet PCs will be available with the next release.

SmartX is component oriented and its architecture bases on three layers (Fig. 1) –
the hardware integration layer, the application logic layer and the presentation logic
layer. The result is an architecture which can be extended and adapted very easily and
which is quite flexible. The next release of SmartX will be extendable via software
PlugIns. Every user only gets the components and PlugIns for the functionalities he
needs or wants.
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Fig. 1. Scheme of the architecture of the SmartX prototype

The configuration software “Configurator” and the remote maintenance software
are separate applications and use components like the GUIs and the database of the
core system.

3.1 User Interface – Presentation

The presentation of a SmartX item corresponds to the classic graphical user interface
(GUI). SmartX uses the multimodal, bidirectional Icons (at SmartX named items)
(Fig. 2) which are defined in [3] in a modified way. The presentation of a SmartX
item is multimodal i.e. aural as well as visual. Users with sensory as well as cognitive
problems benefit from this.

Fig. 2. SmartX Interface scheme

The visual as well as the aural presentation of a SmartX item can be changed. The
standard symbols of the SmartX items are derived from well known symbols which
are used at standard remote controls. It is also possible to use the symbols of a symbol
language like Bliss, PCS or Picto to raise the usability for persons with mental and
multiple disabilities [1].

In the current version of SmartX the graphical user interfaces can be changed eas-
ily. In the GUIs ListView and IconView (Fig. 2) the items are organised in a matrix
which is quite often used in switch controlled software [4]. The dimension of the
matrices can be changed. On PDAs with 240x320 Pixel displays 4x4 or 4x5 matrices
have proved themselves.
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Fig. 3. SmartX running on an iPAQ PDA

3.2 User Interface – Handling

Since the items of SmartX are organized in form of a matrix several ways of activat-
ing an item are available. The ways depend on the number of installed keys or sen-
sors. In SmartX an automatic scan (col/row and linear) and a manual scan are imple-
mented. It is also possible to activate an item by using the touch screen. Voice input is
planned for release 2.

With the current available hardware up to five switches can be connected to
SmartX. These switches can be configured individually.

3.3 Functionality of SmartX

SmartX at the moment is a flexible EC system able to integrate any device using an
IR or HF based remote control unit. Depending on the sampler used devices with IR
and HF interfaces can be controlled.

SmartX can be configured with the authoring and configuration tool “Configura-
tor”. With this tool the whole menu can be built and changed. Also the IR commands
can be scanned i.e. learned and the functionality of the hardware device can be inte-
grated into the system. Furthermore the configuration of the scan modes and the func-
tionality of the switches can be done.

The contents of a SmartX item can consist of 1..n functions which can be changed.
The contents e.g. of the on/off key of the hands free function from a telephone can
also consist of several functions. At turning on: switching the TV-set and/or the HiFi
system mute; activating the hands free function. At turning off: deactivating the hands
free function; switching the TV-set and/or the HiFi system loud [1].

3.4 Technical Requirements for SmartX

In the current release SmartX runs on standard PDAs (with at least 64 MB RAM)
based on Microsoft’s Pocket PC operating system with installed .Net Compact
Framework 1.0 Redistributable Package.
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For connecting switches and sensors to the PDA or PC a sensorbox for the RS232
port is necessary. To send and receive IR commands an IR sampler is necessary.
Both, the sensorbox and IR sampler are standard products.

3.5 User Centred Design

To meet all requirements and needs of the future users, the development of the Smart
Environment Control System follows the principles of “User Centred Design”. To get
to know the requirements of the potential users a survey was carried out.

To get feedback the GUI prototypes IconView and ListView were tried out with
potential users in a field test in the rehabilitation centre “Bad Häring” in Austria.
Seven persons with physical disabilities (Table 2) participated in the field test. The
test persons had to do several tasks like changing the menus or activating an item.
After a short introduction all test persons were able to do the test tasks.

Some persons had problems with items of the GUI IconView which only had an
icon and no further description. They could not allocate specific functions to some
icons. If the item had both an icon and a description text these problems did not arise.
The problems with the GUI ListView affected the very small item size (60 items in
one menu) and the texts. Some used words (e.g. Rewind) in the items were unknown.

Persons who preferred the IconView described it as ‘more intuitive’, as ‘clearer’
and as ‘more concise and appealing’. Persons who preferred the ListView said that it
is easier to understand and that icons are not needed.

In SmartX both GUIs, the ListView and the IconView are included. The font size
is adjustable and the number of items i.e. the dimension of the matrices are definable
during the creation process of the menus. The third GUI TreeView failed in the sur-
vey and was not implemented in release 1. There are additional UIs planned for the
next release. These interfaces will also be accessible for blind and visually handi-
capped persons.

4 Future Research and Implementation Work

Future research and implementation work will include among others:
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Feasibility study and further usability studies: Some of these planned features
never have been realised on other platforms than PCs. So these features will first
be implemented as prototypes for feasibility studies. After the implementation of
the new features a new user test will be done. The feedback of these tests will play
a significant role in the further development of SmartX.
User profiling: Different users often need different settings in SmartX. These set-
tings, the menus and commands, etc. will be stored in a user profile. If the user has
to change his PDA with SmartX he can copy this profile to the new one. Further-
more standard profiles for user groups will be provided in order to ease the con-
figuration process of SmartX.
Device profiling: To make use of Context Awareness device profiles have to be
implemented. Every device gets a profile where IR commands and further proper-
ties are stored. So SmartX can recognise the device and can display it.
Support of TV set top boxes: TV set top boxes become more and more popular.
Many people are used to the handling of TV sets. With a set top box the TV gets
more intelligent and can provide services like Internet (WWW, Email) and elec-
tronic program guides. With the help of such boxes these services can be provided.
Speech In- / Output: Speech driven in- and output was charged to be the most
popular User Interface in the survey [1]. Speech interface have a high potential to
reduce the cognitive and learning demand of the interface.
Developer/Adaptation/Device Integration functionalities “Lego for EC”: A set of
components and PlugIns will be developed. With this set SmartX can be adapted to
the individual needs of users. Every user gets only the components he needs. So
costs can be reduced.
Context/Location Awareness: To improve the usability of SmartX also Context and
Location Awareness will be realised. E.g.: Every time the user enters a new room
with SmartX it will recognize all remote controllable devices and will display cor-
responding menus for them.
AAC: SmartX will integrate Augmentative and Alternative Communication (AAC)
functionalities. Persons with multiple disabilities can control their environment and
do ‘conversation’ i.e. AAC with one single device. The users must only get used to
one single HCI.
Integration of communication technologies like WLAN, Bluetooth and GSM/
GPRS: To use SmartX as a communication device GSM/GPRS will be integrated.
WLAN and Bluetooth will be used for data communication. It is possible that sam-
pler and sensorbox will communicate with SmartX via wireless technologies. So
the usability of SmartX can be additionally improved. Furthermore WLAN can be
used for communication between SmartX and home automation systems like Kon-
nex [5].
IR code database: The learning process of new IR codes is sometimes quite tricky
and not every IR code can be learned. So a database of IR codes for ‘all important
and common’ consumer electronics devices will be developed. When a user gets a
new device he can download the IR codes from this database and use them with
SmartX.



952 G. Nussbaum and K. Miesenberger

Acknowledgements

SmartX is currently being developed by a research team of KI-I and “integriert
studieren” including, beside both authors, Markus Alexander, Stefan Parker and
Klemens Stelzmueller.

The project is sponsored by the company OMV Agrolinz Melamin GmbH and by
the Johannes Kepler University of Linz.

References

1.

2.

3.

4.

5.

Nussbaum G.: ,,Smart Environment Control System – User Centred Design, Mensch-
Maschine-Interaktion, Authoring- und Konfigurations-Tool ,,Configurator“, Information
Technology Enabling Integration at University, Diplomarbeit, Universität Linz, 2001
Miesenberger K.: ,,Applied Computer Science for Blind and Visually Handicapped People“;
Information Technology Enabling Integration at University, S. 60, Habilitationsschrift, Uni-
versität Linz, 2001
Flachberger C., Panek P., Zagler W.: ,,Das Technische Assistenzsystem – Unterstützung der
Selbständigkeit bewegungs- und mehrfachbehinderter Personen“; it+ti – Informationstech-
nik und Technische Informatik 39 (1997) 2; R. Oldenbourg Verlag
Colven D., Dethridge T.: ,,A Common Terminology for Switch Controlled Software”; ACE
Centre, Ormerod School; Oxford 1990
Konnex Association: Konnex. http://www.konnex.org/



Indoors Pervasive Computing
and Outdoors Mobile Computing

for Cognitive Assistance and Telemonitoring

Sylvain Giroux, Hélène Pigot, and André Mayers

Department of ComputerScience, Université de Sherbrooke
2500 boul. Université, Sherbrooke, Canada J1K 2R1

{Sylvain.Giroux,Helene.Pigot,Andre.Mayers}@USherbrooke.ca

http://www.dmi.usherb.ca/~sgiroux/domus/

Abstract. People suffering from cognitive deficits – Alzheimer disease, schizo-
phrenia, brain injuries – are often obliged to live in medical institutions. Perva-
sive computing and mobile applications are key technology that may help them
to stay at home. They can be at the root of information systems as cognitive as-
sistance and telemonitoring. Inside a smart house, cognitive assistance could al-
leviate cognitive impairments by giving personalized environmental cues. Be-
sides telemonitoring could inform relatives and medical staff of the disease
evolution and could alert them in case of emergency. But cognitively impaired
people must not be confined in their home. Cognitive assistance and telemoni-
toring must be available outdoors too. This paper sketches an infrastructure and
prototypes making the most of indoor pervasive computing and outdoor mobile
computing to achieve cognitive assistance and telemonitoring.

1 Introduction

People suffering from cognitive impairments – Alzheimer disease, schizophrenia,
brain injuries... – often have no choice other than living in medical institutions. Smart
houses [10] and mobile applications, e.g. activity compass [5], can play a central role
in keeping them at home. Inside a smart house, cognitive assistance could alleviate
cognitive impairments by giving personalized environmental cues to assist cogni-
tively impaired people in their activities of daily living (ADL). Besides a smart house
could inform relatives and medical staff of the evolution of the disease and could alert
them in case of emergency. But cognitively impaired people must not be confined in
their home. Cognitive assistance and telemonitoring must be available outdoors too.

The required pervasive and mobile infrastructure for indoors and outdoors ADLs
calls for specialized middleware and frameworks for managing distributed systems,
dynamic generation of personalized user interfaces for heterogeneous devices, algo-
rithms based on artificial intelligence techniques, localization and geo-referenced
information. Though goals and means are different for indoor and outdoor cognitive
assistance, both need to rely on common models and a similar infrastructure (Fig. 1).

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 953–960, 2004.
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This paper first sketches the distributed layered architecture we developed (§2). Ap-
plication layer is then described using two prototypes for indoors (§3) and one proto-
type for outdoors (§4). It completes with hardware and middleware layers (§5).

Fig. 1. Cognitive assistance and telemonitoring share the infrastructure and similar models.

2 A Layered Distributed Architecture

The distributed architecture (Fig. 2) is logically organized in three layers: hardware,
middleware and application [7, 8]. The application layer offers services like cognitive
assistance and telemonitoring, as well as supporting services like plan recognition and
user modeling. The hardware layer deals with hardware and low-level software: sen-
sors, devices, domestic appliances, wireless networks... The middleware layer copes
with hardware heterogeneity through dedicated middleware and frameworks. Mid-
dleware enables to link the application layer services to the hardware. Frameworks
are a structuring set of tools and software components that help to develop mobile
and pervasive services. Since indoors and outdoors services face similar issues, a
common generic part has been identified and extracted into the middleware and
frameworks.

3 Indoors Assisted Cognition

Building and deploying information systems for assisted cognition and telemonitor-
ing offer more options inside a house than outside. We gain more control over the
devices installed and we can expect to collect more accurate, redundant and rich in-
formation. In addition we may have richer means of interactions with people. At the
same time, heterogeneity and multiplicity of devices and networks raise challenging
issues. Security and fault tolerance calls for highly distributed and redundant systems.
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Pervasive computing [12] seemed the right approach. Thus to explore pervasive com-
puting and to put the base of the infrastructure, two prototypes have been designed.
The first prototype (§3.1) focus on distributed computing, code migration, and spon-
taneous networks. It also shows how to coordinate and intertwine heterogeneous
networks and protocols to personalize the environment and to deliver the information
wherever the user is and whatever the device is. The second prototype (§3.2) concen-
trates on structure and deployment of distributed computations to provide for local
decisions and feedbacks whilst global perspectives and decisions are also occurring.

Fig. 2. A three layers architecture. In practice, the overall infrastructure is highly distributed
and any device may host pieces of code belonging to each layer at the same time.

4 Indoors Assisted Cognition

Building and deploying information systems for assisted cognition and telemonitor-
ing offers more potential inside a house than outside. We got more control over the
devices installed and we can expect to collect more precise, redundant, and complex
information. We could also hope to get richer means of interactions with people. At
the same time, heterogeneity and multiplicity of devices and networks raise challeng-
ing issues. Security and fault tolerance calls for highly distributed and redundant
systems. Pervasive computing [12] seemed the right approach. Thus two prototypes
have been designed and implemented to explore pervasive computing and to put the
base of the infrastructure. The first prototype (§4.1) focus on distributed computing,
code migration, and spontaneous networks. It also shows how to coordinate and inter-
twine heterogeneous networks and protocols to personalize the environment and to
deliver the information wherever the user is and whatever the device she uses. The
second prototype (§4.2) concentrates on structure and deployment of distributed
computations. The aim was to provide for local decisions and feedbacks whilst sup-
porting global perspectives and global decisions.
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4.1 Communication with the User in a Pervasive Home

In a smart home, a patient can move from room to room. Each room may contain a
wide variety of fixed or mobile devices. Some devices may serve to interact with the
patient while other may solely collect low-level information, e.g. sensors. To be ef-
fective a cognitive assistant must know the patient position, at least in which room
she stands, the devices she can use, the devices features, the information they provide.
Finally code may need to migrate to be delivered on specific devices since devices
may join or leave the room. We thus designed and implemented a pervasive system
that investigates these points. The system has to keep a list of messages and appoint-
ments to send to the patient at given times. At appropriate time, the system has to
localize in which room the patient is, identify the appropriate devices, and “display”
the message to the patient. It could then serve as a basis for a cognitive assistant to
recall to a patient an appointment or a task to perform.

In the current prototype (Fig. 4), devices used are Ethernet-based PCs, Wifi and
Bluetooth enabled PDAs, a Bluetooth enabled printer, a WiFi router, wireless move-
ment detectors, an X101 infrared (IR) receptor plugged into the house electrical sys-
tem, an X10 decoder / encoder plugged into a wall electrical outlet. The information
system is divided into five cooperating subsystems:

Jini: Jini [1] provides http servers to deploy Java classes and services, Phoenix for
persistence and robustness, a lease service for resource management, and service
discovery. Jini also makes available spontaneous networking facilities.
the Domus federation: the Domus federation contains services and Java code spe-
cific to the applications deployed inside the house. It relies on Jini.
messaging services: messaging services allow to deliver a message to somebody
and to receive an acknowledge. For telemonitoring, a nurse may use it to et a con-
firmation an action has been done by a patient. For assisted cognition, an agenda
containing monitored tasks may use it to recall a patient to take her medication.
The lifecycle of message is summarized as follows

a request to send a message to a given user is issued to the message server;
the message server searches in the Domus federation the client devices able to
display the message, and forwards the message to them;
when an acknowledge is received or when the message becomes meaningless
(for instance if outdated), the message is withdrawn from the Domus federation.
In any case, messages are always garbage collected.

X10 service: this service acts as bridges between the electrical system used as a
network and other devices. A part of this service is connected through a serial port
to the X10 interface device. The other part makes available X10 signals to other
Domus services. This server enables reading and writing X10 message on the elec-
trical wires. The decoder linked to the server can write X10 signal to the electrical
wires to control X10 devices, for instance lights. Domus services only need to reg-

1 X10 is a communications “language” that allows compatible products to talk to each other
using the existing electrical wiring in the home [2].
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ister and to specify the X10 codes that are relevant for them. They will be notified
whenever corresponding X10 messages are transmitted over the electrical system.
localization services: Wireless movement detectors are used to infer the room in
which a user is located. These movement detectors generate X10 signals. They
communicate their states via infrared (IR) to an X10 receptor plugged into the
house electrical system. This receptor transmits the signals through the house elec-
trical system. States of movement detectors can then be analyzed to determine
wether the patient is entering or exiting a room.
the agenda service: this service is a pervasive application that keep sessions alive
from device to device. It acts in collaboration with messaging services. It keeps
track of appointments or tasks to do. For instance it can be used to specify the
ADLs a patient has to perform — taking pills, breakfast, diner, etc. The agenda
will remind them to the patient as the day proceeds.

Order of connection of services is not an issue. Services and devices can join and
leave the system in any order. The system is fully decentralized and used on cheap
commercially available devices. When necessary, services, e.g. the agenda system,
can migrate from device to device preserving the state of the user session.

Fig. 3. Current prototype implementation of the pervasive agenda system.

4.2 A Distributed Infrastructure for Plan Recognition

Once the home pervasive information systems can interact with the user and collect
information from sensors, plan recognition [11] is the next issue to tackle. Plan rec-
ognition is compulsory to achieve cognitive assistance or telemonitoring. Indeed the
system must assess what the patient is doing, what she intends to do, what she has
done, how she did it. Hence the second prototype focuses on distributed plan recogni-
tion for maintaining and updating a patient model. Distributed plan recognition is
driven by predefined scripts. The prototype is based on Epitalk [6].
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Plan to recognize are represented as task graphs. These graphs describe epiphyte2

hierarchical multi-agent systems. For each node there is a matching agent. Agents of
the plan recognition system are distributed across the devices of the house, their host.
The agents choose the devices to graft onto according to generic descriptions of de-
vices owned by the environment model, e.g. sensor type. As an activity proceeds,
isolated events are detected by sensors. Events are captured by the low-level agents
grafted on sensors. These events feed the reasoning process. Each node may have a
rule base implemented in JESS3. Each node/agent has a local view on the current
situation and owns part of the user model. When enough, relevant or synthetic infor-
mation is available, the agent sent it to its hierarchical superior node. As information
goes upward, higher-level agents get a broader view on what is going on. As data is
percolating up, local decisions are taken and ADLs scripts are inferred. When a
handicap situation occurs, personalized cues are generated. In case of risk, the
telemonitoring system sends messages to the medical staff and the relatives. So at
each node, reasoning can generate pieces of advice for cognitive assistance or can
inform medical staff for telemonitoring. Thus if a failure occurs, the system will con-
tinue to operate partially. Information is also kept in a remote database a doctor may
consult.

Apart localized cues, we use plan recognition for assessment of illness evolution
based on the global deterioration scale for assessment of primary degenerative de-
mentia. [9]. Since our plan recognition systems enables to detect loss of memory,
trouble in performing task in the proper order... it can infer when there is a level
change in the deterioration scale. When this occurs, an email is sent to medical staff.
This prototype will be integrated with the pervasive messaging systems to build the
sought for common framework for cognitive assistance and telemonitoring.

5 Outdoors

For obvious reasons, patients must not be constrained to stay at home. However out-
doors offer a completely different environment for cognitive assistance and telemoni-
toring. Much less control is possible over devices available. Much fewer devices and
sources of information can help than in an indoors controlled setting as is patient’s
home. Nonetheless monitoring tools are as well helpful when the patient is not at
home. Mobile computing can provide the adequate answers. A prototype is currently
under development for the monitoring of people suffering of schizophrenia (Fig. 5).
For them such tools can make the difference between being obliged to stay in the
hospital or being allowed to go outside. The prototype system comprises a PDA, a
GPS and a CDMA network card. It has two purposes: 1) gather ecological data, and
2) anticipate and help during crisis.

Schizophrenic people usually see their psychiatrist once a month. Often answers of
the patient are vague or not representative of the true situation. Furthermore medica-

2

3
Epiphyte plants, as ivy, are plants that grow on to other plants, called hosts.
JESS is a rule engine and scripting environment for the Java platform.
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tion has often harsh side-effects, and doses must be fine-tuned with care. Our proto-
type enables a patient to note facts valuable for a better cure, e.g. occurrence of symp-
toms and their intensity... So the psychiatrist will have real ecological values when
he meets the patient. In the prototype, data are also uploaded to a database thanks to
wireless networking, so the psychiatrist can adjust the dose of medication according
to the observation and the intensity of side-effects.

Fig. 4. The PDA interface for gathering ecological data for schizophrenic people.

When they are in crisis, patients tend to follow characteristic paths or to stay in
front of specific locations, for instance churches. The GPS connected to the PDA
enables to follow the patient movements and to detect crisis. Since we know at that
moment the patient location, we somebody can go there and help her. A messaging
service and task monitoring has also been implemented to help staff monitor patients
ADLs. Doctors and nurses are notified when precise tasks (medication, meals, etc.)
have been or not performed. If the task has not been performed, medical staff can
send a message.

6 Hardware, Middleware, and Frameworks

Hardware involved in indoors pervasive systems and outdoors mobile systems is truly
different in nature and processing power (Table 1). Fortunately there are languages,
middleware and frameworks useful in both cases. First we used Java as a basis, in
particular for mobile code. Mobile code enables algorithms to move from device to
device. At low-level, communication through networks use Ethernet, Wifi, Bluetooth
and X10. At a higher level, spontaneous networking is managed by Jini. Finally Epi-
talk is used for distributed plan recognition and to structure distributed reasoning and
assistance for adequate deployment on this distributed infrastructure. In the near fu-
ture, we will integrate relevant parts of E-mate [3] and MORE [4]. E-mate lies over
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Jini and supplies generic solutions for the deployment of mobile personalized geo-
referenced services. E-mate also supports the core of the personalization process.
MORE dynamically generates user interfaces on fat, thin or web-based clients.

7 Conclusion

We presented three prototypes that sketched how cognitive assistance and telemoni-
toring can assist people suffering from cognitive impairments and lessen the burden
on caregivers. Apposite interventions are generated using a model describing the
person, the ADLs and the environment. Indoors a distributed architecture is process-
ing data acquired from sensors spread around the house. Data are percolating up to
the distributed cognitive assistant. Outdoors cognitive assistance relies on small port-
able device and GPS-based localization. Pervasive computing and mobile computing
provided the basis of the architecture of the information systems.
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mental needs of people with disabilities. We miss you Jean-Claude.

Abstract. My main area of interest and competences is autism, and in that do-
main quite a few research programs have been proposed over these years. How-
ever many of the needs for educational programs that I will develop here are
applicable to learning difficulties in general.
The main idea being that such program development should start from the
needs of the people with disabilities rather than from the available technology.
The case of programs for people with autism will illustrate some of the specific
needs that should be satisfied.

1 Introduction

Early on, computer assisted education thinking was done by computer specialists. We
still have examples of such views in recent developments. “Unfortunately, many deci-
sions about applications of technology in special education are ‘device driven’.”
(Blackhurst 2001)

This is understandable; computer technology is a fascinating domain, and univer-
sity teams need to work on advanced technologies. However, as responsible advocate
of the needs of children with autism and aware of the priorities in a limited resource
world, I feel that there is still a need for basic programs.

A few psychologists were interested very early on by the potential of computer
based teaching, even considering the limited functionalities of the IT technology in
the fifties and sixties. The concept of Computer Assisted Instruction (CAI) was still
viewed in a mechanical way(Skinner 1959). Some of the first “programmed teaching”
systems were even implemented in the form of books (Austwick 1964). But whether
being supported by a book or by a computer, the idea was to have a well defined
course with a student path using “If Then Else” branching upon answers to questions.

In the mid seventies, researchers like Seymour Papert and Jim Howe, reacted to
mechanical teaching systems (Papert 1980).

Most programs available for special education though are coming from the domain
of drill and practice. Actually, for most basic skill acquisition these programs can be
very efficient. They tend to address mainly the domain of procedural knowledge,
which is knowledge that enables a person to behave appropriately in local situations
where knowledge of how things work is not necessary to make them work.

Some programs, called tutorials, attempt at teaching conceptual knowledge: how
things work, enabling people to adapt their procedural knowledge to other environ-
ments that the local one.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 961–968, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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2 Behaviourism in Computer Teaching Systems

From the first article I presented at a conference in The Hague (Trehin 1985) and ever
since, I have put the needs of the people with learning difficulties upfront. This means
first having a current understanding of the specificities of each learning disability that
is being addressed by an educational program, having information on strategies that
have proved to be efficient, propose a new education strategy, building upon all this
knowledge, and finally being in a position to implement this education strategy on
advanced technology devices. Obviously such a strategy requires teamwork since it is
unlikely than an individual program designer would master all the variety of knowl-
edge necessary to complete such an endeavour.

2.1 Understanding Autism and the Needs of People with Autism

One doesn’t go without the other; a general knowledge of the current understanding
of autism will lead to a better understanding of individual people with autism and to
better education programs

Understanding Autism. Here is a short description that gives in a nutshell some of
the most important features of autism:

<<In depths investigations and brain explorations have made it possible to sin-
gle out anomalies within “sub networks”, the function of which is to collect informa-
tion coming from the environment, to decode it and to react appropriately. And in-
deed, the brain functioning of a child with autism is peculiar, and this, even for simple
operations such as understanding a signal or imitating a movement. On the one side,
he appears overwhelmed by the environmental “cacophony”. On the other side, his
gestures lack in fluidity. It is evident that the child with autism can neither decode the
messages that reach him nor address clearly his own messages to the people sur-
rounding him. These difficulties are disturbing him a lot, as his sensitivity is of the
“skin deep” kind.>>

Professeur Gilbert Lelord, “L’ exploration de l’autisme”, Grasset, Paris 1998

Signals tend to be perceived with equal intensity, regardless of their pertinence to
the context. Detail elements are perceived with the same strength as the overall pic-
ture. Under such conditions, language acquisition and generalisation of concepts will
be most difficult. The response to the environment is inappropriate; or rather we,
Neuro Typical (NT1), think it is because we don’t perceive the situation like autistic
children do. This is the biggest challenge that we have to face when designing educa-
tion programs for these children. Some more fundamental skills tend to be also im-
paired such as imitation, hand eye coordination, joint attention.

“Theory of Mind (ToM) deficit” describes the difficulty that people with autism
have to appreciate the state of mind of other people(Frith 1997). People with autism
will have difficulties to understand when we are serious or if we are just being funny.
They may tell us something not taking into account that we don’t have the same view
as they have and they won’t understand why we don’t understand them...

1 NT : Neuro Typical. This is the expression autistic self advocates call people who are not
autistic or Asperger syndrome. Self advocates think that we behave strangely.
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Sensory anomalies can trigger unexpected reactions. These could be sensory over-
loads, sometimes with sensory signals that NT would consider innocuous (Grandin
1991). In designing computer software, sounds and colour intensities should be modi-
fiable. Beyond intensity, it should also be possible to choose colour or musical pitch
of sounds, many people with autism have perfect pitch (Heaton).

Understanding the Person’s Needs. Parents, people with autism and professionals
may not (and perhaps shouldn’t) express their need in computer terms. They would
limit themselves to what they know about computers or dream about some extraordi-
nary possibilities that are far beyond current technologies capabilities. These needs
are similar to those of other children, they may appear at a later age. Some basic
needs are so easily satisfied through the normal development of children, often with-
out specific teaching, that we may have difficulties understanding that, for children
with autism, a specific educational program will often be necessary...

2.2 Assessment of Learning Capabilities

Even though assessing learning capabilities of children with autism could be ex-
tremely interesting domains of research for computer application, this is not the object
of this text. I mention this aspect here primarily to insist upon the lack of proper indi-
cation of the developmental age for which educational programs and or computer
games have been designed. Ideally, user’s manuals should provide the developmental
age, gross and fine motor capabilities, language and social skills required to use the
program or the game. Teachers so far rely upon trial and error to select educational
programs and games.

2.3 The Education Strategy

On the basis of the assessment of the child learning capabilities, teachers will put
together a strategy which may call for several computer programs. This will most
likely entail using several vendor products elements in the sequence of teaching. The
teacher will have to switch in real time from one interface to another. Actually even in
single provider situations it is often hard to build smooth teaching sequences that
follow the strategy selected by the teachers.

This is one of the biggest challenges for educational program designers. It would
be useful here to have a “meta” authoring system which teachers could use to com-
bine several drills in a seamless education sequence.

2.4 Can a Computer Be Useful to That Strategy?

Computers have characteristics which could benefit the education of an autistic child
(Tréhin 1985). The ideas expressed then are still valid with minor updates.

1/ A computer does not react like a person: many of the difficulties of the autistic
child with persons and animals lies in their unpredictable behaviour. A computer has
very consistent reactions to the same actions. It doesn’t mean that the goal is to pro-
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vide a cold, mechanical interface to the child for ever. On the contrary, it is just to
ease early interventions and sense of agency. It isn’t hence necessary to be trying to
provide an environment that imitates human behaviour, at least for the early phases of
education. Later on it may be important to introduce some controlled “unpredictabil-
ity” that will make the program react more like a person...

2/ A computer can be programmed to create very stable pictures of simple ob-
jects, people or situations, and respond consistently to the child interactions.

Once the basic concept has been acquired, the next step will be to try progressively
building a more complex categorisation of objects by introducing small variations on
the objects images and a more complex context.

3/ A computer can be programmed to create very stable sounds. The use of a
speech synthesiser permits a similar strategy for teaching verbal language. The words
for the same simple objects would be pronounced by the synthesiser in a very stable
auditory stimulus in simultaneity with the picture. Once the acquisition of a concept is
definitive, variations in the voice can be introduced in the pitch, in the speed, in the
intensity, in the various parameters that differentiate speaker’s voices.

In point 2 and 3, stability of visual and auditory stimuli is not an end in itself.
The end goal is to teach the child to live in an ordinary context. People with autism
have a very fine capability to spot small details out of a complex situation (Happé
1994). It is hence necessary to take into account that such a “normal context” may
prove to be far too complex for the child with autism, entail frustrations and possibly
severe behaviour problems (Laxer Tréhin 2001). The programs should be designed to
preserve stimuli sensory stability, unless teachers decide the child is ready to accept
some variations.

4/ A computer provides a wealth of input/output devices that can be used will
enable interactions adapted to the progress of the child:

Touch sensitive screen or a touch sensitive pad for sensory motor acquisitions in-
teractions (as in the step 2)
CD-ROM of a DVD for more accurate images of objects as the child progresses in
object complexity.
Printer or plotter for the production of a durable output
I already mentioned the speech synthesiser
Some voice input can be already envisioned as for example the one used in the
programs for deaf children developed by I.B.M. France Scientific Centre
Voice recognition is still very experimental but would of course be key in language
development (improvements here have been important since 1985 but not up to the
needs of educational programs for children with autism)
A scanner or a Digital camera to capture still pictures or videos

All these devices can provide a great link between the classroom environment
and the open environment. It is nevertheless important that product designers keep in
mind the ease of use of such devices, including “default options” that will provide a
result, even if it isn’t perfect, for users who aren’t experts. Fortunately the predictabil-
ity of computer programming makes the use of I/O devices by people with autism,
some of the most handicapped manage to learn rather complex sequences.

5/ The computer has one very specific quality that is not often mentioned: the com-
puter is a mean of communication. For some of the children who will not develop
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spoken language, this possibility constitutes a realistic alternative. One can think of
portable devices, but also about home computer networks enabling a very rich com-
munication. The overwhelming success of internet use by people with autism (Trehin
2001) has gone beyond my own most optimistic expectations. Unlike face to face
meetings or phone conversations, internet is a “connexion less” communication inter-
face, that isn’t as intrusive as a conversation, it gives autistic people time to think
about what was written on the messages and time to answer2. Recent developments
allow picture based communication over the internet (see ALDICT3 project).

All these seem to be leading to fairly straight forward requirements:
The main concerns in all these educational requirements, once expressed in computer
programming terms, turns out to be adaptability to individual learning styles and a
progressive integration of context complexity.

Assume we have determined that learning to recognise and name colours is a use-
ful educational module4. There are of course hundreds of such modules available on
the market. But what specific constraints should be applied if we want to develop it
for children with autism?

For the very first levels, for the more severely handicapped children, the colours
should be presented in a completely context free setting. The same voice should be
used in naming the colour. The goal is to make sure that it is indeed the colour that is
recognised and not a small context detail associated to each colour. Progressively,
various shapes and order positioning in the presentation of colours can be introduced,
more context added, the voice calling the colour names can be changed, this should be
monitored by the teacher according to the evolution of the child. Note that the starting
point will also depend from the assessment of each individual learning capabilities.

For each item, the teacher should be in a position to determine the difficulty of the
task according to the attention span of the child: number of colours presented on a
single frame, duration of the frame presentation before prompting again for an an-
swer, number of frames in the whole exercise.

After several steps, when recognition of colours in context being acquired, it is
then necessary that this acquisition be assessed in other drills which are no longer
destined to teach colours, but where colours play a role in the exercise. This tests the
generalisation of the acquisition of the knowledge of colours when outside the direct
environment of colour learning drill. In case of error at this level, the program should
send a message to the teacher “This child may not have completely mastered colours”.
What I am addressing here is the interactivity between modules (This concept of inci-
dental testing is valid for other basic learnings : sounds, numbers, letters, etc.)

Adaptability to various learning styles also means to have the possibility to go pro-
gressively from a very concrete representation of objects, living subjects and situa-
tions to more abstract representations. At the lowest level of teaching techniques, it
may be necessary to work with physical objects, pictures of the object may be too
abstract for a severely autistic person. Computer technology can provide a support,
providing a stable vocal stimuli: BaBar, developed by Jean Claude Gabus at the FST

2

3

4

Note that this is equally applicable to people with learning difficulties.
http://www.siwadam.com/hmm/euae.htm
Strategies for teaching colours may have to start at a far lower level, for example differentiat-
ing colours, pairing colours which means that “same” and “different” have also been ac-
quired, even if not verbally.



966 P. Tréhin

(Swiss Foundation for Rehabilitation Technology), permits this by placing a code bar
sticker on objects and using a hand held code bar reader and speech synthesizer which
translates the code bar on the object in a pre-recorded word naming the object.

These programs should then progressively move on to more abstract representa-
tions: photographic pictures, realistic colour drawings, realistic line drawings, sche-
matic drawings, iconic drawings and possibly printed words as the child makes pro-
gress in symbolic representations.

This again may seem very natural so why insist on it? People with autism not only
differ from one another but a same person there may be extreme variations in various
cognitive domains (Schopler Mesibov 1988): Verbal comprehension may be low
while hand eye coordination may be “normal”. Adaptability of educational program
must take into account these skills discrepancies.

To give a concrete example, “ordering a sequence of events” exercises should be
adaptable: a complex sequence could be illustrated by photographic pictures for one
person and a very simple sequence illustrated by symbolic pictures for another person.
In most programs available on the market, such fine adaptability is not factored in.

This example leads us to one major basic application of computer education: simu-
lation of social situations. In this domain the principles of adaptability remain valid. It
would be essential to be able to fine tune the presentation of the drills: the level of
complexity of the situations and of the contexts, coupled with the level of capability
for abstract representations. Some multimedia programs have been designed for social
simulations but most miss the adaptability that would make them really usable with
people with autism, even though that was the initial goal.

Some research was done about Virtual Reality (Strickland 1997) proving that chil-
dren with autism could adapt to a virtual environment. One limit in the present state
of technology remains the cost and cumbersome aspect of VR helmets. But also the
scarcity of content...

3 Constructivist Educational Programs

The constructivist approach, aims at providing a learning space rather than a teaching
program, “a deficit in learning to be replaced by one of a difference in learning” (Gay
1996) . This second approach has been less developed in special education than the
first one.

In the case of autism, specific difficulties exist with such an approach where “the
learner rather than the teacher develops or constructs knowledge and that opportuni-
ties created for such construction are more important than instruction that originates
from the teacher” (Diaz 2001). Children with autism have difficulties to learn by
experience, they tend either not to generalise or to over generalise. They also tend to
see the details rather than the whole (Happe 1996).

LOGO programming is one of such learning environments. Sylvia Weir (1976)
was among the first to use the Logo system to teach autistic children various commu-
nication and interaction skills. The Logo programming language is still being used in
special education for teaching spatial relations and orientation.

A research program was developed in the mid eighties at the IBM Yorktown
Heights Research lab, using a constructivist strategy. It was designed to enable chil-
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dren to program animated scenarios, first building virtual objects, animals or people
(house, dog, stickman, robot, plane); then using simple “verbs” (move, shake, tilt,
etc.) and attributes (left, right, up, down, in front of, behind, etc.) and with a simple
syntax, allowed children to build and tell animated story : “CALL ROBOT” ;
“MOVE ROBOT LEFT IN FRONT OF HOUSE” ; “SHAKE ROBOT”. This created
a superb learning space with infinite combinations.

There is likely to be a broad area of research to be explored in this domain. A
wealth of literature has been published on the constructivist teaching, see for example
Willey (1999). Making programs adaptable, to use appropriate levels of representa-
tions according to the cognitive abilities of each child.

The AURORA Projects for children with autism is another example of constructiv-
ist programs where a learning space is provided rather than a teaching system. It is
based upon robots interacting with children (Dautenhahn).

Promissing projects are starting to show up: The specific features of autistic rea-
soning are analyzed to design software tools for diagnosis and training of the children
with autism (Galitsky 2000). A lot of teachers do practice such constructivist ap-
proaches with children when using peripheral devices like digital camera, for example
to let children tell stories. The use of picture editing software adapted to a young man
with autism, in particular during leisure time, was presented at the World Autism
Organisation Melbourne Congress (Noyes 2002).

Applications of computers for Leisure time would justify by themselves another
full paper... Computers could help freeing some of the special talents, existing in
some people with autism (Hermelin 2001).

4 Conclusions

Children with autism need to learn the same things as other children, in a sense they
don’t have “special needs”, but they need to be taught things that other children learn
so naturally and these may be the hardest thing to teach... There will always be the
need for programs that help teach basic things: colours, shapes, relations between
objects, sameness, difference, spatial relations (under above, next to, in, out of, etc...)
later on social skills and general knowledge.

Children with autism will require special means for learning, enabling teachers to
really fine tune exercises to each individual child. A lot of the programs for children
education could very well be used for their content, providing the teachers could
adapt the presentation to each individual child. I also spoke of the need to be able to
prepare for the child seamless combinations of exercises taken from various vendors.

There is finally the whole area of constructivist educational programs which opens
up a vast domain of research and development. These may prove to be quite challeng-
ing for research programs in the future...
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Abstract. This paper describes a set of services and software created
so that what is called ‘ambient intelligence’ would compensate for the
‘intellectual difficulties’ that people from this collective have. Existing
concepts and standards of ambient intelligence are strongly reinforced
through the use of the exact current user’s position as a key factor to
calculate how the ‘digital home’ or any ‘digital environment’ behaves
at every moment. This will be obtained using both Wi-Fi personal lo-
cators (embedded in necklaces or bracelets) and Wi-Fi communication
from the PDA. This mix, together with individual capabilities and pref-
erences, makes the development of a wide range of services possible when
combined with the multimedia capabilities of new technology devices.

1 Introduction

Many of the behaviour problems that are shown by the more severely affected
people with autism and/or learning difficulties, have their origin in the lack of
comprehension of the codes and rules that govern the environment where they
live which in turn causes a lack of predictability in their lives. In addition to their
very well- known expressive communication difficulties, they have problems in
the receptive plane of their communication and they seem to get very anxious
when trying to cope with the most basic daily activities because of his/her
non-comprehension of what happens, when it happens and for how long it will
happen. They need, like everybody, predictability in their lives.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 969–975, 2004.
© Springer-Verlag Berlin Heidelberg 2004



970 G. Herrera et al.

When the person doesn’t know or doesn’t understand the set of cultural and
social rules that govern the environment where he/she lives, then he/she can’t
predict what will happen in the next moment, he has no “predictability”:

“... predictability means having an idea or a mental image about ‘where’
and ‘when’. The answer to the question ‘How long?’ is also very important...
Moreover, we want that information in a language we can understand... ” [1].

But it is not necessary to use complex and very technical psychological ex-
planations to be in the same boat as someone without predictability. We can say
that it would be as if, for example, someone travelled to a foreign country with
a different language and alphabet such as Japan, without having received any
previous educational support. This person will probably also get very anxious
and nervous when trying to cope with the most basic daily activities because of
his/her non-comprehension of what happens, when it happens and for how long
it will happen. The continuous experience of many people with autism and /or
mental retardation may be like this, with the additional feature that they don’t
even have a reference or a prediction about how the information they receive
should be, because their development was, since their first infancy, different to
typical.

2 Matching Individual Needs: User Profile

One of the key factors when addressing the needs of someone with a disorder
classified within the Autism Spectrum is to take into account the very high
diversity among this population by finding flexible solutions which match their
heterogeneity.

‘Individual abilities’, together with ‘current time’ and ‘location’ are the basic
data entries our system uses to calculate the relevant information that must be
provided to the user with autism (Figure1). The information is always audiovi-
sual and it is provided through a set of devices distributed by the environment,
such as information murals, personal PDAs, tablet PCs and others, always with
a very intuitive interface or even with automatic functioning when appropriate.

Fig. 1. New Services for People with Autism
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Autism is defined by a triad of impairments in communication, socialisation
and a reduced set of interests and a tendency to routine. As part of a set of
individual characteristics that must be taken into account to construct the ‘user
profile’, we can find the degree of those impairments, general intellectual abilities
and also other variable issues such as the mood or predisposition of the user on
a given day.

The user profile will also define the format in which activities and information
are shown and the extent to which the technology will be inserted into his or her
environment. There are lots of issues that will be different depending on each
individual:

Temporal Range covered by the notebook (task, day, week, month, year).
Alternatives of the selection repertoire. The ‘alternative activities’ group
will be a set associated with a given user, and a subset of this one will be
associated to a given period of time. For example, we couldn’t include ‘going
to play with class companions’ when the user is at home with his/her parents.
It would be possible to manipulate this set to add or eliminate alternatives
when adapting it to a given period of time.
The level of complexity of the interface: with issues such as having pictures,
pictograms or written words, and also the type of menus, with it being pos-
sible to have single-level menus (restricted) or to have multiple level foldable
menus.
The environments that can be considered hazardous and those which are
safe.
Level of autonomy in carrying out the tasks.
Elements of the Expressive Communication Repertoire: photographs, pic-
tograms, pre-recorded sentences, pre-recorded manual signs, etc. A number
of objects, actions and expressions will be included for every activity of the
user planning. Within the repertoire of things to communicate, together
with objects and actions there will also be included expressions (visually or
verbally, that are heard when they touch the screen, together with visual
messages for the deaf). For example: ‘I want to stop doing this’, ‘I want to
rest’, ‘Wait’, ‘Give me more time’, ‘I don’t understand’, ‘I don’t know’, ‘I
am nervous’, ‘I am happy/sad/angry’, etc.
Format for time representation: decreasing time bars / standard clock. The
aim here is to represent time in a way that the user understands that the
current activity has a beginning, a period of validity and an end. So, when
an activity is ending, the user must know that there is a change to another
activity. For doing so, we will use a decreasing bar with different colours,
that will be blue at the beginning and red during the last seconds of a task,
finally beeping when the time has expired. Here it is important to remember
that when training on new tasks, there will not be a time limit, and that
these kinds of visual indications will be provided as a support only once an
activity has been mastered. It is equally important to start using it with
very short tasks (with a very short period of associated time). If the time is
too long, the user would lose his/her confidence in obtaining any prize.
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Fig. 2. Decreasing Time Bar indicators for showing the time passing by

History of learning in relation to the notebook: it is expected that the user
progresses in the management of the notebook as time goes by, due to the
parallel teaching he/she will receive over relevant issues and also due to
his/her familiarisation with the device. It is considered that data about this
process will also be part of the ‘user profile’ and that this data will consist of
different views of the user configuration at different times within the process
of using the notebook.
Planning elaboration: the possibility exists for the teacher to create the user
planning and it can also be done by the user him/herself, doing it from the
Data Management System and from the Information Point.

With these ideas in mind, we intend to compensate individual limitations on
each functional area providing greater or lower support within them. Another
aim when adapting the system individually is to be able to follow a process
throughout which we introduce support (visual, acoustic, etc) gradually and
then, once the desired level of self-management is reached, to retire it gradually
in order to have more autonomy.

3 New Services

By doing this, these new technologies can reinforce the information flow that goes
from the environment to the person, automatically reading the environment’s
information, translating it, and finally showing it to the person in a format
he/she can understand. Appropriate information can be provided according to
the situation and location of the individual at any given time.

The services we are developing will make the environment more understand-
able, more predictable and manageable. Thus, technology will be used: to show
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the time passing by in a format they can understand (decreasing time-bars, Fig-
ure 2); to alert them and their carers about environmental risks (when near to
balconies, roads, etc.); to make the understanding of how to cope with the en-
vironment easier; to make some devices function automatically (such as lights,
blinds, etc.) depending on user location and other semi-automatic devices (mi-
crowaves, fridges, etc.); to provide more structuring (Figure 3) to the environ-
ment and to time through a very intuitive audiovisual schedule shown on infor-
mation points as well as on the PDA.

Fig. 3. Snapshot of our software on a step by step structured activity

All of the above have the constant possibility of giving audiovisual feedback
to the handicapped user so that he can gain control over the environment by
means of his/her own moves and interaction with other people, with information
points, with PDA’s, with electrical household appliances or even objects (in the
near future when Auto-ID technology has already spread).

The connection among the set of devices is as follows:
Following the philosophy we have revealed above over the ‘user profile’, we

would obtain very different services depending on each individual profile. For
example, if we have an individual in mind with what is called ‘High Functioning
Autism’, with good general intellectual abilities but with all the impairments of
the autism triad, we can imagine that he would use the notebook for creating his
own plan or agenda for the weekend, for allowing his parents to track his position
when going out autonomously or for alerting them automatically when he or she
is in unsafe locations, etc. All of these can be very different when thinking about
other individuals with lower abilities and autonomy. For example, a user with a
profile like that would know the remaining time for a given task throughout the
‘decreasing time bar’ that represents it. He would also obtain help to carry out
a step by step activity or he would communicate his current feelings to others
through the images included in the repertoire for expressive communication.
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Fig. 4. Basic elements and infrastructure

4 Conclusions and Future Work

The services described above have just been developed and prepared for a group
of adults with severe autism that attend the ‘Autismo Burgos’ Day Centre. They
are currently starting to use these tools and we are defining ways of assessing it
objectively. For doing so, we will assess individual time understanding and time
perception, individual’s level of communication (receptive and expressive) and
individual’s global autonomy and on-task autonomy. However, before assessing
those long-term desired benefits, we should assess whether or not they are using
it correctly. Interaction details are being represented in a states graph where
‘states’ represent the information shown to the user and ‘flows’ are user actions
such us interacting with the PDA or moving from one room to another, etc.
Laboratory tasks as well as daily ones are being prepared to assess this, with
and without help from professionals.

In order to reinforce the practical nature of the results we pursue with this
project, the imminent convergence of PDA’s and mobile phones will be very
important, together with the creation of Wi-Fi infrastructure everywhere. In
order to be able to respond to the new possibilities that will emerge from this
technological progress, our team is also working on expanding these services
towards other collectives.

All the ideas above only make sense if used appropriately for people with
Autism and/or Learning Difficulties, at all times being respectful towards their
rights as humans, especially regarding self-determination and personal auton-
omy. This will be guaranteed by continuously assessing if an adequate balance
has been reached between supports provided and level of independence, and with
deep reflection and definition of the ethics of the project.

Despite the fact that our objective is to develop services for the more severely
affected, and in spite of the advance that we would have obtained towards this
extreme of the spectrum, a considerable range of people would remain outside
the scope of these services. We hope to be able to progress towards them in the
near future.
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Abstract. This paper describes the case research carried out to demon-
strate the utility of a specific technical aid (adapted bar code reader) to
train an adult with severe autism in the performance of a work task
of classifying products in a shop. The individual with autism who par-
ticipated in this research has a combination of difficulties (degree of 76
percent of disability and unable to learn to read and write) and abili-
ties (being able to follow single verbal instructions). Positive results are
expounded together with considerations about the desirable features of
future products that would overcome the mere training process and also
be useful for the final and real task in any working environment where
bar codes are present. This paper also provides a preview of what work
this group will face in the future in order to progress in the development
of this more general and standard aid.

1 Problem Statement

This research has been carried out to demonstrate the usability of the B.A.Bar
device (Adapted Bar Code Reader, from the Swiss Foundation for Rehabilitation
Technology FST) when used for preparing an adult with autism for the labour
market. The rationale of the research is that a given person (N=1) with a specific
combination of abilities and difficulties can take great advantage of using this
device to carry out classifying work tasks autonomously, thus obtaining her
labour market integration. Her specific and individual profile of abilities and
difficulties is as follows:

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 976–982, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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1.1 Difficulties

The subject who participated in this research was a 24 year old girl with an
Autistic Spectrum Disorder (ASD) with severe learning difficulties and a certified
degree of disability of 76 percent.

1.2 Abilities

Her more relevant abilities were that, although she wasn’t able to learn to read
and write, she was able to follow single verbal instructions related to colours and
to identify those colours in different places. She was also able to follow single
instructions related to objects and easy actions within her repertoire. These
abilities were complemented with a technological aid (B.A.Bar) to allow this
person to carry out the classifying task autonomously.

2 Method

All the products in a wide set of shops came with Bar Codes. Bar Codes provide
information about the product that can be related to several issues, included
the shelf where it should be stored. But this information, as occurs with other
tags and words we can find in the product box, does not mean anything for our
adult with autism.

Our particular focus to resolve this problem is to use a B.A.Bar device in
such a way that it translates Bar Code Information into some instructions in
a format that our adult could understand, such as ‘Put this object on the red
shelf’. We illustrate this idea with the following picture:

Fig. 1. Classifying process

When putting the Bar Code reader in front of the Bar Code, it automatically
reproduces a pre-recorded audio message with the verbal instruction about where
to put this product.

As it can be seen, the idea exposed above for the training stage is very simple
but useful. Nevertheless, as far as the authors know, no one has had any previous
experience of using this kind of device for this purpose.
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Fig. 2. B.A.Bar Device

2.1 Approach Stage

Before starting with the training process itself, there was a previous approach
stage. This stage started by using coloured recipients and small pieces of plas-
tic to train the individual with autism in the underlying task of classification
following the colour criterion (Figure 3).

In a later step of this approach stage, this material has been substituted by
books and shelves, both covered with coloured paper. In these previous stages,
we found some initial difficulties that were more related to the motivation of the

Fig. 3. Approach task
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Fig. 4. TEACCH Levels

participant doing the task without continuous eliciting from the preparer, than
on the task itself.

The colour criterion is not a necessary one for this kind of task, as other
visual elements can be used for the process of matching a product with a shelf,
such as very well known characters with, for example, the instruction ‘put it in
the Mickey Mouse shelf ’. This criterion can be chosen according to the abilities
and preferences of the given individual with autism.

2.2 Structuring

Both approaching and training stages have been planned within a global frame-
work of environment and time visual structuring, for providing this user with
autism the predictability and structuring she needs. For doing that we have
followed TEACCH Method[1], from North Carolina University (USA), imple-
menting visual structuring at different levels (Figure 4 and 5).

3 Results

3.1 Usability

As we have indicated above, the B.A.Bar was assessed in terms of its usability
(composed measure of effectiveness, efficiency and satisfaction):

EFFECTIVENESS:

Functional: we have checked that the B.A.Bar serves as it was intended,
allowing the association of Bar Codes to products and to record audio mes-
sages for any of these codes. These Audio Messages are automatically played
by the device whenever it is in front of the associated Bar Code,
Resistance: one of the relevant issues of this device for this training stage
was its resistance to impacts. In this sense we haven’t found any difficulty,
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Fig. 5. Approach task designed, using coloured books and shelves

Easy to manage: the management of this device has been found to be very
easy, making possible for it to be used by people with severe learning diffi-
culties.

EFFICIENCY:

Complete: it doesn’t need other tools. The use of any other Bar Code reader
would imply a specific and strong software development to reach the desired
functionality.
Wireless: it can be easily moved from one place to another, also with the
possibility of being shared by several people.
Long Bar Codes: this device comes with a set of long Bar Codes that are
easier to read than those we normally find in the market. The only one
difficulty we found is that those Codes aren’t standardised.

SATISFACTION:

People with autism normally have preference to single and mechanical tasks
as the proposed one. This, together with the simplicity of management, re-
sulted in a very gratifying task for our subject with autism.

3.2 Results Analysis

General results found after this training are positive, as the individual with
autism participating has finally learnt to do the classifying task autonomously.
However, some difficulties have been found during the process.

Associating visual and acoustic stimuli, such us hearing the instruction ‘put
this box on the red shelf’ and the act of finding this shelf, is not always an easy
thing for someone with autism. Perhaps, this is the reason for the main difficulty
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we found, that was at the last stage of the process when visual cues (colour) were
retired from the products to be classified and non-neutral covers with different
colours started to be used, with it being necessary to only pay attention to the
auditory stimuli provided by the device.

If we analyse the task of classifying as defined in the approaching stage in
detail, it is necessary for the pre-worker with autism to look for the recipient
which has the same colour as the product she has in her hands, with both
the product and the recipient cues being visual. However, in the final stage of
the process, the product cue is no longer visual but auditory. The fact that
the products have embedded coloured elements in the cover represents a visual
distraction that creates confusion as to where to put the product. For example,
if the instruction is ‘put it on the red shelf’ but the product has small portions
of green colour on its cover, then our user would find difficulties in deciding
whether the right stimulus is auditory (as trained in the last stage) or visual (as
trained in the approach stage).

To overcome this difficulty, we temporally added some coloured cards as a
complementary reinforcement to the auditory aid in order to avoid the distractive
elements of the product cover. However, in any replication of this experimental
process with other individuals, it would be appropriate to try not to use the
colour criterion as a visual cue but only as an auditory one, without this colour
being visually present in the origin of information (the product) that the worker
receives as regards where to put the product. This can be obtained with a higher
and more intense amount of help from the preparer and it is necessary that the
individual with autism only pays attention to the verbal instructions provided.

4 Conclusions and Future Work

The specific technical aid used in this research has been found to be tremendously
useful for the proposed training. However, taking into account that this device is
not compatible with standard barcodes, and with the aim of spreading this pos-
sibility to any adult with autism with a similar profile to the one participating
here, this research group has initiated contact with several European-wide com-
panies with software products in this field of the market (software for boutiques,
shoe shops, sport shops, perfume shops, superstores and retail stores).

It is intended that the new versions of the existing software include an ad-
ditional module that, connected with the existing database, provide auditory
and/or visual instructions about where to put products through the use of a
standard barcode reader. By doing it this way a future or occasional migra-
tion to electromagnetic tags (i.e. Electronic Product Cards EPC[2]) will also be
guaranteed once barcodes have disappeared.

The extension that this will mean will also make it possible to advance from
the current case study to a more complete group research, being then possible
to gain more general results.
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Abstract. In this paper we describe BLISS2003, an Information and
Communication Technology (ICT) aid for verbal impaired people sup-
porting the use of Augmentative and Alternative Communication (AAC)
languages. BLISS2003 allows to compose messages in Bliss and other
AAC languages (i.e. PCS, PIC, etc.), to translate them in natural lan-
guage, to send and receive them via email, or to vocally synthetize them.
BLISS2003 is characterized by a predictive module that allows for a more
efficient selection of graphical symbols and more natural sessions of com-
munication by adapting a model of the user language behavior.

1 Introduction

Communication represents the main way in which man can live his sociality;
in fact, only by communication, man can express thought, emotions, and ideas.
Communication plays an important role in everyday life; by communicating man
can express necessities, feelings, request for information and aid. Nowadays, mil-
lions of verbal impaired people live currently in the world [1]; their communica-
tion capabilities are permanently or temporarily corrupted and, for this reason,
most of them suffer a condition of social exclusion.

To help verbal impaired people, ad-hoc alternative languages have been de-
veloped by the International Society for Augmentative and Alternative Com-
munication (ISAAC) established in 1983 in USA [2]. Among the currently most
adopted AAC languages [3] we can cite: Bliss, PCS, PIC, PICSYMB, CORE,
Rebus. Each of them is based on a peculiar dictionary of words represented by
pictures or symbols, and specific composition rules simple enough to be learnt
and used by disabled people [4].

ICT, especially in cases of verbal impaired people, has been widely used to de-
velop effective tools for rehabilitation. BLISS2003, developed from APBLISS [5],
is an adaptive and predictive environment for AAC developed to provide people
during the communicative process with a personal table of Bliss symbols and a
set of intelligent tools. BLISS2003 can translate the composed messages to nat-
ural language making use of a syntactic/semantic analyzer, vocally synthetize
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them, and exchange them via email. With respect to traditional AAC software
aids, BLISS2003 addresses a set of novel features: an innovative predictive com-
position assistant based on a discrete implementation of auto-regressive hidden
Markov model [6] called DAR-HMM, the simultaneous support of several AAC
languages, and the adoption of a graphical interface designed on purpose for
impaired users. BLISS2003 has been registered by the Blissymbolics Communi-
cation International (BCI) center of Toronto and has been adopted for hundreds
hours of experimental validation by several Italian clinics for verbal impaired
people. In the following section we introduce the BLISS2003 environment and
in Section 3 we describe its the main novelty: the predictive composition assis-
tant. A case study, taken from the validation activity of the tool, is presented in
Section 4.

2 The Bliss2003 Graphical Environment

The collaboration of a psychologist expert on graphic trace helped us to de-
sign a specific graphical interface that improves usability in order to reduce the
difficulties a verbal impaired person can undertake interacting with graphical
applications [7]. The main issues we have taken into account regard the icono-
graphic style, the graphical structure of the windows, their place, the number
of buttons and their function as well. The whole iconographic collection has
been drawn by a web-designer with the requirements of a simple and clear inter-
face, intuitive and unambiguous, with well-blended colors and uniform strokes
to assist visual difficulties while supporting content decoding (see Figure 1).

BLISS2003 is organized in seven environments to facilitate the user con-
centration by reducing buttons, functions and information that the user can
simultaneously find on the screen. This environment-based structure has been
designed to facilitate users since they express an higher concentration in specific
environments than in a general environment that requires to discriminate among
many choices. Environments are also related to the capabilities of the user and
the adoption of a specific one should be accomplished in collaboration with a
therapist.

Since the universality of Bliss language, Bliss messages can be synthesized
in any natural language. The user can set more speech features such as male or
female voice, tonality, volume, emphasis and so on. The vocal synthesis makes
easier the interaction with other people. In addition the verbal impaired user can
operate a syntactic concordance, using a syntactic/semantic analyzer, of a Bliss
message into natural language according to grammar rules for verb, personal
ending using gender concordance and prepositions in order to achieve a sentence
syntactically correct. The transposition of messages makes more comprehensible
a sentence for people that do not know Bliss language.

Similarly to other AAC communication software application, BLISS2003 is
focused on the symbols table. In particular, BLISS2003 provides a master table
composed of all Bliss symbols – about 2000 – and a personal table composed
of just the symbols used by the user. Through the symbol editor environment
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Fig. 1. BLISS2003 graphical user interface. The underlined spots refer to the Main
Command Bar (1), the Environment Option Bar (2), the Environment Command Bar
(3), the Data Zone (4), and the Temporary Processing Zone (5).

therapists can load PCS, PIC, or Rebus collection, so that BLISS2003 could be
employed as a generic software for alternative communication and could be used
as a multiuser system (in clinic, with people who communicate using different
alternative codes). The provision of multi-language support evidenced extreme
utility in rehabilitative processes. Furthermore BLISS2003 interface supports
devices other then classical mouse and keyboard, in order to overcome motor
disabilities in the user (e.g., joystick, touch sensor, switch buttons, graphic tables,
etc.).

3 Predictive Composition Assistant

The BLISS2003 environment provides a predictive composition assistant, named
[8], which supports disables in composing sentences, by speeding up

the symbols selection process, reducing the strain and the composition time,
while increasing their self esteem. Literature about AAC languages application
is rich of works concerning alphabetical prediction systems [9], but it is almost
completely lack of systems performing symbols prediction [10]. To overcome
this issue we have designed an innovative prediction system for Bliss language.

is a prediction system able to suggest the user a set of Bliss symbols as
next probable choice for his/her sentence according to the last symbol selected
and the history of sentences previously composed. In other word, when a symbol
is selected from the table, shows a list of symbols that it considers as
most probable ones – with respect to its model of the user language behavior
– to continue his/her text. For instance, in the sentence “I want to eat” the
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next symbol will probably be some kind of food, so the assistant should suggest
“pizza”, “pasta”, “bread”, “cake”, on the basis of last selected symbol and user
characteristics. proposes a limited number of symbols defined by the
therapist depending disable capabilities and operates a scansion of them by
adopting an adaptive rate similarly to [11].

The composition assistant is based on a novel auto-regressive Hidden Markov
Model implementation, called Discrete Auto-Regressive Hidden Markov Model
(DAR-HMM) that we have developed specifically for symbolic prediction. Bliss
symbols have been divided in six grammatic categories (adverbs, verbs, adjec-
tives, substantives, persons, punctuation), and each one of them has been di-
vided in sub-categories using semantic network formalism [12] (about 30 sub-
categories). In the following, we give a brief formal description of DAR-HMM
according to the notation adopted by Rabiner in [6] to specify hidden Markov
models:

(sub) categories set with
predictable symbols set with

set of symbols predictable in (sub)category
observed symbol at time
(sub)category at time

probability of being (sub)category at time
transition probability

probability of observing from (sub)cate-
gory at

probability of observing

from the subcategory having just observed

Given the vector of parameters
describing a specific language behavior model, we can predict the first observed
symbol as the most probable one at time

Then, using the DAR-HMM generative model described in Figure 2, to predict
the symbol of a sentence we want to maximize the symbol probability in the
present (hidden) state given the last observed symbol:
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Fig. 2. Symbols emission in DAR-HMM; is the state (Bliss subcategory), is
the observed symbol.

Recalling that we can compute the probability of the current (hidden) state as

we obtain the a recursive form for symbol prediction at time

In the probability tables on vector are computer using a data
set of Bliss sentences from the user and can adapt their values according to
the evolution of the composition capabilities of the disable. In doing this, we
have adopted a variation of the Baum-Welch algorithm, an iterative algorithm
based on the Expectation-Maximization method [6], adapting this technique
to the specific case of DAR-HMM. This feature is particularly relevant in the
rehabilitation cases where, during the rehabilitation, the dictionary of the disable
increases and his/her linguistic capabilities improve (an interested reader can
retrieved a deeper analysis of in [8]).

4 Tool Validation

According to recent studies [13], 37% of impaired people dismiss to use the
rehabilitation tool mainly because of lack of a real match to their needs. For this
reason, in the development of BLISS2003, we have collaborated with two Italian
clinical centers operating on verbal impairment – PoloH and SNPI of Crema
(Italy) – to focus on an extensive experimentation of the new tool. Among the
users who collaborated with us we have chosen to report the case study we
consider as the most significant: “Elisa” an eighteen-year-old girl, who has been
communicating with Bliss language for ten years.

From a disable perspective the most significant reason for assessing effective-
ness is to assure that his/her problem has been solved. The effectiveness of an
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assistive technology provision, in its most basic form, can thus be defined as the
degree to which the problem is actually solved in relation to its intended aim.
We dealt with this by using two international ad-hoc protocols: IPPA [14] and
MPT [15]. In the following we report the results we have obtained using IPPA
and MPT protocols introducing an overall evaluation of BLISS2003 (we do not
describe the evaluation of each single components, such as composition assistant
or multi-language adoption).

4.1 IPPA (Individually Prioritized Problem Assessment)

IPPA is a protocol centered on the verbal impaired user, in particular on the
evaluation of the difficulties the disable undertakes interacting with the aid. The
user is asked to identify a set of problems that he/she experiences in daily life and
that he/she hopes to eliminate or decrease. This is done at the very beginning
during the service delivery process so that the user is not influenced by service
provider. The evaluation consists in the comparison of interviews regarding the
use of different aids, and reporting the difficulties that the user undertakes in the
accomplishment of the problems previously identified. The identification process
is an interactive process and we take care to designate problems on the basis of
user’s concrete activities. Table 1 reports the problems identified by Elisa.

A first interview has been accomplished before the use of BLISS2003 and
refers to an AAC communication software previously adopted by Elisa at SNPI;
Elisa with her parents and clinical staff assigned scores (on a five-grades scale)
to the tool both with respect to the importance (Imp) of the problem and the
level of difficulty of performing the specific activity (D1). During the follow-
up interview, a few months after Elisa has started using BLISS2003, she had
assigned a new difficulty score for the same activities (D2). The total score for
each interview is calculated summing each difficulty score weighted by relative
importance factor. The difference between the total IPPA score before and after
the provision of BLISS2003 represents an index of the aid effectiveness. The data
reported in Table 1 evidence that the difficulty score is decreased in all identified



An Adaptive and Predictive Environment to Support AAC 989

problems while the total score is almost cut by half. Similarly to the Elisa case
of study the interviews obtained from other disables evidence a lower difficulty
score in comparison with the previously adopted AAC communication software.

4.2 MPT (Matching Person and Technology)

MPT is a validation protocol founded on active dialogue between the disable
and the assistive technology expert. It allows to identify disables needs and their
point of view on assistive technology aids so that we can develop a software
to prevent assistive technology abandonment. In particular we have used three
MPT instruments:

MPT working sheet: to define targets and guidelines with possible informa-
tion technology solutions;
SOTU questionnaire: to analyze user’s personal and social characteristics;
ATD PA questionnaire: to analyze the features of assistive technology aid
and its applicative domain.

These instruments are structured as questions with closed answer which have
been compiled by Elisa parents, her clinical staff and us as information technol-
ogy experts, according to two session: before using BLISS2003 and a few months
after using it.

Comparing the first interview score with the second one about SOTU ques-
tionnaire (shown in Table 2) the negative answers decrease in the light of the
progress on the social and communicative integration. Taking into account the
ATD PA questionnaire results (shown in Table 3) the score is higher thus indi-
cating that BLISS2003 has improved Elisa’s communication capabilities.

5 Conclusions

In this paper we have introduced BLISS2003 an adaptive and predictive environ-
ment to support augmentative and alternative communication. In particular we
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described its overall architecture, its innovative predictive composition assistant
and the experimental activity we did to validate the tool.

References

1.

2.

3.

4.

5.

6.

7.

8.

9.

Bloomberg, K., Johnson, H.: A statewide demographic survey of people with severe
communication impairments. Augmentative and Alternative Communication 6
(1990) 50–60
ISAAC: International society for augmentative and alternative communication.
http://www.isaac-online.org (1983) Last accessed October 1st, 2003.
Gava, M.: ...e se manca la parola, quale comunicazione e quale linguaggio ? AAC:
una risposta nell’ambito delle disabilità verbali. Riabilitazione Oggi 16 (1999) 8–42
Shane, B.: Augmentative Communication: an introduction. Blackstone, Toronto,
Canada (1981)
Somalvico, M., Gava, M., Squillace, M., Stefanato, M.: APBliss per Windows. In:
Convegno Nazionale di Informatica Didattica e Disabilità, Napoli (1995)
Rabiner, L.: A tutorial on hidden markov models and selected applications in
speech recognition. In: Proc. of the IEEE. 77, IEEE Computer Society Press
(1989) 257–286
Taylor, A., Arnott, J., Alm, N.: Visualisation to assist non-speaking users of aug-
mentative communication systems. In: Proc. of the Int. Conf. of the IEEE on Inf.
Vis., London, UK (2001) 251–256
Gatti, N., Matteucci, M.:  a Bliss predictive composition assistant for
verbal impaired people. In: Proceedings of ICEIS 2004. Volume 5. (2004) 89–96
Simpson, R.C., Koester, H.H.: Adaptive one-switch row-column scanning. IEEE
Trans. on Rehabilitation Engineering 7 (1999) 464–473
Higginbotham, D.J., Lesher, G.W., Moulton, B.J.: Techniques for aumenting scan-
ning communication. Augmentative and Alternative Communication 14 (1998)
81–101
Cronk, S., Schubert, R.: Development of a real time expert system for automatic
adaptation of scanning rates. In: Proc. of the Conf. on Rehabilitation Technology,
RESNA. Volume 7., Washington, DC, USA (1987) 109–111
Quillian, M.: Semantic memory. In: Minsky ed. Semantic Information Processing.
MIT Press, Cambridge (1968)
S.I.V.A.: Assistive technology research and information center. http://www.siva.it
(1980) Last accessed October 1st, 2003.
Andrich, R., deWitte, L., Ferrario, M., Lorentsen, O., Oberg, B., Oortwijn, W.,
Persson, J., VanBeekum, T., Wessels, R.: IPPA, a user-centred approach to assess
effectiveness of assistive technology provision. Technology and Disability 13 (2000)
105–116
Scherer, M.J.: MPT: Matching person & technology. Technical report, Fond. Don
Gnocchi IRCCS-ONLUS, SIVA, Milan, Italy (1999)

10.

11.

12.

13.

14.

15.



Intelligent Model for Rating Cognitive Capability
for Computer Access of People with Disabilities

Thomas A. Pushchak1 and Sreela Sasi2

1 Community Resources for Independence, Inc.
Erie, Pennsylvania, USA
tom@crinet.org
2 Gannon University

Erie, Pennsylvania, USA
sasi@gannon.edu

Abstract. People with cognitive disabilities often have difficulty in the cogni-
tive dimensions of executive function, memory, orientation and attention, vis-
ual-spatial processing, sensory-motor processing, language, and emotions. They
can gain independence in performing many daily living activities with the help
of computer technology. However, a standard computer system does not pro-
vide them with the appropriate support they may need. A comprehensive per-
son-centered evaluation is required to assess an individual’s cognitive ability to
determine the most appropriate combination of user interface hardware and
software. This paper presents a novel architecture for a fuzzy rule-based expert
system that can rate cognitive capability of an individual with a cognitive dis-
ability for computer access using the WAIS-III intelligence quotient test model.

1 Introduction

A cognitive disability can be broadly defined as any deficit or impairment in perform-
ing perceptual and/or memory mental processes. As of the year 2000, there are 12.4
million people in the United States (4.8% of the population) that have a physical,
mental, or emotional condition that causes difficulty in learning, remembering, or
concentrating [1], and this number is expected to increase as medical advances enable
people born with disabilities or who sustain severe injuries to live well into middle-
age and older. The latest revision of the Rancho Los Amigos scale can be used to
determine the level of cognitive functioning. These levels range from “Level 1 – No
Response” to “Level 10 – Purposeful, Appropriate: Modified Independent” [2]. This
research focuses on adults functioning at levels 7 through 10. These individuals may
have several types of cognitive disabilities which include dyslexia, dysgraphia, dys-
calculia, and dyspraxia.

Cognitive disabilities interfere with “thinking” activities. Cole and Dehdashti have
categorized these cognitive processing activities into six major dimensions: executive
function, memory, orientation and attention, visual-spatial processing, sensory-motor
processing, and emotions [3]. People with cognitive disabilities can regain independ-
ence in performing many daily living activities with the help of computer technology
in the areas of advocacy, communication, daily living, educational, medically related,

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 991–994, 2004.
© Springer-Verlag Berlin Heidelberg 2004



992 T.A. Pushchak and S. Sasi

recreation, self-education, self-improvement, and vocational. However, a standard
computer system does not provide the appropriate support they may need. Inappropri-
ate or unsuitable selections of computer interface devices can lead to the nonuse or
abandonment of the technology [4]. A comprehensive person-centered evaluation is
required to assess an individual’s cognitive ability to determine the most appropriate
combination of user interface hardware and software.

2 Computer Access Assessment Techniques

The need for successful computer access strategies has long been an interesting area
of study ever since the advancement of computer technology. A process for evaluat-
ing computer access can include the following sequence of activities: analyzing back-
ground information, observing the user’s environment, assessing the user’s skills,
investigating, proposing and personalizing the access system, training the user, im-
plementing the system, and monitoring and providing follow-up services [5]. Rule-
based expert systems for automating this process for users with special needs are
given in [6] and [7]. The capability of a person with a cognitive disability to use a
computer can be hard to measure precisely. A variety of assessment models have been
developed to address this issue [8], [9].

This paper presents a novel architecture for a fuzzy rule-based expert system that
can rate cognitive capability of an individual with a cognitive disability for computer
access using the WAIS-III intelligence quotient test model. This cognitive capability
rating can be used for making recommendations for an appropriate combination of
user interface hardware and software. These assistive supports for using a computer
system will increase their independence, enable a more active integration into the
community, and improve their quality of life.

3 Intelligent Cognitive Capability Rating Model

The main purpose for assessing an individual’s level of intellectual functioning is to
measure cognitive potential and to obtain clinically relevant information [10]. This
information is essential for clinicians to identify neurological dysfunction, make edu-
cational and vocational placement decisions, and help guide an individual with cogni-
tive disabilities to reach their intellectual functional potential. The WAIS-III has
emerged as the most frequently used test for measuring cognitive ability [11]. The
WAIS-III provides a measure of verbal, nonverbal, and general intelligence for adults
ranging in age from 16 to 89 years.

Determining the capability of a user to access computers by analyzing the results
of these assessments can be difficult due to the vagueness in precisely measuring how
close a particular class of hardware or software meets the access needs of the user.
This ambiguity necessitates the application of fuzzy logic techniques to deal with
these uncertainties and to attain a more suitable solution to these issues [12]. An intel-
ligent model consisting of four hierarchical levels for rating the cognitive capability
for computer access of a person with a cognitive disability is shown in Figure 1.
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Fig. 1. Intelligent Model for Rating Cognitive Capability

4 Simulation

The cognitive rating consists of verbal IQ and performance IQ. The verbal IQ is based
on the verbal comprehension index, the comprehension subtest, and the working
memory index. The verbal comprehension index is based on the information, similari-
ties and vocabulary subtests. The working memory index is based on the arithmetic,
digit-span, and letter-numbering sequencing subtests. The performance IQ is based on
the perceptual organization index, the picture arrangement subtest, the processing
speed index, and the object assembly subtest. The perceptual organization index is
based on the block design, matrix reasoning, and picture completion subtests. The
processing speed index is based on the digit-symbol coding and symbol search sub-
tests. A fuzzy rule-based expert system is simulated for cognitive capability rating
using rules formulated by combining verbal IQ and performance IQ. The fuzzy infer-
ence engine consists of a number of if-then rules combining inputs and outputs with
the linguistic terms ‘low’, ‘medium’, and ‘high’ using Bell-shaped membership func-
tions. The fuzzy inference engine for this cognitive capability rating is implemented
using the Fuzzy Logic Toolbox component of MATLAB version 6.5 from The
MathWorks. Four-tier architecture shown in Figure 1 is used for formulating the in-
ference engine. A few of the fuzzy rules used for rating verbal comprehension index
and working memory index are given below.

IF Vocabulary is High AND Similarities is High AND Information is High THEN
Verbal Comprehension Index is High

IF Arithmetic is Medium AND Digit Span is Medium AND Letter-Number Se-
quencing is Medium THEN Working Memory Index is Medium
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5 Conclusion and Future Work

This paper presents a novel architecture for a fuzzy rule-based expert system that can
rate cognitive capability of an individual with a cognitive disability for computer
access using the WAIS-III intelligence quotient test model. Fuzzy logic techniques
resolve the issue of dealing with the imprecise definition of the capability of a person
with a cognitive disability to access a computer. This paper is a part of major research
on developing an intelligent computer access assessment system for people with dis-
abilities which includes ratings for cognitive capability, physical functionality,
speech, and vision. This intelligent system will recommend a suitable combination of
user interface hardware and software to enable people with disabilities to live more
independently.
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Abstract. The paper presents the results of a user study that investigates the ap-
plicability of automatic text modifications to support learning disabled people
in text comprehension while browsing the Internet. It presents some results that
contradict traditional beliefs in regard to better support reading in this target
group by providing them with screen readers.

1 Introduction

Browsing the Internet and using the information found presents a particular problem
for people with learning disabilities, because the comprehension of text material is
inhibited by complex sentence constructions and abstract wording. People with learn-
ing disabilities have difficulties to extract important information, especially out of
continuous text that burdens the reading process. To avoid exclusion of this user
group from the Information Society, guidelines have been issued that include recom-
mendations on how to present information in the Web appropriately to them [2,3,5,6].
In the present working draft of the Web Content Accessibility Guidelines 2.0 (WCAG
2.0), there are also success criteria and best practice examples listed that may facili-
tate the creation of understandable text materials for people with a learning disabil-
ity [1].

However, not much implementation of the published recommendations can be seen
yet in the Web, particularly when continuous text is presented. This is partly due to
the fact that these guidelines are not widely known yet, but above all, techniques and
tools are missing that support Web authors in writing text that is easy to understand,
by warning them about abstract words or passive voice constructions, for example.
Until such tools are developed, methods must be found that allow for automatic modi-
fication of continuous text considering the mentioned guidelines. The text modifica-
tions must be achieved automatically – that means without human intervention – so
they can be offered on-demand. In this approach, the content level cannot be touched
by these modifications, because reliable semantic analysis of text is not possible yet,
which would be very important to this user group. To investigate whether text modifi-
cations on the structural level as opposed to the content level can support learning
disabled people in text comprehension, a user study was conducted with 13 learning
disabled people. As part of the user study, a test group utilizing a screen reader was

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 995–998, 2004.
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also established, so the test participants did not need to read the text themselves,
which is also a recommendation to facilitate text comprehension. The user study was
carried out in course of a larger user study dealing with other issues of barrier-free
Web design in the scope of the IRIS project1.

2 Methodology

It was the purpose of this study to gather qualitative rather than quantitative data,
because the individual opinion and experience of each test participant was considered
very valuable when judging the feasibility of the taken approach to modify text. Thus,
the data were analyzed by parameter-free descriptive statistics, and a sample size of 6
test participants was considered sufficient to give validity to the results [4].

Questionnaires and protocols served as main tools for data collection. In the begin-
ning of the test scenario, a questionnaire was presented to all test participants gather-
ing data about their personal, educational and professional background. It also as-
sessed the Internet expertise of the test participants by inquiring how long, how often
and since when they are using the Internet. The type of Internet application accessed
by the test participants was also considered to determine their Internet expertise. Test
participants were then asked to fulfill a standard task (read a text) followed up by a
second questionnaire researching possible problems they had with the text and how
comprehension of text on a Web page could be facilitated for this user group.

For the standard task, test participants were first asked to read a text. The test
group utilizing a screen reader was asked to listen to a text. Afterwards, they were
asked several questions about the text in order to assess their comprehension. The
chosen text for the standard task was carefully selected so it contained only a limited
amount of jargon and abstract words, yet it was representative of text information as
typically presented in the Web. A glossary was provided including easy-to-understand
explanations of jargon or terms that could not be assumed to be part of everyday
knowledge.

The test participants were subdivided in three test groups: group one (3 test partici-
pants) was confronted with the text in the original version, group two (4 test partici-
pants) used a screen reader in order to have the text read to them while the text was
shown on the screen in its original layout, and group three (6 test participants) was
confronted with the modified text version (see figure 1). The text was modified in the
following way:

punctuation was separated from the word before by inserting an extra space and
showing it in bold type face,
dashes were replaced by commas,
written numbers were transferred in digits,
after every comma, a line break was inserted and the following text was indented,
after every “and”, a line break was inserted and the following text was indented,
and
after every period, a line break and a blank line was inserted.

1 Incorporating Requirements of People with Special Needs or Impairments in Internet-based
Services (IST-2000-26211):http: //www. iris-design4all .org/
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Fig. 1. Modified text version.

3 Results

Since it was the goal of this user study to investigate whether the proposed text modi-
fications will support learning disabled people in text comprehension, the error rate in
text understanding of test groups one and two (7 test participants) working with the
original version of the text was compared against the results of test group three (6 test
participants) testing the modified version. An error rate of 11 % appeared in group
one and two (group one 9%, group two 13%), while in group three, 8% of all given
answers were incorrect. However, we must consider that the degree of text compre-
hension required to answer the questions correctly was different. The questionnaire
was designed like that to ensure that some questions could be answered by every test
participant to avoid frustration. For interpretation of test results though, it is very
important to analyze the error rate of questions demanding a high level of text com-
prehension. The error rate in this regard varied a great deal among the test groups
from 60% for groups one and two (group one 50%, group two 70%) as opposed to
30% in group three. In summary, the test group working with the modified text ver-
sion showed the lowest error rate in all instances. This is an encouraging result to
pursue the taken approach in text modification. It must be considered however, that
modifying text in this manner causes text to be split in many bullets which results in
an unusual layout and presents a confusing appearance as it was also mentioned by
some of the test participants. Furthermore, for people with good reading skills, text
presented in this way will probably inhibit the reading process, so text modifications
as suggested should only be offered on-demand.

A surprising result of the study can be seen in the highest error rate of test group
two utilizing a screen reader to facilitate the reading process in overall (13%) as well
as when questions were asked demanding a higher level of text comprehension (70%).
Unintelligibility of the screen reader, which could have accounted for this test result,
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was investigated in the questionnaire following the reading task. All test participants
reported that they could understand the speech of the screen reader very well. They
also noted that having the text read to them helped them to understand the text. The
reasons accounting for the highest error rate in this test group can be manifold, e.g.,
having to read the text oneself supports focusing and processing of text information.
Since it is often recommended in Web design guidelines for learning disabled people
that a screen reader should be employed in order to facilitate text comprehension, a
larger user study will be conducted by the authors to investigate this issue further.
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Abstract. This paper discusses an investigation carried out in designing and
evaluating a neurorehabiliatory communication interfaces for nonverbal Quad-
riplegic and other clinically brain injured persons. Research was conducted
where brain-injured persons communicated using a brain-body interface and a
computer program with simple text such as Yes, No, Thanks etc. This research
was further developed into a soft keyboard, which gave a brain-injured person
an interface to create simple sentences. The users used the soft keyboard with a
brain body interface. This paper reports on the soft keyboard developed and the
experimental results of this research.

1 Introduction

This study collected the information from neurologically disabled persons by con-
ducting simple non-invasive communication tasks and created interfaces for commu-
nicating with the outside world for the very first time, after a brain injury. Soft key-
boards have been designed and implemented for disabled users in the past but this
study covers the new area of soft keyboards for the brain-injured. This group of non-
verbal, quadriplegic users will manipulate the keys using a brain body interface. As
medical technology not only extends our natural life span but also leads to increased
survival from illness and accidents, the number of people with disabilities is con-
stantly increasing. World estimates show that there are more than 500 million people
who are disabled as a consequence of mental, physical or sensory impairment. This
makes people with disabilities one of the world’s largest minorities [1]. Approxi-
mately 5.3 million people, currently live with disabilities resulting from brain injury
[12]. It is estimated that there are 2.2 annual hospital admissions for traumatic brain
injury for every 1000 people of the population in the Western World [12]. A certain
percentage of these brain-injured people cannot communicate, recreate, or control
their environment due to severe motor impairment. At the 52nd meeting of the Third
Committee, on 29 November 2001, the representative of Mexico introduced a draft
resolution on an international convention on the rights of persons with disabilities and
was adopted on 19 Dec. 2001.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 999–1002, 2004.
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2 Assistive Technology

Assistive technologies fall into various categories [11]. The research reported here
only concentrated on communications for the brain injured, hence dealt with the elec-
tric signals emanating from brain waves, muscle contraction, eye movement or some
combination thereof [9]. Having considered various assistive devices, we chose the
Cyberlink™ as the ideal device for the brain injured non-verbal participants [2–5] [7].
Cyberlink™  consists of three electrodes (non invasive) in a headband wired to an
instrument that magnifies brain waves 500,000 times. Through biofeedback tech-
niques and slight facial movements, patients can use the Cyberlink™ to communicate
via a computer interface. The signals for communications are obtained by attaching a
probe on the forehead of the patients. Basically it is 3 silver/silver chloride contact
electrodes (non-invasive), which are placed on a headband and pick up EEG (brain
waves), EMG (Facial Muscles) and EOG (eye movements) signals. These are then
fed into an amplifier and then to the mouse port, so the computer just sees the device
as a mouse, which controls the cursor [5] [9].

3 Past Research

Past research involved using the Cyberlink™  with appropriate communicating inter-
faces. The design process went through various stages of development. It started with
a simple interface written in Visual Basic, which gave the opportunity for this group
of disabled people to say yes or no for simple questions [7][8]. This research proved
beyond any doubt, that every disabled person regardless of having a particular type of
disability was still an individual with his or her own characteristics. Hence each one
needed an individual profile not a group profile. The next design problem encoun-
tered was the unintentional movements of the cursor when a brain-body interface is
used. This identified a need for better control over the cursor. This was done by split-
ting the computer screen into tiles and configuring the time spent on each tile, size of
tile, gap between tiles, time to reach a target etc to suit each individual user. Now this
research has been taken a step further by changing the targets into a soft keyboard
that uses cursor control and audio feedback to help participants make simple sen-
tences.

4 The Soft Keyboard

A soft keyboard (Fig.1) is made up of alphanumeric keys (shown in blue), control
keys (shown in green) and configuration keys (shown in grey). This is an on-screen
keyboard that can be configured to suit and individual user. The keyboard can be
used in two modes: normal and scan mode. In normal mode, the user moves the cur-
sor to a key and keeps the cursor on a key for a pre-defined time. This will display the
alphanumeric character, read the key in an audible voice and jump to the middle of
the Starting Area. This will be repeated for each character. This is to cater for brain-
injured users who can move the cursor but cannot perform a click. In the scan mode
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the keys will be scanned row by row
and the user need to perform a click
and choose the key. This will display
the alphanumeric character, read the
key in an audible voice and continue
scanning. The control keys perform
Backspace, Caps Lock, New Line (or
enter), Read (reads what the user has
written in the display window), Clear
(clears everything in the display win-
dow) and Exit. There are two grey
configuration buttons, “Close” and
“Change Workspace”. These two but-

tons are for the exclusive use of the carer. “Close” button is to close the application.

Fig.1

Fig. 2

5 Experimental Results

The ethics boards at each institution approved this research, using Cyberlink™ as an
assistive technology. It should be noted that the investigator obtained all permissions
and informed consents from the institutions, participants and/or their guardians before
research began. When it came to this research, there was no previous methodology so
a new methodology was developed. The approach used was one of developing a pro-
totype interface using non-disabled people as test subjects, then evaluating the inter-
face with brain-injured participants. This allowed better feedback at the development
stage and faster development. Many versions of the programme were developed to
get the appropriate individual interface. The keyboard was tested with ten able par-
ticipants for refining the prototype. Having designed the prototype, the keyboard was
tested with five brain-injured participants. Two of the disabled participants (39yrs,
60yrs male), were able to make simple sentences e.g. “I am hot”, “I am tired”, “I can
understand”, “thank you” etc. There were carers who believed these two patients did
have the capacity to understand but until this study there was no evidence to prove
this. The next two participants (32 yrs, 43yrs, male) gave inconsistent results and one
disabled participant (61yrs, female) was unable to use it at all.

When you click on the “Change Workspace” button,
it will open into window shown in Fig.2. This win-
dow enables the carer to change the following pa-
rameters of the keyboard:

Key Height/Key Gap
Keyboard Layout
Text Window Height
Stating Area Window Height
Wait time on a Key
Wait time on the starting area
Font
Enable/Disable Sound
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6 Conclusions

This keyboard was evaluated with Cyberlink™ but can be used with any mouse or
switch; hence the researcher hopes other users with motor sensory deficiencies will
consider it [6]. The most powerful feature of this keyboard was the “Change Work-
space” which offered configuration facilities for this keyboard to set individual pref-
erences according to the level of disability.
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Abstract. This paper presents a talking word processor and a talking web
browser aimed at cognitively impaired individuals. Both the word processor and
the web browser can display information and text and/or symbols. EdWord
provides the user with a simple word-processor in which all objects, including
menu items and tool tips are spoken. Microsoft Active Accessibility (MSAA) is
used to implement this level of speech access; a feature which is unusual in
simple word-processors. EdWeb uses a web browser component that linearises
a web page into a single linear document. This style of interface has proved
successful with a range of novice web users. Both EdWord and EdWeb are
freely available.

1 Introduction

The software described in this paper was designed to provide deaf-blind people with
access to a simple word processor and web browser. In doing so, it has to be ac-
knowledged that many potential users have some functional vision and/or functional
hearing, so the provision of a talking application that provides large clear print and/or
graphics is appropriate to the needs of many of the user group. Many such users have
cognitive impairments that also significantly affect their fluency with print, so support
for symbols is desirable. Finally, the great variation in individual user needs demands
that the program be easily configured to their needs by the user or by a support
worker.

1.1 EdWord and EdWeb

There are a number of widely used symbol systems (e.g. Rebus, PCS, Makaton,
Bliss1) for people with cognitive difficulties, and also a wide variety of simple sym-
bol-based, talking word processors that are aimed at a similar client group – i.e. users
with a combination of sensory, cognitive and/or learning disabilities. These include
Writing with Symbols, Clicker and Inclusive Writer1. These systems typically have
simple text word processing capabilities that are augmented by symbols. One symbol
generally corresponds to a single word; although some symbols represent a phrase of
up to five words. These systems are primarily designed and used by people with good
functional vision but with difficulties in literacy. Therefore, speech is often provided

1 This list is certainly not exhaustive, and nothing is implied by the set of products/systems
selected/omitted.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 1003–1008, 2004.
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to support the writing and reading back of text. However, speech is not extended to
support more general word processing operations, for example use of the program
menu and dialog boxes. The user is expected to handle these without speech support.

The main motivation for the development of our systems – in spite of the exis-
tence of these products – was, for our target user group, that all operations should be
speech enabled, supported by symbols, and have a simple user interface that could be
tailored to the needs of the user. In addition, at the time of our work, there were no
web browsers that both supported symbol users and talked. (Since the development of
EdWeb two symbol-based web browsers have been developed, a commercial example
that became available at the end of 2003 [1] and a research prototype has also been
developed. [2, 3]) A further goal was to make a system that was available at no cost as
both an executable and as source code to potential users and developers.

In summary, EdWord is a talking word processor that can display text as symbols
and EdWeb is a talking web browser that can also use symbols. In this paper, we
discuss the some of the characteristics of these tools and their design.

2 EdWord

2.1 User Interface

A screenshot of EdWord is shown in Fig. 1. As shown it has toolbars containing items
for creating a new document, opening, saving and printing documents setting the font
attributes (bold, italic and underline), the text alignment (left, centre, right and justi-
fied), the font (Times New Roman, Arial or Courier) and the text size. It also presents
File, Edit, Format and Settings menus that provide the same functionality. These func-
tions handle the majority of word processing tasks for the inexpert user and allow for
considerable scope in document creation, making EdWord a useful program.

Everything in EdWord talks. So, for example, when the mouse dwells over a tool
bar item the tool tip is not only displayed but is also spoken. The menu items also
speak, so the entire application presents itself through speech.

Because different users have different needs, EdWord is highly configurable, in
the sense that the interface can be configured to suit the user’s preferences. One as-
pect of configuration is control over the complexity of the interface. As shown in
Fig. 1 the EdWord interface is at its most complex but simpler interfaces can be pre-
sented that reduce the tool bar to a single item (New) and the menu to a file item. This
configuration can be accomplished by the user or by a support worker with a simple
built-in interface. EdWord can thus be configured to meet the characteristics of a
particular user. Control is provided over a number of features including:

The set of user interface options presented to the user, including: the set of menu
and toolbar options; access to clipboard operations (cut, copy and paste); and ac-
cess to control colour and speech settings.
The default colours (foreground and background), font, and font size presented to
the user.
The size and font of the menu items.
The characteristics of the speech, for example, whether the speech should echo
each letter, each word or both. The last option is useful for blind people learning to
type.
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Fig. 1. A screen shot of EdWord

User profiles are used to store user preferences and, when a user is logged into
EdWord (by selecting the user’s name from a list), his/her default settings are re-
stored.

EdWord can translate words to symbols so that when a word is typed by the user
the appropriate symbol is shown above it. Text files opened in EdWord are processed
to present the appropriate symbols. EdWord supports a variety of symbol types and
provides a utility to access symbol sets already installed on the computer, so it can
work with a preferred existing symbol set.

EdWord can also be used with a (talking) grid to support switch users. EdWord is
supplied with a simple grid creation/editing program so the default grid provided in
the program can be customised to suit the needs of a particular user.

2.2 EdWord Design Considerations

EdWord uses a commercially available text control (TX Text Control –
http://www.textcontrol.com/)  to present the text and, when appropriate,
symbols.

Custom menus have been used so that the font size and associated symbols are
controllable. All of the menus can therefore be changed to suit the user.

A major difficulty in the design of the system was making these menus and
mouse-activated tool tips talk. Making the menus talk has been achieved using Micro-
soft Active Accessibility (MSAA). MSAA “allows applications to effectively cooper-
ate with accessibility aids, providing information about what they are doing and the
contents of the screen” [4]. MSAA provides EdWord with the ability to detect when
the program focus moves to a different object, e.g. menu item, controls on a dialog
box, and speak appropriately. Tool tips are spoken by capturing mouse movement and
noting when the pointer hovers over a button. When this occurs, the button’s “key”
property is spoken. The key property of the button and the tool tip are set up to hold
the same text, so what is shown on the screen is the same as that spoken by EdWord.
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3 EdWeb

EdWeb extends EdWord to create a simplified web browser. It inherits much from
EdWord including a similar set of configuration options (indeed both EdWord and
EdWeb use common user profiles so that the preferences saved for a user in one tool
are reflected in another).

EdWeb embeds an application called WebbIE2 [5], which was originally designed
as a simplified interface to a web browser for blind people using a screen reader. The
key attribute of WebbIE is that it linearises a web page (all text is presented in a sin-
gle window in a linear form so that the document can be read top to bottom). WebbIE
has been quite successful for screen reader users (particularly novices) who find that a
linear re-presentation of the page together with a moveable cursor provides a rela-
tively easy means of navigating within a web page. It is interesting to note that Web-
bIE is also used by users who have some functional vision. The linear presentation of
the page with clearly marked large text can provide, for some users, a more effective
interface than using a standard web browser with a screen magnifier, because it
greatly reduces the complexity of handling a web page. Based upon this experience it
seems that this style of interface may be very appropriate for the user group identified
in this paper.

The user interface of EdWeb is shown in Fig. 2. It consists of a small number of
control buttons (back, forward, home, refresh and stop) together with a text box for
the URL and a presentation of the web page content in text and symbols.

Fig. 2. Screen Shot of EdWeb

2 Webbie can be downloaded from http: / /www. webb ie.org.uk
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EdWeb presents a web page as linear text and/or symbols. Special items such as
links and text boxes are marked with text and symbols (see Fig. 2) or by symbols.
Links can be followed by moving the cursor to the link and pressing enter. The text of
the web page can be presented as text-and-symbols in the same way that EdWord
translates text to symbols. EdWeb inherits from WebbIE a number of user commands
that can be used to help the user navigate within and between web pages and to find
information within a page. For example, links can be suppressed so that only the text
is presented and long sequences of links (which are often indicative of a navigation
bar) can be skipped by the user with one key press. These simple user functions are
intended to increase the usability of web pages without requiring advanced knowledge
or ability of the user.

In order to access the Web, EdWeb’s WebbIE component accesses Microsoft
Internet Explorer (IE) through Object Linking and Embedding (OLE). This gives
Webbie access to the W3C HTML document object model (DOM), which provides
access to all the elements of the web page. IE can therefore be left to handle the com-
plexities of webpage parsing, and WebbIE need only handle the re-presentation of the
webpage as a linear text document.

4 Availability

EdWord and EdWeb are free and can be downloaded from www.sense.org.uk/NOF.
Source code is available from the authors and will published on the web shortly.

5 Concluding Remarks

EdWeb and EdWord require further evaluation with a range of user groups. There are
a number of issues to be investigated. For example, EdWeb translates web pages to
symbols, but no evaluation has yet been done to determine the level of benefit that
this gives to symbol users.

EdWeb and EdWord can also be further extended so that they match the needs of
a wider set of client groups. For example, interest has been expressed in using tools
such as EdWord with dyslexic people and older people. However, the tools need to be
configured to their needs. Care has been taken to provide useful default configurations
and options but this is no replacement for personalisation to a particular user or new
development to address a specific user group.
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Abstract. This paper presents Sibyl, a new AAC (Augmentative and Alterna-
tive Communication) computer system, that aims at improving text typing for
persons with sever speech and motor impairments. Typical AAC systems dis-
play virtual keyboard on screen which enables key selection via a few switches
device. However, text typing is cumbersome. Sibyl aims at allowing faster typ-
ing by means of two predictive modules SibyLetter and SibyWord. SibyLetter
facilitates key selection through a dynamic keyboard by predicting next letter. It
takes advantage of a n-gram statistical model applied on letters. SibyWord al-
lows keystroke saving by word completion. It predicts next word using natural
language processing techniques. A robust chunk parsing (non-recursive con-
stituent) is achieved and prediction is based on the last chunk heads occur-
rences. Best predictions are displayed in a word list. This paper presents the two
predictive modules and the Sibyl software used in the Kerpape French rehabili-
tation center.

1 Introduction

This paper presents Sibyl, a new French AAC (Augmentative and Alternative Com-
munication) computer system for persons with speech and motion impairments. When
disabilities aim with sever impairments, most of common interaction modalities are
unavailable and the communication capabilities are limited. AAC is the field of re-
search concerned with providing techniques to (partially) restore the communicative
abilities of handicapped people. A typical computer based AAC system consists of
four components (Fig. 1).

The first one is the physical input interface (command by breath, command by eye-
tracking, joystick, pushbutton ...) that replaces the real keyboard, unsuited device for
much of disabled people. An important point is the degree of freedom for interacting
with the computer. The choice of the input depends on the user’s abilities. The second
part is the virtual keyboard displayed on screen and driven by the input device. It
allows the user to select items of vocabulary (letters and words in Sibyl, but icons or a
phonetic alphabet in other systems) to compose sentences. In the case of single switch
device, the key selection is achieved by scanning. In linear scanning, a cursor high-
lights successively each key. The user hits when reaching the desired key. In the
faster row-column scanning, the selection takes two steps, first the row and then the
key in the row; however, it takes two hits, source of errors. The last two components
are a text editor, which shows the message and a speech synthesis to pronounce the
final text.

K. Miesenbergeret al. (Eds.): ICCHP 2004, LNCS 3118, pp. 1009–1015, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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Fig. 1. Computer based AAC system

The main problem in such AAC system is the speed of text input because typing is
very slow and time consuming. To allow faster typing, two additional approaches are
available: fast key selection and keystroke saving. The aim of the first approach is to
reduce the number of steps to reach the correct key, when scanning. Faster key selec-
tion can be achieved with appropriate scanning (e.g. row-column scanning vs. linear
scanning), by arranging keys in an efficient order to facilitate access to the most used
keys [3], or with letter prediction like SibyLetter of our Sibyl system [8]. Nowadays,
research for communication aids focuses on methods for keystroke saving. The recall
of pre-stored phrases is useful for common phrases or urgency communication. Some
systems make use of abbreviations [7]. Finally, a growing number of systems, includ-
ing Sibyl with SibyWord, allow automatic word completion by displaying a list of
predicted words: Profet [4], HandiAS [6]. The use of Natural Language Processing
(NLP) techniques increases the accuracy of the predictions.

In spite of significant advances, communication aids can be still improved. The re-
search in assistive communication technologies is especially dynamic and tends to-
wards a pluridisciplinary approach with psychologists, linguists, ergonomists, com-
puter scientists, like, for example, the universities of Dundee (Scotland), Stanford and
Delaware (USA), the Royal Institute KTH (Sweden) and the LIM, IRTT French labo-
ratories.

In this paper we present the Sibyl project. Part 2 describes the interface of the Sibyl
software, its main characteristics and the principle of our dynamic keyboard. The next
two sections are dedicated to the predictive modules, part 3 for SibyLetter and Siby-
Word in part 4. In both cases, we present model, results and the evaluation in the
French rehabilitation center of Kerpape with children with cerebral palsy.

2 Interface of Sibyl

2.1 Presentation

The Interface of Sibyl (Fig. 2) is especially designed for single switch input device. It
consists of a text editor, a virtual keyboard and used linear or row-column scanning.
The inputs with word prediction are in light gray.
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Fig. 2. Display of Sibyl

The keyboard is a set of keypads (called keyboards), this split reducing the number
of steps to reach key in scan mode. Jump keys provide moves between keyboards;
these are usually in the first keys of keyboard. The picture of the key specifies the
target keyboard. On same principle, a shortcut key (at the end of the first row of the
keyboard of letters) facilitates, in linear scanning, access to punctuation marks (on the
last row).

2.2 Text Input

Let us now give a sample of text input on the sentence “comme chaque...” (like
every...). When starting, there’s no context, the word list displays the most common
words at a beginning of a sentence (determiners, conjunctions, prepositions) and the
letters keyboard the most common letters starting a word (“d, 1, p...” in French). The
word “comme” doesn’t appear in the word list, letter “c” must be typed. The cursor
moves from the first key of the letters keyboard (initial position) to key “c” (Fig. 3).

Fig. 3. Input of word comme (like)

After hit, display is refreshed: cursor goes back to the initial position, the ordering
of the letters and the words in the list take new context into account. A short time is
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let to read the words, word comme appears. For word input, two steps are required:
access to word list and then word selection. The “jump key” to words is the second of
letters keyboard. After typing comme, an additional blank char is written at the end of
the word.

Fig. 4 shows the input of the next word chaque. Note that the ordering of the letters
is the same as previous (the context of letters prediction is the beginning of the word)
but words are different.

Fig. 4. Input of word chaque (every)

2.3 Dynamic Keyboard

As we’ve just seen, the ordering of letters is changing while typing, giving the letters
keyboard its name of dynamic keyboard. Basic idea is to arrange letters so that most
frequently letters are positioned on first keys and hence, facilitating their access in
scan mode. For example, in qwerty keyboard, the most frequently hit key, the space
bar, is improperly located because in last row. Some new virtual keyboards have
taken this problem into account and sort letters by frequency. But the probability of
letters differ with the context and the aim of the dynamic keyboard is to reflect this
changing order.

After each input, the current context (the first letters of the current word) are given
to the letters prediction module, SibyLetter (see Part 3). This one returns the letters
sorted by an estimation of their probability to appear. An end of word letter (the blank
char) is added to prediction. The keyboard is refreshed, the next input can start. The
dynamic keyboard uses linear scanning, because as the keys are moving, the row-
column scanning became unsuitable (during searching the desiderate letter, row scan-
ning can pass above the row of the letter).

Table 1 and Fig. 5 present the input of each letter of word “comme”. Table 1 gives
the context sent to SibyLetter, the first propositions returned and the letter to type.
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Fig. 5. Dynamic keyboard when typing COM ...

The efficiency of letters prediction and dynamic keyboard will be discussed in the
next part on SibyLetter.

3 SibyLetter

In Sibyl, the prediction of letters is based on the statistical model N-gram [5]. This
one makes it possible to estimate the probability of an event (here of the letters) ac-
cording to the n-1 last events (according to the 4 last letters of the word in Sibyl). The
estimate of the parameters of the model was carried out on the “Le Monde” newspa-
per (more than one hundred million words).

The theoretical evaluation shows, that on average, the desired letter appears at row
2,9. On the same corpora of training and test, we also calculated the performances of
three other modes of selection:
1.

2.

3.

row-column scanning on a AZERTY keyboard organized in 3 x 10 (“traditional”
keyboards),
linear scanning on a keyboard whose keys are classified according to their fre-
quency of use without context (“frequential” keyboard),
row-column scanning on the same keyboard as previously.
Table 3 gives the performances obtained in number of steps to reach the desired

letter (by taking account only letters).

The results show a significant saving of access time with Sibyl compared to the
other modes of selection. This gain is all the more appreciable as the selection of a
letter is done into 1 click contrary to the modes of selection using the row-column
scanning which require two validations.

The improvement of the effectiveness given by the prediction of letters was con-
firmed during the evaluation by ten children with cerebral palsy (CP) in the French
rehabilitation center of Kerpape [8]. Moreover, this evaluation (without the prediction
of words) shows a fall of the typing errors (thanks to the linear scanning) and a fall of
the spelling mistakes (necessary in the school context in Kerpape). However, the
dynamic aspect can be awkward and we note the failure of the use of Sibyl with one
person.
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4 SibyWord

For the prediction of words, Sibyl uses an advanced language model [9] with a robust
chunk parsing (non-recursive constituent [1]. The prediction is carried out in two
stages: a preliminary stage of analysis of the sentence then a stage of prediction. The
stage of analysis determines for each word their grammatical category (noun, adjec-
tive, verb, ...), their inflection (gender, number, person, tense). The sentence is then
parsed in chunks:

Fig. 6. Example of sentence analysis on «l’année du dragon » (the year of the dragon)

In the second stage, the system delivers the estimate of the probability of each
word of its lexicon (50 000 entries). The predictions are based on the last words and
the last heads of the chunks (the main words of the chunks). The model allows a
partial management of the grammatical agreements and also a presentation of words
in relation to the context. On the previous example, the verbs suggested are “to start,
finish”, (in relation with “year”), at the third person of the singular and firstly in the
present indicative.

The model was evaluated on a test corpus of 50 000 words (from the “Le Monde”
newspaper) after a training on two million words. The results of the experimentation
show, for a list of 5 words, a rate of keystroke saving of 57 %.

Some commercial systems propose already a list of words. However, the proposals
are established without context. The interest to adopt a language model is thus dou-
ble:

1.

2.

It makes it possible to increase the performance of the system in keystroke saving.
For example, during the evaluation, we measured a rate of only 43 % with a
prediction without context,
As mentions [2], the presentation of incoherent words with the sentence disturbs
the user.

The integration of the words prediction in the Sibyl application is relatively recent
and the evaluation by the users of Kerpape is in hand.

At the present time, the predictions of Sibyl do not adapt to the vocabulary of the
user, the proposals are based only on the training of the newspaper “Le Monde”.
Thus, the rate of keystroke saving expected is lower than that estimated in a theoreti-
cal way. The adaptation to the user is one of the prospects for Sibyl.

5 Conclusion

In this article we presented the Sibyl AAC system. The aim of this system is to re-
store partially the communication function for people with severe motor impairments.
We propose to integrate linguistic knowledge to increase the input speed. One of the
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originality of Sibyl is the dynamic keyboard, tested successfully at Kerpape. Now the
evaluation continues for the prediction of words and by the addition of a black box to
collect quantitative information.
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Abstract. The goal of the present study is to introduce a speaking interface of
mobile devices for speech impaired people. The latest devices (including PDAs
with integrated telephone, Smartphones, Tablet PCs) possess numerous favor-
able features: small size, portability, considerably fast processor speed, in-
creased storage size, telephony, large display and convenient development envi-
ronment. The majority of vocally handicapped users are elderly people who are
often not familiar with computers. Many of them have other disorder(s) (e.g.
motor) and/or impaired vision. The paper reports the design and implementation
aspects of converting standard devices into a mobile speaking aid for face-to-
face and telephone conversations. The device can be controlled and text is input
by touch-screen and the output is generated by a text-to-speech system. The in-
terface is configurable (screen colors and text size, speaking options, etc.) ac-
cording to the users’ personal preferences.

1 Introduction

The estimated number of severely speech impaired people living in the European
Union is two million1. Speech impaired people have many difficulties both in face-to-
face and in telephone conversations. The problem is more severe if the loss of speak-
ing ability has just developed – the recently disabled person has difficulties making
him/herself understood which may induce anxiety, frustration, even depression. Con-
sequently “talking machines” can solve not only communicational, but also psycho-
logical and social problems.

Furthermore impaired speech can often cause uncomfortable situations (e.g. diffi-
culties in asking for a glass of water, food, telling the need to go to the toilette, etc.)
and unfortunately the lack of vocal communication can result in fatal events as well
(e.g. people can’t phone when they feel the symptoms of a heart attack).

With the intensive development of technology the desire of disabled people - to
approach the conditions of a fully abled person as much as possible - can be more and
more fulfilled. Nowadays there are several devices with audio capability and teleph-
ony. But which would be the best for such a purpose? We had to consider the fact that

1 Telephone users with disabilities – the numbers,
http://www.tiresias.org/phoneability/telephones/user_numbers.htm

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 1016–1023, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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the majority of vocally handicapped users are rarely familiar with computers. Many of
them are mentally retarded [1], have other disorder(s) (e.g. motor) and/or impaired
vision. Furthermore for everyday use the size of the device must be as small as possi-
ble with a rather large display panel. There are difficulties even with a laptop com-
puter (especially for elderly people). For example if a speech impaired person would
like to do shopping, s/he has to pack the laptop computer at home and carry it (it is
rather large and heavy). If s/he would like to use it then the laptop has to be taken out
of its bag and at the end of the conversation it has to be put back. The whole process
is uncomfortable. In case of smaller devices the process is much easier. In addition
the integrated telephone is often necessary and the device must have a considerably
fast processor.

2 Problem Statement

Considering the aspects given above we had to face the problem that an interface for a
small, portable device should be developed for speech impaired people who are rarely
familiar with computers, and probably have vision, motor or/and mental disabilities.
Therefore the decision was not easy. The choice of the device is significant because
with an inappropriate hardware even the best software fails easily.

2.1 Related Work

We examined several devices and systems to take advantage of their features, design
concept and effects on users to avoid the imperfections they had. In this study we did
not examine the old mechanical machines [2], only the newer devices and interfaces.
Let us have a look at the most important systems:
1.

2.

3.

4.

The example of a Swedish speech impaired teenager is very instructive [3]. He
used a Swedish text-to-speech (TTS) system as a communication aid first in 1978.
This instance demonstrated the social, psychological help of a speaking machine.
Bliss symbols based talking machines (Blisstalk, 1981) [3] and computer programs
(e.g. Blissvox, 1994) [4] are significant communication aids. These systems use
Blissymbolics [5] to communicate. In general each symbol refers to one word. The
input is the symbols, the output is synthetic voice. We can conclude that in some
cases it is worth compressing the text into shorter, previously stored units. This
idea [6] is developed in newer systems (see 2.3).
The Multi-Talk system was a real communication aid (Galyas and Rosengren,
1989) [3]; this was portable and had several important services. We considered
useful many of these features (stored messages, repeatable last word, sentence,
configurable display, etc.) though telephony is not supported and developing soft-
ware on Multi-Talk is difficult for third parties.
In the early 90s laptop computers became increasingly accessible for average users.
One of the beneficial speaking applications is VOXAID (Gábor Olaszy and Géza
Németh, 1993) [7]. The usefulness of the system is proved among others by an eld-
erly non-speaking woman who used this system for about ten years. With the help
of an adaptor the system is able to make phone calls. There are disadvantages of
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the system as well: the everyday usage of a laptop is uncomfortable and VOXAED
is black and white what can often make difficulties for visually impaired people.
(Configurable text and background color results in better visibility.) In our applica-
tion we inherited some features (free text input, previously fixed text) and im-
proved many (better telephony) from VOXAID.

2.2 Analysis

Summarizing the observations we considered free and fixed text input and telephony
beneficial from the former systems. We also applied new features in the software
according to the needs of speech impaired users. User requirements have been kept in
mind during the whole development process.

2.3 Approach

Considering the facts, that we need a small, portable device with rather large memory,
built-in sound module, telephony and reasonable processor performance we chose the
nowadays popular mobile devices, including Pocket PC based Personal Digital Assis-
tants (PDAs) with integrated telephone, Tablet PCs, Smartphones and Symbian based
mobile phones. Each device has its own special profile: mobile phones are the best for
telephone conversations, Tablet PCs for face-to-face conversation, and PDAs for
both, with some compromises. Currently the PDA version of the software is ready.
We are just implementing the application on the other platforms as well.

In our point of view choosing mobile devices was the best choice as the first step
of creating a scaleable speaking interface, though we had to make compromises.
These devices have several deficiencies (see 4.2) but can satisfy our purpose even so
by solving the most critical problems with a smart speaking interface.

Some augmentative communication aids already exist on PDAs. WinSpeak2 and
IconSpeak3 are very similar to each other – they displays icons on the screen, every
icon means a word, and the user can make sentences from them by clicking on the
icons. These software enable fast communication [6], but they are rather rigid, not
suitable for wide range of utilization, because speech impaired people cannot adapt
them for their needs and the software do not provide text input, only a fixed vocabu-
lary. There are some multifunctional speaking applications for PDAs as well (like
Polyana4), but they are able to speak only the language that the application was writ-
ten for. Namely, no standardized speech I/O has been developed yet on these mobile
systems. Furthermore these systems are expensive ones – not only the hardware, but
the software too [1]. Consequently there was no doubt we had to develop our own,
customizable, multifunctional speaking application.

2

3

4

Pocket Winspeak - Symbol based communication aid program for Pocket PC,
http://www.zygo-usa.com/pokspeak.html
IconSpeak Palm PC software augmentative communications aid for people with impaired
speech, http://www.bostock.com/ IconSpeakInternational.htm
Polyana 3 with Persona - an augmentative communication Pocket Windows device,
http://www.zygo-usa.com/polyana.html
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3 Interface Description

Our concept was to create an intuitive interface the basic usage of which can be easily
learned by a non-computer user in a few hours with the help of the documentation.
We included many partly hidden functions which make communication faster (see
below: 3.4, 3.5). The name of the application is “SayIt”.

3.1 Main Functions

There are three main functional parts of the program, called “Free Text”, “Fixed Text”
and “Partly-fixed Text”. In Free Text mode one can enter any text. The program may
read a line (Fig 1., “Hello ICCHP!”), a selection (Fig 1., “king”) or the whole content
of the text field. The text can be saved, loaded and erased anytime. The content of the
text field remains the same if the mode is changed to Partly-fixed or to Fixed Text.
Cut/Copy/Paste/Clear commands are also supported. In Fixed Text mode the user can
choose from a set of categorized sentences (Fig. 1.). The categories may have sub-
categories, and the subcategories may have further subcategories, and so on. For ex-
ample the category “The way you feel” has subcategories like “common”, “pain”, etc.
These categories have sentences like “I’m sick”, “I have headache”, “I am afraid”,
etc. The number, the length and the depth of the categories and sentences are not
limited. The selected sentence can be read by clicking on it, or on the Say icon/menu
item. The selected sentence can also be copied to Free Text for additional changes.
The Partly-fixed Text is very similar to Fixed Text mode. The difference is mani-
fested when the user selects a category item.

Fig. 1. Free text (left) and fixed text (right)

The selected sentence(s) appear(s) in a new text field (Fig. 2.), and only some pre-
defined parts of the sentence(s) are editable. Clicking on a non-editable area the cur-
sor jumps to the nearest editable text. One can move along the editable texts by the
two arrows (“<”, “>”). The whole text, a line or a selected area can be read by the
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Fig. 2. Partly-fixed text

software. For example we have the “Meet at <time> in <place>.” sentence. The user
can edit only the <time> and <place> field, and the predefined sentence can be easily
and swiftly changed to “Meet at 6p.m. in the ICCHP conference room”. Furthermore
the sentences can be copied to the Free Text for additional changes. This mode en-
ables fast and flexible communication.

These are the main function blocks of the program. One can change between
modes by the icons or by Mode menu.

3.2 Telephony

One of the most important features is the possibility of phone calls. Nowadays there
are many PDAs with integrated telephone modules (e.g. Siemens SX45, Qtek 1010,
T-Mobile, etc.). On these devices speech impaired people can make phone calls. No
external accessories are required in contrast with PCs or laptops. Making or receiving
phone calls can be easily accomplished by the default phone software.

3.3 Configurable Interface

The size of the fonts can be changed in all modes. There are three presets (normal,
large, extra large), and one can also set the font size by numbers. It is also possible to
change the color of the background and font. There are eight presets according to the
basic mix of the RGB color components. These features were implemented - taking
into account the needs of the users of our former system [7] - to improve visibility.
The type, speed, pitch and volume of voice can also be changed.

3.4 Enhanced Features

There is an important function that has no icon or menu item. Users can know this
feature from the documentation: if the user ‘taps and holds’ the screen (e.g. puts
his/her finger on the screen and lets it there) in any mode, the most obvious text will
be read. In Free Text mode the whole text, or if text is selected then only the selection
is said by the program. If tap and hold is executed on the upper part of the screen, the
selected category will be read. If tap and hold is done on the lower part of the screen,
the selected sentence will be read in Fixed and Partly-fixed Text mode. The same
method works after selecting a sentence in Partly-fixed Text (Fig. 2.) mode. This
feature was also applied following the request of the users of our former system [7]. It
helps users with motor disorders, because it is much easier to tap-n-hold a 32 pt large
letter instead of a small icon.
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3.5 Administrator Functions

The software has an external component, an administrator interface for Fixed and
Partly-fixed Text. This is an executable program separate from the main application.
With this software Fixed and Partly-fixed categories, subcategories and sentences can
be added/edited/deleted. In addition the fixed parts of the Partly-fixed sentences can
be defined. We recommend the administration only for expert users. We did not inte-
grate this interface into the main program, because we did not want average users
(e.g. elderly, non-computer users) to have an opportunity to spoil the databases. Of
course, with the help of the documentation and with some practice anyone can easily
learn to use the administrator tool.

3.6 Technology

The software was developed with eMbedded Visual C++ (eVC). The application is
object-oriented, based on Microsoft Foundation Class (MFC). The Document-View
architecture was not applied, the application is dialog based to save resources. The
Pocket PC 2000 and Pocket PC 2002 emulation environments and some PDAs (in-
cluding Siemens SX45, HP Jornada, Qtek 1010, T-Mobile) have been used during the
development and tests. SayIt uses the MULTIVOX TTS engine developed by the
Department of Telecommunications and Media Informatics, Budapest University of
Technology and Economics cooperating with Phonetics Laboratory of the Hungarian
Academy of Sciences. At the time of writing (January 2004) the source code is ap-
proximately 4200 lines long.

4 Evaluation Results

4.1 Technical Tests

When the software was ready for tests both objective and subjective measurements
have been carried out. The program was tested on four devices: T-Mobil, HP Jornada,
Qtek 1010, Siemens SX45. As the tables shows below, Qtek 1010 proved to be the
best regarding the needs we wanted to fulfill.

Speed. The unit of text-to-speech is a sentence. We measured the elapsed time from
the start of the text synthesis till the end of it with different sentences of different
length (60 sentence / device). The average values can be found in Table 1.: in the
third case we had to wait about 3.7 seconds for speech output after the synthesis
started. This is acceptable. Consequently it is worth to use 75 word long or shorter
sentences on the newer devices. On older ones it is better to use shorter sentences.

Display, Volume. The visibility of the display and the volume level are very impor-
tant for everyday usage. We made the tests indoor and outdoor. The results can be
found in Table 2. (Notation: 1 - poor, 2 - average, 3 - good)
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4.2 Occurrent Problems

As mentioned above choosing PDAs for the software implementation we had to com-
promise. There are several problems – from the one hand technological, from the
other hand financial.

Technological Problems. Our work was stopped for days as a consequence of the
poor documentation of the PDAs and their operating system. Furthermore there is no
standardized speech I/O on the Pocket PC. The speed of the device is not satisfying as
well. It takes too much time to synthesize a complex sentence. During a phone call
it’s not good to wait for the answer for a long time. We made several tests to find out
the limit of the maximum text length, where the delay is small enough. In the future
we would like to solve this problem by optimizing the speech synthesizer for mobile
usage. There are problems with the volume level of some devices also. In sunshine
the visibility of the display is also a problem. The fragility of the devices is a relevant
matter (there are PDA armors5, but they affect usability).

Financial Problems. Besides the technological difficulties the financial problems are
also very significant. In Central-Eastern Europe the price of PDAs is too high for
average people. The government does not support speech impaired people appropri-
ately. Furthermore the penetration of PDAs in Hungary is rather low, therefore com-
panies do not sponsor the development for these devices.

4.3 Future Plans

Our final goal is to create a scaleable communication aid platform for speech im-
paired people. Many features of the application already developed and the applica-
tions under development are defined by the users of our former system [7] which
assures the user-centered design of the speaking interface. Moreover, when the appli-
cation is ready on all platforms (PDA, Smartphone, Tablet PC) we will develop alter-

5 Mobile Planet Product: Heavy Armor 3600 PDA Case,
http://www.mobileplanet.com/private/pocketpc/product.asp ?cat%5Fid=203&cat%5Fname=A
ccessorize&pf%5Fid=MP289629&dept%5Fid=3716&listing=1
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native applications and apply several user tests to solve the occurrent problems and to
reveal the usefulness of the systems in combinations and separately.

In the framework of the Microsoft Junior Research Group Contest this project has
received access to a Smartphone Development Kit and a Tablet PC. As a result we are
able to implement our software – with additional changes – for these mobile devices
as well. In the near past the multilingual, pre-release version of SayIt for Smartphone
won the Hungarian round of the Imagine Cup6 software design competition.

5 Conclusion

SayIt is ready for use on Pocket PC powered devices. This is the first software on
PDA for speech impaired people in Hungary. Its’ functions make it unique compared
to other speech applications (see above). Implementation to other languages can be
easily solved with the appropriate TTS engine.

We hope that SayIt will be a really useful communication aid for many people.
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Abstract. The barrier free internet is one of the greatest challenges for
computer science in the future. While in the last years the growth of the
internet was exponential, still many potential user communities can not
use internet technology for their communication needs because of inap-
propriate tools and narrowly designed communication processes. These
problems become obvious when transferring applications to communities
of people with special needs. Many people suffering from aphasia are not
able to interact with current chat tools while need for money for thera-
pists could be eased by such virtual self-help groups in a geographically
distributed setting. This is because massive word finding problems can
sum up typing a simple sentence up to several minutes. We have de-
signed, implemented and preliminary evaluated a new chat tool for such
groups. By using the tool aphasics can constantly monitor their com-
munication behavior and in case of difficulties switch to a synchronous
talk mode where up to four people can monitor typing letter by letter.
Proposal for phrases can be generated by the community to help their
member. Therapists and linguistic researchers can also monitor online
and offline conversations from automatically generated transcripts.

1 Introduction

Universal access to information society technologies is an important topic in the
new research framework of the HCI community and the European Community
[6]. Recent work focuses on new design of input assistance as well as automatic
prediction of the user input or adaptive content presentation. Input assistance
has made good progress due to the utilization of touch pads for handicapped
or elderly people as in [4], but is still bound to costly and sensitive equipment.
Other attempts try to increase usability by voice assistance, but are still to be
improved since the rate of misrecognition is still very high and depends heavily
on the pronunciation [8]. An alternative is research that aims at transforming the
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content to fit the user’s needs by increasing the readability [2], but usability of
those approaches is limited in interactive systems, since input is not supported.
That is what predictive and abbreviation systems try to cover, but as well as
auditory user interfaces, those systems now lack up detection reliability as well
[5,14].

Nevertheless, this work focuses on individuals only. It neglects the observa-
tion that many communication barriers are best overcome in cooperative learning
communities with people facing similar problems. Our research in the collabo-
rative research center on “Media and cultural communication” aims at analyz-
ing and evaluating the impact of difficulties in new media applications [10,11]
(http://www.uni-koeln.de/inter-fak/fk-427/). In this paper we present a cooper-
ative web-learning environment called SOCRATES (Simulation of Oral Commu-
nication Research Analysis and Transcription Engineering System) to overcome
difficulties in new media usage. SOCRATES supports a learning community
comprising patients suffering from aphasia (aphasics) [3], therapists, researchers
on linguistics, and system developers.

2 Difficulties in Virtual Community Media Usage

Digital media has improved lifestyle and abilities to communicate for most of
us. Nevertheless, communities of people with special needs sometimes face unex-
pected problems when using new media. These problems are not only restricted
to misdesigned user interfaces, but commonly arise in the medium of conver-
sation. Obviously, troubles appear and we have to make them productive. So,
we are trying to find media mixes that allow us to overcome these problems,
by combining media to increase their benefits by simultaneously reducing their
deficits. When designing community software, it is necessary to analyze the na-
ture of difficulties and to distinguish whether they are caused by media specific
or user specific influences. In addition, we have to adjust the repair strategies
with respect to the difficulty.

The design of community systems depends on a tight interplay between the
organization of knowledge and communicative processes within the communi-
ties of practice [13]. To increase usability it is necessary to analyze the kind of
difficulty taking part in a conversation. Basically, we distinguish the following
influences on difficulties:

Media specific: influences that depend on the medium itself.
User specific: effects, caused by the user’s deficits.

Usually, a mixture of both kinds of difficulties can be recognized. In case of
an aphasics community it is obvious that problems emerge due to word finding,
comprehension and spelling problems of users. Those problems are common in
other communities, too. However, in combination with media specific difficul-
ties, the situation becomes worse. Since aphasics face spelling and word finding
problems, communication via an asynchronous chat-board is of danger in break-
ing down. Due to the delays in between of letters of words to be spelled, other
participants in a chat system might believe that a user has left the community
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system. Indeed, this effect might happen in conventional chat boards, too, but
in communities of people with special needs, visibility is interesting to indicate
problems in digital media. Difficulties of aphasics in digital media depend on the
communication structures simulating synchronousity of conversation. Because
of word. finding and spelling problems conversation gets asynchronous, since de-
lays and line based inputs may sum up to minutes in comparison to reference
conversations of non-handicapped people, which take seconds.

3 SOCRATES

SOCRATES is a community system combining digital media to make difficul-
ties in single media usage accessible to repairs by the community members. To
support this community initiated communication process, SOCRATES has been
developed as a community system enabling aphasic communities to make use
of distant communication in specially designed chat boards. On the one hand
we are creating a meeting point for aphasics and on the other hand therapists
and researchers can also use the system for a further analysis on conversation
structures. Research on oral aphasic communities is still in its infancy and this
is even more true for simulated orality as in chat boards. For linguistic research
and therapy development, one of the most interesting features is the automatic
recording of time delays between pressed keys because this might indicate the
grade of disability.

SOCRATES is similar to Internet Relay Chat (IRC) [7], which offers a good
possibility for a real-time text-based communication in communities. An IRC
Server relays all incoming messages to the other participants taking part in
the same conversation. Our relay servers are used to coordinate conversations
and to enrich them with additional metadata, which is necessary for further
computation. In the case of SOCRATES, especially time delays between letters
to be spelled are captured. The digital community media are being captured in
XML trace files to be placed in the SOCRATES conversation repository.

Access to SOCRATES is granted by a login procedure. By making the sys-
tem exclusive to those persons suffering from aphasia, their therapists and re-
searchers, members are being protected from people that might molest or make
fun of the aphasic’s stories. Only those who share a common value are allowed
to participate. Passwords are only provided to those that are known to persons
active in the self-help groups.

3.1 Community Centered Repairs in (Re-)Combined Digital Media

Obviously, spelling of words takes some time, and aphasics might be disadvan-
taged in a single media system based on a chat board. Hence, we are imple-
menting community initiated repair strategies in digital media. Regarding con-
ventional chat board communication, repair strategies are limited to line based
messages. Nevertheless, little can be done, since users are restricted to the infor-
mation given by the line-based inputs of the aphasic. Therefore, we are analyzing
the impact of (re-)combined digital media in aphasics‘ community software.
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Fig. 1. SOCRATES: Combining chat and multi-user talk (in German)

Figure 1 shows a user initiated repair process in a SOCRATES Java applet.
The design is similar to conventional chat boards, but has been adapted to
the community’s needs, which have been assessed in workshops together with
the aphasic community. To keep transparency, each user has its own color to
distinguish his inputs from those of others. The new approach to overcome the
word finding and spelling problems of aphasics is a button on the right hand
side of the applet that starts a self-initiated transcription process. By pushing
the button “Talkrunde” (eng. multi-user talk), an aphasic might indicate the
need for a decoupled conversation with only a restricted number of participants.
Then, a multi-user talk is being activated, and on the bottom of the client Java
applet a screen becomes visible which allows a synchronous talk conversation
between up to four persons. For keeping focus on the user’s own window, the chat
windows of participants are colored bluish. The command line is automatically
set to the lower section on the screen, allowing input for the multi-user talk. All
other participants in the chat get the information that somebody has initiated
a multi-user talk by highlighting an orange colored sign behind the aphasic’s
name. Those persons, who are willing to help, click on the sign to activate their
help modus which automatically displays a yellow button behind their name,
indicating their participation in a multi-user talk. Due to the synchronization
of multi-user talk conversations, community members can now directly see the
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Fig. 2. pdf transcript of a SOCRATES multi-user talk (in German)

problems in the aphasic’s spelling process. They are able to guess the word that
causes the trouble for the aphasic by proposing different words. The aphasic is
now able to take over the word or even sentence by clicking on it, so that the
words can be posted on the chat board.

3.2 Therapy and Research Assistance Offered by SOCRATES

Data in SOCRATES is based on XML. The data captures all necessary infor-
mation needed to cover the context of a conversation, which are participants,
global time, delays and the conversation itself. By keeping compatibility to XML,
SOCRATES data can be easily interpreted by applications compliant to the
standard. Automatic processing of the files is backed by their hierarchical struc-
ture. Hence, queries can be used to access selected elements of a document via
XPath/XQuery [1].

SOCRATES offers the transcription of conversations into various output me-
dia. This allows therapists to adapt a therapy individually to the user’s needs.
To personalize the information as good as possible, the generated transcripts
offer lavish information on the conversation process. The generated transcripts
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Fig. 3. Statistical information about SOCRATES usage (name changed)

are - apart from the replay function - based on the discourse analysis standard in
linguistics GAT [9] and modified for written text pool [12]. The transcript covers
writing delays of more than one second, time of conversation, corrections and
the nicknames of the participants in addition to the spelled words (cf. figure 2).
Deletions, corrections, delays, and other typing operations are marked for every
line of conversation type in our chat system. To (re-)experience the discourse sit-
uation even an offline therapist can replay the whole transcript in SOCRATES
based on the XML transcript. Researchers can manually or semi-automatically
extract discourse features like recurring patterns of spelling problems. In ad-
dition, via the webinterface therapists and researchers are able to access the
statistical information about the overall system or an individual community
member. In figure 3 the evaluation of Tobias Meyer’s activities (name changed)
within a period of about the last three months is being displayed. By comparing
these information with those spanning other time intervals therapists can gain
worthful evidence whether results of the therapy indicate improvements of the
disease pattern.

4 Conclusions and Outlook

We are working together with logopedics from the clinical center of the Uni-
versity of Aachen (RWTH Aachen) and psychologists from the German Unter-
franken aphasia self-help center (http://www.aphasie-unterfranken.de). Apha-
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sics are coming mostly from Unterfranken, Cologne, and Aachen, all located
in Germany. SOCRATES usage and feedback of aphasics’ communities is very
promising. Since we have created an access authorized community system, local-
ization of the software has been adopted on conventional chat board systems to
fit the requirements of an aphasics community. Therefore, the user interface has
been designed in cooperation with aphasics and their therapists. Reducing the
user interface functionalities to a minimum is one of the results of the coopera-
tive design process. This shall avoid that aphasics get lost in SOCRATES due to
information overload. Size and colors of the letters on the chat board have been
adapted to the aphasics needs. Also, the naming of buttons has been adapted to
the community’s interests. For instance the button “Talkrunde” (eng. multi-user
talk) was initially named “Hilfsgespräch” (eng. help conversation), which led to
unsatisfying usage by members, since most participants were embarrassed to
push it. Another improvement of the system was derived from the workshops we
arranged together with the aphasics community by integrating smiley buttons
in the system. The reason therefore was twofold. On the one hand side, aphasics
with a minor degree of disability liked to use smiley symbols they frequently use
in mails for fun. On the other hand, aphasics still suffering of a higher degree of
aphasia wished to have the buttons integrated into the system for a more serious
reason since they wanted to express their emotions quickly without writing long
sentences and probably getting lost in a too fast conversation.

An important aspect of introducing a new system to aphasics communities is
personal support. In the beginning, support was needed to promote the system
and for troubleshooting of technical aspects in particular (like the installation of
a browser) since aphasics have a tendency to give up quickly in case of any mal-
function. Now, SOCRATES is self-promoted by the members of the community
as their system and giving support in case others encouter problems using it. In
the meantime, SOCRATES has become very popular in the aphasics commu-
nity enabling them to communicate freely with others without being afraid that
they might get lost in rapid conversation. Since they have the option to indicate
their need for a conversation in a smaller circle, other community members get
aware of their media dependent difficulties. Participants are now able to meet
others over spatial distances while protecting their privacy in an insular virtual
community. By integrating other self-help groups of aphasics nationwide into
SOCRATES, we hope to support even more aphasics in the near future.

The usage of XML has been applied successfully, since it is able to cover ver-
satile information for further computation. The automatically generated tran-
scripts of SOCRATES conversations are of great importance for therapists. Ther-
apists are now able to adapt therapies due to the SOCRATES transcripts. Our
colleagues from logopedia and linguistics are currently carrying out a controlled
study with a group of about 50 aphasics frequently using SOCRATES. Analysis
of human computer interaction that had been done manually before can now be
computed automatically saving time and money in a steadily reduced budget of
therapists and researchers.
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Abstract. 106 persons with intellectual disabilities were recruited for the
evaluation of an information and communication technology (ICT) training
programme (77 in the experimental and 29 in the control group). The main fea-
tures of the programme were a specially designed training curriculum with
software designed in appropriate language and appropriate levels for people
with intellectual disabilities. In the training programme, participants were
taught about the operations of mouse and keyboard and browsing the Internet
using Internet Explorer (IE). Participants in the control group underwent equal
number of hours of ICT training by the staff working in their centers. All par-
ticipants were assessed on ICT competence at pre- and post-training and one
month follow up using a skill-based checklist. Results from repeated measure
ANOVA and t-tests showed that participants acquired a higher level of com-
puter competence after training and retained skills within one-month follow-up
period, [F (75) = 70.06, p=.000]. For the control group, there was no statisti-
cally significant difference in the score on sub-tasks of use of mouse and key-
board [t(28)=1.51, p>.05], the sub-task of internet browsing [t(28)=1.00, p>.05]
and the overall score [t(28)=.90, p>.05]. Results indicated that persons with in-
tellectual disabilities have the capacity to learn ICT skills in a structured group
with appropriate learning assistance and appropriate training tools.

1 Introduction

In the past, persons with intellectual disabilities have been segregated in many ways
from the mainstream of life. The computer-mediated communication of cyberspace
offers these individuals the potential of access to social, educational, and vocational
recourses and interactions [1]. In advocating the use of technology for individuals
with intellectual disabilities, Siegel pointed out that obviously technology would not
cure intellectual disability or even fully compensate for the difficulties encountered by
persons with intellectual disabilities [2]. Information and communication technology
(ICT) can, however, improve their abilities to better integrate into the technology
world. In addressing the impact of technology on the lives of persons with intellectual
disabilities, Franklin noted that the technology explosion “has redefined their abilities
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to successfully learn, work, live, and play in their communities” (p.6) [3]. As ICT
become more available, less expensive and user friendly, persons with intellectual
disabilities could learn to utilize this valuable tool in modern societies.

Bremer and Beresin found that the use of information through Internet allows per-
sons with intellectual disabilities to have better access for information and become
educated consumers [4]. In the same vein, the advantages of using computer technol-
ogy including minimizing the effect of a disability, enhancing training and skill de-
velopment, increasing social participation and improving quality of life for persons
with intellectual disabilities were reported elsewhere in the literature [5]. Before they
could learn through this valuable tool in the modern societies, basic ICT skills such as
the operations of the mouse, the keyboard and the internet browser are essential.

Technology can change the way a person learns. Every person, regardless of
his/her functioning level, deserves access to this valuable media so that he/she can
expand their horizons and opportunities now and into the future. The present study
was an initial endeavor to explore the effectiveness of ICT training programme for
persons with intellectual disabilities in groups which has not been quantitatively
evaluated in the past literature.

1.1 Aims and Objectives

The purpose of the present study was to systematically evaluate an ICT training pro-
gramme for people with intellectual disabilities. A total of two intensive training ses-
sions (three-hour session) were conducted. Persons with intellectual disabilities were
taught about the mouse and keyboard usage, and browsing the Internet using the
Internet Explorer (IE). Specially designed software was incorporated into the ICT
training program to facilitate the learning of the skills. Assessments on the basic ICT
skills were completed on each participant pre-, post- and one month after training. It
was hypothesized that the ICT competence of participants would be increased after
training. A one-month follow-up assessment was conducted on the participants to test
the sustained effect of the training. A delayed waiting list controlled group was also
incorporated into this study for comparison of the effectiveness of the training pro-
gramme. For the control group, there was no systematic ICT training provided but
participants had the opportunities to undergo 2-4 hours per week ICT training at their
centers under the supervision of the staff there. After the evaluation period (one
month), participants in the control group were placed back to the training program.

2 Method

2.1 Participants

106 persons with intellectual disabilities were recruited for the study using a random-
ized sampling method from a group of 1100 persons with intellectual disabilities who
had joined the training programme. A follow-up assessment was done one-month
after the training programme. There were 42 (54.5%) male and 35 (45.5%) female
participants in the experimental group and the mean age is 23.17 (SD=10.07) years.
For participants in the control group, 18 (62.1%) of them were male, and 11 (37.9%)
of them were female. The mean age is 27.65 (SD=10.05) years.
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2.2 The Training Program

Training Format. Two 3-hour sessions of group training on ICT skills were provided.
The size of the training group ranged from 15 to 30 people depending on the levels of
intellectual functioning of the participants. An instructor was assigned to each training
group. He/She must have prior experiences in teaching persons with intellectual dis-
abilities and was given a three-hour training workshop before being an instructor.
During the training session, the instructors would provide the instructions and training
to the whole group and four to ten tutors were assigned to provide individual help to
each participant where necessary. Similar to the instructors, the tutors were given a
three-hour training workshop before. The tutor-trainee ratio for all groups regardless
of the size of the group was around 1:3 in each group. Each trainee was given a train-
ing manual on the tasks learned in each session.

Training Materials. The participants were taught on the use of the mouse (Single
Click, Double Click, and Dragging) and the use of the keyboard (Pressing keys), and
function keys on the keyboard (ENTER, SPACE BAR, ARROW KEYS,
BACKSPACE), and Internet browsing using IE.

Three pieces of software, written in language appropriate to the participants, were
developed by the project team to enhance the interests in learning. The software was
developed according to participants’ intellectual levels. They are easy to operate
(simple steps) and with visual and verbal feedback incorporated into the programme.
The language used was appropriate to participants’ intellectual levels.

2.3 Control Group

For those who were assigned to control group, there was no systematic training pro-
vided to participants but they were given equal number of hours to undergo ICT train-
ing at their center, supervised by the staff there. For ethical consideration, they were
given the ICT training one month after the evaluation was completed.

2.4 Instrumentation

A skill-based checklist was developed to evaluate the effectiveness of the training
programme based on the task analysis of computer operation. The main tasks identi-
fied were namely, use of mouse and keyboard, and Internet browsing using IE. There
are altogether eight items in the subtasks of use of mouse and keyboard. Each partici-
pant would be assessed on how well they could edit a pre-set Microsoft Word docu-
ment by using the mouse and the keyboard to perform single click, double click,
dragging, and pressing the specified keys on the keyboard. There are 9 sub-tasks on
Internet browsing. Each participant was asked to use the web browser-Internet Ex-
plorer to browse a specified webpage, typing in a web address, bookmark, and re-
trieve a bookmark.

For each item, participants were given standardized instructions to perform the
designated computer task. One mark would be given to those who could successfully
perform the specified behavioral descriptions. Zero mark would be given to those who
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failed to complete the task within 30 seconds. The overall score was calculated by
summation of the marks obtained from each item. The assessors were given a session
of training to conduct the assessment prior to the actual evaluation of subjects.

Content Validity and Test-retest reliability. The items were reviewed by five profes-
sionals working for people with intellectual disabilities to ensure satisfactory content
validity. The professionals had agreed that the checklist taps on the essential IT skills.
Some minor changes were made in the instruction manual based on the feedback of
professionals. Inter-rater-reliability was calculated by means of intra-class correlation
(ICC). Two raters conducted the checklist on ten participants independently. The
reliability analysis showed that the checklist had high inter-rater reliability (ICC (3, 1)
= 0.98).

3 Results

In the pre and post assessment of the experimental group, the mean score for the sub-
task of use of mouse and keyboard was 1.83 out of 7 (SD=1.74) before training and
4.04 (SD=2.54) after training. For the sub-task of Internet browsing, the mean score
before training was 2.56 (SD=2.63) and after training was 5.53 (SD=3.19), the full
score was 8. The overall assessment score before and after training were 4.39
(SD=3.96) and 9.57 (SD=5.23) respectively. Significant differences were shown on
sub-task of use of mouse and keyboard, t (76) =9.34, p<.00, the sub-task of internet
browsing, t (76) =10.54, p<.00 and the overall score, p (76) =11.73, p<.00. These
results indicated that participants obtained significantly higher scores on the skill-
based checklist after training, which indicated that the ICT group training programme
were able to increase participants’ level of ICT competence (See Table 1).

For the control group, the mean score for the sub-task of use of mouse and key-
board was 1.41 (SD=2.47) before training and 1.72 (SD=2.64) after training. For the
sub-task of internet browsing, the mean score before training was 1.79 (SD=2.81) and
after training was 1.65 (SD=2.83), the full score was 8. The overall assessment score
before and after training were 3.21 (SD=5.19) and 3.41 (SD=5.42) respectively. No
significant difference was shown on sub-task of use of mouse and keyboard, t (28)
=1.51, p>.05, the sub-task of internet browsing, t (28) =1.00, p>.05 and the overall
score, t (28) =.90, p>.05. These results indicated that participants obtained no signifi-
cantly difference in scores on the computer-skills (See Table 1). Results from the
repeated-measure ANOVA and t-tests indicated no significant difference for pre-
assessment between the experimental and control group (ps>.05) but significant dif-
ference was found for post-assessment between two groups on both the two sub-tasks,
use of mouse and keyboard [t (104) =4.06, p<.00] and internet browsing [t (104)
=3.75, p<.00], and the total score [t (104) =5.35, p<.00].

3.1 Follow-up Assessment

Follow-up assessments were conducted on all the participants in the experimental
group one month after the completion of the training in order to measure the retention
of learnt skills. The scores obtained from the checklist at different times were pre-
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sented in Figure 1. The scores showed that the participants lost some of the learnt
skills as the scores were lower than that obtained after training. Yet, their ICT compe-
tence was still higher than their initial level before training.

Significant effects were shown from the repeated measure ANOVA for the two
sub-task, use of mouse and keyboard, [F (75) =39.46, p<.00], and internet browsing,
[F (75) =59.18, p<.00] as well as for the total score, [F (75) =70.06, p<.00]. t-tests
were conducted to reveal the mean differences between levels of computer compe-
tence immediately after training and at the follow-up period. No significant differ-
ences were found on the subtask of use of mouse and keyboard, t (78) =1.33, p>.05
and internet browsing, t (78) =1.53, p>.05 as well as the overall score, t (78) =1.67,
p>.05. These results seemingly indicated that participants were able to retain what
they have learnt after a one-month period. The ICT training programme successfully
enhanced the basic ICT competence among the participants though the level of
achievements was slightly deteriorated in one month’s time.

Fig. 1. Mean scores from skill-based checklist before training, after training, and at one month
follow-up
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4 Discussion

Information and communication technology (ICT) skills and access to technology are
becoming an indispensable aspect of life of people growing up in century. These
skills are vital to the social and economic standing. As mentioned before, the value of
ICT in enhancing the quality of life and employment opportunities for persons with
intellectual disabilities has been well-established.

ICT has a significant impact on every aspect of one’s daily life. The “digital di-
vide”, the gap between people who have access and training to computers and internet
and those who do not, could significantly impede persons with intellectual disabilities
the opportunities for success and chance for full integration to society. With sufficient
assistance, people with intellectual disabilities, as shown in the present study, are able
to learn ICT skills. The digital divide among this group of people in general could be
reduced if sufficient training opportunities are available.

The main features of the present ICT training programme are that the trainer-
trainee ratio is low and that specially designed curriculum and training software are
used. Low trainer-trainee ratio is important to ensure effective learning as people with
intellectual disabilities were found to have low attention span [6],[7] and low ability
in following instructions [8].

The specially designed training content might be another important feature that
contributed to the success of the training programme. The curriculum used in the
present study was designed to breakdown the complex ICT skills into simple steps to
suit the needs of the participants. Past studies indicated that persons with intellectual
disabilities could acquire different skills through step-by-step training [9], [10].

The software was found appropriate to their level of understanding, and allow
them to learn complex skills through a number of simple steps. The training software,
unlike the commercially available training software, is more user friendly, easier to
understand and the language is commonly used by the participants. This perhaps has
aroused their interests in learning ICT skills, and present strong reinforcements for
them to keep practicing and sustain their attention. Though some software were de-
veloped in previous studies for persons with intellectual disabilities to train up daily
life skills, such as vocational skills [11] and time management skills [12], so far there
is no software specifically developed for training IT skills and enhancing computer
competence.

Follow-up study gave us positive indications and encouraging results that partici-
pants could retain some of the trained skills after one-month period. Persons with
intellectual disabilities have been shown to have weak retention over the learnt skills
[13]. It is suggested that follow-up training should be given to enhance the learning
through home training or new programme.

Favorable feedback was given from parents and caregivers of the participants to
the present training programme. They indicated that the training pace was appropriate
and sufficient assistance was given to the participants during the training session.
They were particularly impressed by the specially designed training software which
aroused those participants’ interests to computer and could assist them to learn the IT
skills through a step-by-step way.
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4.1 Conclusion

This is an initial endeavor to provide a systematic, structured and group ICT training
for people with intellectual disabilities. The training programme was found to be
effective to increase the level of ICT competence among persons with intellectual
disabilities. The training sessions, though short, was shown to be effective the training
programme was delivered in groups and that the instructor-tutor training program
might help to remediate the short attention span and difficulties in learning complex
skills among persons with intellectual disabilities. The likely shortfall that we per-
ceived are the need to continue the training to reinforce learning and to develop more
advanced ICT training software and programme so that people with intellectual dis-
abilities could further advance their ICT skills. This will eventually minimize the
prevalent digital divide for them.
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Abstract. In the analysis of shape-based drawing assessment of neurological
dysfunction or motor-perceptual functioning, there is a growing awareness of
the need to simultaneously measure static and dynamic parameters for diagno-
sis and therapy-directed assessment of patients suffering or being at risk from
such impairments. This is especially the case in evaluating and determining the
degree of functional impairment in children exhibiting developmental irregu-
larities such as dyspraxia. The aims of this paper are first, to describe the
extraction and investigation of various dynamic features from the standard
Visual Motor Integration (VMI) drawing test and determine the most effective
features in clustering between three groups of children utilising feature ranking
techniques. The second aim is to explore the possibility of reducing the number
of geometrical shapes of the VMI test used by clinicians and occupational
therapists in conventional evaluation, utilising the most effective dynamic fea-
tures in diagnosing dyspraxic patients. The third aim is to analyse the effective-
ness of static scoring in determining the mental age equivalent when dynamic
features are considered by comparing patients of age equivalent similar to the
biological age of control subjects.

1 Introduction

The measurement of mechanical dynamic features in fine motor skill such as velocity,
acceleration, pen pressure, hesitation and execution time provide scientific research-
ers with a rich source of information regarding children’s learning disabilities. These
features have been investigated with respect to handwriting [1] and it is possible to
evaluate children’s developmental maturity by acquiring and analysing some of these
dynamic parameters of shape drawing tests [2].

1.1 Dyspraxia or Developmental Co-ordination Disorder

Dyspraxia is generally defined as ‘difficulty in planning and carrying out complex
movements’. It is also known as Developmental Co-ordination Disorder. According to
research studies it affects up to one in twenty children. It would therefore seem rea-
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sonable to assume that there is at least one sufferer in each class at school with ex-
treme emotional and behavioural difficulties [3]. Children with dyspraxia may dem-
onstrate various different types of symptoms, examples of which include:

poor fine motor skills (e.g. pencil grip and use of scissors),
immature drawings / poor copying skills,
undecided as to which hand is dominant,
very emotional with associated temper,
barely legible handwriting,
tantrums,
prefer adult company,
slower response time,
problems with comprehension.

1.2 VMI Drawing Test

In the Visual Motor Integration test [4] the participants are asked to copy a series of
geometrical shapes (24 shapes in total) in an increasing order of complexity. Per-
formance is not time-limited. The general scoring system of this test is to convert raw
scores (number of acceptable copies) to standardized scores and than to mental age-
equivalent. The higher the scores by the predefined criteria, the more competent is the
performance. Figure 1 illustrates the first 15 shapes used in the VMI tests. In this
study the first 15 shapes were analysed as all the patients reached shape 15 but many
did not exceed this.

Fig. 1. The first 15 VMI shapes from the developmental test of Visual-Motor Integration VMI
(shape 1- top-left, shape 15 - bottom-right).

2 Participants and Comparison Group

Two main populations of patients and control subjects participated in the study. The
patient population is divided into two further groups of 16 children of 7 years of bio-
logical-age and 15 children whose age-equivalent is 7 years as determined through
the VMI test (biological-age range from 8-11 years) with confirmed dyspraxia. The
control group is from a local primary school and consists of 16 children of 7 years of
age without any known neurological impairment.
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3 Data Collection

The VMI test protocol was implemented by fixing the test sheets to a graphics tablet
(interfaced to a computer). The child was asked to sit comfortably and copy the VMI
shapes in sequence with no feedback of performance measures given during the test.
No erasing were allowed during the test. Pen-tip displacements were recorded by
tracking pen movements on the tablet. The frequency and spatial resolution of the
system were l00Hz and respectively. Figure 2 illustrates a block diagram of
the overall VMI shape analysis system.

Fig. 2. Schematic block diagram of dynamic data process and analysis.

4 Data Analysis

The available parameters such as pen pressure, pen position and movement (x and y
coordinates) and time were recorded. From these data more than 20 different features
such as average pressure, peak pressure, time to peak pressure, average velocity and
acceleration, number of strokes, pen down and pen up time, pen movement time, total
execution time, shapes height and width etc. were extracted.

A ranking scheme [5] is then adopted to find the most discriminatory of the dy-
namic features being extracted. The scheme generated real values for each of the
features for a given shape, a higher value indicating superiority in rank over others.
Features from all the individual shapes are thus ranked independently. Different
shapes lead to different features as most suitable and the five features covering all the
shapes are retained. These five features are then ranked again against all the shapes in
order to determine the best ‘shape-feature’ pair that can best cluster the control, pa-
tients and age equivalent populations. Table 1 shows the feature ranking for the 15
shapes illustrating the ‘best’ five features with its corresponding ranking scores. The
features within the table are numbered e.g. 1= average pressure, 2= maximum pres-
sure, 7= velocity, 8= no.of strokes, 14= total time, 15= pen movement time.
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5 Results

The following discussion illustrates the three important and dominating features for
clustering between controls and patients, which are pen movement time, maximum
pressure and mean velocity with pen movement time (feature 15) being the most
dominant. Figure 3(a) shows the average pen movement time of the three groups
while drawing shapes 1 to 15. It illustrates that the average pen movement time of the
control subjects is the highest for all shapes and shape 2 is the best in the rank (table
1) and with one of the lowest standard deviation values. Therefore the feature ‘pen
movement time’ of shape 2 was used in clustering individual groups of the three
populations and is illustrated in Figure 3(b). According to static scoring the age
equivalent subjects were expected to have a similar profile to those of control subjects
but the results show that for dynamic parameters these subjects behave in a similar
way to the patient population.

Pen Pressure is also an important factor in the study of drawing dynamics of chil-
dren with visuo-motor dysfunction which has up to now received relatively little
attention. Initial findings are shown in Figure 4(a) which illustrates the average values
of maximum pen pressure applied within individual populations. It reveals that the
patient population tend to apply higher pressure than the other two groups. However
in ranking, shape 12 was of highest order for this feature. Therefore pen pressure of
shape 12 was used in clustering of the three populations and is illustrated in Figure
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Fig. 3. (a) Mean pen movement time for individual shapes for the three groups of control pa-
tients and age equivalent. (b) Mean pen movement time for drawing shape 2 for the three
groups of control patients and age equivalent.

4(b). The age equivalent subjects were again expected to have a similar profile to
those of control subjects but it is found that these subjects generally have values in a
range between that for controls and patients.

A further important feature is pen velocity. Figures 5(a) and 5(b) show that the
mean pen velocity and standard deviation of the patients and age equivalent subjects
is higher than controls for all shapes.

These initial results indicate that there is considerable potential for restricting the
figure-copying test such that fewer shapes are required to be drawn by subjects for
superior clustering between relevant groups when dynamic features are considered. It
is also clear that some of the dynamic features measurable using this method of on-
line data capture can reveal important information about dyspraxic patients not oth-
erwise available, and can provide the basis for identifying relevant sub-groupings.
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Fig. 4. (a) Maximum pressure applied during the drawing of individual shapes for the three
groups of control patients and age equivalent. (b) Maximum pressure applied during the draw-
ing of shape 12 for the three groups of control patients and age equivalent.

6 Conclusion

This paper has reported some preliminary findings of a study which is using the ex-
traction of dynamic characteristics of drawing ability (especially in figure copying
tasks) to create a profile of behavioural traits in dyspraxic patients. This can support
the enhancement of diagnostic and rehabilitation scenarios and underlines an impor-
tant finding in the analysis of visuo-motor drawing tests, that extracting dynamic
features from a single shape can facilitate the clustering between different populations
of patients and controls.
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Fig. 5. (a) Mean pen velocity during the drawing of individual shapes for the three groups of
control patients and age equivalent. (b) Standard deviations of pen mean velocity of the draw-
ing of individual shapes for the three groups of control patients and age equivalent.

The analysis of dynamic features and parameters show more differences between
patients, age equivalent patients and controls than static analysis alone would have
shown. For example, the study reveals that patients still apply a higher pen pressure
than controls even in cases where age equivalent measures suggest comparable per-
formance characteristics.

The results reported here clearly demonstrate the potential of this type of analysis,
and will inform on-going studies.
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Abstract. This paper describes an investigation into feature selection and clas-
sification in the automation of a standard target cancellation task for the diag-
nosis of visuo-spatial neglect. Alongside a conventional assessment based on
the number of targets cancelled, a series of time-based dynamic features have
been algorithmically defined which can be extracted by capturing the test sub-
ject’s response on a graphics tablet connected to a computer. We identify the
diagnostic capabilities of the individual features and show that dynamic data
contains important indicators for neglect detection. Furthermore, employing
standard pattern recognition techniques, we establish the optimum feature vec-
tor size and classifier for a multi-feature analysis of a test attempt and show that
an improvement in diagnostic error rate is achievable over any single individual
feature.

1 Introduction

Visuo-spatial neglect relates to a dysfunction caused by brain damage, especially as a
result of stroke, the main effect of which is to cause subjects to fail to respond to
stimuli in the visual field on the opposite side to the location of the lesion [1]. Con-
ventional assessment techniques for the condition usually include a number of simple
“pencil-and-paper” based tests such as line bisection (location and marking of a line
midpoint) and shape and image copying (usually geometric shapes or familiar sym-
metrical objects) [2].

Cancellation tasks have a long history in the study and detection of visuo-spatial
neglect [3]. They require that a set of visual “targets” are located and cancelled using
a single pen stroke through the target. The targets are usually either multiple lines
(such as in the Albert’s cancellation task – Figure 1) or letters/shapes arranged in a
uniform, random or pseudo-random formation. Performance assessment is measured
by counting the number of targets successfully cancelled. It has been shown, how-
ever, that alongside such a static performance measure, assessing the ‘outcome’ of
the task, constructional (or dynamic) features detailing the strategy of the task execu-
tion also contain important diagnostic indicators [4]. Due to the nature of the neglect
condition, it is also appropriate to measure the differential between the performance
in the left and right sides of the visual field and, for additional information, on a
quadrant basis.
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© Springer-Verlag Berlin Heidelberg 2004



1048 S. Chindaro et al.

Fig. 1. Configuration of Albert’s Cancellation Task.

To enable the analysis of ‘dynamic’ constructional features we have implemented
a computer-based assessment system which captures pen responses in real-time using
a standard graphics table. Having defined a series of generic performance features
which can be extracted from a test response file, the results reported in this paper
detail experiments relating to feature selection and improvement of diagnostic sensi-
tivity through the combination of features. The experiments aim to identify those
features which are able to best discriminate between neglect and non-neglect subject
groupings, determine whether a combination of features increases diagnostic accu-
racy over that obtained by any one individual feature and identify the optimum num-
ber of performance features to be included in a vector to produce the best diagnostic
classification.

2 Experimental Infrastructure

In our implementation, we use the standard Albert’s task [5] which contains 40 lines
arranged in varying orientations printed on an A4 sized (29.7 x 21 cm) paper overlay
(Figure 1). The cancellation tasks were completed by the test subject with the overlay
positioned and fixed on a graphic digitization tablet (Wacom Intuos2) connected to a
PC. Figure 2 shows the experimental infrastructure.

As the test subject marks the overlay, the co-ordinates of a cordless pen are trans-
mitted to the computer. The spatial coordinate data along with other pen position data
(such as pressure and x and y tilt values) are time-stamped with an offset from the
start of data capture (in ms) and stored in a separate data response file on the com-
puter. The main benefits of this storage method (as opposed to real time processing of
the data) are twofold. First, complex feature extraction routines can be used on the
data without the need to buffer the real-time data stream from the graphics tablet, and
second, responses can be re-analyzed at any time such that new features can be de-
fined and extracted without the need for re-testing.
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Fig. 2. Experimental Infrastructure.

A total of 30 neglect subjects were included in the trial, with data collected over a
four-year period. These subjects were identified using standard clinical assessments
and expert clinical diagnosis. A group of 57 stroke subjects without neglect were used
as the stroke control group.

3 Features

The following 44 features are automatically extracted from each cancellation task
response file by the computer-based test system. They can be identified as belonging
to one of four groupings: Timing, Cancellation, Regression and Sequence.

Timings (30 Dynamic Features)

Two global features, Execution Time – time between first and last cancellation and
Time per Cancellation – task execution time divided by the number of cancellations,
provide an indication of overall performance.

A series of features measuring timings between cancellations strokes were also de-
fined. These features enabled the analysis of motor aspects of construction (drawing
and movement times) and cognitive ‘planning’ aspects. Movement Time was defined
as the time between the pen leaving its previous target and start of the next cancella-
tion, Planning Time as the duration in which the pen remained stationary after the
completion of a cancellation before the next movement began and Drawing Time as
the time from beginning to end of each cancellation stroke. The sum of these form an
Intercancellation Time between individual target cancellations. A mean of each of
these timings was calculated globally (4 features), within each quadrant in the overlay
(16 features) and within each side (left and right) of the overlay (8 features) enabling
the effects of target location to be investigated.
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Regressions (4 Dynamic Features)

The timings described above are calculated independently for each cancellation made
during task execution. The values throughout the cancellation sequence are used in a
regression calculation which indicates whether the test subject had increased or de-
creased in speed for each feature. A slope of a regression is calculated for Intercan-
cellation, Movement, Planning and Drawing times.

Cancellation (5 Static Features)

Alongside Total Cancellations – the number of targets on the overlay that have been
cancelled - an analysis was conducted into the number of cancellations made in each
quadrant of the task overlay. These features automated the process by which cancella-
tion tasks are conventionally assessed.

Sequencing (5 Dynamic Features)

The sequence in which the cancellation targets were visited is assessed by matching
against a series of templates containing anticipated sequences. Sequence Number is
the sequence ID with the best match against the drawn sequence. Matches is the
number of direct matches with one of the model sequences. Shift indicates the num-
ber of sequence positions the best match sequence had to be shifted to find the maxi-
mum number of matches. Start indicates the starting cancellation point in the test
subject’s drawn sequence. The number of Path Crossings (the number of times the
cancellation path crosses over itself indicating a disorganisation within the strategy)
were also computed.

Full details of the sequencing and path crossing features can be found in [6].

4 Feature and Classification Performance

Two commonly used classifiers, the k-nearest neighbour classifier (knnc) and a deci-
sion tree classifier (treec) were trained and assessed in the experiments. The classifi-
ers were implemented using the PRTools toolbox for MATLAB. Details of these
standard classifiers used can be found in [7]. By training multiple classifiers on the
same data we are able to identify the optimum classifier to achieve maximum per-
formance.

The leave-one-out technique [8] was employed to estimate classifier error rates in
the experiments. For a sample size, n, a classifier is generated using (n -1) cases and
tested on the single remaining case. This is repeated n times, each time designing a
classifier by leaving-one-out. The error rate is the number of errors on the single test
cases divided by n. Evidence for the superiority of the leaving-one-out approach is
well documented [9]. The leave-one-out error rate estimator is an almost unbiased
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estimator of the true error rate of a classifier. This means that over many different
sample sets of size n, the leaving-one-out estimate will average out to the true error
rate.

Many methods exist for feature selection within a larger feature vector, and a
number of algorithms are presented in [10]. An aim of the experiments is to investi-
gate the composition of a feature subset that is necessary and sufficient to accurately
enable discrimination between neglect and stroke control patients. From the large
feature set available (44 features), some features may be partially or completely ir-
relevant/redundant to the final classification. Reducing the number of these features
reduces the running time of a learning algorithm and, in many cases, improves learn-
ing. The motivation for doing this is to improve classification performance through a
more stable representation and removal of redundant or irrelevant information.

The composition of an optimal subset is determined by using an evaluation func-
tion which measures the discrimination ability of a single feature or subset vector to
distinguish the different class labels. Although a number of evaluation functions exist,
for our investigations we used a classifier error rate measure and a stepwise search
known as forward feature selection. The one-nearest-neighbour leave-one-out classi-
fication performance measure was used as an evaluation tool for feature subset selec-
tion in the implementation described in this paper.

5 Results

As an initial experiment, all 44 features were ranked using the forward feature selec-
tion method as the basis of their diagnostic classification performance (that is distin-
guishing between neglect and control subject responses). At this stage the classifica-
tion error rate for each individual feature was also calculated. Table 1 shows the best
10 features identified by this method. The top ranking feature, the number of cancel-
lations in the top right quadrant, has an individual error rate of 0.05% which forms a
performance benchmark for any multi-feature classifier system to improve upon. It is
also interesting to note that 7 out of the top 10 features are dynamic in nature, con-
firming the importance of extracting these novel data.
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The second experiment was to establish the optimum classifier and size of feature
vector. Feature vectors of size n were constructed based on the top n features from the
ranking list. These vectors were used to train the two standard classifiers within the
leave-one-out evaluation framework. Figure 3 shows the error rates produced from
the various vector sizes (with n varying between 2 and 40). It can be seen that a vec-
tor containing the top 5 features using the decision tree classified produced the lowest
error rate of 0.02%, improving on the error rate of the best single feature. Diagnostic
performance deteriorates as the number of features within the vector increases.

Fig. 3. Error rates with varying size feature sets.

6 Conclusions

In this paper we have identified the features from a standard cancellation task for
visuo-spatial neglect that provide the best diagnostic indicators of the condition. Im-
portantly, we have introduced a series of novel time-based ‘dynamic’ features, un-
measureable using conventional assessment techniques which have been shown to be
as effective as the static ‘target cancelled’ measures as well as establishing objectivity
in their algorithmic definition. Our experiments in combining features have shown
that only a subset of the entire feature set is necessary for the best diagnostic results
and that an improvement in diagnostic error rate is achieved when classifying using
the top 5 features with a decision tree classifier. We can conclude from this analysis
that an effective approach to improving diagnosis may lie in a multiple-feature ap-
proach that takes into account the strengths and weaknesses of the various diagnostic
features and exploits the complementary information in them. This approach has been
shown here to improve the results obtained by using a single feature.
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Abstract: Multimedia and Hypermedia technologies can be successfully used
in education and rehabilitation for cognitively disabled persons. In particular,
storytelling has always proved successfully in creating imaginary worlds that
could both protect the child from the difficulties of the outer world and create
the conditions to feed new stimuli without causing discomfort. However, tradi-
tional storytelling techniques (paper, pencil, the voice of the teacher) sometimes
might be vastly improved by using multimedia and hypermedia technologies.
The possibility to play different music, to explore spatialized sounds, to record
sounds and voices, and the opportunity to play with 3D images within a 3D
space using devices as simple as touch screens, may ensure an enhanced level
of attention from the children and may give to the teacher new and powerful
tools to convey his/her message through the common activity. In this paper we
motivate the use of hypermedia educational techniques with cognitively im-
paired children, outlining the general requirements of an educational framework
that might be provided to teachers. We then describe the functioning of a proto-
type we developed following these requirements, MINUS-TWO: a storytelling
environment mainly characterized by a strict cooperation between the child and
the teacher or the therapist, by multimodal interaction, sound spatialization and
3D representation. The paper also presents the results we obtained by using
these techniques with more than twenty cognitively impaired children.

1 Foreword and Motivations:
Storytelling as an Activity towards Autonomy

Marc Augè [1], in his book published in 1993, has introduced the concept of non-lieu
(non-place), defining it as “a space in which who passes through cannot read any-
thing about his identity, nor about the relation with himself, the relations with others,
or more generally, about relations among ones and others, or a fortiori about their
common background”. This article, in agreement with a rich literature, proposes nar-
ration as affirmative answer to non-lieu: the place of the meeting, where a person can
perceive his origins and his possible developments. The main motivation for the sto-
ryteller framework described in this paper is the following: narration is a fundamental
opportunity for a human being to develop and maintain his personal identity. An
opportunity which cannot be overlooked especially in cases of cognitive disability,
even when language or relational competencies are strongly compromised (as in autis-
tic syndromes). A person in situation of disability risks to be overwhelmed by his
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immediate needs, a condition which compromises his harmonious development. A
story organizes the human space in different ways; creating complex time sequences
it allows to explore different situations, and to face them with more flexibility. A
dramatization may be useful to let the students understand a situation by playing it,
moving it to a different plane, retrieving only in a second moment its details con-
nected to reality. Building a tale as a background creates a sort of perceptive structure.
It is at the same time a recognition of a given reality, it is a given “data” from which
the single actor may receive support and stimuli. We can think of a storyteller frame-
work as a rehabilitation tool too, in the sense it offers stimuli directed to the sphere of
attention, memory, problem solving, both from a logical-deductive and relational
point of view.

Situations characterized by joy, sadness, anxiety, may be faced in an interactive
way cooperating with the tutor in known contexts, under his supervision. The litera-
ture describes different storytelling activities involving persons with different kind of
problems (e.g. Alzheimer...). Pedagogy and traditional rehabilitation often use ob-
jects such as dolls, toys and books to support narration or encourage children to draw
using paper and colored pencils. Why then using an information technology frame-
work for storytelling? It is very difficult to involve in a storytelling activity children
who don’t speak and do not draw, who feel this kind of relationship really uncomfort-
able. We think that 3D spaces, sounds and music may improve opportunities contrib-
uting to stimulate attention and to make the experience more vivid. Beside this, it
gives the important possibility to introduce variations, to create new scenarios, to
support different views on narration, to allow the listener to interact with the story as
it gets unfold, and with the description of characters as they present themselves, as a
further step in stimulating the child to an autonomous elaboration of information and
messages proposed by the teacher. Within a 3D scene, the sound acquires a spatial
dimension, and is perceived as directly linked to particular objects. Navigating in the
space, it is possible to listen to how sounds change in direction and intensity, adding
the possibility to explore the objects even from this point of view. The possibility to
interact with the environment in different ways - using traditional interface devices,
touch screens, voice or real musical instruments – gives more opportunities to in-
volve children with cognitive, expressive or relational disabilities, as shown by the
use of our prototype with more then twenty cognitively impaired and autistic children.

2 Requirements of a Multimedia Interactive
Storytelling Framework

Before implementing a working prototype that could prove the effectiveness of semi-
immersive 3D graphics and spatial sound for the aforementioned purposes, we tried to
outline its main requirements. We refer here to three different figures of possible
users: the Disabled Person, the Tutor and the Scene Designer, that of course may be
the tutor himself. As general, conceptual, goals we wanted our storyteller to be ex-
tendible, metaphoric, cooperative, multimedia-capable, recordable.

Extendible: the Storytelling Framework should present itself in an open form: it
should be possible to extend functionalities at different levels, operating at different
levels of competence.
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Metaphoric: metaphors are often useful: if something seems totally new in one of
our descriptive worlds, it’s possible that, translated into another world’s language,
begins to look like something already known [2]. The Storyteller should be a frame-
work to build a story as a sequence of scenes. The scene is the place inside which
interactions occur among who are writing the story and the events that constitute the
story itself.

Cooperative: a significant feature of a storyteller is its support for a cooperative
way of working and learning, which results effective both on a cognitive and forma-
tive planes. From a formative point of view, self-esteem may develop among peers
participating in the story, as well as a growing feeling dignity deriving by the fact to
be able to help another person.

Multimedia: The storyteller should activate meaningful and alternative channels of
communication through the of text, graphics and sounds. The interaction with the
environment is mediated by a representation that doesn’t need to fill the gap with the
real world; the use of fictitious settings encourage drifting away from reality, an as-
pect that proves to be fundamental when a direct interaction with the real world is
refused or conflictual.

Recordable: the sharing of the creative act continues in sharing of the result; the
story as it gets unfold with the participation of the children may be recorded and sub-
sequently re-played, or printed in a sequence of pictures. This impressive possibility
to produce a meaningful product, both in the form and in the content, appears to be
very motivating for students and teachers alike.

With these goals in mind, we have chosen the following as the most important re-
quirements for a tutor using the multimedia educational framework, to be imple-
mented in the first or subsequent versions of our storytelling prototype:

The possibility to display multiple 3D scenes, which can be viewed in sequence,
forward or backwards. This allows the teacher to choose the best scenarios, suited
to the context he/she wants to set for his/her narration.
Tools for inserting or removing objects, available from a predefined library. It may
be possible to enable or disable particular properties (making them interactive), and
to link sounds or recorded voices to them.
The possibility to modify the parameters of each single object, like for example the
volume or the pitch of the sound linked to a particular object, in order to create dif-
ferent stimuli, that the teacher may exploit during the telling of the storytelling ac-
tivity.
The possibility to record the teacher’s vocal comments, or the child’s one, which
may characterize the game and the story. Alternatively, the possibility to note these
comments down in some textual form, as notes to be attached to the objects them-
selves.

The requirements on the disabled person’s side focus on the possibility to interact
with the educational tool in the following ways:

Navigate and explore the 3D scene, performing movements in various directions of
the virtual space, by means of a simplified keyboard or a trackball.
Interact with the objects, by touching them with a switch button, or by directly
pointing the finger on them with a touch screen (making them moving or playing).
Pay a particular attention to the “sonorous dimension” of the environment. Use
some objects within the scene to listen back to one’s own voice, modifying it in re-
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lation to the event or the context of the story, putting it in context along with the
other “voices” of the story. In this way it is possible to reach a stronger level of
motivation, because the child, with his voice or sound, gets more involved and
more in tune with the other elements of the story.
Have the occasion to articulate, contain and modulate complex sequences of events
along the temporal dimension. In this way it is possible to increase the self esteem,
the flexibility of the relational behavior, and the emotional control which allow to
expose ourselves respecting the role of others.

The tutor needs to be able to modify the features of the scene as the story gets told:
therefore the tool has to offer advanced configuration features, which ideally should
allow to build, element by element, the scenes, assigning to their different compo-
nents a predefined set of behaviors and sounds. Object shapes, sounds, and behaviors
could be picked from a library. It is thus necessary to define requirements, for the
third actor, the Scene Designer, as stated before. The requirements for the Scene De-
signer might be the following:

Choose or draw the 3D geometries to use as “scene background”. Link this scenes
together to create a navigational sequence.
Assign to each scene a musical theme, or a narrating voice.
Pick the objects which should be present in the story. Arrange them in each scene.
Assign to each object a predefined behavior (or program a new one, by writing a
script which implements the behavior interface), and a predefined sound.

Starting from these requirements, the general framework of the storytelling tool
should be composed by three main elements, contained in a general structure, which
we named The Application Canvas:

Procedures for loading the story configuration
Presentation of the run-time control options to alter the properties of the scenes and
the objects, as defined by the designer (a sort of “control panel” which allows to
the teacher to control how the story progresses)
The rendering space of the 3D scene, with functionalities for exploring and naviga-
tion

To ensure the needed level of configurability during the storytelling activity, the 3D
scene must be composed by Elements. The Elements are geometrical entities which
contain a 3D shape description, and one or more behavior and sound links. In this
way, the scene and the objects which populate them can be described with the same
data structure, and can share the same base properties and actions.

The Scene elements may link to each other to form a sequence, with the roles of
Previous Scene and Following Scene. The Object Elements may be arranged within
the scenes before or during the narration. Another important requirement is related to
the possibility to add new capabilities to different categories of objects defining sev-
eral subclasses of objects. As for the behaviors, they might also be represented by
classes, and they all should support two different callback invocation methods: a call-
back to be automatically invoked every predefined period of time, and when the ob-
ject is on a idle state. These general principles, and in particular the callback principle
for event handling, are at the foundation of several 3D APIs, like VRML [3, 4], or
Java3D [5].



1058 T. Barbieri, A. Bianchi, and L. Sbattella

Fig. 1. The general architectural scheme of the Storytelling Prototype.

3 Minus-Two: A Prototype for a StoryTeller Application
Based on VRML

Another main goal in implementing the first version of our storytelling prototype,
called MINUS-TWO, was to create a tool which had low technological barriers, easy
to install on normal personal computer, and at the same time flexible enough to allow
the creation and editing of the 3D objects within the scene.

The use of VRML and of a framework based on HTML web pages allows to ac-
cess the contents of the interactive story using a common browser with the VRML
plug-in, with a broadband internet access to download the graphical and sound re-
sources related to the objects. Moreover, the structure of VRML is very similar to the
conceptual structure of application architecture and behavior handling we previously
sketched. The coordination between the VRML scene and the sounds is implemented
using JavaScript, linked to the appropriate VRML nodes. The page loads with the
VRML plug-in and a controlling Java Applet, which allows the teacher to select the
musical backgrounds and the characters of the story that he wants to load. The com-
munication between the controlling Applet and the VRML plug-in is made possible
through the EAI API [4], a commonly used intercommunication layer between the
browser and the 3D scene. VRML gives the possibility to spatialize the sound: in this
way, by moving nearer to the different characters it is possible to listen to the sounds
coming from different parts of the scene. Switch buttons and a touch screen are used
to manipulate the 3D object, as programmed within the VRML nodes using specific
VRML syntax.
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4 Using Minus-Two: Description and Results

As a case study and example for interactive 3D storytelling, to emphasize the impor-
tance of the sonorous dimension of an interactive environment, we referred to the
symphonic fairytale “Peter and the Wolf”, by Sergej Prokofiev.

This tale is well suited to be told via MINUS-TWO, thanks to the strong charac-
terization of the characters involved through the musical themes and sound, and it
allows the teacher to create occasions of interaction and exploration with the child
during the storytelling sessions.

The story gets told in different scenes, one for each main episode of the tale. It is
possible to navigate from one scene to the other, following the HTML links. Each
scene is completed with a recorded voice telling the story, and the animation of the
different characters, which can be taken and manipulated by the user. Each character
has assigned the famous themes written by Prokofiev.

At any time it is possible to stop the recorded voice telling the story, and interact
and play with each character, manipulating its shape and its sounds, or using other
objects in the scene to produce new sounds, or to play along the background music.
Each scene provides a set of virtual drums, linked to suitable switch buttons, and a
small piano keyboard. Working on the switch buttons or on the virtual keys of the
piano, it is possible to play the virtual instruments. Navigating and moving through
the virtual space, both the sound and the voices of the scene and of the objects can be
perceived in various ways in a spatialized effect. Different types of musical back-
grounds are used within the scenes: the symphonic original background allows to
listen to the original musical work, while moving at the same time the characters in
the scene (or just looking at the characters while they are moving following the mu-
sic). The other type provides only a piano part, to allow the teacher and the children to
enrich and orchestrate the background music with original parts obtained using the
interactive sound objects (marking the rhythm, modulating dynamics, changing the
global timbre through the drums or the piano keyboard). It is also possible to vary the
pitch of the sounds linked to the various objects, creating variations from a very low
to a very high pitch, to obtain stimuli of different intensity, and train the child to dis-
tinguish different sound and intensities.

Minus-Two was used with 15 children aged 6-8 and 10 youngsters aged 17-22.
Twelve of these suffered from an autistic syndrome (problems of shared attention,
lack of communication capabilities, eight of them presented serious cognitive retarda-
tion); eight had language problems and congenital cognitive retardation, five had
sensorial problems (two with hypacusia, three with hypovision). Each one was in-
volved in six working sessions of one hour. In four sessions tutor and student cooper-
ated together; in the following two a small group (three students, two teachers) par-
ticipated in the activity. In each session, Minus-Two was used in conjunction and
before other computer programs designed for storytelling (using 2D representation).

Each of them really enjoyed using our storytelling prototype, remaining engaged
for a long period, if compared with traditional interactive sessions. The most impor-
tant results refer to the following points:

Exploration: the colorful and rich 3D scene, and the animation of the characters
engaged the students and created lively and intense working sessions, stimulating a
dialogue even with autistic subjects. The possibility to move the characters within the
scene, shifting the point of view, and listen to the sounds was appreciated and com-
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mented verbally and non-verbally. Many students proposed their own suggestions to
enrich the possibilities of exploration. Several wanted to enter grandpa’s house and
explore it (see fig. 2), a possibility we didn’t think about until the students pointed it
out.

Sounds and Music: music and sounds played an important part during these ses-
sions. We could experience several targeted and conditioned ways to listen to the
orchestra and the piano. The students contributed in a pertinent way to the sounds,
using the virtual instruments, also for subjects with communication problems or with
limited shared attention abilities.

Computer Interface: we tried to clear the way from difficulties of interfacing to
the computer, using special devices (trackballs and special mice), using bigger buttons
within the windows, and using touch screens or tablet PCs. Using the stylus of the
tablet PC instead of the mouse was very helpful for small children.

Cooperation and Communication: The richfulness of the environment was moti-
vating to overcome the initial difficulties presented by the novelty of the tool. Each
student was engaged in working sessions which became increasingly complex and
long. The possibility to cooperate and communicate for an entire hour even with the
most problematic children created a wave of enthusiasm and opened the way to the
use of other programs which require good skills of attention and memory. It was evi-
dent that the tool offers the possibility to work with continuity and enjoyment within a
session, even on a typical issue of autistic syndromes, the ability of shared attention.
Students and teachers requested new stories, new sounds, and new interaction devices
(real MIDI instruments, data glove, voice recognition control).

Fig. 2. This scene shows Peter, the wolf, the duck and the little singing bird. It is possible to
explore the Grandpa’s house. The two virtual instruments are controlled via switch buttons and
keyboard, and allow to participate with sound stimuli to the music or the narration. On the right
is visible a small console containing the story’s controls dedicated to the Teacher: it is possible
to vary the sound pitch, modify the positioning of the objects, and so forth.
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5 Conclusions

The clear success we had using our prototype with children and teachers alike, is
clearly indicated by the length and the liveliness of the working sessions which took
place. This encourages us in exploring deeper the importance represented by all as-
pects related to sound and music, when they allow to perform an active role within the
session, and the possibility of multimodal expression (gesturing, writing or uttering a
word, acting, interacting, perceiving...). In the future we will enhance our prototype
and delve even further in possible applications of 3D interaction and spatialization,
exploring virtual exercises and training, role playing, and enhanced storytelling.

A musician who wants to express him/herself at the higher level buys a “Minus-
One Concert”: a recording of an orchestral performance where his/her instrumental
part is missing so that he/she can play enriching the global execution. We thought of
a “Minus-Two” environment to offer to the child and to his/her teacher or therapist
the best occasion to express themselves in a story ... “a quattro mani”.
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Abstract. The extent to which people with mental retardation are benefit from
the modern information technology is not well explored. A better understanding
on ways that the existing human-computer interface would challenge people
with mental retardation would shed light on this issue. This study was investi-
gated the neuropsychological functions which are important for enhancing the
competence of people with mental retardation to operate on the Internet Ex-
plorer (IE) program. Sixty-two participants with mental retardation were invited
to conduct a set of neuropsychological tests. Their computer performance was
also evaluated. Resulted indicated that some specific neuropsychological func-
tions including attention and visual scanning, psychomotor and language were
predictive of their overall computer competence. The implication on ways to
improve the design for computer programs for this population was discussed.

1 Introduction

Access to computing technology has become important in our lives. The contribution
of information technology has increased people with mental retardation successful
integration into community [1]. However, the design of existing information technol-
ogy remains underutilized by people with mental retardation. Some studies suggested
that the cognitive demands to operate these computer systems were not accommo-
dated the needs of the people with mental retardation which in turn interfere their use
and learn most of existing computer systems [2].

The theoretical model of human information processing for human-computer inter-
action is used as a basis from which to make prediction about participants’ computer
performance and investigate which cognitive processes are importantly involved
when they interact with the computer [3]. The central theme of this model is that hu-
man is like an active information processor in which the human performance, from
displayed information to response, is a function of several processing stages including
stimulus identification, response selection and response execution. Interacting with
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the web browser and operating system required the user to identify displayed informa-
tion e.g. menus, scrollbars, or icons (stimulus identification), to select responses based
on the displayed information (response selection), and to executive those response
e.g. clicking the icon via mouse button (response execution). These processes when
the user interacts with the computer required to devote different extent of cognitive
resources. For example, the user must search the displayed information and attend to
the appropriate aspects of it. The user must also recall the commands, remember in-
formation specific to the task that is being performed, and make decisions and solve
problems during the process [4]. These task demands seemed not to fit the lower
neuropsychological profiles of people with mental retardation. The promise of techno-
logical design should be explicitly considered the cognitive compatibility of ultimate
users [5]. In order to design a user-centered interface which is matched with the user’s
information processing capabilities, it is worthwhile to explore how neuropsychologi-
cal functions to attribute people with mental retardation to operate IE program. The
purpose of this study sought to determine the relative importance of neuropsychologi-
cal functions in predicting the computer competence in the people with mental retar-
dation. It will also shed light on ways to improve the design of the computer tech-
nologies to fit the profiles of this population.

2 Method

2.1 Participants

Total 62 participants with mental retardation were available for this study. They were
recruited from those who enrolled computer training program designed for people
with mental handicapped held in The Hong Kong Polytechnic University. To reduce
any training effect of this program, they were invited to participate in this study be-
fore the training program was started. As part of their participations in our institu-
tions, ethical approval was obtained and informed written consent was obtained from
all their guardians. All the subjects were selected from the following criteria: 1) an
ability to follow instructions; 2) an absence of identified organic etiology or secon-
dary diagnoses; and 3) an non-verbal intelligence quotient score from the Test of
Non-verbal Intelligence (TONI-3) ranged from 55 to 80. They were then classified
into high (n=33) and low (n=29) IQ groups (cut-off score= 70). Demographic charac-
teristics for the two groups are presented in Table 1. They were youths and only 29%
of them were adults (18 years of age or older). They averaged about 17.37 years of
age and had used computers, on average, for about 4.1 years on the time of this study.
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2.2 Experimental Materials and Procedures

IE Competence Test. The demographic characteristics of participants were gathered
and TONI-3 was conducted before the commencement of IE competence test. The IE
competence test consisted of 16 IE-related tasks which was validated by an expert
panel consisted of 9 professionals working in mental retardation field with a mean of
7.1 years (SD= 4.41). These tasks constituted a total of 161 subtasks which are used
as the test items for assessing the computer competence on using IE. The reliability of
these tasks was from moderate to good in which the ICC values ranged from 0.69 to
0.99. The discriminative method of this test based on two of 16 tasks (Use customized
bookmark & General motor function) for differentiating people with mental retarda-
tion into three competence groups was also produced [6]. The participants were in-
structed to sit in front of the computer running with Window XP operating system and
Microsoft’s Internet Explorer 6.0 for the IE competence test. The tasks were adminis-
tered in random sequence for each participant. Standardized instructions and ultimate
goals on each of the sixteen tasks were given by the first author before the participants
performed each of the tasks. The participants’ performance on each of the test items
was observed and rated on a four-point scale with “1” indicated “complete assis-
tance”, “2” indicated “performance with verbal and physical prompts”, “3” indicated
“performance with verbal prompts” and “4” indicated “competent performance”. It
took approximately 40-60 min per subject to complete.

Neuropsychological Testing. After the EE competence test, the neuropsychological
assessments were conducted. Six cognitive domains including attention, visual-
spatial, language, memory/ working memory, reasoning/ executive function, and
psychomotor functions were selected. All subjects were administered the neuropsy-
chological tests in a random order. All assessments were administered by the first
author who was trained on the administration and scoring criteria of both tests by a
certified neuropsychologist. The standardized instructions were given throughout the
tests. The time to complete all tests is around 2 hours per subject. The following is the
tests with regard to primary cognitive domains:

Attention. Digit Span Forward (DSF) (span & sequence scores), Part A of Trail Mak-
ing Test (TMT) (total time), Sustained Attention to Response Task (SART) (commis-
sion error), Digit Vigilance Test (DVT) (omission error) & Symbol Digit Modalities
Test (SDMT) (total score).

Visual-Spatial. Judgment of Line Orientation (JLO) (correct score), Chinese version
of Neurobehavioral Cognitive Status Examination (Cognistat) (Construction subtest
score), and Hooper Visual Organization Test (HVOT) (total score).

Language. Cognistat (Comprehension, Repetitive, and Naming subtests scores), and
Chinese Characters Test (CCT) (total score).

Memory/Working Memory. Cognistat (Memory subtest score) and Digit Span Back-
ward (DSB) (span & sequence scores).
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Reasoning/Executive Function. Cognistat (Similarities and Judgment subtests scores),
TMT (interference time score) and Chinese version of the Stroop Color-Word Test
(Victoria Version) (CST) (interference time score).

Psychomotor. McCarron Assessment of Neuromuscular Development (MAND) (fine
motor & gross motor scores), Development Test of Visual-Motor Integration (VMI)
(total score) and Purdue Pegboard (PP) (dominant hand, nondominant hand, both
hands, & assembly scores).

3 Statistical Analysis and Results

The mean task score of the 16 IE competence test was computed. These 16 IE task
scores were then summated to derive the global IE competence score. Possible scores
of global IE competence range from a minimum of 0 to a maximum of 644, with
higher scores reflecting higher overall competence in computer utilization. A series of
stepwise multiple regression analyses were conducted to examine the overall IE com-
petence as dependent variable and the neuropsychological test scores in each of the
cognitive domains as predictors in the sample with mental retardation.

To determine the relative importance of neuropsychological domains in predicting
IE competence, separate multiple regression analyses in each of the six domains on
the global IE competence score were conducted. For attention domain, the SDMT was
first entered. This was followed by the DSF-Span, the SART and the DVT. All pre-
dictors in the equation were significant [total Model F(4, 57) = 22.196,
p<.001], but SDMT alone was contributed 49.7% of the variance accounted for by the
prediction equation. For visual-spatial domain, the JLO test score was only found to
be significant predictor on the global IE competence [total Model F(1, 60) =
22.213, p<.001]. For language domain, the CCT test score was entered first and was
followed by the Cognistat comprehension test score. These two predictors in equation
were significant [total Model F(2, 59) = 25.183, p<.001], in which CCT
score was uniquely accounted for 35.7% variance of the global IE competence. For
the memory/working memory domain, the DSB-Span test score was found to be sig-
nificant predictor on the global IE competence [total Model F(1, 60) =
26.150, p<.001]. For reasoning/ executive function, the Cognistat judgment metric
score was the only significant predictor [total Model F(1, 60) = 15.454,
p<.001]. For psychomotor domain, the MAND fine motor (FM) test score was entered
first and was followed by the MAND gross motor (GM) test score. All two predictors
were found to be significant [total Model F(2, 59) = 20.977, p<.001], in
which the MAND FM score alone contributed 37.4% of the variance. Finally, the
regression analysis of the global IE competence was conducted by entering the best
predictors in each of the domains for the final regression equation. Entering these six
predicted task scores in a stepwise fashion, the overall model was significant [total

Model F(3, 58) = 27.399, p<.001] in which three test scores: SDMT
MAND FM and CCT were found to be significant

on predicting the global IE competence score (see Table 2).
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4 Discussion

The results of this study indicated that attention with visual scanning (SDMT), psy-
chomotor (MAND) and language processing (CCT) were found to be significant pre-
dictors on the global computer competence among people with mental retardation.
Previous studies indicated that users’ neuropsychological or cognitive functions were
the prerequisites for their access on the computer interface [7]. A content analysis of
these tasks would provide us with more insight into the neuropsychological demands
imposed by these IE tasks and how these functions modulate people with mental re-
tardation to operate computer program successfully. It would also provide some inter-
face design recommendations for software developers whose products might have
potential users with cognitive disabilities, such as those with mental retardation.

Analysis on the SDMT test tasks indicated that the subjects appeared to sustain at-
tention for holding the geometric design and digit, and simultaneously visually search
for a series of nine meaningless geometric designs [8]. The high correlations between
the SDMT task and operation of IE tasks suggested that operating the web browser
required the users to sustain attention to hold the theme or keywords in mind and, at
the same time, to browse the information and visually search for target icons or links.
In order to enhance the web access for people with mental retardation, the IE interface
design should limit the target items free from distraction and minimize the need for
visual tracking of target items in screen because the excessive information displayed
in the interface would reduce user’s cognitive resources for processing the target in-
formation and thus cause user’s cognitive overload [9]. Therefore, the modification of
IE interface should explicitly consider the presentation content such as to reduce the
visual complexity of the output display, to make the target objects salient [10], and to
display important information at a prominent place [11].

Analysis on the MAND FM tasks, these tasks demand precise eye-hand coordina-
tion and movement [12]. Further examination on the psychomotor demands on the
operation of IE tasks, it has indicated that operating IE appeared to require the user to
grasp the mouse, to click on the mouse buttons, and to slide the mouse to locate the
icon. These movements particular using mouse would demand complex visual-motor
coordination [13]. Some guidelines on the accessibility suggested that these psycho-
motor impairments would be minimized by providing some alternative actions or
enlarging the buttons for pressing so that the requirement on fine motor control is not
as critical [14].

Further analysis of CCT task revealed that this task taps on the ability to read the
Chinese characters and comprehend its meaning. The correlation between CCT task
and IE tasks suggested that operation of IE required the user to recognize and under-
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stand the Chinese characters or words in icons or menu options. In order to enable our
participants to operate IE, some solutions from previous studies suggested that the
accessible design for people with language limited would provide simple language,
use concept-based visual icon to enhance the lexical retrieval [15], match the instruc-
tions to their linguistic levels and provide voice output to reduce reliance on reading
[16]. It is important to note that the recommendations made here, though in general,
have special meaning for people with mental retardation since these techniques may
assist such participants to use their compensatory mechanisms to accommodate the
cognitive demands of the IE tasks.

The results of this study revealed that people with mental retardation have prob-
lems using IE. Though these problems may vary from one to another, they are
strongly associated with the neuropsychological abilities. Since people with mental
retardation are characterized by general lower neuropsychological abilities compared
with normal counterparts, the existing person-computer interface of the IE program is
considered not to fit their capabilities. Our findings may form a good basis for soft-
ware developers to design more user-friendly programs that cater for the specific
needs of people with mental retardation. Future research should investigate the
mechanisms by which attention and visual scanning, psychomotor and Chinese lan-
guage processing deficits contribute to the competence of people with mental retarda-
tion in using a person-computer interface. The enhanced IE prototype based on strate-
gies suggested in this study would be developed and evaluated its usability for people
with mental retardation.
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Digital media and the World Wide Web (WWW) are providing unprecedented oppor-
tunities for global access to and distribution of information, products, business, and
services such as education. In addition, these technologies are providing opportunities
for individuals to form new communities, and create and transmit information them-
selves within a global context.

For people with disabilities these new technologies have presented many opportu-
nities. Indeed, access to WWW content and interactive structures for people with
disabilities has been advocated and legislated for some time [1, 2]. However, it has
also erected many barriers particularly as new information presentation methods and
mechanisms have been developed without the associated accessible equivalent or
without consideration of the impact on people with disabilities. Access solutions are
often considered retroactively rather than as part of the design or development proc-
ess. Considering accessibility in design practices is one of the pillars of universal
design. One paper in this session reports on experiences with designing accessible
public kiosks as an example of using universal design principles.

The WWW has, until very recently, been a mostly visual medium comprised of
text and graphics. Although, this presents potential difficulties for people with low
literacy or for people with low vision or who are blind, there are numerous solutions
for providing accessibility. One paper in this session presents an innovative solution
using tactile displays for graphics.

As high bandwidth networks become more widely deployed, it is becoming com-
mon design practice to incorporate animation, video, audio, and high quality graphics
on the web. This presents many challenges for people with disabilities, particularly
those with sensory disabilities such as people who are blind or deaf. In addition, on-
line communities and services are being formed and used at rapid rates through the
use of high bandwidth applications such as video conferencing, chat (text and audio),
videos, and e-commerce which can present even more barriers to people with disabili-
ties. Providing access to these types of applications becomes much more complicated
and involved compared with text and simple graphics. The W3C through the WAI
initiative [1] makes an attempt at providing guidelines for web accessibility. How-
ever, the industry seems slow at adopting and incorporating these guidelines into
design practices, particularly for rich digital media such as video and audio.
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This new, high speed web, however, has also opened exciting possibilities for vis-
ual language users. It is now feasible to interpret/present/transmit sign language
communication using video and/or high quality animation on the WWW. They also
allow multiple display channels to be used for presentation alternatives such as cap-
tioning, video description, multiple text channels for low literacy or additional lan-
guage displays. On-line communities of sign language speakers can now develop
communities based on sign language rather than on text (at best a second language for
sign language users). Two papers in this session explore some of the issues of ex-
pressing sign language in animated form, and two papers examine computer-based
interpretation of physical sign language. A third set of two papers explore the use and
development of sign language webs as unique from text based webs. A seventh paper
presents the issues of teaching sign language using on-line video materials and a final
paper considers the use of camera-based video to track sign language speakers.

As seen by the diversity of papers in this session, researchers and practioners are
exploiting the opportunities digital media and the WWW offers for people with dis-
abilities in innovative and creative ways.
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Abstract. This paper outlines an ongoing initiative in broadening accessibility
issues of the “deaf community” into the web environment. From a brief over-
view of the deaf culture this paper goes on to support the viewpoint of cultural
interchange rather than “disability”. In addition this paper puts forward that
there are many aspects arising from signage parsing and display that have direct
applications in generic multi-representational user interfaces, such as in multi-
ple language or limited-language-skills interfaces. The paper outlines a current
research initiative that is exploring the use of appropriate XML/SMIL-based
“wrapping” methodologies to incorporate “intermediate” signage objects such
as gesture, speech action, facial emotion (and others) along with other objects
such as text, audio, video and “style”.

1 Introduction

“The power of the Web is in its universality. Access by everyone regardless of dis-
ability is an essential aspect.” – Tim Berners-Lee, W3C (World Wide Web Consor-
tium) Director and inventor of the World Wide Web [3].
In its wide use of the Web by millions of people every day, there is a requirement to
cater for differing languages, cultures, technical and social environments, “abilities”
and “disabilities” [6].

Accordingly, accessibility (and the development of multiple representations of
content), both in general and in specific instances is a current issue in the web envi-
ronment. A consideration of the need for global access is highlighted by the growth
rate of usage by people with “disabilities” being twice that of the “non-disabled”
[12].

Arising from these issues, the W3C has proposed and is currently developing ini-
tiatives into web accessibility WAI (Web Accessibility Initiative) [3]. Coming from
this have been various activities such as the accessibility guidelines (with e.g. Web
Content [4], Authoring Tool, User Agent and XML [6]) and Web services [8] that can
assist in lowering the barriers for people with “disabilities” [13].
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The W3C has also dedicated initiatives to include a high degree of usability for
those people with recognized “disabilities” [1], as can be seen in their generation of
“impairments” scenarios in web interactions [2].

This paper focuses in addressing the accessibility needs arising from the hearing-
impaired arena, with particular emphasis in integrating web components (i.e. multi-
media or audio) with appropriate non-audio technologies. In order to handle the
“hearing impairment” or “loss”, the WAI specifies an approach based on captions for
audio content [2] whereas as most of multimedia or audio events, at the present, do
not contain captioning [6]. However, studies in the deaf community and their culture
indicate that a number of deaf people have difficulties in reading and writing [16].
For example, a study by Dawson et al [5], has findings that a significant proportion of
the deaf in the UK do not read print at all. This is covered in more detail in a short
discussion of the deaf community and culture in section 2. This is followed, in sec-
tion 3, by a short review of some current implementations of machine generation of
signage and its relationship to web. Sections 4 and 5 cover the approach being taken
at the University of Western Sydney in developing an integration of signage informa-
tion with web objects. This covers the nature of the “intermediate objects” and the
requirement for the XML wrapping. Section 5 presents various conclusions and gives
a summary and indications of future directions.

2 Overview of the Deaf Community and Culture

Community and Culture are two related words to describe grouping of people to-
gether, that have their own language (or shared languages), shared experiences,
norms and behaviors, common interests and traditions [14]. People born deaf or hav-
ing lost their hearing at a very young age are classified as belonging to the deaf com-
munity and culture. The Deaf culture has characteristics identifiable to that of other
subcultures [18] in relation with society [10]. Their culture is built on shared experi-
ences and language [18] and these people are called “Culturally Deaf People” [15]. In
particular, they rely on sign language as their first language. However, the term
“Hearing-Impaired” is the generic term used to describe this disability [15]. Many
“Hard of Hearing” individuals prefer “Deaf Culture” over “Hearing Culture” and
vice-versa [14]. The cultural development in the Deaf community takes place parallel
to that of society [10]. As there are readily available statistics on the American Deaf
community, an overview is given in the following section. From current discussions
of the authors, with various representatives of the Australian deaf community, there
are strong parallels between the American and Australian experiences.

2.1 American Deaf Community

The American deaf community [14] is based on cultural principles, communicated by
ASL (American Sign Language) that gives each individual his /her unique valuable
identity. Because there is a community with its own language and culture, this pro-
vides a cultural frame in which “to be deaf’ is not to be considered “disabled”.
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Aspects of the “deaf” cultures may appear in different norms, such in marriage and
in education. For example, in marriage, there maybe a preference (or stronger) for
both partners to be from the deaf community. It is estimated [14] that 9 out of 10 in
the American deaf community marry other members of their cultural group and wish
for deaf children. Education for some of these deaf communities is in separate “deaf
community” residential schools. These schools provide the deaf culture and language
environment for children develop their social skills and entertainments (such as
sports) [14].

2.2 Sign Language

Sign Language is used extensively along with “lip-reading” in the deaf community
[19] [20]. It is different from country to country. It is also different in form from
spoken languages with a differing grammatical structure, incorporation of spatial
elements (some of these maybe in expressions in parallel rather than the strict sequen-
tial nature of speech), and in emotive components such as from hand motions and
facial expressions along with local variations [20]. It is a sequence of gestures with
gestures being a sequence of postures. In addition to the signage languages such as
ASL and AUSLAN (the Australian variety), there are a variety of associated signage
methods using a single or two handed symbolic alphabet for literal character by char-
acter translation of text (called “signed English”). This is commonly used in assisting
the deaf community in their initial learning of spoken languages from the text form
and makes use of a double translation process. Namely the characters of text trans-
lated to a visual representation, followed by translation of these symbols to the
“reader’s” actual signage language and gram-mar. This is a slow process and as indi-
cated above, a process many in the deaf community do not enjoy and resulting in the
low literacy rates in this community.

Finally, the ability to “lip-read” is varied and is usually combined with other forms
of translation, on its own having typically no more than 70% accuracy in the well
trained.

3 Generation and Display of Signage (Web Environment)

This section gives a summary of current work in providing or incorporating signage
related information into the web environment. This falls into two categories, namely
as display of the actual signage as a video display or as a reconstructed signage image
using some form of animated figure. The former method may involve various forms
of signal processing to reduce the bandwidth, while the latter form usually works
from a machine translation of the transmitted textual message.

This work of translating text into signage falls into two categories, either the gen-
eration of single or double handed “literal” character by character gestures into a
signed English or by full animation into the actual signage language. The first
method, as outlined in section 2.1 is not preferred and has little advantage over dis-
playing the actual text, as text is as good a visual representation as a handed gesture
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representing it. The second method may make use of a combination of gestures (as in
or use these in combination with various forms of “lip-sync” or “talking heads”
[8],[9] where morphing of the face or head and presenting facial expressions associ-
ated with emotional state are synchronized to the speaking out of text with the sign-
age. There are a number of development of toolkits that enable real-time animation of
virtual 3D talking head from inputted text.

As mentioned previously, there are a number of people with sign language as their
first language who prefer not to read and others who may have problems in reading-
comprehension. This concern and other accessibility issues raise particular problems
in integration of signage information into the web environment. As indicated in an
online survey in America conducted by the NAD (National Association of the Deaf)
there is a high level of interest from deaf or hard of hearing people in using internet
services (instant message and email) [17] even though signage services are still im-
mature.

In considering the incorporation of signage into the web, this paper supports the
proposition as outlined in the previous sections that for many who have little or no
hearing sense, this is not viewed as a disability rather as a differing culture.

As such, in terms of web usage and accessibility, many of the issues arising in the
interaction of the deaf and hearing cultures and their respective web accessibility can
be viewed in cultural terms, with text in particular viewed in terms of a “second lan-
guage”. This paper supports the premise that many of these issues will also be of
assistance in other accessibility environments. In particular, in differing language
environments; in online education with users of varying capacities of text and other
comprehensions; in reduced display environments such as in mobile phone and
PDAs; or in intermittent or slow data flows.

In addition, this paper puts forward that there is a wealth of information in the “in-
termediate objects” in parsing signage into text such as the visualization symbolism,
emotional associations such as in facial expressions, and gesture symbolism [20] that
can be incorporated into generic accessibility and generic web-user-interface interac-
tions.

In surveying the extent that signage representation has impacted into the web, an
examination of the main international news websites such as CNN, BBC , Le Monde
and ABC (Australian) along with their representative government sites do not at this
stage, provide any “signage streaming” or similar, nor are there any provisions in
their accessibility legislation for any provision for the deaf culture. In fact, as of the
time of writing, the authors have found no web sites at all that provide as the main or
alternate representation any form of signage. There are sites that demonstrate or give
dictionary lookups of signage, and lists of links to signage resources, but none of
these viewed by the authors made use of alternative signage representation of the sites
content.

From organizations such as the W3C have come a number of Web Accessibility
Guidelines to assist site web usage and there are now a number of multimedia tech-
nologies and methodologies including SMIL and MPEG-4 which can be used in syn-
chronization of multiple representations.
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Finally, in terms of the integration of signage into the web and its implications for
use not only by the deaf community but in applications for those with special lan-
guage or learning needs, as quoted from Judy Heumann in [7], for “for people with-
out disabilities, technology makes things convenient, whereas for people with dis-
abilities, it makes things possible”.

4 Integration of Signage into the Web Environment

This section outlines a current project at the University of Western Sydney Australia,
in incorporating signage information into web operation. This project is based on
making use of signage information both to provide increased accessibility for the deaf
community and in generic web enhancement. The generic web enhancement having
applications into e-learning, ESL (English as a Second Language) browser clients,
and in generic web design. For example, from the “emotive, facial gesture” aspect of
a signage message, to be able make use of this with other web objects such as style,
content or navigation. As another example, from a specific emotional gesture, to
invoke a change of style such as changes of colour, size, backgrounds, other multi-
media objects and even aspects of audio for the hearing. Further, there could be the
change or augmenting of existing text by the visualization content in the signage
parsing to assist its understanding and comprehension .

The focus of this project is in the identification of useful objects that maybe gener-
ated in the process of capturing signage, and in then developing appropriate method-
ologies and protocols for their inclusion into web interface interactions. This inclu-
sion giving flexibility to give static relationships that are time independent, such as a
visualization or emotion state associated with a static web object, or in a dynamic
sense as in synchronized streaming of corresponding multi-media representations, or
in an interactive sense that supplies event-driven object-components. Although the
web environment is the prime environment, this project is also looking at the generic
multi-representation of the signage objects into the mobile technologies and is com-
plimenting an associated project on 2, 2.5 and 3G mobile devices (such as the later
generation mobile phones and to an extent PDAs).

In terms of the incorporation of signage into the web environment, the signage as-
pect is in relationship to a number of factors. These include development of the con-
tent and the corresponding server-browser interaction. In this, the browser side is
considered in terms of the “cultural mix” of the users. The “target” being the deaf,
non-deaf or others with specific presentation needs.

In this project at its current stage, the various parsing objects are being generated
by “live” rather than machine methods. The original “scene” is broken up into a time
series of message blocks. With each block a set of attributes is then assigned. These
attributes being as follows.
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4.1 Plain Text and Captioned Text

Plain text is a translation of any spoken dialog. As in any translation process between
languages, the text translation is only a measure of the original. The grammar and
vocabulary may be quite different from one translation to another. The captioned text
is for use in describing the scene.

4.2 Audio Including Speech and Other Sounds

There maybe a variety of sounds either in vocalizations or in associated movements
that can be captured in a signed conversation (many deaf sing and sense through non
auditory means various vibrations). These objects may be of use in the generic inter-
face to the non-deaf. The audio object is considered either as a “streamed” object
covering a stream of the communication or as an associated property of a segment of
the signage.

4.3 Gesturing Attributes

A facial (or other) gesture associated with a unit of the signage message can be typi-
cally represented as an emotional comment or an indication of “depth”. This project
defines these two attributes as “emotion content” categorized by a set of labels such
as happy, sad, perplexed, anxious, worried (and the like) and the other attribute as
“depth” categorized by labels such as quick, slow, large, small. These attributes can
be used to provide inputs into a number of web display objects. The project is inves-
tigating using these in interactions with style, voice intonation, cartoon-like heads/
“talking head” displays.

4.4 Speech Acts

Speech acts is a classification of a dialogue (speech also includes signage) into “acts”
such as “assertive”, “directive”, “commissive”, “declarational”, and “expressive”
[21]. Their use being as given in the section above.

4.5 Object Interaction and Communication

This project is developing a suitable XML based protocol for “wrapping” of the sign-
age objects. For the gesturing object, the protocol will draw on SiGML (Signed Ges-
ture Mark-up Language) as proposed by the ViSiCAST project [8]. This representa-
tion being suitable for interaction to animation technologies for signage display.
However a separate protocol is being developed for the facial gestures/emotive ob-
ject. The requirements of this object being to interact with style, talking heads, and
text to speech (to give various emphasis) components.
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In addition, an XML protocol is being developed to wrap the translated text to be
compliant with the other web objects. The project is making use of this XML envi-
ronment in general, for the generation of a generic set of signage information. This
being used as an intermediate digital object for the communication between objects
(sign language and web objects). XML is sufficiently flexible in describing data [10]
and enabling the exchange of a wide variety of data between applications on the Web
[11], [3]. The proposed development of the interaction and communication is divided
into three levels. Level-1 is based on the creation of an XML object (i.e. digital form)
from the signage information as input, this object being wrapped by different layers
for signage information processing such as signage parsing. Level-2, is the incorpora-
tion of the text. This text will be wrapped by several XML documents of data de-
scription such signage and context description. Finally at level-3 is the user or
browser side where the object is “unwrapped” for display and for interaction with
other web objects such as text, audio and video (i.e. animation).

There is also an alternative communication of the signage as part of a multimedia
stream. This project proposed that for flexibility and the movement of processing off
the client end that effective streaming can be achieved by suitable synchronizing of
the signage with other associated multi-media such as other video, audio and voice
with a SMIL or MPEG-4 protocol at the server side.

5 Summary and Conclusion

This paper gives an overview of a current project in utilizing signage information into
the web environment. This utilization being useful for addressing accessibility issues
and requirements of the deaf community in web access and also being of use in ge-
neric terms as part of the design of multi-representational content. From a discussion
of the current research into parsing signage into textual forms and the reverse of gen-
eration of signage from text, the paper brings out the of intermediate objects such as
facial expression The paper puts forward that these objects, through the development
of appropriate markup methodologies and in conjunction when appropriate with syn-
chronizing methodologies as from SMIL or MPEG-4, can be used to interact with
both content and style
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Abstract. This paper reviews the extensive state of the art in automated recog-
nition of continuous signs, from different languages, based on the data sets used,
features computed, technique used, and recognition rates achieved. We find that,
in the past, most work has been done in finger-spelled words and isolated sign
recognition, however recently, there has been significant progress in the recog-
nition of signs embedded in short continuous sentences. We also find that re-
searchers are starting to address the important problem of extracting and inte-
grating non-manual information that is present in face and head movement. We
present results from our own experiments integrating non-manual features.

1 Introduction

Human computer interaction is gradually moving towards a modality where speech
recognition is playing a major role because of the advances in automated speech un-
derstanding and synthesis. This shift to speech-based I/O devices is likely to present
a barrier in the near future for people with disabilities. In particular, it may be next
to impossible for people who rely on sign language for communication to access state
of the art technology unless these devices also incorporate automated recognition of
sign language into speech and vice-versa. Research in speech-to-sign translation us-
ing a computer-generated signer has progressed to the level of being potentially useful,
public, or commercial applications in various countries [1–3]. However, development
of end-to-end products in automated recognition of sign language have proceeded at a
slower pace. We could find information about only two kiosks [4,5] that recognize a
limited number of individual signs or sentences made by people wearing special gloves.

Many natural sign languages throughout the world incorporate a manual alphabet
with 26-40 hand shapes or letters that allows people to spell out a word. This process
is called finger spelling. To allow a deaf person to communicate proper names and
concepts for which there is no readily known manual sign, a translation system needs
to incorporate recognition of continuous finger spelling also. Since 1990, researchers
have focused on automated recognition of isolated hand shapes (some are actual let-
ters in manual alphabets) and individual signs. Representative examples of this work
* This material is based upon work supported by the National Science Foundation under Grant

No. IIS 0312993.
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include [6–14]. Fortunately, in the last ten years, researchers around the world are grad-
ually moving beyond isolated recognition to work on automated recognition of contin-
uous letters, i.e., finger spelling [15–17]) and sentences of continuous signs, e.g., signs
without intentional pauses between them [18–25]. Due to space limitations, we review
only work in continuous signs in this paper. Table 1 compares data sets, features, tech-
nique(s) used by different research groups working on continuous sign language recog-
nition and indicates the recognition rates reported in the literature. From this review, we
make the following observations about the state of the art.

2 Input Data

Researchers are using a variety of input devices to collect sign data ranging from data
gloves such as Cybergloves, to magnetic markers and 3SPACE position trackers, com-
binations of the above or vision-based systems that have no special input devices at
all. Wearable devices bypass the segmentation problem by directly conveying location
features but are unnatural and cumbersome. Number of cameras used also varies from
one to three yielding 2D and 3D images. In some studies, the background has been uni-
form, signers wear dark clothes and/or colored gloves to make it easier for the computer
algorithms to segment the hand and face regions.

3 Recognition Approach

Most groups up through the year 2000 used a Hidden Markov Models (HMMs) ap-
proach with one HMM per sign to automate the process of sign recognition [26,19,
18,27–32], with Taiwan also using a word segmentation approach and Japan using
word segmentation and minCost approach. These HMM-based models have problems
in scaling with the vocabulary. Many groups seem to have abandoned this model and
adopted a parallel HMM model or a model where each HMM models a phoneme or
subunit of a sign although different groups have different techniques for defining a sub-
unit (movement-hold [21,33], fenones [34]) An excellent example is the Chinese sys-
tem [24] that uses a large hierarchical decision tree and state tying HMMs at three levels
for 2400 basic phonemes of Chinese signs. They also have a model for distinguishing
transitional movements that signers make between signs.

4 Databases

In terms of databases, typically, researchers have created their own video recordings
of gestures, signs and sentences. The test data sets vary with one group focusing on
continuous sentence recognition based on a sign vocabulary of 5 [35] to China’s 5113-
sign lexicon [24]. Three articles [19,25,35] report sentences composed from a sign
vocabulary of 10 or less signs. Ten articles reporting a vocabulary of 22-49 [18, 20, 26,
36, 28, 37, 38, 33, 39, 22] and six report vocabulary of 52-250 [21, 27, 30–32, 40]. Most
groups have attempted to recognize a set of 10 to 196 sign sentences of 2-12 signs in
each sentence with recognition rates varying from 58% - 95.8%. A few groups have
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tested between 400 and 1000 sentences [26,36–38,33,41,24] and report recognition
rates of 52.8%-90+%.

Large, common, datasets are rare. One such database is SignStream, an annotated
video database tool for analysis of ASL linguistic data [42]. Linguists continue to study
how the grammar of ASL differs from that of English. A recent boon for ASL re-
searchers is availability of an extensive video database of ASL motions, handshapes,
words and sentences created by Purdue University [43].

5 Recognition Performance

Most groups measure recognition rates for isolated signs and continuous signs, with
some groups choosing to look at other variables such as context independent and context
dependent; short vs. long sentences; with rule-based grammar and colored gloves vs.
with no grammar and colored gloves and with grammar and skin tone compared to no
grammar and skin tone. Reported recognition rates for continuous sign recognition vary
from 58% [44] to 99% [36]. Although less useful, rates for recognizing isolated signs
range much higher (91% -99%).

We advocate a need to build consensus regarding meaningful measures of perfor-
mance from a communication point of view rather than reporting signal-based accura-
cies. Some researchers report total number of words (actually they mean signs) in all
sentences that were correctly recognized and/or percentage of words (signs) within all
signed sentences correctly recognized by their system. We propose that a more mean-
ingful performance measure is the percentage of sentences that were correctly translated
or recognized. Just word level recognition rates are not good indicators of communica-
tion performance. Some signs in a sentence are more important to recognize than others.
So, instead of categorizing errors as insertion, deletion or substitution, perhaps judging
to what degree an error affected the meaning of the sentence or assigning weights to
errors would be preferable.

6 Non-manual Features

In addition to conveying meaning through manual signs, signers also convey informa-
tion non-manually through their facial expressions and body movements. Facial expres-
sions can include movements of the eyebrows, lips and head. Different groups have now
started to tackle the issue of feature extraction related to non manual features such as
head motion (Xu et al. [45], Erdem & Scarloff [46]), facial expression and lip move-
ment (Canzler & Dziurzyk [47]). None of these groups have yet published combination
strategies for manual and non-manual information and the impact of non-manual fea-
tures on sign language recognition. At the University of South Florida, we have explored
one possible strategy for extracting, representing, and integrating non-manual aspects
such as facial expression and head movement into the recognition process [39].

To date, it has been difficult to directly use the facial information because of the fol-
lowing reasons. Manual information is not necessarily synchronized with non-manual
information. For example, the same facial expressions are not present at the same tem-
poral position with respect to the manual in two instances of the same sentence. Another
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problem has to do with not being able to extract facial expression information in every
frame of a sequence. If there is presence of a strong non-manual indicating ‘Assertion’
or ‘Negation’ in the sentence, the facial expressions, as registered in the images, are
totally swamped by the face movements which are indicated by ‘head shakes’ or ‘head
nods’. For these two reasons, we employ a sequential integration approach where the
non-manual information is used to prune the list of word hypotheses generated by man-
ual information. We show that the additional use of non-manual information increases
the accuracy of recognition of continuous words from 88% to 92%, which is a signif-
icant difference. We were also able to detect ‘Negation’ in sentences based on simple
motion trajectory based features 27 out of 30 times.

7 Multiple Signers and Background

Other issues that are important has to do with being to able to handle multiple signers
and multiple backgrounds. From what we can discern from published reports, a number
of groups have utilized more than one signer but only a few groups are working on
signer independent systems [24,25]. There does not seem to be any group working on
pure video based systems that can handle complex backgrounds.

8 Conclusion

To summarize, we have compared and contrasted different approaches to producing
continuous sign language recognition in terms of the reliance on gloves vs bare hand,
recognition method, database used for testing, performance achieved, use of non-manual
information, and the ability to handle multiple signers. Recognition of continuous signs
has progressed to a point where we are starting to see the emergence of the design for
some future commercial systems [5,49]. Among the research challenges that remain
as excellent future research directions are: (i) signer independent recognition, (ii) de-
velopment of bi-directional systems for each sign language, (iii) use of non-manual
information to enhance recognition, (iv) development of communication based perfor-
mance measures to quantify progress in sentence level recognition, and (v) development
of non-glove based systems that scale up to a large vocabulary and handles different
backgrounds. One of the long term inter-modality integrative efforts include the use of
wide-area, high bandwidth networks and wireless communication technologies to pro-
vide “modality translation and assistance services” so that a variety of remote services
such as instant text transcription or sign language interpretation on demand would be
available anywhere anytime [50]. Second, the W3C now has published the first working
draft of EMMA (Extended MultiModal Annotation markup language) which takes user-
supplied information from speech recognizers, handwriting recognizers, keyboard and
mouse device drivers and converts it into an EMMA representation [51]. It is advisable
for researchers working on automated sign recognition and translation to communicate
with W3C so that EMMA will also be able to utilize information supplied from “sign
translators and sign recognizers”.
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Abstract. For many people the World Wide Web has become an indispensable
tool for work and entertainment. However, for people using sign languages,
which convey meaning by gestures moving in time and space, the primarily
static and textual nature of the WWW medium has, until now, posed an impor-
tant challenge. Signing linguistic communities should be able to develop their
own signing Webs that include hyperlinks based on moving gestures and signs
instead of using static images or text for links. We present a mechanism,
signlinks, and a content authoring tool, SignEd., that can facilitate development
of such Webs, without requiring any degree of bilingualism with a written lan-
guage by the user. Preliminary evaluations indicate the users are able to under-
stand and create signlinks for video content. Four major design modifications
were made as a result of these evaluations and are presented in this paper.

1 Introduction

The World Wide Web is evolving towards being an interactive multimedia environ-
ment. However, in comparison to a richer multimedia experience (e.g. video games),
the majority of websites are still primarily composed of text and static images. This is
usually a positive feature for Web accessibility, since textual information can be
transformed by assistive technologies into other forms (e.g. text-to-speech, separating
presentation from content, etc.). In fact, the Web Content Accessibility Guidelines [1]
include text equivalents as one of the highest priority recommendations.

Access to WWW content and interactive structures for people with disabilities has
been advocated and indeed legislated for some time [1, 2]. However, for deaf and
hard of hearing users, often access to rich media involves conversion of spoken lan-
guage and sounds into text. For many deaf users, communicating primarily in a
signed language (e.g. American Sign Language (ASL)), print-based material such as
closed captions is experienced as a second language, posing potential literacy barri-
ers. In addition, even for those signers without literacy challenges in a print-based
language, the prospect of experiencing Web content in their preferred mode of com-
munication naturally have benefits.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 1088–1095, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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ASL, like other sign languages, is a visual-spatial language with few grammatical
similarities to English [3]. Vocabulary and semantics in ASL are expressed using a
series of hand and facial gestures such as eyebrow motion and lip-mouth movements,
and body movements that change in time and space. A series of gestures cannot easily
be represented by a single written or spoken word, or static image equivalent.

Some Web sites do provide sign language content (see [4]) although these sites are
often language dictionaries or text-based information sites. If there are sign language
videos used on these sites (e.g., ASLQuest [4]), they are usually surrounded by navi-
gation mechanisms and supplemental content provided exclusively in a textual lan-
guage (e.g. English, French, etc.). Signing users must therefore continually switch
between their language of choice and a second language, which in some case may
present a literacy barrier. In fact, it may be most fitting to describe this signed content
as being “on” the Web, rather than “of” the Web.

At a high level, the WWW may be considered to be a collection of sub-webs, each
created by a particular linguistic community (e.g., “English Web”, or “Chinese
Web”). Signed content will only be “of” the Web when Signing Webs that are similar
in nature to other sub-webs have begun to form. A Signing Web would be a collec-
tion of Web pages created by a particular signing community (e.g., “ASL Web” or
“LSQ Web”) and bound together by sign language based connections.

While this may be an overly simplistic view of the complex nature of the WWW
and individual web page design strategies contained within it, the foundation of the
WWW is the concept of non-linear navigation and connection between content pages
though hyperlinking [5]. Users are able to traverse a series of content pages by ac-
cessing links located on those pages. Most static elements such as text and static im-
ages on a Web page can become a hyperlink. However, elements that are time-based
such as video, animation and sound do not normally contain hyperlinks. In creating
new Webs or participating in existing ones linking functionality must be preserved at
the root of each design. Otherwise, there is no Web or grouping but only a series of
unconnected content artifacts.

This paper describes two design iterations and evaluation of a prototype providing
hyperlinks within video specifically for sign language-based, text optional web envi-
ronments.

2 Signing Web Design

In order to effectively create Signing Webs we require a mechanism that allows link-
ing within moving images such as video or animation to accommodate time-based,
gestural languages that cannot easily be expressed using static elements. Such a
mechanism, called signlinking, has been developed to allow hyperlinking within
time-based media, such as video and animation rather than text. Each link is an au-
thored defined amount of time within the video clip. When the video reaches a
signlink, a link indicator (a red icon appearing in the top left corner of the video)
appears to notify the user. This is similar to the blue underline for indicating text-
based links. At this point the user can click and follow the link or continue playing
the content. In addition, all the signlinks are displayed in the link density bar as well
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as thumbnails just below the main video window, where they can be accessed at any-
time. Further description of the elements can also be found in Richards, et. al [6].

3 Authoring Signlinked Pages

One of the most important features of the Web is its public and participatory nature.
A range of authoring tools, including tools that conceal technical details, allow au-
thors to generate and publish Web content. In order to facilitate Web page develop-
ment for people who want to author in a sign language using the signlink mechanism,
we have developed an authoring environment, SignEd., which requires no knowl-
edge of the technical aspects of authoring for the Web (e.g., HTML, and JavaScript).

SignEd allows the user to import existing videos or to capture new video from any
QuickTime compliant video input device. An author can perform basic video editing
operations such as cut, copy, paste, and insert basic transitions to produce a final
video. Once the video is edited, authors can add signlinks and, if the user wishes, add
optional text content within the authoring environment. Authors can add hyperlinks to
the text by selecting from the list of currently defined signlinks. The SignEd editing
interface is built to look similar in appearance and layout to the Signing Web format
so that users would only need to learn one interface design strategy.

Signlinks are added by selecting the Add button on the main screen. This action
takes the user to a separate signlink window where the user can define and edit the
signlink’s properties (see Figure 1). The length of the new signlink is 3 seconds by
default. However, it can be adjusted using the video in and out markers as seen in
Figure 1. The density bar below the main video shows the number of signlinks, their
distribution and length. Once a new signlink is added, it appears in the density bar
and as a thumbnail image along with a play-link button. The link being edited appears
in red while the others are blue.

When authoring a signlink, users can change the appearance of the thumbnail by
manipulating a red rectangle representing that image in the main video. The maxi-
mum size of the rectangle is the entire 320 x 240 pixel video frame and the minimum
size is 14 x 10 pixels. The rectangle size can be altered using the arrow handles in the
top left, and bottom right corners of the box as seen in Figure 1. When resizing the
box, the aspect ratio remains the same. Clicking and dragging anywhere inside the
rectangle allows it to be moved anywhere within the movie frame.

The authoring tool also includes a novel help feature: ASL tool tips. Throughout
the authoring interface, small “help” icons are provided. When the user clicks on a
help icon, an ASL video appears in a separate window and provides a short context
sensitive explanation of the specific function.

4 Evaluation of Signlink Authoring Tool

4.1 Method

Eight deaf ASL speaking youth (age range 18 – 30) participated in a study to evaluate
the usability and functionality of the SignEd. Seven of the eight participants were
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community college students, and one was a university level student. All participants
used the Internet daily. However, 50% of participants had never used a video player
on their computer. Four of the eight participants rated their English proficiency at
around a grade 4 level. Three participants rated their English proficiency at around a
grade 11 level and one at advanced. Five participants thought that text information on
websites was difficult to understand. Most participants (75%) rated tabs as their most
or second most preferred navigation style, followed by buttons such as next and pre-
vious, table of contents and hyperlinks.

Fig. 1. Screen used to edit link’s properties

The study tasks consisted of using the editor to create signlinks in a set of nine test
videos that detailed one person’s trip through the eastern United States. To begin,
participants were shown a video tutorial and then hands-on examples of completed
signlink pages. As reinforcement training, they were allowed to become familiar with
the editing interface by creating signlinks for a prerecorded test video. Participants
were then asked to create two new signlinks. Participants spent approximately 1 hour
performing all of the study tasks.

Data were collected using the Gestural Talk Aloud Protocol [4] with simultaneous
verbal translation, notetaking and pre/post study questionnaires (note: questionnaires
were administered using sign language). ASL communication was recorded with one
video camera while the participant’s screen activities and any verbal translation of
ASL were captured with a second camera. The data from the notes and pre/post ques-
tionnaires are reported in this paper. The detailed video data are not reported.

5 Results and Discussion of Evaluation

There were some important results in this study that confirmed some design decisions
made during development and illustrated some critical user difficulties.
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5.1 Data from Observation Notes

Five of eight participants had considerable difficulty using “Set Start” and “Set End”
buttons. Five of eight participants were confused with the actions of the buttons per-
formed, and did not notice the relationship between button presses and the change in
current time indicator of the video.

There was considerable confusion with moving and resizing the red rectangle that
appears on the main video. Five of eight participants thought that the Set Frame but-
ton would allow them to manipulate this rectangle. One participant was able to resize
the rectangle, but did not know how to position it. Participants were mistakenly using
the resize handles to move the box.

Three of five people were noted to have difficulty with the Macintosh operating
system interface and needed assistance with manipulating files and applications.

5.2 Results from Post Study Questionnaire

Ease of learning and use for the tasks of creating signlinks, specifically manipulating
the link properties (e.g., start and end times, URL) were the primary data collected
through the post study. Participants were also asked to provide open-ended comments
on likes, dislikes and improvements of SignEd. Post questionnaire data for only five
participants are available and reported in this paper.

There was mixed response to the ease of learning of SignEd.; three participants
rated SignEd. as very easy to use and two people rated it as difficult. A majority of
participants (three of five) found SignEd. easy to use and two reported that inserting a
signlink was difficult the first time.

Four participants rated adding a signlink task as very easy or easy, and one as dif-
ficult. All five participants rated setting the size and position of a signlink as easy or
very easy. This finding is in conflict with the observation notes taken. Three people
found that adjusting the start and end times for the signlink was easy and two found it
not difficult or easy. This result is also in conflict with the observation notes taken.

Participants were also asked to provide feedback on their likes and dislikes of
SignEd., on any specific problems, and on suggestions for improvements as opened
ended questions. Most participants reported liking the interface (three of five). Only
one person reported any dislikes.

There were a range of specific problems that participants reported having but there
was little consensus. Two people of five reported experiencing no problems. There
were a range of suggestions for improvement with some consensus on two sugges-
tions; three people suggested changing the interface colours and three suggested
changing the layout including the text box sizing/layout.

5.3 Discussion

In general, participants were able to successfully create signlinks using SignEd. and
considered SignEd. easy to use even though important difficulties were observed
particularly during first time use.
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There appears to be discrepancies between some of the questionnaire data and the
observation notes. It was observed that all five participants had difficulty adjusting
the signlink time while none reported that this task was difficult in the post study
questionnaire. In addition, the majority of participants had difficulty adjusting the size
and position of the rectangle although none reported this difficulty, and in fact all
participants reported in the post study questionnaire that this task was easy or very
easy to accomplish. There are several possible explanations for these conflicts.

One explanation for these discrepancies is that the notetaking activities focused on
recording difficulties. Many of the difficulties experienced by subjects occurred dur-
ing their first attempt at adding a signlink to the video content. Three of five partici-
pants commented in the post study questionnaire that SignEd was difficult to use
during their first attempt at adding a signlink. However, there are no observational
notes or indication from the post study questionnaire of the signlink creation task
becoming an easier process for the second signlink although three of the five partici-
pants did indicate that SignEd. was easy to use and three indicated it was easy to
learn. The video data may provide verbal or time evidence of ease of use differences
between the first and second attempts at creating signlinks.

A second explanation could be that participants believed that they should provide
positive questionnaire responses in order to show support for the development effort.
This could also explain the dearth of comments on problems with and dislikes of the
system/interface. However, a number of suggestions for improvements were made,
and even some convergence on two main suggestions indicating that participants
were willing to provide feedback. One of these suggestions, the need to change the
layout specifically the size of the text entry box, did correspond with the observa-
tional notes.

The purpose of the usability study is to identify difficulties with using SignEd. re-
gardless of how these difficulties are identified. As a result, difficulties that are ob-
served directly such as problems using the signlink time settings and adjusting the
size and position of the rectangle are considered important regardless of post study
reports. As SignEd. is a new approach to web page design it is highly likely that most
users would encounter it as a new experience. We want the system to be easy to use
for first time users so that they will be encouraged to continue using it. In addition,
we anticipate that there will be a considerable number of deaf users with little web
development experience trying to create sign language web pages. We must therefore
attempt to make the process of creating signlinks simple and obvious to first time or
naïve users.

6 SignEd. II

As a result of the issues identified in the first usability study there were four main
interface design changes made to the original design of SignEd. In addition, a Win-
dows and Macintosh version of SignEd was made available.

During the initial evaluation, participants identified that the text field size was too
large. In response to this issue, the size of the text field was reduced. The space
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gained from this reduction allowed the signlink viewing area to be increased to five
signlinks from the original three that could be displayed simultaneously.

The signlink authoring interface was redesigned to simplify the process of add-
ing/designing a signlink. Using a tab navigation strategy, the interface is divided into
three sections: Link Address, Tuning, and Image tabs. The Link Address tab allows
users to assign the URL for the link location. This step in the process of creating a
signlink is the most important, and therefore it appears first in the tab order. The URL
can be entered directly by the user or selected from a list of previously used links.
The option of assigning a text label to the signlink is also available under this tab.

The Timing tab allows the user to set the start and end times of the signlink (length
of video play used for signlink). This replaces the set start time and end time buttons
used in the original design. As seen in Figure 2 the user can directly manipulate the
start and end positions by dragging the sliders located on the timeline. Adjusting the
signlink playing time is optional for users as a default timing value of two seconds is
used (by default two seconds of the video will play as the signlink).

Fig. 2. Screen used to edit link’s start and end time. The green slider is used to adjust the start
time and the red slider is used to adjust the end time

The Image tab allows the user to change the size, location and frame of the thumb-
nail image using a framing box. Users experienced difficulties positioning and sizing
this box in the original design. To overcome this, we attempted to design a simpler
manipulation strategy. The user can click on and drag the top of the box moving the
entire box (a technique commonly found in a windowed user interface). Clicking and
dragging the bottom right corner of the box changes its size. A video frame selector
has also been added so that any video frame within the signlink can appear as the
thumbnail image in the signlink viewing area. The image appearance is set for the
signlink when the user selects “Done” in the image tab. Default size and position for
the framing box and location of the video frame have default settings so that adjusting
these settings is optional.
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7 Conclusion

We have only just begun to explore the tools by which authors will create text-
optional sign language-based web content. At the foundation of this exploration is the
need to implement and author video-based hyperlinking. We have advanced signlink-
ing as one mechanism for achieving video-based hyperlinking for sign language
video material, and in this paper we have described two design iterations of an
authoring tool, SignEd, that can produce signlinked content. Although important
interface design issues were raised for the first iteration of SignEd, signing web
authors were still able to create signlinked web pages without the need for
sophisticated technical knowledge or skills. Changes in the interface to address these
issues were made in the second design iteration. This new design will be submitted to
wide scale evaluations to determine if the difficulties with the original interface have
been resolved. With this usable tool now available, the development of a signing
component of the WWW can finally begin.
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Abstract. Sign language is a visual language, which is difficult to share the in-
formation without their view. In the class of Tsukuba College of Technology
and the other school for the deaf, there are many efforts to share the sign lan-
guage presented by a deaf student with other participants. So we attempted a
new method to share the sign language by using a camera and a monitor screen.
We got some results as “a lecturer and a student can be simultaneously put into
a view”, “there are few mental and physical loads”. However, some problems
were left such as the camera control and the way to take and show the sign lan-
guage video.

1 Introduction

About 150 hearing impaired students are studying in the Division for the Hearing
Impaired of Tsukuba College of Technology in Japan. About ten students study in
each class. Since sign language is a visual language, it is necessary that the sign lan-
guage of the lecturer and other students is visible to each individual student. There-
fore, we sometimes arrange students’ desks in a circle so that students can see each
other’s sign language. However, when the number of students reaches 20 or more,
satisfactory communication by this method becomes impossible. An alternative
method is that a student stands and speaks in front of the other students. However, it
is difficult to have a smooth discussion using this method. Therefore, we propose a
new method in which a camera and a large monitor are placed in front of students,
and a camera image of a student is displayed on the monitor. We realized a system
that supports communication using sign language by this method. Furthermore, we
attempted to use the system in an actual class.

2 Communication Support Using Video Camera

The system consists of a camera, a monitor, and a camera controller. The camera can
be adjusted vertically and horizontally in order to capture the image of the student
speaker properly. Furthermore, it is also possible to zoom in and out. The shooting
position of the camera can be pre-programmed with every student’s seat position.
Therefore, when a student asks a question, the lecturer can turn the camera to the
student using just one button.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 1096–1098, 2004.
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3 Evaluation

In order to evaluate the performance of sign language communication through the
camera, we compared and examined various methods.

Method 1: The method that a student speaker moves in front of the class (Fig. 1)
Method 2: The method using desks placed in a circle (Fig. 2)
Method 3: The method using the camera (Fig. 3)

The above three methods were compared in the class of the Division for the Hear-
ing Impaired of Tsukuba College of Technology. Afterwards, we asked the students
for an evaluation of performance. The points evaluated were as follows.

Visibility of the lecturer from each seated position
Visibility of the speaking student from each seated position
Visibility of both the lecturer and the speaking student simultaneously from each
seated position
Ease of asking a question from each seated position
Little of the mental load
Little of the physical load

Evaluation by questionnaire was obtained from ten students who attended the class.

Fig. 1. Method 1: The method that a student speaker moves in front of the class

Fig. 2. Method 2: The method using desks placed in a circle
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Fig. 3. Method 3: The method using the camera

4 Result

l.

2.

3.

4.

5.

Visibility of the lecturer from each seated position
The method of placing desks in a circle (method 2) had a large variation in evalua-
tion. There were some very uncomfortable seat positions that required the students
to turn their heads 90 degrees to look at the lecturer.
Visibility of the speaking student from each seated position
Evaluation of the method using the camera (method 3) was rather poor. Information
loss caused by delay in camera operation occurred.
Visibility of both the lecturer and the speaking student simultaneously from each
seated position
The method of placing desks in a circle (method 2) received a poor evaluation. If
the positions of the speaking students, the lecturer, and the other students were bad,
it was impossible for all speakers to be in the field of view simultaneously.
Ease of asking a question from each seated position
The evaluation of the method involving placing desks in a circle (method 2) was
quite favorable. The rotation of a speaker can be performed smoothly.
Little of a mental load and a physical load
The method in which a speaker was in front of the class (method 1) has large men-
tal and physical load.

5 Discussion

Since camera control was not adequate to catch a student’s speech, the beginning of
the speech was sometimes missed. The way each student pushed the button and
turned the camera to him/herself was also considered. It is also necessary to evaluate
and examine these methods.

It is also necessary to make a rule, such as “do not speak until the camera moves”
etc.

In order to have a smooth discussion between two students, a method using two
cameras should be researched.

References

1.Minagawa, H., Naito, I., Kato, N., Murakami, H., Ishihara, Y.: The User Interface Design for
the Sign Language Translator in a Remote Sign Language Interpretation System, Proceed-
ings of 8th International Conference on Computers Helping People with Special Needs,
ICCHP2002, pp. 164-165, Linz, Austria, July 2002



CD-ROM on Austrian Sign Language:
Course OEGS 1, Lesson 1–6

Marlene Hilzensauer

Centre for Sign Language and Deaf Communication, University of Klagenfurt,
Universitaetsstrasse 65-67, 9020 Klagenfurt, Austria
marlene.hilzensauer@uni-klu.ac.at

Abstract. Sign language is a visual language for deaf people, using hands, fa-
cial expressions and body movements. The Centre for Sign Language and Deaf
Communication (ZGH) at the University of Klagenfurt produced a multimedia
CD-ROM as a companion to the Beginners’ Course in Austrian Sign Language
(OEGS) for hearing students. This CD-ROM is the first available electronic
course of Austrian Sign Language. It contains dialogues, exercises and games
as well as explanations on sign language grammar and hints on Deaf culture,
covering more than the first semester of sign language instruction. It is not in-
tended for self-study, but should rather be used as a study tool in connection
with a presence course. Special features are its flexible programming, which al-
lows the reuse of the structure for other products, a small authoring tool called
“Lesson Manager”, and the variety of exercise types.

1 Introduction

Sign language is a language of deaf or hard-of-hearing people that uses the visual
mode. Instead of speaking, the signers use their hands and their body to express
meaning. Facial expressions play an important role as well. It is not an auxiliary lan-
guage, but the mother tongue of many deaf people. There are different national sign
languages, which are split into different dialects, similar to spoken languages.

Although Austrian Sign Language (OEGS) is still not an officially recognized mi-
nority language, the demand for sign language courses has been steadily rising over
the last few years. The Centre for Sign Language and Deaf Communication at the
University of Klagenfurt is one of the two academic institutions in Austria that are
concerned with sign language and sign language research. Sign language courses for
hearing students are offered every semester, held exclusively by our deaf collabor-
ators. As we adhere to the theory of learning languages by immersion, the courses are
in sign language only (i.e. without any spoken language at all; an interpreter is only
present during the first lesson).

In spite of their enthusiasm, the students found it difficult to remember the signs
and the grammar they had learned over a longer period of time. They requested some
study tool that could be used at home. Books are relatively unsuitable for sign lan-
guage, because two-dimensional representations (pictures, line-drawings) cannot
really capture the movement of a sign, even if they are annotated with small arrows.
We tried videotapes some years ago, but it was not a comfortable solution: The users
had to keep rewinding the tape in order to watch signs or a part of a dialogue again.
Modern multimedia technology was ideal for our purposes. When we received fund-
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ing from the Austrian Federal Ministry for Education, Science and Culture three years
ago, we started work on the first course of Austrian Sign Language on CD-ROM. We
tried to adhere to the original course “Oesterreichische Gebaerdensprache (OEGS)
Kurs I” [1] as closely as possible, but included some new ideas as well.

It soon turned out that there was too much material to fit onto a single CD-ROM.
Therefore we decided to split the course into two parts: Part 1, i.e. Lesson 1-6 (which
corresponds to more than the first semester of instruction), is completed. Work on the
second part has already begun.

As the CD-ROM is intended primarily for students at the University of Klagenfurt
who are learning the Carinthian variant of OEGS, its focus is on Carinthian Sign Lan-
guage (KGS). Beginners have more than enough to do with remembering the Carin-
thian signs, without worrying about those in other provinces of Austria. Nevertheless
some references to other Austrian variants can be found. Lesson 7-12 on the next set
of CD-ROMs will include more information about Austrian Sign Language dialects.
Signs from these dialects can also be found in the steadily growing online lexicon at
www.sign-it.at.

The CD-ROM is not intended as a stand-alone course, but should be used in con-
nection with a presence course held by a native signer. We also recommend as much
contact with native signers as possible, because they can correct the students in ways
that a computer program will never be able to.

2 Technical Concept

The ZGH teamed up with an Austrian software company, Ailec IT, which handled the
actual programming while we provided the linguistic input. The development envir-
onment is a Visual Basic 6.0 front-end application. The used components in Visual
Basic are Windows Media Player and OCX standard components. Videos, glosses and
the references to signer and sentence are connected via a relational MS Access data-
base. The program accesses the database with OLEDB.

Because the CD-ROM was programmed without static parameters, its framework
could be used for other courses as well. For instance, it could be relatively easily
adapted for other Austrian Sign Language dialects, other sign languages or even spo-
ken languages, simply by inserting different videos or exchanging some of the data.

2.1 The Lesson Manager

A special feature is the so-called “Lesson Manager”. This is a special tool, developed
to link dialogue videos to their written translations.

First, the person using the tool has to link the video to the program. The video can
then be manually split into small parts, e.g. a single signed sentence. Afterwards, the
user types in the name of the respective signer, a translation of the sentence into Ger-
man and a translation into glosses1.

1 A very simple and not completely exact “translation” of a sign, used in transcribing signed
texts. Glosses are always written in capital letters. For instance, the gloss CAT would be used
to write down the sign for a cat. Glosses are only a convenience for sign language researchers
who are familiar with the signs, because they do not tell the reader anything about what the
corresponding sign looks like and how it is produced.
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Fig. 1. Example for connecting a video with translations with the Lesson Manager

3 Structure of the CD-ROM

Navigation within the CD-ROM is free; there is no compulsory order in which the
user has to work through the lessons. The lessons become increasingly complex,
however. All of the lessons are structured in the same way:

Dialogues
Exercises
Games
Sign Language Grammar Section
Deaf Culture Section

In addition, the first three lessons include videos teaching the (one-handed) Austrian
manual alphabet2 and respective exercises. At the end of each lesson, there is a vo-
cabulary list.

2 A certain handshape is assigned to each letter of the alphabet so that words can be spelled out
by producing the respective handshapes one after the other. The manual alphabet is used by
the Austrian deaf mainly to spell out foreign words and proper names.
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Fig. 2. Lesson 1: Dialogue 1 – In the Sign Language Course

3.1 Dialogues

Each lesson starts with at least two signed “dialogues” (real dialogues, but also con-
versations between several persons or a virtual “conversation” between the computer
and the user), introducing the main topic(s).

To the right of the video window, a German translation of the full text and the full
text in glosses are available. The current position in the video is marked in yellow. By
clicking on them, sentences can also be activated individually, i.e. the video starts
from this point. Below the video window, users can activate or deactivate the current
(part of the) sentence in German and in glosses, according to their wishes3.

3.2 Exercises and Games

The grammar topics and the vocabulary of the introductory dialogues reappear in a
variety of exercises and “games”.

There are various kinds of exercises, e.g. understanding signed statements, match-
ing videos of questions and answers, matching videos and pictures or answering ques-
tions in sign language. As the computer cannot check what the user signs, we used a
compromise: Many exercises require the user to arrange glosses in the correct order
(e.g. in the order in which they would be signed), thus checking at least the user’s
grasp of sign language grammar. These exercises use the “drag-and-drop”-method;
wrong glosses revert instantly to their original position.

3 When developing the dialogue window, we kept to the design of the German Sign Language
CD-ROM “Die Firma” [3].
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Fig. 3. Lesson 2: Exercise 1 – In the Sign Language Course

Some of the exercises focus on facial expressions, because hearing people usually
have difficulties learning and recognizing the fine nuances used in sign language. For
instance, special expressions are used for very small, thin or large objects. In the exer-
cises, the users have to match facial expressions with the corresponding pictures (e.g.
various geometric objects) or descriptions of certain situations.

There is no ongoing assessment from Lesson 1 to Lesson 6, i.e. each exercise is as-
sessed on its own. We also tried to make the assessment as unobtrusive as possible.
Sometimes, correct and wrong answers are counted; at other times correct answers are
marked with a hook, wrong answers with an “X”. Most of the time, however, the
users get a feedback video (with various signed equivalents of “right” or “wrong”) or
they simply cannot finish the exercise until they have given the correct answer (with
drag & drop, for instance, only the correct gloss will stay in the blank space). We
decided on this method because we did not want to feel the users as if they had to sit a
test. Mistakes should be brought to their attention, but not highlighted.

Games include real games, e.g. Tic Tac Toe, which teaches you how to sign direc-
tions, but they also allow the users to learn new signs or to repeat the content of other
exercises in an entertaining way.

3.3 Sign Language Grammar Section

Each lesson includes a grammar section, explaining the main grammar topics of the
dialogues. Each grammar entry consists of a short text based on our grammar book
“Grammatik der Oesterreichischen Gebaerdensprache 1” [2] and illustrative sentences
on video.



3.6 Manual Alphabet

The manual alphabet is introduced with videos of each letter of the alphabet. The user
may choose between a view of the hand only or of the whole upper body. There are
two basic types of exercises: Understanding signed words (e.g. watching a video and
typing in the correct German word) and “producing” fingerspelled words.

In order to produce a word, the users must be able to recognize the different hand-
shapes from photos of the “letters” of the manual alphabet. They have to choose the
correct handshape and to arrange the photos via drag & drop in the correct order for
the word they want to spell out.

Fig. 4. Lesson 3: Game 1 – Tic Tac Toe

3.4 Deaf Culture Section

The entries for Deaf culture do not only deal with facets hearing people are probably
unfamiliar with, but also give advice on how to avoid various faux pas, e.g. abruptly
turning away from the deaf person you are signing with because the phone rings.
Lesson 6 also includes signed interviews on Deaf culture (with subtitles) so that stu-
dents will get used to longer texts in sign language.

3.5 Vocabulary Section

Signs can be looked up for each lesson separately or in an alphabetical list combining
the signs of all the lessons. A search function allows to find certain signs in the com-
plete list by entering one or more letters of its gloss.

1104 M. Hilzensauer
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Fig. 5. Lesson 2: Manual Alphabet 2 – Practising the Manual Alphabet

4 Benefits to the Users

The CD-ROM format allows students to repeat the material at their own pace; they
can watch a video as often as they want to, until they have grasped every nuance of
the sign. It also provides the user with comfortable navigation as opposed to video
tapes.

We used different signers in the videos, so that students would get used to small
individual differences in signing and also to avoid boredom. All of the signers are
deaf and competent in Austrian Sign Language. Some of them are tutors from the
OEGS courses at the University of Klagenfurt, but there are others as well, both male
and female. We did not ask our collaborators to sign any texts that were prepared in
advance, but explained to them what we needed and asked them to use their own
creativity. They developed the scripts for the videos on their own, drawing on their
knowledge of their native language, thereby guaranteeing authenticity.

With the aid of this CD-ROM, students without personal access to deaf signers can
experience longer texts, where signing flows naturally, in contrast to the single signs
or phrases featured in most sign language dictionaries.

The flexible navigation of the CD-ROM as well as the minimum of assessment
emphasize the free choice and the individual responsibility of the users. Although
some students might prefer a rigid structure, we believe that the users should do an
exercise or work through a dialogue because they want to do so, not because they are
forced to do it.

Most of the exercises and games were programmed with a random generator, so
that they remain a challenge. For instance, pictures used in an exercise are chosen
randomly or will at least appear in a different order each time.
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We hope that this CD-ROM will help even more people to learn Austrian Sign
Language, thereby promoting a better understanding between hearing and deaf peo-
ple.
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Abstract. In this paper we introduce the characteristics of the educational plat-
form that is being developed within the SYNENNOESE project. The platform
integrates avatar and animation technologies, exploiting electronic linguistic re-
sources of the Greek Sign Language (GSL), in order to provide a Greek-to-GSL
conversion tool that allows to construct, store and maintain educational material
in GSL. Besides reference to tool development in the context of a specific ap-
plication, emphasis is placed on the adaptability of the Greek-to-GSL converter
as a tool in line with the requirement for Universal Access and the Design for
All principles in the context of Information Society.

1 Introduction

The work to be presented here is being developed in the framework of the national
project SYNENNOESE, which in Greek means ‘mutual understanding’ and is ad-
dressed to the population of deaf Greek pupils of primary schools. The aim is to set up
an educational platform with animated signing in Greek Sign Language by a virtual
human tutor (avatar). The test bed learning procedure concerns teaching of GSL
grammar to early primary school pupils, whereas the platform also incorporates a
subsystem that allows approach by the deaf learner to material available only in writ-
ten Greek form by means of a signed summary. The requirement for translation of
educational content to GSL, follows the official -recently reformed- guidelines for the
teaching of Greek language in primary schools for the deaf. According to the afore-
mentioned guidelines, GSL is the first language of Greek deaf students by law (Act
2817/2002), and consequently it should be their primary means of education. More-
over, according to EU principles for accessibility to information in special education
(see also COM(2000) 284 final [1]), all Greek schools have been provided with suit-
able equipment for unrestricted Internet access, so any e-learning platform supporting
GSL can be readily applicable to real life school routine.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 1107–1113, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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2 GSL Linguistic Analysis – The Background

Greek Sign Language (GSL) is a natural visual language used by the members of the
Greek Deaf Community with several thousands of native or non-native signers. Re-
search on the grammar of GSL per se is limited; till mid ’90s mostly fragmentary
work had been done, whereas recent studies mainly focus on individual aspects of its
syntax (negation, morphology, auxiliary verbs), as well as on applied and educational
linguistics (GSL acquisition and onomatopoeia). Systematic analysis and creation of
linguistic resources for the language has been strongly connected with the maturing of
technologies, which enabled the 3D representation of its linguistic content. As a con-
sequence, in the recent past there have also been some serious attempts in the domain
of lexicography (NOEMA: a Multimedia Dictionary of GSL Basic Vocabulary and a
Children Dictionary of GSL) mainly with educational scope.

The actual linguistic data of the current study are based on basic research on GSL
analysis undertook since 1999, as well as on experience gained by projects NOEMA
and PROKLISI [2]. The data consist of digitised language productions of Deaf native
GSL signers, triangulated with the participation of Deaf GSL signers in focus group
discussions. The project follows methodological principles on data collection and
analysis suitable to the minority status of GSL. Wherever the status of individual GSL
signs is in consideration, the Greek Federation of the Deaf is advised upon, too.

In this respect, SYNENNOESE offers a great challenge for in-depth work on both
directions, lexicography and linguistic analysis of GSL; for the first time research
goes beyond mere collection of glosses, into the domain of productive lexicon, i.e. the
possibility of building new GSL glosses following structural rules. From a linguistic
point of view the resulting database of glosses, rules and tendencies of GSL will be a
significant by-product of the project, of great value to future applications.

In the area of signed languages there have been some similar projects (VISICAST
[3], Thetos, SignSynth and eSIGN among them) that SYNENNOESE uses as back-
ground (relevant sites include:

http://www.leidenuniv.nl/hil/sign-lang/sl-sites.html#technical,
http://www.sign-lang.uni-hamburg.de/Quellen/default.html,
http://www.fhs-hagenberg.ac.at/mtd/projekte/FFF/3dSign/bookmarks.html).

The linguistic part of the project is based on overall assumptions for the adequacy
of signed languages as by Stokoe [4], [5], Kyle & Woll [6], Valli & Lucas [7] and
Sutton-Spence & Woll [8] among many. Greek sign language is analysed to its linear
and non-linear (simultaneous) components, and each sign in GSL is described as to its
handshape, location, movement, orientation, number of hands and use of any obliga-
tory non-manually articulated elements (e.g. mouth patterns, head and shoulder
movements etc). In the project it was considered essential that the output is as close to
native GSL as used in the Greek deaf community. In this respect, forms of ‘signed
Greek’ or other manual codes for the teaching of Greek were excluded and the two
languages (GSL and Greek) were treated as the first and second language respectively
for the users of the platform, quite as other bilingual platforms may function outside
the domain of special education. However, although the target of the project is to
decode and automatically translate full texts of written Greek into natural Greek Sign
Language, it is accepted that in the current 18-month-long project phase, only simpler
syntactic patterns can be successfully recognised and presented in natural GSL.
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3 Animation Applications
for the Representation of Sign Languages

In general, integrated sign synthesis architecture consists of the following transforma-
tions:

from natural language text to semantic representation
from semantic representation to sign language morphological representation
from sign language (SL) morphological representation to a sign notation lan-
guage and
from this notation language to the animation of a virtual actor

This sequential process is illustrated in figure 1.
Animating a virtual actor brings up a number of interesting issues that are not nec-

essarily dealt with in the same manner in every application. More specifically, re-
search and development in this area are usually concerned with full-body and coarse
gestures, such as those found in a computer game, while in the case of signing, one
would utilize more detailed animation, both for the hands and the torso. Besides this,
signing is not constrained to hand gesturing but also includes concepts communicated
via the signer’s body stance or general movement or even facial expression, as is the
case with questions; the ability to utilize these notions must be abundant in a sign
synthesis system.

Fig. 1. Data flow sequence for sign synthesis

An interesting parameter of a virtual signer is the ability to sign letters of the writ-
ten alphabet (finger spelling). This technique is useful in cases of proper nouns, acro-
nyms, terminology or even general terms for which no specific sign exists. As a gen-
eral rule, a sign synthesis system should support the concept of modularity as much as
possible, so as to give the opportunity to the content design to build sequences from
individual signs, using them as building blocks.

1.
2.
3.

4.
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4 Adopted 3D Technologies

For the content designer to interact with an avatar, a scripting language is required. In
our implementation, we chose the STEP language (Scripting Technology for Embod-
ied Persona) as the intermediate level between the end user and the virtual actor [9]. A
major advantage of languages such as STEP is that one can separate the description of
the individual gestures and signs from the definition of the geometry and hierarchy of
the avatar; as a result, one may alter the definition of any action, without the need to
re-model the virtual actor. The avatars that are utilized here are compliant with the h-
anim standard, so one can use any of the readily available or model a new one.

An integrated system based on STEP is usually deployed in a usual HTML page, in
order to maximize interoperability and be accessible to as many users as possible.
This page includes an embedded VRML object, which represents the avatar and in-
cludes references to the STEP engine and the related JavaScript interface. From this
setup, one may choose to create their own script, for sign representation, and execute
them independently, or embed them as JavaScript code, for maximized extensibility.
The common VRML viewing plug-ins offer the possibility to select the required
viewpoint at run-time, so it is possible for the user to experience the signing from any
desired point of view [10], [11], [12]. As an example, a frame of the signing sequence
for “radio” is presented in figure 2.

Fig. 2. The virtual signer signing “radio” in GSL

In SYNENNOESE, the input is written Greek text which is then transformed into
GSL and appears animated on screen. A syntactic parser decodes the structural pat-
terns of written Greek and matches them into the equivalents in GSL, and these result-
ing patterns are signed by a virtual human (avatar).

Tools for transcription and notation of GSL include HamNoSys, a pictographic no-
tation system developed by the University of Hamburg for the description of the pho-
nology of signs, and ELAN language annotator developed by the Max-Planck Insti-
tute of Psycholinguistics in Nijmegen, the Netherlands. In the ELAN glossing process
the classic Stokoe model is used, including one tier with written Greek words of harsh
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semantic equivalents of utterances. It is an aim of the project to transcribe and synthe-
size GSL signs with high accuracy and include non-manual features of linguistic im-
portance as soon as the first stage of synthesis is successfully completed.

5 Linguistic Knowledge of the System

The knowledge of the system in respect to GSL grammar includes both lexical and
syntactic aspects of information. Given the features of sign formation, a basic distinc-
tion is made between single-sign and multi-sign units. In respect to single-sign units, a
further differentiation holds, between free and bound signs; the latter, in principle,
correspond to the notions of free and bound morpheme of spoken language. Free
signs are included as independent parts of the lexicon knowledge of the system.
Bound signs are included as sign building blocks that feed sign generation in combi-
nation with other signs.

It is important to notice that, along with lexical signs, the system incorporates a li-
brary of phonological features of sign formation that include:

The list of handshapes of GSL
Locations of sign formation
Palm orientations and
Hand movements

as the set of independent structural units for the formation of grammatical GSL signs
at the phonological level.

This set is further enhanced to incorporate features for mouth patterns, facial ex-
pressions and body movement, used especially for the indication of phonetically
(stress) or syntactically uttered (focus position in sentence) elements of the linguistic
message in spoken languages.

Multi-sing units may be composed of a) free signs or b) combinations of free and
bound signs, in order to create sign sequences, according to the rules of either inflec-
tional or derivational morphology, or in order to construct sign phrases.

Lexical resources include the whole of vocabulary to be used in the e-learning ap-
plication, annotated according to HamNoSys. Linguistic resources also include a
computational grammar of the core structure rules of GSL. The combination of lexical
items and structure rules allows generation of infinite sign phrases. The GSL grammar
descriptions are matched against the output of the ILSP parser for Greek [13], [14],
[15], so that structure equivalences between input written text and output signed
streams are defined.

6 Greek-to-GSL Converter as a Universal Access Tool

The above described linguistic knowledge allows for robust conversion from written
Greek text to GSL signing, a tool which, in our case, is combined with an e-learning
educational platform that exploits standard e-learning techniques. In this way, the e-
learning system architecture is enriched to accommodate access to e-content by a
special user group at the early stage of system design. Irrespective of the selected
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application, the development of the Greek-to-GSL converter is in line with the main
principles of Universal Access and Design for All. Under current definition, Universal
Access is becoming predominantly an aspect of design that is raised to a critical qual-
ity target in the context of the Information Society [16], [17]. In this respect, the no-
tion of accessibility crucially differs from the original interpretation of the term as
concerning modification of already developed systems so as to meet the requirements
that would allow their use by groups of users with disabilities [18], [19].

Accordingly, the development of the Greek-to-GSL converter constitutes, in prin-
ciple, a tool independent of application environment, that supports access by deaf
users to e-content in the context of Information Society Technology.

7 Extensibility Perspectives

The Greek-to-GSL converter is a fully extensible tool, in respect to both quality of
performance and dynamic content.

The tool’s library that feeds the linguistic knowledge of the system, will be en-
riched so as to include non-manual structural components that will support sign-
ing performance of the avatar closer to natural signing.
Enrichment of the system’s linguistic knowledge will also allow for improve-
ment of its generative capacity.
New written texts can be launched, so the e-learning platform may receive
unlimited educational content besides primary school grammar units.
Greek-to-GSL conversion may be extended to apply to different environments,
such as Greek language teaching to deaf students of higher grades, GSL teaching
for hearing students, Greek for specific purposes etc.
A database with the bulk of GSL utterances, described as to their features from
the phonological up to the pragmatic level, will improve knowledge of GSL
grammar and create reusable resources.
The Greek-to-GSL conversion tool will be applicable to a number of systems,
other than the e-learning platform under development. As an independent tool, it
may support accessibility of content in environments of text generation, informa-
tion retrieval, summarisation, etc.
From a socio-economic point of view, the existence of a Greek-to-GSL conver-
sion tool will greatly contribute towards ensuring equal opportunities for the deaf
population in Greece.
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Abstract. The aim of this paper is to examine the effects of JSL (Japanese Sign
Language) animation for hearing-impaired people in stomach X-ray inspection,
and to improve the system. Evaluation tests were carried out on JSL animation
improved based upon referring to the movement of a signer. Results showed
that the improved animation has obtained very high ratio in comprehensibility
and some important factors for designing JSL animation were indicated to de-
velop the sign animation.

1 Introduction

Sign language is very important to make fruitful interaction among hearing-impaired
people. On the other hand they can hardly convey their feelings to the person who
cannot use the sign language. Especially it is problem that the communication be-
tween medical doctors and hearing-unpaired patients is highly difficult, and the fail-
ure of the communication may cause infinite damage of their life (Taoda, 2003).

To communicate each other, they need a sign interpreter who always practices the
sigh language in a academy for sign training. However, a few sign interpreters en-
gaged in a hospital, so that the deaf patients refused to knock the door of the doctors
for doing diagnosis. Unfortunately absence of sign interpreter inclines the patients to
anxiety (Kitahara, 1999). Furthermore professional sign interpreters were very few in
Japan. Therefor they always have to work hard, and become strongly utter pain of
their shoulders and hands.

To overcome the communication barrier between deaf patients and doctors we
have developing a bi-directional translating system from Japanese Sign Language
(JSL) into Japanese and vice versa (Kurokawa, 1993). Sign animation system has
being developed by many researchers, because this system would be greatly contrib-
ute to many hearing-impaired people in any interaction scene (Nagashima, 1996).

In this paper, we demonstrate the method for representing JSL animation on screen
in stomach X-ray inspection. The purpose of this paper is to evaluate the comprehen-
sibility of JSL animation developed for hearing-impaired people.

K. Miesenberger et al. (Eds.): ICCHP2004, LNCS 3118, pp. 1114–1120, 2004.

© Springer-Verlag Berlin Heidelberg 2004
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2 JSL Machine Translation System

2.1 Components of JSL Machine Translation System

The prototype of JSL translation system is composed of four parts that are sign word
recognition, sign word procession, reproduction of sign images, and sign dictionary.
In the searching part a sign word corresponds to the word inputted from keyboard is
selected from sign dictionary, and is changed in sign-word codes. In the word proc-
essing part sign words is adequately arranged as JSL. In the image representation
part, sign animation by virtual-human frame model is displayed on screen following a
rule composition on code of sign words.

2.2 Some Issues of JSL Animation of Our System

The translation system takes a sentence to words, and makes the sign words in accor-
dance to the sign dictionary. Then the words are ranged about Japanese sentence, and
the sign animation is represented. Sign animation of our JSL translation system can
reproduce the movement of the hands and fingers on screen. In addition we can
change or control the shape of eyelid and mouth, motion of head and eyebrows, and
the direction of eyesight and body.

To improving our sign animation we thoroughly analyzed the movement of hands
and fingers of the sign animation and video images of professional sign translator
who make a translation of an instruction in X-ray inspection into JSL (Morimoto
2000). Then we caught some issues on naturalness in representation of sign anima-
tion, and the following differences between the sign animation and the interpreter
were revealed. The locus of hand in sign animation was different from sign translator,
and the speed of the hand in the animation was faster than in the translator. The pose
between sign words wasn’t clear in sign animation. Face expression of animation was
hardly put without the movement of eyes. Moreover we can indicate that the sign
animation was constructed with a few factors about the situation in stomach X-ray.

2.3 Improvement on JSL Animation

The sign animation was changed for better about following five points.

1.
2.

3.

4.

The speed of the sign animation is performed as the same as a sign translator.
The pose between sign words was sufficiently taken to make contrast on move-
ment of hands.
To include the situation of stomach X-ray, sign animation was changed into sign
language expression that used in the stomach X-ray inspection.
Face expressions such as the nod, the blink, motion of the neck and motion of the
eyebrows were added to the conventional animation.

Finally, the color of the hands and the lip were changed to enhance legibility of the
motion of fingers and mouth. Figure 1 represents an example of improved images of
sign animation based on those items.
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Fig. 1. An example images of sign animation improved. Instruction: Take this medicine that
puff out your stomach.

3 Method

3.1 Instructions from Technical Stuffs of a Hospital to Patient

in X-Ray Inspection

To arrange the instructions for making the sign animation to inspect stomach by X-
ray, we investigated the instructions that were used in the X-ray inspection from
technical stuff to a hearing-impaired person on the inspection bed. Twenty-seven
sentences were selected as the instructions in Table 1. At least, sign animation of
these sentences has to be reproduced by sign words in the sentences. Sign animation
of the other sentences used for instruction to the patient would be made by replace
other sign words instead of the sign words of these sentences.
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3.2 Comprehensibility Test of JSL of Sign Animation and Signer

The experiment on comprehensibility of our sign animation was carried out to reveal
the effects of the improvements above on sign animation. The comprehensibility of
JSL was compared among pre-improved sign animation (Nakata, 1998), improved
sign animation and the sign by professional sign translator who engaged in a hospital.

Fig. 2. Typical situation of the experiment on comprehensibility of sign animation.

Sign animation of all sentences made by computer system was converted into
video images. As shown in figure 2, the subjects looked at every sentence on video
screen, and wrote down the contents of sign animation or signer. Before starting the
experiment, we explained to the subjects that the contents of these signs were used in
X-ray inspection of the human stomach using photos of X-ray inspection apparatus.
Moreover, questionnaire survey with five-point scaling method was carried out about
every sentence on five evaluation items; easiness to catch the meaning of the signs,
the facial expression and the pose position of sign words, the aptness of speed of
hands and naturalness of sign expressions. Twenty-seven signers participated in this
evaluation were made up a nine some. These subjects of each group evaluated the
comprehensibility by one sentence on JSL of the sign animation or signer.

4 Results

4.1 Comprehensibility of Sign Animation Improved

The percentages of correct answers in meaning of sign animation and signer were
calculated about each sign sentence. Figure 3 showed that many sign animations
improved were higher ratio than the conventional animations. The rates of correct
answer rose more than 30 percentages due to above improvements in sign animations
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Fig. 3. Ratio of correctness in sign animations and sign translator.

for the number of 5, 20, 23, 24 and 26 sentences. The rates of these sentences before
improvement animation were less than 10 percentages. The average ratio of all sen-
tences in sign language translator was 69 percentages that was highest score in three
groups. The comprehensibility of sign animation after improvement was increased
considerably. However, the correct ratio of the sign animations was lower than that of
a signer in 18 sentences. The average ratio of before and after sign animations un-
proved were relatively 56 and 30 percentages. However, the ratio of two sentences of
7 and 16 were declined through the improvement.
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4.2 Subjective Rating Value of Sign Animation

Subjective rating values of the sign language animations were increased in many sign
sentences by improvement. Mean rating values of improved animation were higher
than conventional sign animations as shown in Table 2. However the rating values of
signer were highest in all evaluation items. The rating values of the sentences 11 and
13 were high in all evaluation items. On the other hand, many subjects indicated that
some animation after the improvement was hard to take in the correct meaning of the
instruction number of 4, 7,10,12, 16 and 18.

5 Discussions

The sign animations improved that took higher value of comprehensibility than the
conventional sign animations revealed that the signs included gesture of actual
movement in the part of the instructions. This indicates that it is significantly impor-
tant to represent not only sigh words but also a situation of inspection. Furthermore
subjective rating values on comprehensibility of a facial expression, gap between the
sign words and the speed of animation ascended by setting up nod expression and
pose between the words. On the other hand, the sign animations that rating values did
not rise were different from signer’s movement of the whole body and of sign words
looked up in our sign dictionary for interpreting from Japanese words to sign words.
For instance, in the instruction sentence 18, the meaning of the movement of sign
animation was hard to understand if a subject was not on the X-ray inspection bed
and did not look the stick for touching his/her stomach. Moreover it is difficult to
know the meaning of sign animations including a delicate movement.

The sign animations developed could not represent slight movement of shoulders
according to contents of sign words. Therefor, for instance, it is impossible to express
the shoulder for rising and taking down in the instruction 7. It was greatly difficult to
convey the meaning of sign animation of the instruction 10 and 12, because subjects
who had not been experienced the stomach inspection could hardly understand the
situation of turning their body on the bed. In case of No. 6 and 21, the comprehensi-
bility of signer was superior to the sign animation improved because the animation
needs delicate movement of hands and mouth, and it is difficult to represent exactly.
This movement and facial expressions of the sign animation aren’t usually familiar
and are unnatural in comparison with the sign language translator who is a human
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6 Conclusions
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being. We consider that the sign animations were hard to read. Some subject gave us
valuable opinion that it is better to use gesture instead of sign words that have con-
straint to express the non-verbal information.

We examined the effectiveness of the sign animation in the stomach X-ray inspection
system for the hearing-impaired people who would not want to go to a hospital, be-
cause there is not a sign translator. Results showed that improvement of the proposed
sign language animation had many effects on communication. However, sign anima-
tion improved was satisfied less than sign translator. Moreover, we knew that the sign
animation could not express delicate movement and lacked facial expression.

There are still many problems to make up effective sign animation. For instance,

To create sign animation that has fine expression.
We have to enhance the power of facial expression and body movement of the
animation.
To introduce natural and more comprehensive expressions into sign animation.
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Abstract. We proposed a device which used palms and fingers as both a trans-
mitter and a receiver of communication for the deaf-blind. Our device would be
set on the palm of a deaf-blind person. The movement of the finger would then
be detected by the device and sent to a computer. Next, the letters written on the
palm would be displayed on a computer screen where non-disabled people
could receive the message. For the opposite case, when the deaf-blind received
messages from non-disabled people, the letters would be formed on their palms
through the use of tactile stimulation. First of all, we attempted to determine
which presentation condition most facilitated the correct recognition of Japa-
nese letter. The results are summarized as follows. The optimal pressure could
not be determined. Regarding speed, it was postulated that each subject’s own
speed was optimal, within the range of 4-11cm/s.

1 Background and Purpose

Since the deaf-blind suffer from both visual and auditory impairments, it is easy to
imagine their difficulty in communicating with others. The deaf-blind can roughly be
divided into two categories - Type A and Type B. In the case of Type A, the visual
sense has been damaged prior to the auditory sense; whereas in Type B, the auditory
impairment has preceded the visual.

Those who are Type A deaf-blind use Braille at school in Japan. According to the
finger Braille method, six fingers – 3 from each hand – correspond to the six dots
used in standard Braille. Naturally, learning finger Braille is easy if one has already
learned standard Braille. Therefore, having lost their auditory sense after first losing
their visual sense, such Type A people can still communicate with others through fin-
ger Braille. The concept of a device which supports the use of finger Braille has been
studied in Japan. More specifically, if such a device were successfully developed, it
would facilitate communication between the deaf-blind and the non-disabled, even
when the latter had not learned finger Braille.

Conversely, the Type B deaf-blind have already learned sign language. Thus,
fingerspelling is one useful method of communication for them as a sign language
which can be perceived by the hands. In short, they can still communicate through
fingerspelling despite having lost their visual sense. Although a five-fingered robotic
hand has actually been developed for fingerspelling, it is not practical to carry around
due to its considerable weight.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 1121–1128, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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Japan has experienced an increase in the number of elderly people who have lost
their vision as a result of diabetes mellitus. When such elderly citizens lose their sight,
some of them learn standard Braille and finger Braille. Others, however, use sign lan-
guage or fingerspelling without learning Braille. Unfortunately, not all people in our
society can use sign language or fingerspelling. In view of this, consideration should
be given to other methods of communication that could serve as an aid to the elderly
Type B deaf-blind.

Since schools throughout Japan teach students to write phonetic symbols, known as
‘kana’, even the deaf-blind are familiar with this standard Japanese writing system.
Most people can write letters on their palms with their own fingers while keeping
their eyes closed. Consequently, it should also be possible for the deaf-blind to use
their palms and fingers as both a transmitter and a receiver of communication.

2 An Outline for the Conceptualization of Such a Device

Figure 1 shows a block diagram of our communication device. The device would be
set on the palm of a deaf-blind person. The movement of the finger would then be de-
tected by the device and sent to a computer. Next, the letters written on the palm
would be displayed on a computer screen where non-disabled people could receive
the message.

Fig. 1. Block diagram of our communication device

For the opposite case, when the deaf-blind received messages from non-disabled
people, the letters would be formed on their palms through the use of tactile stimula-
tion. In particular, by combining various tactile stimuli, such tactile stimulation could
give a deaf-blind person the sensation of someone forming letters on their palm with
their fingertips. Although the sending and receiving of such messages would be
somewhat time-consuming, no training period would be necessary, since all Japanese
have learned this writing method in primary school. In summary, the purpose of this
study would be to obtain guidelines for the design of such a device. At this time, we
would like to report on our investigation of the optimal pressure and speed to be used
when the kana characters are written.
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3 Measurement of Finger Pressure and Speed

Our measurements showed that finger temperature did not influence the correct an-
swer rate under four presentation conditions (shape of the character, temperature,
pressure, and speed) when the character was written on the palm [1]. We also meas-
ured the finger pressure and speed when the shapes of the characters were held con-
stant.

3.1 Experimental Setup and Method

Figure 2 shows the experimental setup. The experimental setup was composed of
three parts – the template to make the shape of the character constant, the pressure
sensor and a three dimensional positioning sensor. Data from the positioning sensor
and the pressure sensor were digitalized and input into a computer. The written char-
acters included 46 Japanese kana, which is a standard Japanese writing system (shown
in appendix). Eight non-impaired subjects were temporarily deafened and blinded by
using stopples and eyeshades. All subjects filled the two roles – writing kana on other
subjects’ palms and answering which kana were written on their palms.

One of 46 kana was written randomly and the subjects were asked to indicate
which kana had been written. Subjective regular force, speed and tracks, corresponded
to the force, speed and tracks which the subjects used to write Japanese kana in their
daily lives.

Fig. 2. Experimental setup

3.2 Results and Discussion

The results for finger pressure are shown in Figure 3, while the results for finger
speed are shown in Figure 4. Figure 3 indicates the frequency of each In
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Figure 4, the frequency of each 0.5cm/s is shown. Moreover, the relation between the
correct answer rate and pressure is shown in Figure 5, while the relation between the
correct answer rate and the speed is shown in Figure 6.

As can be seen in Figure 3, it was found that the frequency was high for
and the correct answer rate was comparatively high for

(shown by the dotted line in figure 5). Therefore, we considered the optimal pressure
to be roughly between 30-60 On the other hand, it was found that the fre-
quency was high for 4-11cm/s (figure 4), including one case (figure 6) where the cor-
rect answer rate was relatively high at 4-11cm/s. Therefore, we considered a suitable
range of the speed to be about 4-11cm/s.

Fig. 3. Relationship between finger pressure
and frequency

Fig. 4. Relationship between finger speed and
frequency

Fig. 5. Relationship between finger pres-
sure and correct answer rate

Fig. 6. Relationship between finger speed and
correct answer rate

4 Measurements of Finger Movement when Subjects Wrote Kana
on Their Own Palms by Using Their Own Fingers

When the subjects used their own fingers to write kana on their palms, needless to say,
they knew which kana should be written beforehand. Therefore, we supposed that
finger pressure and speed might be optimal when kana was written by subjects using
their own fingers. During this activity, we measured the speed and pressure which the
subjects used and compared those findings to the results in chapter 3.
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4.1 Experimental Setup and Method

The experimental setup was the same as in chapter 3. However, because the shape of
the characters should not be constant, a template was not used. For the written char-
acters, 46 Japanese kana were used. Eight non-impaired subjects were temporarily
deafened and blinded by using stopples and eyeshades and all subjects were the same
as in the experiment described in chapter 3.

4.2 Results and Discussion

Pressure, speed, and the standard deviation are shown in Table 1. In chapter 3, the
correct answer rate was high when the range of the finger pressure was between

to However, table 1 indicates that subjects did not write their own
kana by using finger pressure in the 30 to 60 range. This can be explained by
the fact that even when the subjects did not apply their fingers to their palms, the fin-
ger position could still be perceived merely because the subjects were moving their
own fingers. Therefore, we surmised that they did not pay any attention to finger
pressure while writing kana by themselves. Actually, some results were even obtained
when the pressure on a subject’s palm was 0.

Next, optimal speed was considered by comparing the results of chapter 3 and
chapter 4. The results for subject D were chosen as an example. Figure 7 shows the
finger speed when subjects wrote kana by themselves, when others wrote kana and the
correct answer rate. The correct answer rate tended to be higher if the speed that oth-
ers wrote kana approached the speed at which subjects wrote kana by themselves, as
shown by the square in Figure 7. In particular, we wondered if the correct answer rate
would rise when the mean speed fell in the range of the standard deviation. This sup-
position is indicated by a black oval. The mean speeds, shown as a black triangle and
a black square, fell within the large square frame, meaning that they were within the
range of the standard deviation. In contrast, we supposed that the correct answer rate
would be low if the mean speed was outside of the standard deviation. This supposi-
tion is shown by a gray oval. The mean speed, indicated by a black diamond, was not
within the standard deviation, as can be seen by its location outside of the large square
frame.
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The frequency at which the mean speed fell within or outside of the range of the
standard deviation can be seen in Figure 8. Figure 8 shows the results for all subjects.
In the case of a high correct answer rate, it is possible that there were more cases
when the mean speed was within the range of the standard deviation (indicated by a
black bar graph) than in the opposite case (indicated by a gray bar).

We surmised that the correct answer rate rose if the finger speed of other people
was close to a subject’s own finger speed. In that case, we assumed the optimal speed
to be the subject’s own writing speed.

Fig. 7. Relationship between speed and
correct answer rate in the case of subject D

Fig. 8. Relationship between correct answer
rate and frequency for all subjects

5 Demonstration of Optimal Finger Speed

Here, we examined the hypothesis stated in chapter 4. The correct answer rate was
measured when kana was written on the palm by using the subject’s own finger speed
which had been previously measured in chapter 4.

5.1 Experimental Setup and Method

A device, made by using two pulse motors, was able to move a pointer two-dimens-
ionally across a palm, as shown in Figure 9. This device could write kana on the palm
at the same speed which had been measured in chapter 4. Six non-impaired subjects
were deafened and blinded temporarily by using stopples and eyeshades, and all sub-
jects had undergone the experiments described in chapter 4. After writing one of 46
kana on a subject’s palm, each subject was asked to determine which kana had been
written.
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Fig. 9. Demonstration device

5.2 Results and Discussion

Table 2 shows the correct answer rate for each subject. Table 2 also shows the highest
correct answer rate when kana was written by others in chapter 3. It was found that
most of the correct answer rates in this experiment were higher than the rates obtained
when others wrote kana. In view of this, we surmised that the subject’s own speed was
optimal for writing kana on the palm. Incidentally, it was also found that the kana
which all of the subjects misunderstood were the same kana. Therefore, we supposed
that the particular features of each kana had to be emphasized in order to discriminate
the kana easily.

6 Summary and Problems to Be Resolved

We attempted to determine which presentation condition most facilitated the correct
recognition of written kana. The results are summarized as follows:

The optimal pressure could not be determined.
Regarding speed, it was postulated that each subject's own speed was optimal,
within the range of 4-11cm/s.
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To begin with, future studies will have to determine the optimal pressure for writ-
ing kana. Next, it will be necessary to examine the best method of emphasizing the
unique features of each kana in order to avoid confusion over kana whose shapes are
similar. Once we succeed in making a kana presentation device which meets our
goals, we would hope to apply that technology to the development of a comprehensive
system that will improve communication for the deaf-blind.
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The list of kana (a standard Japanese writing system).
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Abstract. A purpose of this study is to develop a sensory aid system for totally
deaf-blind persons who are not Braille users. We developed a tactile display
system and also designed special font style for the display. In this paper, we
evaluated the font style as well as the tactile display from a viewpoint of the
character identification test. It is found that the percent correct answer was more
than 90% when ninety-three characters were presented onto the display. This
result suggests that it is enough to enable the deaf-blind to understand the pre-
sented characters using our tactile display system instead of the Braille display.

1 Introduction

Although sign languages, finger-spelling method, a print-on-palm method, a tadoma
method, and a finger Braille have been used as the deaf-blind communication tools, it
is restricted and difficult for the deaf-blind without an interpreter. Furthermore, the
acquired deaf-blind are likely to only choose a print-on-palm method because it is
difficult for them to master the other communication skills. Therefore, it was almost
impossible for these persons to access communication tools such as an Internet, an e-
mail, and a printed Braille. The communication aids for these people have been ex-
pected to be designed using advanced information technologies. Though there were
some preceded studies (1), (2) regarding the tactile display for the blind, there was no
device for the deaf-blind PC-users respect a Braille display. We have designed a tac-
tile display system that can present Japanese kana-characters instead of Braille. In this
paper, we described the tactile display system and evaluated the font style designed
for the display from a viewpoint of a character recognition test by the deaf-blind.

2 Tactile Display System

Figure 1 shows the tactile display system that we proposed. This system consists of a
tactile display unit, a mobile phone type switch and a cursor key, all of which are
connected to a PC as shown in Figure 2. The tactile display is constructed by ten tac-
tile display modules (Graphic cell SC5) developed by KGS Corporation in Japan.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 1129–1136, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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Fig. 1. The tactile display system. This system consists of a tactile display unit, a mobile phone
type switch and a cursor key, all of which are connected to a PC as shown in Figure 2. The
display has 8 x 80 pins arranged at 3 mm intervals in a matrix.

Each module contains 8 x 8 pins arranged at 3mm intervals so that the hole pins are
arranged at 3 mm intervals in a matrix (8 x 80). Since 8 x 8 dots are used for each
character presented on the display, it can simultaneously present ten characters.

The tactile display shown in Figure 2 is presenting characters “DISPLAY”. An un-
derline of “S” represents a cursor, and the end of character on the display represents a
space. The details of the fonts displayed on the tactile fonts are described in the chap-
ter 3 and 4. Although the mobile phone type switch was designed in different way of a
keyboard, it is useful to write or to edit sentences. How to use this switch to input the
characters is as follows. When you press a “2” key, “2” is shown on the tactile display
When you press the 2 key again, “A” is shown on it instead of “2”. When you press
the 2 key again, “B” is shown on it. When you press the 2 key again, “C” is shown on
it. When you press the 2 key again, “2” is shown on it again. When the character that

Fig. 2. The tactile display unit, the mobile phone type switch and the cursor key. The tactile
display has 8 x 80 pins arranged at 3 mm intervals in a matrix. Since a character shown on the
display uses 8 x 8 dots, it is able to show ten characters on it. The tactile display in this figure
shows “DISPLAY”. A under bar under “S” is a cursor, and the last character shown on the
tactile display illustrates a space.
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you would like to settle is shown on it, you have to press an Enter key to settle. Then
the character is inputted on the word processing software in the PC and is shown on it.
Before you press the Enter key, any letter is not settled.

How to input “DIS” is as follows. On inputting “D”, you press a 3 key twice. Then
“D” is shown on it. Since you press the Enter key to settle, “D” is inputted as shown
on the first character of the tactile display in Figure2. To input “I”, you press a 4 key
four times. Then “I” is shown on it. You press the Enter key to settle, then “I” is in-
putted after “D”. On inputting “S”, you press a 7 key four times. Then “S” is shown
on it. You press the Enter key, then “S” is inputted after “I”. From these operations,
“DIS” is inputted on the word processing soft wear in the PC and is shown on the
tactile display. In the same way, you are able to input “PLAY” which is the rest of the
characters shown on the tactile display in figure 2.

A line under “S” on it is a mark of the cursor. You can move the cursor by pressing
a Right Arrow key or a Left Arrow key. When you press a Back Space key, the char-
acter before the cursor is deleted. A symbol that is the end of “DISPLAY” on it is the
mark of a space. When you press a Space key, a space is inputted. The mobile phone
type switch has three inputting modes that are the Japanese kana-characters, the Ara-
bic numeric (including the alphabet) and the symbols. The Japanese kana-characters
is a kind of Japanese phonogram. The symbols are ASCII•American Standard Code
for Information Interchange• characters which do not include the Arabic numeric and
the alphabet. You can change these three modes by pressing the Mode Changing key.
All keys on the PC are also available. Since one of Japanese screen reading software
which name was WinVoice was improved to connect this system, the display is able
to show characters on the tactile display. You can use the PC in full keyboard by
using this tactile display system instead of the Braille display.

3 Designs of Fonts

We designed the fonts of ASCII code (JIS X 0201 Roman standardized in Japan). The
characters in this standard consist of the Japanese kana-characters, the alphabet, Ara-
bic numerals and the other characters for example a dot, an asterisk, round brackets,
and a tilde and so on.

The tactile display was designed 8 x 80 dots in a matrix to present ten characters on
it. Though a character can use 8 x 8 dots in a matrix, we designed a font in 7 x 7 dots
in a matrix. The two reasons are as follows. First, since the under cursor which is
shown in Figure 2 is used on the tactile display; the lowest line is occupied to present
it. Second, spaces both side of a character are needed to distinguish adjacent charac-
ters.

All designed fonts are illustrated in Figure A-1 and Figure A-2 in the appendix.
Figure A-1 illustrates “A”, “B”, “C”, “D”, “E”, “F”, “G”, “H”, “I”, “J”, “K”, “L”,
“M”, “N”, “O”, “P”, “Q”, “R”, “S”, “T”, “U”, “V”, “W”, “X”, “Y”, “Z”, “0”, “1”,
“2”, “3”, “4”, “5”, “6”, “7”, “8” and “9”. Figure A-2 illustrates the symbols which are

“_”, “{“,  “}”, “~”, “’”, “””, “<”, “>”, “+”, “=” and  “\”. The  fonts  of  the Japanese
kana-characters and another character standardized only in Japan are not mentioned in
this paper. The small letters of the alphabet are omitted due to limitation of space.

“!”, “#” , “$” , “%” , “&”, “(“ , “) , “*” , “,” , “.”, “-”, “/”, “:”, “;”, “?”, “@”, “[””,“]”, “^”,
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4 Evaluations of Fonts

4.1 Subjects and Methods

Subjects are three males whose ages are from twenty-two to twenty-four years old.
They have no difficulty in their tactile sense.

The tactile display system was used as an experiment device to present the font
sets. The four font sets that are used in this evaluation are as follows:

(1)
(2)
(3)

(4)

The capital alphabets: twenty-six characters shown in Figure A-1
Arabic numerals: ten characters shown in Figure A-1
The symbols standardized in ASCII code: thirty-one characters shown in Figure
A-2
Above three font sets and the small alphabet: ninety-three characters in total

Processes of an evaluation are as follows:

(1)
(2)

(3)

(4)

The subject put on the eye mask.
All characters of the font set were presented to subject once. The tester told the
subject the correct name of the character to let the subject know all characters
of the font set.
All characters of the font set were presented to subject at random. The subject
answered the name of the font. The time from presenting the font until the sub-
ject replying the answer was measured. The tester let the subject know the cor-
rect answer after the subject replied the answer.
Above process was repeated five times.

All answers of the subjects were recorded and all the time required to answer was
measured. Since the subjects were not instructed how to touch the tactile display, they
were able to use any fingers.

4.2 Results and Discussion

Figure 3 shows the evaluation results of the font recognition in the case of capital
alphabets. As shown in the figure, the percent correct answer of the both subjects is
more than ninety percent. However, the average time required to answer showed
about two times longer in the subject A than the subject B.

Fig. 3. Evaluation Results of the Font Recognition in the Capital Alphabet.
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Fig. 4. Evaluation Results of the Font Recognition in Arabic Numerals.

Figure 4 shows the evaluation results of the font recognition in the case of Arabic
numerals. The percent correct answer of the both subjects is almost 100%.

Figure 5 shows the evaluation results of the font recognition in the case of sym-
bols. The percent correct answer of the subject B is close to 100%. On the other hand,
that of the subject C is under 90% in average. With the regard to the contents of the
mistakes, subject C tended to confuse in brackets, for example he mistook the square
bracket for the round bracket twice. He also mistook the round bracket for the angle
bracket. These mistakes of subject C occupy 41% of all mistakes.

Fig. 5. Evaluation Results of the Font Recognition in Symbols.

Figure 6 shows the evaluation results of the font recognition in the case of all char-
acters. Though the number of all characters is ninety-three, the percent correct answer
in total is more than 90% for both in subject B and in subject C. This result shows that
it is enough to understand the displayed characters using our tactile display system.
However, some researchers reported that the function of the tactile sense deteriorates
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Fig. 6. Evaluation Results of the Font Recognition in All Characters.

with aging (3), (4). Our previous study also shows that the recognition ability of the
tactile fonts of the elderly is lower than that of the young. It also shows the learning
effect of the elderly is lower than that of the young (5). Since the subjects in this re-
port include the elderly, other measurements including a special training program will
be needed.

The reason why the correct answer of subject C shown in Figure 6 is higher than
that of Figure 5 is seemed to be because Subject C has had a few experiences before
this evaluation tests. The other subjects were also able to confirm the correct answer
on each process. It is suggested that the recognition ability of subject C increased by
learning effect while performing the evaluation tests.

With the regard to the contents of the mistakes, the results show as follows. Subject
B mistook “B” for “8” twice. Subject B also mistook “D” for “0” twice. The other
mistakes of subject B were once. Subject C mistook “5” for “S” twice. Subject C also
mistook “D” for “O” twice and “O” for “c” twice. The other mistakes of subject C
were once. It is supposed that we need to improve the design of several fonts that are
observed conspicuous mistakes.
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Appendix

Fig. A-1. This figure illustrates “A”, “B”, “C”, “D”, “E”, “F”, “G”, “H”, “I”, “J”, “K”, “L”,
“M”, “N”, “O”, “P”, “Q”, “R”, “S”, “T”, “U”, “V”, “W”, “X”, “Y”, “Z”, “0”, “1”, “2”, “3”,
“4”, “5”, “6”, “7”, “8” and “9”.
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Fig. A-2. This figure illustrates “!”, “#”, “$”, “%”, “&”, “(“, ”)”, “*”, “,”, “.”, “-”, “/”, “:”, “;”,
“?”, “@”, “[”,“]”, “^”, “_”, “{”,“|”,“}”, “~”, “””, “<”, “>,”, “+”, “=”, and “\”.
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Abstract. In this paper, new technology-adaptive approaches to using a wire-
less mobile terminal are presented in order to help severely hearing impaired
people, which are remote human translation, remote server translation, and mo-
bile terminal translation. The three step-by-step approaches are to adapt the
evolution and feasibility of advanced computer and communication technolo-
gies. The first approach can be easily implemented but requires the involvement
of human interpreters. The second and third approaches require not only
speaker-independent voice recognition but also hand-writing text and sign lan-
guage recognition. In particular, for the mobile terminal translation scheme, a
light-weight, low-power, high-performance, small-sized mobile terminal should
be provided to process the computing-centric voice, hand-writing text and sign
language recognition on real-time basis. Even though this work is currently at
the startup phase, as technology evolves, it will be possible to provide severely
hearing impaired people with the context-aware mobile terminals that interpret
voice, hand-writing text and sign language on the real-time basis.

1 Introduction

In general, severely hearing impaired people communicate with each other by sign
languages. Inevitably, however, they have difficulties to communicate with others
without visual aids. In order to help them, in recent years, there have been active
research activities [1-10]. In order to empower hearing impaired people to benefit
from modern technology, hearing improvement devices [5-9] such as a telecommuni-
cation adapter between phone and hearing aids have been studied. On the other hand,
a remote sign language interpretation system associated with the related sign lan-
guage translator was introduced with its graphical user interface [10].

In this paper, as a startup phase, we explore new approaches to using a wireless
mobile terminal to help the severely hearing impaired people. To adapt the evolution
and feasibility of technology, this paper considers three step-by-step approaches:
remote human translation, remote server translation, and mobile terminal translation.
In the remote human translation, human interpreters at the interpretation center trans-
late the voice and hand-writing text/sign language transmitted from mobile terminals
into text/sign language and voice, respectively, and then the translated results are
transmitted back to the mobile terminal. In the remote server translation, the overall
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procedure is the same as in the remote human translation scheme except that com-
puter-based machine translation is used instead of human interpreters. In the mobile
terminal translation, the wireless mobile terminal itself performs the computing-
centric function of automatic machine translation, enabling real-time recognition and
translation of voice, hand-writing text and sign language. The first approach can be
easily implemented but requires the involvement of human interpreters resulting in
financial burden. On the other hand, the mobile terminal translation scheme is cur-
rently an implementation challenge in terms of technological complexity and cost.

Notice that mobile camera phones and PDA (Personal Digital Assistant) phones
with a camera can be effectively used for the wireless mobile terminals. Fig. 1(a) and
1(b) show a mobile camera phone and a PDA phone with a camera, respectively,
which are currently available in the market [11]. The PDA phone shown in Fig. 1(b)
supports CDMA-2000 1x (IS-95C) communication. Note here that most of the cam-
eras are rotatable. Nowadays the mobile camera phones are popular in some coun-
tries. The PDA phones are sometimes called pocket PC phones by some vendors, and
can have wireless LAN interface as well. Even now, the qualified service of real-time
video transmission is not guaranteed due to the limited bandwidth but will be possible
in the near future (in a few years in some countries).

Fig. 1. Wireless mobile terminals available in the market.

The rest of the paper is organized as follows: The remote human translation
scheme and its operational procedure are introduced with conceptual figures. Sec-
tion 3 discusses the remote server translation scheme in terms of major technical
issues. The mobile terminal translation scheme and its implementation challenge are
presented in Section 4. Finally, conclusion is covered in Section 5.
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2 Remote Human Translation

The remote human translation involves wireless mobile terminals that severely hear-
ing impaired people use, a remote interpretation system where human interpreters
translate the voice and hand-writing text/sign language transmitted from the mobile
terminals into text/sign language and voice, respectively, and wireless communication
channels. A mobile communication network or a wireless LAN can be used for the
wireless communication channels, and a mobile camera phone or a PDA phone with a
camera can be used as a wireless mobile terminal.

Fig. 2. Operational procedure from a person to a severely impaired person.

Fig. 2 shows the consecutive procedure that a severely hearing impaired person
with a wireless mobile terminal recognizes the voice a person says. As Fig. 2 reveals,
when a person says “Hello,” the voice is input to the mobile terminal that the severely
hearing impaired person has. The mobile terminal then sends the voice (in fact, elec-
trical signals) to the remote interpretation center where a human interpreter translates
the voice into text (ASCII characters) or sign language. Subsequently, the mobile
terminal receives the hand-writing text or sign language from the remote system and
displays it on the screen.

Fig. 3 shows the reverse case of Fig. 2, where a person recognizes the hand-writing
text or sign language that a severely hearing impaired person writes or gestures.
When a severely hearing impaired person writes on the touch screen (most PDA
phones support the touch screen with a stylus pen), the hand-writing text is input to
the mobile terminal as an image. On the other hand, while a severely hearing im-
paired person gestures, it is required for the partner to take hold of the wireless mo-
bile terminal, and then the sign language is input to the mobile terminal via the at-
tached camera as a video clip. The mobile terminal then sends the video clip consist-
ing of the hand-writing text or sign language to the remote interpretation center where
a human interpreter translates the hand-writing text or sign language into voice. Sub-
sequently, the mobile terminal receives the voice from the remote system and speaks
it out via its speaker.
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Fig. 3. Operational procedure from a severely impaired person to a person.

Since such a series of operations should be carried out on the real-time basis, the
human translation has to be done promptly on request. The other operations can be
automatically performed on the real-time basis without human involvement. Sine
there might be many hearing unpaired mobile users and they can request real-time
interpretation at the same time, a reasonable number of human interpreters should be
in the interpretation center. Compared to the other two approaches, this scheme can
be easily implemented in terms of technical complexity. However, this approach
requires the involvement of human interpreters resulting in financial burden.

3 Remote Server Translation

Like the remote human translation, the remote server translation involves wireless
mobile terminals, a remote interpretation system, and wireless communication chan-
nels. However, instead of human interpreters, computer-based machine translation is
used in the remote interpretation center. In other words, a speaker-independent voice
recognizer, a hand-writing text recognizer, and a sign language (gesture) recognizer
are used.

When a severely hearing impaired person recognizes the voice a person says as
shown in Fig. 2, this approach requires a fancy speaker-independent voice recognizer
for translating the voice into text (ASCII characters) or sign language. Noise filtering
techniques should be included in the voice recognizer. When a person recognizes the
hand-writing text a severely hearing impaired person writes as shown in Fig. 3, a
hand-writing text recognizer is required for translating the hand-writing text into
voice. On the other hand, when a person recognizes the sign language a severely
hearing impaired person gestures as shown in Fig. 3, a sign language (gesture) recog-
nizer is required for translating the sign language into voice.

For real-time service, the computer-based machine translation has to be done
promptly on request. Of the three approaches, this scheme can be regarded as inter-
mediate solution in terms of technological complexity. In order to provide severely
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hearing impaired people with this kind of service, however, it is highly required to
further develop and tune novel voice, hand-writing text and sign language recognition
systems.

4 Mobile Terminal Translation

Unlike other two approaches, the mobile terminal translation does not involve a re-
mote interpretation system. It consists of wireless mobile terminals and wireless
communication channels. Strictly speaking, the wireless communication channels are
not required in this scheme, but they are used for usual telecommunication. Hence,
the translation functions should be performed within the wireless mobile terminal
without any remote assistance. In other words, the mobile terminal has to perform the
functions of voice recognition, hand-writing text recognition and sign language rec-
ognition on the real-time basis. Fig. 4 shows the operational procedures between a
severely impaired person and a person in the mobile terminal translation scheme.

Fig. 4. Operational procedure between a severely impaired person and a person.

In the mobile terminal translation, the wireless mobile terminal itself performs the
computing-centric function of automatic machine translation, enabling the real-time
recognition and translation of voice, hand-writing text and sign language. Therefore,
in order to process the computing-centric voice, hand-writing text and sign language
recognition on the real-time basis, a light-weight, low-power, high-performance,
small-sized mobile terminal should be provided in the mobile terminal translation
scheme. This fact makes the mobile terminal translation scheme an implementation
challenge with respect to technological complexity and cost. As a matter of fact, at
this time the qualified service of real-time video transmission is not guaranteed due to
the limited bandwidth but will be possible in the near future (in a few years in some
countries).
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5 Conclusion

In this paper, in order to help severely hearing impaired people, new technology-
adaptive approaches to using a wireless mobile terminal have been presented. To
adapt the evolution and feasibility of advanced computer and communication tech-
nologies, the three step-by-step approaches of remote human translation, remote
server translation, and mobile terminal translation have been proposed as a startup
phase. While the first approach is easily implemented but requires the involvement of
human interpreters resulting in financial burden, the second and third approaches
require not only speaker-independent voice recognition but also hand-writing text and
sign language recognition. In particular, in order to process the computing-centric
voice, hand-writing text and sign language recognition on the real-time basis, a light-
weight, low-power, high-performance, small-sized mobile terminal should be pro-
vided in the mobile terminal translation scheme.

Even though this work is currently at the startup phase, we believe that it will be a
feasible and adaptable solution for severely hearing impaired people. In the near fu-
ture, as technology evolves, it will be possible to provide severely hearing impaired
people with the context-aware mobile terminals that intelligently interpret voice,
hand-writing text and sign language on the real-time basis.
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Abstract. Our aim is to design web-based interactive educational ma-
terials for the hearing-impaired based on their interaction style. We de-
scribe the results of an eye-tracking experiment that demonstrates be-
havioral differences between hearing-impaired and hearing persons when
using web-based materials. We found that the hearing-impaired exhib-
ited a smaller strategic scan pattern, and shallower and more intuitive
text processing. These findings suggest that the design of web-based ed-
ucational materials, which currently only consider textual or image sub-
stitutes for auditory information, is insufficient for the hearing-impaired.

1 Introduction

Traditionally, the primary focus of computer-based support for the hearing-
impaired relied on computer-generated images of sign language and real-time
text annotation. These are the primary means for the hearing-impaired to ac-
cess auditory information. Examples of such studies include Jensema et al. [3] [4]
who investigated the use of TV captions for the hearing-impaired. However, we
believe that this approach has limited utility considering that only a small por-
tion of the hearing-impaired, 10 to 20%, can use mother-tongue sign language,
and the understanding level of textual information of the hearing-impaired is in-
ferior to that of a hearing person’s. We have supporting evidence for this claim
from our experience in using traditional class materials.

Recently, computer-based support for the hearing-impaired has expanded
with the development of a web-based interaction environment. For example,
Barman et al. [1] initiated a web-based science program for deaf students called
the “SOAR-HIGH Project.” The web is a more promising medium for designing
educational materials for the hearing-impaired than traditional, less interactive
educational media since it allows us to control content presentation. However, our
experience in using traditional class materials suggests that the hearing-impaired
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would interact differently with web-based materials than hearing persons. Cur-
rently, the issue of how the hearing-impaired interact with the web is inade-
quately studied. We believe computer-based support for the hearing-impaired
will improve when we better understand their interaction with computer-based
educational materials. Our study began with detailed observations of how the
hearing-impaired use the web by tracking eye movement and hyperlink selections
and comparing the results with those of hearing persons.

2 Eye-Tracking Experiment

We plan to develop web-based educational materials that will incorporate similar
tasks currently performed on the web, including on-line shopping, browsing, in-
formation searching, and manipulating objects. Web-based tasks are performed
interactively, requiring comprehension of information provided on the computer
screen as it relates to the task goal, and the selection of an appropriate action,
typically clicking on a link to another page. We suggest that the hearing-impaired
would perform these processes differently from hearing persons. In this section,
we describe a preparatory study aimed at understanding web-interaction pro-
cesses of the hearing-impaired by observing their eye movement while performing
web-based tasks.

2.1 Subjects and Procedure

Three hearing-impaired persons (two males, one female), and three hearing per-
sons (two males, one female) participated in the experiment. Their ages ranged
from 18 to 24 years old. All subjects were regular Internet users. None had viewed
the web pages used in the study prior to their participation.

Each subject was asked to accomplish a task that included an information
search and object manipulation on an experimental web site. At the beginning of
each session, the eye-tracking equipment was calibrated. Instructions for the task
were relayed to the hearing-impaired subjects using sign language and an A4-size
board, and to the hearing subjects using voice and an A4-size board. The tasks
were performed on a PC by clicking links on the pages. Subjects’ eye movements
were measured using a head-mounted eye-tracking system, EMR-HM8 of NAC
Inc.

2.2 Task

The task was to locate a page that described car model Z4, and to choose a
favorite color for it. The subjects were given the following instruction: “Please
choose your favorite color for the car model Z4.”

The task was performed on an experimental web site modified from an actual
automobile web site. Figure 1 illustrates the top page that consisted of five
columns, four content columns and one news column, and a field at the bottom
of the page. Content columns had a heading at the top, a picture with promotional
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Fig. 1. Experiment task and routes to the “Color Determination page”.
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text in the middle, and a list of topics at the bottom. An important feature of
this specific page was that the contents were organized vertically. Successful task
performance required correct understanding of the page layout since the column
boundaries were not clearly defined.

To reach the color determination page, the subjects should follow one of
three routes. When the subject selected a wrong link, however, an error page
was returned and they were forced to press the “Back” button of the browser
(or the back button on the page) to begin again.

Route 1 consisted of selecting either Link 1, which is the heading of the
second column labeled Products or selecting Link 2 in the topic list labeled by
Index under the Products heading, both of which lead to the correct intermedi-
ate page, Products Index. This route is considered an indirect route because
it requires comprehension of the meaning of the label to select on the top page.
To select one of these links, the subject must infer that the term Products or
Index under the Products heading implies car model, which is part of the task
description. The subject should then select the BMW Z4 on the Products In-
dex page to open the Z4 Information page where the color combination is to
be selected to accomplish the subtask. These two selections, selecting BMW Z4
and color combination, are trivial because both are part of the task description.

Route 2 consists of selecting Link 4 in the model-name field labeled by Z4,
which leads to the Z4 Information page. This route is considered a direct route
because there is no inference required of the subjects to select the link.

Route 3 is an indirect route, consisting of selection of Link 3 labeled by
automobile in the topic list under the Products heading, followed by selection of
the BMW Z4 link on the Automobile List page. This follows the Z4 Infor-
mation page.

3 Results

Table 1 displays trial number, time to select a link, and the property of the
selected item for the hearing-impaired (Subjects A, B, and C) and the hearing
(Subjects D, E, and F). Figure 2 identifies the order of link selections. From
these we derive the following results.

Subject A (hearing-impaired): The time required to complete the task was
3’15” with 16 errors. Most of the selection times were short; of 17 selections,
13 took less than 10 seconds. The order of selection looked horizontal, sug-
gesting that the subject didn’t understand the structure of the page. The
subject finally selected Link 4, the direct Route 2.
Subjects B and C (hearing-impaired): Both subjects took the direct route.
The times required to complete the task were 2’18” and 3’10”, with 9 and 3
errors, respectively.
Subjects D, E and F ( hearing): The times required to complete the task
were 53”, 1’26”, and 1’14”, with 0, 2, and 1 errors, respectively. These results
were consistently better than those of the hearing-impaired. Subject D took
the direct route, while the other subjects took the indirect routes.



1148 M. Namatame et al.

Compared to the hearing, the hearing-impaired were more error prone, spent
less time per link selection, and consistently chose the direct route to the goal.

Next, we present the results concerning eye-fixation patterns. Figure 3 dis-
plays eye-fixation patterns from two of the six subjects. The left figure plots
Subject A’s eye fixations and the right plots Subject D’s. The circles correspond
to the positions on which the subjects’ eyes fixated. The circle size is propor-
tional to the duration of fixation. By observing the figures, we found the following
features:

Subject D’s fixation times were significantly longer than those of Subject A.
A distribution of fixation times revealed about 75% of Subject A’s fixations
were shorter than 200 msec and about 40% of Subject D’s fixations were
between 200 and 400 msec.
Subject D’s scanning paths looked vertical, but those of Subject A didn’t
show a coherent pattern.

From the analysis of the eye movement and link selection data described above,
we suggest that there are two aspects where the performance of the hearing-
impaired significantly differed from that of the hearing subjects. First, scan paths
of the hearing-impaired were not as strategic as those of the hearing. Second,
the level of textual information used by the hearing-impaired was shallower than
that used by the hearing subjects. In other words, they seemed to understand the
textual information intuitively, rather than with the deep knowledge associated
with the textual information.
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Fig. 2. Order of link selections. Left column: Hearing-impaired. Right column: Hearing.

4 Issues in Designing Web-Based Educational Materials
for the Hearing-Impaired

Designers of web-based educational materials for the hearing-impaired should
refer to web design guidelines from W3C’s WAI and the US Government. W3C’s
WAI recommends that the web should provide equivalent alternatives to auditory
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Fig. 3. Fixation points on the top page. Left: Subject A (Hearing-impaired). Right:
Subject D (Hearing).

and visual content for the hearing-impaired by describing the sound of auditory
content and providing non-text equivalents of text. The US Government, Section
508, suggests that the web should attach synchronized captions for hearing-
impaired people, such as audio, video, and multimedia material.

These guidelines suggest that providing alternative information to audio is
the key for web accessibility for the hearing-impaired [5]:

Provide equivalent alternatives to auditory and visual content (W3C).
Describe the sound of auditory content (W3C).
Provide non-text equivalents of text (W3C).
Attach the synchronized caption for hearing-impaired people in the case of
audio material, video material, and multimedia material (US Government
Section 508).

Another criteria useful for designing good web pages is suggested by Ivory et
al.[2] Guidelines for operationalizing web design are unclear, so the methodol-
ogy to derive statistical models from expert-rated empirical data has developed.
However, these criteria would have limited utility when designing web pages for
the hearing-impaired because they have nothing to do with special needs of the
hearing-impaired. Rather, these are supposed to be dealt with by the superor-
dinate guidelines.

Our experiments clearly demonstrate that the hearing-impaired interaction
style differs from that of hearing persons, thus the current use of guidelines
for the hearing-impaired is seriously limited. Specific guidelines that also con-
sider behavioral characteristics for the hearing-impaired are warranted. If new
guidelines are established, they should have applicability for those with similar
behavioral characteristics as the hearing-impaired. The currently used guide-
lines only concern one aspect of web-based interaction, namely, substitution
of audio information. Our results suggest this is not sufficient. Guidelines for
the hearing-impaired that consider their behavioral characteristics is warranted,
and, if established, should have applicability for those with similar behavioral
characteristics as the hearing-impaired.
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5 Conclusions

1.

2.

Scan paths of the hearing-impaired were not as strategic as those of the hear-
ing subjects.
The strategic movements that searched for the desired information were
conducted by viewing the category titles on a page in order, and seeing
the characters in category groups sequentially from the top. Many strategic
movements were observed in the hearing subjects, but not in the hearing-
impaired subjects.
The hearing-impaired had lower text comprehension than the hearing sub-
jects.
Most of the hearing subjects used category information, but all of the hearing-
impaired used direct information.

The preliminary eye-tracking experiment confirmed that the hearing-impaired
interact with the web differently than the hearing persons. More thorough study
with an increased number of subjects and wider range of web-based tasks will
be needed to derive useful guidelines for the hearing-impaired.
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Abstract. FLIPPS is a new hand-hold tactile stimulation device developed
for the improvement of speechreading conversation with or amongst hearing-
impaired persons. It makes additional speech information available through
multiple fingertip stimulation using power-balanced frequency bands for the
vibrator stimulation. FLIPPS is battery-powered, so that it may be used in
daily life conversation. The small size allows for pocket use. First field tests
indicate the applicability of the device. At the moment, a prototype hardware
realization is at hand, which allows for parameter optimization and for fur-
ther field tests.

1 Introduction

Hearing-impaired people use speechreading or lip-reading, as it is commonly known,
for better communication with each other or with people having normal hearing abili-
ties. The goal is to read and to understand visible articulatory movements of a com-
munication partner such as the movements of lips and tongue including recognition of
gestural cues, facial expressions and body postures. The worse the impairment be-
comes, the more they need to understand visual signals in order to compensate for
their hearing-disability. Hearing-impaired also miss out information through the vis-
ual modality. A thumb rule proposed by hearing-impaired communities states that
only approximately 30% of the speech signal can be recovered by this process,
whereas the rest must be guessed from the speech context. The reasons for this are the
ambiguity of visual articulatory movements in combination with a large number of
guttural or post-guttural articulatory movements that are only vaguely visible in the
speaker’s face. The articulation of phonemes such as /p/, /b/, or /m/ creates similar
visual sensations yielding to the same perception, and phonemes such as /g/, /k/ or /h/
do not significantly change the facial movements of a speaker at all. Furthermore,
detailed knowledge of the language and of articulatory movements is important for
good speechreading results.

The intelligibility of speech signals is in general increased when several senses are
simultaneously stimulated. Multimodal perceptual phenomena are well known, and
they have been described by a variety of scientific disciplines, such as cognitive sci-
ence, perceptual psychology, or neurology. It is, for instance, regular though subcon-
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scious behaviour to turn the head towards a speaker’s face when background noise
dominates an acoustic speech signal. The auditory perception of the noisy speech
signal improves by observing the facial movements. Such phenomena have impres-
sively been explained by neurophysiologists, who investigated single neuron re-
sponses in various parts of animal brains to uni- or multimodal stimulation (e.g., [1]).
When stimuli from different modalities are combined, multimodal enhancement of
the neuron activities results in a response that often far exceeds the sum of the activi-
ties evoked by the individual stimuli.

These results support heuristic investigations on assistive tactile aids, which can
significantly improve visual speech perception when the auditory modality fails. It is
necessary to control such devices by suitable acoustic features and to present tactile
stimuli to the receiving person in a way, which allows for a reasonably good distinc-
tion by training a respective auditory-tactile substitution.

2 Tactile Stimulation

The idea to support the process of speechreading with the help of a tactile assistive
aid is motivated by the success of the Tadoma method of speechreading [2, 3].
Tadoma is a natural vibro-tactile method. It is mainly used for the communication
with deaf-blind persons, who perceive articulatory movements and actions that occur
during the production of speech with the help of their fingers and hand by touching
the speakers face and neck. The great success of Tadoma has initiated different tech-
nical tactile aids, which are able to convey certain information about a speech signal
or the acoustic environment to the user.

At present, there are diverse tactile aids commercially available, which support
speechreading by providing extra information that is visually not available. Examples
are the Tactaid 2 and 7 [4], the MiniVib4 [5] or the Mini-Fonator [6] devices, which
consist of vibrator arrays or bands attached to the body (e.g., to the chest). Fixed
attachments to the body or large areas of stimulation make these devices relatively
unpractical to use in daily life situations. Output of a typical research project in the
area is the OSCAR hand-held vibro-tactile aid [7, 8], which presents features of the
acoustic signal through two vibrators to the user.

Tactile communication aids usually use a signal processing device that manipulates
the acoustic signal coming from a microphone, sending selected sound features to the
tactile stimulators. Electro-tactile aids produce sensations on the user’s skin by elec-
trical stimulation of the nerves, other non-vibratory aids like Braille arrays stimulate
the skin with complex mechanical patterns, and vibro-tactile aids deliver signals by
one or more vibrators. The information flow is generally too low to convey sufficient
information for a fluent speech message to be understood. Therefore, tactile aids are
used as assistive devices rather than as stand-alone solutions.

The sensitivity of parts of the body surface to mechanical or electrical stimulation
is varying with respect to location. Touching a particular location on the skin creates
an activation of related neurons in the somatosensory cortex of the brain. Reversely,
neurons in the somatosensory cortex are associated to specific tactile receptive fields
on the skin, within which stimulation activates related neurons.
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Fig. 1. a) Examples of receptive fields on the forearm, in the palm of the hand, and on the
fingers. High density and small diameters indicate a high tactile sensitivity and a high differen-
tiability for evoked tactile stimulation, b) sensitivity-distorted surface proportions of a human
body

Examples of such tactile receptive fields are shown in figure 1a. Areas on the skin
with a large density of receptive fields, as found on the fingers, indicate a high tactile
sensitivity, and small receptive fields indicate a large ability to distinguish between
neighbouring locations of a complex stimulation pattern, yielding better masking
properties.

Other parts of the body often used in evoked tactile stimulation experiments (e.g.,
the back or the arms) show larger and fewer tactile receptive fields than hands or
arms. Figure 1b illustrates the sensitivity of the human body with the help of distorted
surface proportions. Large proportions represent high and small proportions low
sensitivity. Figure 1b shows that the fingers are disproportionately sensitive and that
the rest of the body but the mouth is underrepresented. Size and density of tactile
receptive fields in figure 1a as well as the surface proportions in figure 1b indicate
that high sensitivity and good abilities to distinguish between tactile patterns can be
expected from the tip of the fingers. We thus decided to develop a hand-held tactile
communication aid.

3 Functionality of the Assistive Device

FLIPPS is a hand-held vibro-tactile assistive speechreading aid. It allows for touching
or relinquishing the vibrators at any time, and it nevertheless consists of a relatively
large number of five actuators, one for each finger tip. A photo of the device is shown
in figure 2. The body consists of voluptuous to touch, lightweight foam surrounding
the electronics and the battery. Five vibrators are placed on the body at natural finger
tip positions. Either internal or external microphones can be used.

The hand-held device needs to be small, handsome, inexpensive and equipped with
a long-lasting battery in order to be accepted by the community of hearing-impaired
people as a valuable additional aid.
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Fig. 2. Photo of a right-hand vibro-tactile speechreading aid FLIPPS. The body consists of
voluptuous to touch, lightweight foam surrounding the electronics and the battery. The vibra-
tors are arranged at natural finger tip positions. Either internal or external microphones can be
used

The first points are questions of a proper design, which will be essential for a
commercial product. From a technical point of view, the functionality and the energy
consumption of the vibrators are important. In order to minimize the energy con-
sumption, we decided to use pulse-stream signals with a small duty cycle or a short
pulse-width, respectively. The parameters of this signal were optimized with respect
to the vibratory perception.

As vibrators, ø14 [mm] miniature speakers are used with an impedance of a
maximum power of 70 [mW] and a sensitivity of 85 [dB]. By re-arranging the posi-
tions of the vibrators, right-hand or left-hand aids can be designed.

3.1 Vibrator Control

The electronic circuitry for vibrator control and for signal processing is built with
discrete analogue devices, placed on a small printed board fitting into the body. A
schematic block diagram is shown in figure 3.

and are arrays of analogue switches, which are connected in series with the

vibrators The switches of are synchronously controlled by a pulse generator

Fig. 3. Schematic diagram of the electronics forvibrator control and signal processing; are
analogue switches, are the vibrators
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with constant amplitude a, pulse frequency f, and duty cycle or pulse width respec-
tively. A pre-processing unit converts the microphone input into a time-series of low-
frequency pulses on five different control lines, each of which triggering a separate
switch of The pulse frequency of the generator is far higher than that of the pre-

processing unit. Thus, a vibrator is set ‘on’ with a vibration frequency f if the re-

lated switch (i) of is on. The reason for using a set of static parameters f, a, and is

that in preceding experiments, dynamic modulation of these parameters was difficult
to determine and to judge by the test persons. The static parameter settings of f and
were heuristically optimized while keeping the energy consumption of the vibrators at
a constant level. A subjective sensibility value s between [0, 10] was assigned to each
parameter set (f, resulting in the distribution shown in table 1. The values were
determined by a single person who repeated the experiment several times.

The distribution of the sensitivity values is caused by the complex electronic im-
pedance of the vibrators in combination with the perception of different vibrating
frequencies. For the actual implementation, we chose the parameter set f=100 [Hz],

in order to keep the duty cycle as small as reasonably feasible.

3.2 Processing of the Sound Signal

A block diagram of the signal pathway from the microphone to the five switches of
in figure 3 is shown in figure 4. At first, the sound signal is fed into an automatic

gain control circuit (AGC) in order to reduce the dependency of the performance on
slowly varying sound levels and on distances to the sound source(s).

The AGC output is split into five channels, one for each finger tip. A filter bank
with five Butterworth bandpass filters is used. The output signal of each
filter corresponds to the smoothed signal power within the respective filter band-
width.

The design goal is to have only two or less vibrators switched ‘on’ at a time and
thus, keeping the complexity of the possible vibratory patterns reasonably low.
Therefore, two circuits and are used to calculate the largest and the sec-
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Fig. 4. Block diagram of the pre-processing pathway and of the feature extraction from the
sound signal

ond largest filter output. These values control the switches of array Both and
have a threshold circuit integrated, which allows positive output only for power

levels above pre-given thresholds. They each guarantee that only one or none switch
is ‘on’, so that each vibratory pattern consists in total of a maximum of two vibrators
‘on’.

The cut-off frequencies of the filters were calculated and fixed in a preceding ex-
periment. For this purpose, a speech utterance with a certain background noise of 40
[sec] lengths was examined with the help of a Matlab program. The outer cut-off
frequencies of the filter bank are set to 75 [Hz] and 5 [kHz]. Then, the average energy

within this bandwidth is calculated for the complete speech utterance and di-
vided by five. The four missing cut-off frequencies are then fixed so that the energies

in the five single bands yield

4 First Results from Short-Term Field Tests

We initiated short-term field studies with the FLIPPS prototype system. The goal of
these studies is to demonstrate that multiplicative multimodal perception can occur
already after a few hours of training. For this purpose, CVC sequences, one-syllable
words, or short speech utterances were presented to persons with normal hearing
abilities. In later tests, hearing-impaired persons should be integrated.

Some of the results are presently at hand. The respective test corpus consists of 89
CVC permutations, ordered in 12 categories. Each category covers 2-4 vowels em-
bedded in alternating voiced-unvoiced consonants of the same or similar articulatory
position. Examples of such consonant groups are {/p/, /b/, /m/}, {/g/, /k/, /ng/}, or
{/d/, /t/},or{/th/, /dt/}.

The test sequences were recorded on digital video with a speaking face on the
screen in an anechoic room. During the later tests, the FLIPPS system was connected
to the line-out of the sound card of the computer instead of having any microphone
input, and three different modalities of the utterances were presented to the test per-
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sons: i) sound + face + vibration, ii) face + vibration, iii) face only. Test i) was used
in a training lap of the test persons, instantaneously followed by the recognition tests
ii) and iii). The test persons had approximately one hour time for ‘playing’ with the
system and for developing a ‘feeling’ of the correlation sound + face + vibration. The
tests ii) and iii) were then executed in form of multiple choice tests. The comparison
of the results of ii) and iii) determines the improvements of the test persons due to the
assistive vibratory system.

In several categories of the test corpus significant improvements of the hitting rates
are visible. The best results occurred in group {[p], [b], [m]}/{[o], [u], [a]}, where we
found in average of 4 hits out of 14 possibilities with the device disconnected and 8
out of 14 with the device connected. The improvement is 100%. In this group, the
confusions with the vibrations ‘on’ occurred for each, voiced or unvoiced consonant
pairs, which naturally look very similar. On the other hand, there are also categories
in which the speechreading results became worse with the vibrator connected. An
example is group {/th/, /dh/}+{/a/, /o/, /i/}. Probably, there was some kind of atten-
tional mismatch between the distinctive visual cues of the corpus and the respective
vibratory patterns.

In general it can be stated that after a short one-hour training period there is a small
overall improvement of the ability to speechread short utterances. To determine the
real value of the vibratory device as an assistive speechreading aid, more complex
field tests with long utterances as, for example, complete sentences with balanced test
corpora must be evaluated. This is planned to be one of the next steps in the devel-
opment of the FLIPPS system.

5 Conclusions and Future Perspectives

The paper describes the design of the FLIPPS assistive, hand-held, vibro-tactile
communication aid, designed to increase the speechreading effort of hearing-impaired
persons. Short term studies with people with normal hearing show that the ability to
speechread can increase significantly when using the system or, at least, they show
that the test persons can improve their ability to memorize short visual sequences.
The results may be explained by the advantages of multimodal stimulation against
unimodal visual stimulation. Long-term field studies are intended to follow the opti-
mization of the FLIPPS system.
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Abstract. Deaf people have had many difficulties to enjoy the advantages of
modern telephone technology up to early days. Since Alexandre Graham Bell
invented the telephone in 1876, the first text telephones have needed almost a
century to appear in the market and to allow deaf people to communicate with
others at long distances. In the same way, the design and development of new
text telephones using mobile telephony networks have needed time. Neverthe-
less, nowadays deaf people suffer from a great economical discrimination due
to the telephone call cost in many countries. We must consider that a text con-
versation need much more time if it is compared with voice one and the service
rates depended on connection time and not on transmitted data only.
The system we present is based on GPRS (2.5 G) data mobile communications
which considers only the transmitted information for billing and in the text con-
versations case, this amount of data is very limited and independent of tele-
phone call duration. The terminals used are PDA (Personal Digital Assistant)
with Pocket PC or Palm operative system. All the system has been designed us-
ing Internet technology (TCP/IP protocol), so it is possible to communicate
with several terminals like mobile telephones with TCP/IP stack or PC. In the
last case, a client text telephone program has been implemented. In the first
case, a WAP text telephone client has been developed by the Spanish Vodafone
Foundation which is able to communicate with the PDA text telephone client.

1 Introduction

The telephone invented by Alexandre Graham Bell in 1876 supposed a great advance
in the telecommunications history because it allowed the instantaneous communica-
tion by voice among two speakers independently the distance between them. This
invent did not be enjoyed for deaf people during almost a century up to the apparition
of text telephones in USA, in the sixties. Germany was the first European country in
producing and selling these products at the middle of seventies (1) (2).

The main problems of current text telephony are:

The using of specific terminals for this application, with reduced production vol-
umes. So, the production costs are higher than the most of usual telecommunica-
tions products.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 1160–1166, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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The text communication speed is slower than voice one. To exchange the same
amount of information is necessary much more time with the first way. Like the
telephone rates depend on call duration (time), the cost of text calls is bigger than
voice calls. So, deaf people have had to pay great telephone bills.
Every country uses incompatible text telephones with its neighbourhoods, so deaf
people have difficulties to establish international calls.

2 Previous Work

In 1998, we developed a project with the interest of supplying deaf people the same
movements freedom than no deaf people based on mobile telephony. To get it, we
looked for a solution implemented on a commercial terminal to reduce the production
costs and increase the project viability.

After an exhaustive search we founded the Nokia 9110 mobile terminal (see Fig. 1)
like the most convenient: the hardware adapted perfectly to our needs and we would
must develop the appropriated software. In those days, this and other programmable
terminals used specific compilers for specific operative systems, so the reduced ex-
perience and information to work with them were great difficulties. Beside, the devel-
oped programs did not be portable. Nevertheless, our application worked without
problems (1).

Fig. 1. Nokia Communicator working as text telephone

This text telephone has had a great acceptation among deaf community. The proof
is the more than 5000 terminals which are being currently used in Spain. It is impor-
tant to indicate that this project has been nominated by European Union like a good
example of the concept “Design for Everybody” in the communication barriers elimi-
nation.

In the moment we developed this system, two difficulties did not have solution at
the end of nineties:

Deaf people, using text, need much more time than no deaf people, using voice,
to transmit the same information amount and the only existing GSM telephony at
that date, considers the call duration like the factor to bill the conversation.
By the other side, the existed few programmable mobile terminals at the end of
nineties, used property operative systems, doing non portable the developed
software for them. This was the case of the selected Nokia terminal, which inte-
grated GEOS operative system, with a little diffusion.



1162 S. Aguilera et al.

3 Text Telephone Based on GPRS Mobile Communications

The objective of present project was applying the new technological solutions ap-
peared in the last years to solve the previously mentioned problems: calls cost and no
portable software (dependence of mobile terminal).

To solve the first aspect we have designed an application based on 2.5 mobile gen-
eration (2.5 G) with the possibility of GPRS data communication (5) (6), which al-
lows to bill for transmitted information amount (very reduced in the text telephony
case) in comparison with the traditional based on calls temporal duration.

The solution for the second problem (dependence of the terminal or no portability),
we have programmed the software (application) in C/C++ for the three mobile termi-
nals families which cover almost the 100 % of programmable terminals used, cur-
rently, by the most of people: PDA with Pocket PC (7) (8) or Palm OS (3) (4) and PC
with Windows OS.

3.1 System Components

The system is based in a client / server architecture. Although the client terminal
could be a PDA (Personal Digital Assistant) or a PC, like we commented before; in
the following we refer to PDA like the only clients.

3.2 The Software for PDA Client

The software for PDA client terminal has been designed to allow the language
change. Currently, we offer three versions for Spanish, English and Portuguese. Its
main functions are:

1.

2.

3.
4.

5.
6.

To access GPRS network for its connection and getting of one IP address for its
identification like IP client in Internet. This IP address is dynamically provided
by the GPRS network to the different devices connected to it.
To register itself (client terminal) in the text telephone server, communicating it
the obtained IP address in the previous step.
To allow the user to make a call to other registered PDA.
To inform the user of the calls reception proceeding from other terminals. To be
able to inform people with audition problems, the indication (event signal) is
visual (blanking the screen terminal) and tactile (activating the vibrator in-
cluded in the terminal).
To register in the user PDA terminal the non attended calls (lost calls).
The last and most important function is to offer the possibility of an instantane-
ous, in real-time, telephone conversation between two users.

3.3 Server Software

The server software, running in a remote server computer connected to Internet, car-
ries out the following functions:

1. To allow the registration of the PDA client terminals to be able to communicate
among them. This process supposes an information storage which identifies
each PDA (user): telephone number and IP address assigned by GPRS network.
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2.

3.

To detect the communication requests from a PDA (caller) when it wants to
communicate with other PDA (called). If the called PDA is not registered (con-
nected to the server), the server will inform that this conversation is not possi-
ble. In the other case (PDA registered), if the called PDA is not busy, the server
will inform to it about the intention of other PDA (caller) to establish a text
conversation with it.
When a call is accepted by the called PDA and the communication channel is
on, the server drives the information traffic between them.

3.4 Description of the Communication Process

The PDA application (software) is, basically, a program with a “always-on” philoso-
phy from a GPRS network connection point of view. When this program starts, the
first it does is the PPP connection to the GPRS network and the petition of a dynami-
cally assigned IP address (see Fig. 2) to identify itself in the Internet network. In a
second step, the PDA client sends this IP address to the server for its registration (new
user) in the text telephony service (see Fig. 3). The server will allow the text conver-
sation between any text telephones previously registered (connected to the server).

Fig. 2. Details of PDA connection with GPRS network. Dynamic IP assignation by the GPRS
network. IP is fixed while connection is on

Fig. 3. Registration process int the server by a PDA A. This PDA is connected to the server
through the GPRS and Internet networks during all the time (“always-on”) to be able to access
the service in any moment.
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Fig. 4. Call request to the server from a registered PDA A.

4 Evaluation

At the beginning of this year, an evaluation phase started. Around 60 PDA terminals
were distributed among deaf users belonging to the Spanish Deaf Organization Foun-
dation (FCNSE), which is collaborating in the project from the first moments. With its
help, we are detecting working problems which appear when a massive product using
is done. Beside, they are analysing new functionality which will be interesting to add
to a new version of the GPRS text telephone. This evaluation is in the middle and will
finish in the next June month.

5 Conclusions and Future Works

The system is proving to be very efficient due to the following reasons:

Due to the data traffic rates based on, and the reduced amount of data which
comprises a text conversation between two deaf users, the cost of the calls is be-
ing very limited. Beside, this way of real-time textual communication is more re-
alistic and effective than SMS conversation based on.
This solution allows the using of a great variety of terminals in a very changing
market where new PDA terminals with better characteristics and functionalities
are appears in a fast way, at the same time their prices be reduced.
The communication with a great number of users without need of special termi-
nals, only with a PC in their house or office.

The functions more useful which we must consider in a near future are:

To allow the communication with the text telephones connected to the conven-
tional fixed telephone network building a gateway which carries out the protocol
translation
To add a lot of functions which conventional telephony offers at this moment:
voice mail, telephone agenda, party calls, and so on.
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Fig. 5. Localization of PDA B (Call Destiny ) and analysis of its status (no connected / busy /
free) by the PDA A (Call Origin), through the server

Fig. 6. Details of the process in the server during an established conversation between a PDA A
and a PDA B.
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Abstract. Augmented reality(AR), which extends human cognition, is
also useful in providing equal accessibility for disabled. Recently, Head
Mounted Displays, which is key device of AR technology, become con-
sumer products and easy to obtain. In this paper, feasibility of these
products for guaranteeing information for hearing impared students at
lecture in college is examined.

1 Introduction

Augmented reality (or Mixed reality) is a natural extension of virtual reality. At
the case of augmented reality(AR for short), computer generated information is
not virtual but based on physical world. Information about the physical world is
collected by external sensors and processed by a computer, and is then displayed,
overlapping the physical world.

The technology not only extends human cognition of the real world but also
has the possibility of offering equal accessibility for people with disabilities. From
this point of view, we are interested in information guarantee using augmented
reality technologies. In the typical case of guaranteeing information for the hear-
ing impaired, assistive information such as textual captions or movies of sign
language interpreters is displayed separately from what the user wants to see.
The viewpoint of the user may drifts. Using head mounted display(HMD), as-
sistive information is displayed in users field of view. The user may not need
to change viewpoint so frequently. Moreover, assistive information stay in users
field of view whenever the user moves his head.

In previous paper in ICCHP’02[1], we examined the see-through style head
mounted display, and got result that the display can not work well at the case of
lecture in a classroom because of low brightness of the device. In this paper, we
evaluate another(non see-through) types of head mounted display at the same
context.

K. Miesenberger et al. (Eds.): ICCHP 2004, LNCS 3118, pp. 1167–1171, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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2 Guaranteeing Information Using HMD

From viewpoint of equal accessibility, hearing impaired have a privilege to access
same information as the others. But it is hard for hearing impaired to aquire
acoustic information including verbal information. Information guarantee fill this
information gap.

For example, at the case of small meeting or lecture in college, hearing im-
paired may lost information if there are no special effort. So information guar-
antee activity like notetaking or computer assisted notetaking(CAN) or inter-
preting sign language is needed. In typical situation, a sign language interpreter
stands just beside of a lecturer. There may be an another material like Pow-
erpoint presentation. In this case, the subjects frequently had to change their
viewpoint between lecturer, interpreter, and their notebook.

Using HMD to display powerpoint materials or movie of a interpreter, the
subjects could see the lecturer and the image of the interpreter simultaneously.
It also helps making attention from student by flushing display. (This is very
easy for student of normal hearing - lecturer simply say ‘hey’, but not so easy
for hearing impaired students.)

When HMD is used as an information guarantee device in a lecture, the
user may wear HMD continuously through the lecture. Under such long(an hour
or two) duration of wearing, comfortability of the device becomes important.
Lightweightness of the display and way to hold the device on users head make a
large contribution to this comfortability. An appearance of the display should be
considered when it is used in a public space. It is not desirable that the device
lets the user stand out.

3 HMD Device

In the context of augmented reality, computer processed information is typically
provided as visual information using a head mount display. To offer computer
generated information with real world vision simultaneously, there are two meth-
ods[2]: video see-through, and optical see-through.

Video see-through captures images of the real world using a video camera.
The image is electrically combined with a computer-generated image and is
provided to the user by a small video display just in front of the eyes. Whole the
field of view is covered by this video display. In this method, the smallness of
the display narrows the users field of view. Visual image losts depth due to flat
display panel. The weight of the display is heavy because of the external video
camera and position sensors which forms part of it.

In the case of the optical see-through, a computer-generated image is provided
on a transparent display. The user receives images of the real world directly. The
images are combined at the user’s pupils. The combination is very sensitive for
time. The display device is lightweight and interferes less with the user’s field of
view.

Correctness of position and time on combining image is very important in
most AR applications. From this point of view, video see-through has a advan-
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Fig. 1. DataGlass 2/A(Shimadzu Corp.)

tage. However, in our context of guaranteeing information, lightweightness and
width of the field of view are more valuable than correctness of combination. For
this reason, we choose the optical see-through HMD(ST-HMD) as an information
guarantee device.

We examine following two HMDs. Both of them are monocular displays.

1. Dataglass 2/A(Shimadzu Corp.)(Fig.1)

The resolution of the display is 800x600(SVGA), 18bit depth of color. It is half
see-through, 15% transmissivity. The size of the image is just the same as a
13 inch computer display 60 centimeter away. The weight of the display is 80
grams. The display is mounted on forehead of user by half-ring frame. It can be
mounted with eyeglass. The display unit places just front of eyes. It covers most
field of view. The position of the unit is easy to replace. So the HMD can be used
on either the left or right eye. Input signal comes from analog RGB(HD-Sub15).
It can be work under USB bus powered. no AC adaptor is needed.

2. Eyetop(Ingineo SAS)(Fig.2)

Fig. 2. EyeTop(Ingineo SAS)



1170 T. Nishioka

The resolution of the display is 320x240(QVGA), 16bit depth of color. The dis-
play unit places not just front of eyeball but 20 degree offset from center of
eyeball. The placement of the display ensure that the subjects field of view
never be interfered by display unit. The weight of the display is 60 grams. The
display looks like sporty sunglass. Due to its rounded shape, the frame of the
display conflicts eyeglasses. Changing the position of the display is possible, but
you have to exchange assembly to alter the position. Input signal is video com-
posite(RCA plug). Powersupply of the display are 4 AA batteries, which are
mounted on control unit. The weight of the control unit is 180 grams(without
batteries).

4 Preliminary Experiments

We evaluated the device under the situation of lecture in a classroom. The sub-
jects were hearing-impaired students of Tsukuba College of Technology.

We use two different materials; a textual caption and a movie of a sign lan-
guage interpreter. The caption is generated by IPTalk(CAN software). Source
of the movie of a sign language interpreter is MPEG-2, and played by Windows
Media Player. Both displays are connected to a computer using VGA connec-
tor (DataGlass 2/A) or NTSC Video output(Eyetop).

At the case of Dataglass 2/A, the images of assistive information is very clear.
The textual caption is easy to read and the images of the sign language inter-
preter is easy to understand. One of the subject reports that half see-through
feature make the display less bright. The placement of display unit causes dis-
comfort of the subjects. Some subjects report that they are very tired because
the field of view of an eye is almost covered by display unit.

At the case of Eyetop, the textual caption is rather difficult to read. It comes
from offset placement of display. The subjects need to change their viewpoint ex-
plicitly and concentrate to watch the images. This breaks continuity of real world
to assistive information. It is hard to keep viewpoint to display contineously al-
though its sunglass like form ensure comfortability of wearing the device. So the
subjects feel uncomfortable in long time experiments.

5 Discussions

The results show that the devices do not have capability to serve rich contents
like movie of sign language interpreter or textual caption in a context of informa-
tion guarantee at long duration lecture in a college. Rather, simple contents like
signaling to make attention are appropriate. Compare with eyeglass type dis-
play[1], visibility of assistive information itself gets high evaluation than before.
There are no advantage on comfortability of wearing the device.

In this paper we examine at the case of lecture. Direction of the communica-
tion is fixed from a lecturer to students. More interactive situation like dialogue
or meeting may suitable for those HMDs.
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Abstract. In order to improve communication environments among the hearing
impaired and the hearing people, the authors are developing a system translat-
ing Japanese into Japanese Sign Language (JSL) and vice versa. We represent
the results of translation from Japanese by sign animations. Although JSL is
multimodal, the roles of non-manual actions such as facial and head movements
are not well known. We analyzed non-manual gestures spoken by a female sign
interpreter, and we concluded that facial and head movements conveyed lin-
guistic information on JSL. We carried out an experiment for evaluation of fa-
cial and head movements introduced into sign animations. The facial and head
movements introduced into the animations had positive effects on recognition
of JSL words.

1 Introduction

Japanese Sign Language (JSL) is a native language for the hearing impaired in Japan.
JSL is highly multimodal, and is spoken with abundance of non-manual gestures that
include actions of the head, trunk and eyes, and facial expressions, as well as manual
gestures. The hearing impaired cannot communicate with most of hearing people
without support of JSL interpreters, because it is difficult for hearing people to master
JSL. Besides, they cannot enjoy computer-supported communication environments
because sign languages are not fully processed by a computer. In order to solve these
situations, the authors are developing a system that digitally processes JSL and trans-
lates Japanese into it and vice versa[1]. The immediate objective of our project is,
however, presenting information such as news, weather forecasts and notices with the
system. It displays the resultant JSL sentences of translation from Japanese ones in
the form of animation where a human model talks by signs [2].

Although the model human should make a free use of various kinds of non-manual
expressions, at present it lacks natural facial and bodily actions. This is partly caused
by functional imperfection of the model, but the main reason for it is that syntax and
semantics of JSL non-manual actions have not yet been well known, especially in the
intermediate type JSL treated in our system. The intermediate type JSL (IJSL) is
widely used by people from native JSL speakers to sign interpreters and in broadcast-
ing. IJSL has been being influenced by both the traditional JSL and spoken Japanese:
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its words were borrowed from JSL and its word sequences resemble to those of Japa-
nese sentences. Although it does not have the standard, IJSL used in signed TV news
is constructing the standard position of IJSL. The grammar of IJSL is a little known
[3]. The authors and their colleagues are exploring syntactic and semantic rules of
IJSL using a signed news corpus [4,5]. In order to utilize the results of this analysis
for Japanese-into-JSL machine interpretation, the obtained rules are described as a
case grammar. In order to heighten the quality of translation we need to iterate the
process of (1) analyzing non-manual expressions with actual JSL utterances, (2) syn-
thesizing animations that adopt the non-manual actions extracted in (1), and (3)
evaluating them from the standpoint of naturalness and understandability.

In the previous study, we focused on nodding, blinking and eye movements pro-
duced by a female sign interpreter in JSL TV news, and found some of their roles in
conveying linguistic information on JSL. The introduction of them into animations
has been confirmed to improve recognition rate of animated JSL and understandabil-
ity of the structure of JSL sentences by the hearing disabled [6,7]. In addition, her
facial expressions by eyes and eyebrows were analyzed and it was found that they
conveyed emotional information on objective impression about the news contents.
They also had positive effects on recognition rate of JSL words [8].

In this paper, we will advance our process to the further stage by exploring facial
and head movements incidental to individual JSL words, adopting movements proper
to each specific word as the morphemes that compose the word and showing that
those movements produced by the human model are effective for understanding the
meaning of the word. The previous results are confirmed and their precision and
reliability are increased.

2 Facial and Head Movements in Signed News

What we call facial and head movements include nodding, blinking, gaze direction,
eye opening, eyebrow actions. The material for analysis was a corpus of videotaped
153 JSL TV news sentences simultaneously accompanied with Japanese speech. The
signer was the interpreter mentioned in 1. It contained 1824 sign words. Every time
she produced one of the above actions, its magnitudes and the location where it ap-
peared were measured on a monitor screen.

All nodding and blinking occurred at the boundary of words except two blinks in
the corpus. There were 522 noddings observed in the material; 20 of them occurred at
the beginning of words, and 502 occurred at the end of words. Besides, 325 blinks
were observed in it; 40 of them occurred at the beginning of words, and 283 of them
occurred at the end of words. Figure 1 shows the results on nodding and blinking.
Nodding was omitted if the head was shaken or turned to another direction by a syn-
tactic or semantic reason and a blink was also omitted if the eyes needed to be closed
when it might occur. When these omissions are included, we can say that nodding
occurred at the beginning and at the end of sentences, and it tended to be produced at
the subject boundaries and at punctuations (as judged from simultaneous speech).
Occurrence probability of nodding was 100.0 % at the end of sentences, 93.8 % at
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punctuations, 71.4 % at the beginning of topics, and 76.9 % at the end of subjective
parts. Blinking was also produced at the locations where nodding occurred, but its
frequency was lower than nodding except at punctuations. Occurrence probability of
blinking was 77.8 % at the end of sentences, 68.8 % at punctuations, 72.1 % at the
beginning of topics and 57.7 % at the end of subjective parts. Therefore, we can con-
clude that both nodding and blinking convey syntactic information of JSL sentences.

Among the 257 observed changes of gaze direction, she watched her signing
hand(s) in 89.1% and in the remainder she gazed at other direction as if there had
been an interesting object in that direction. Generally speaking, to gaze at the signing
hand(s) clarified or stressed the word. However, when she watched other than the
signing hand(s), gaze direction supplemented the meaning of the ongoing sign, as
seen in the word “rain” where she looked up at the sky. In addition, head movements
have functions clarifying the meaning of the sentence. When the head was directed to
the opposite point of the signing hand(s) or was shaken a few times, it expressed a
negative meaning.

The eyes and eyebrows were strongly related to the impression that specific words
conveyed. The eyes were fully opened when words had a meaning such as “surpris-
ing”, “bright” and “pleasurable”. They were half opened with words having a diffi-
cult, gloomy or hard impression as “rain”. The closed eyes expressed a dark, sad or
miserable impression, or pictographically illustrated a meaning of words such as
“night”, “think” and “sleep”. The eyebrows were lowered with words which gave a
dark or sad impression. On the other hand, they were raised when words had a bright
impression.

Lastly, we analyzed whether there was strong relation or not between sentence im-
pression and facial expression appearing in words which belonged to the sentence.
All the news sentences were classified into three categories according to the impres-
sion conveyed by them; good, neutral and bad. Then one of the three facial expres-
sions, bright, neutral and gloomy, was assigned to each of sign words composing the
sentences according to the actions of eyes and eyebrows that characterized the words.
For every category of sentences, the number of words that had each facial expression
was acquired. The results showed high correlation between sentence impression and
the frequency of each of the three facial expressions in the sentences as seen in Fig. 2.

Fig. 1. Occurrence and omission of nodding
and blinking in JSL TV news.

Fig. 2. Ratio of words with bright, neutral or
gloomy facial expression in three kinds of
news sentences.
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Fig. 3. The model human presented in the experiment.

3 Effects of Facial and Head Movements
by Human Model on News Recognition

3.1 Method

In order to confirm the results in 2. and in order to introduce them into animations,
we carried out an experiment in which synthesized sign animations and a part of the
corpus were evaluated. For this aim ten sentences were chosen from the corpus stated
in 2., and used in the experiment. We synthesized two sorts of JSL animation for the
chosen sentences: in one the model human talked only with manual gestures
(Fig.3(a)) and in the other it talked with facial and head movements as well as with
manual and mouth action (Fig.3(b)). These two were video-recorded in Tape A and
Tape B, respectively. For control, the original sentences from the corpus were pre-
pared in Tape C. In order to synthesize the animation for Tape B, special rules were
derived based on the results of JSL sentence analysis:

Nodding and blinking were inserted at the end of sentences, punctuations and the
end of subjective parts,
They were also produced at the beginning of topics [8]
Eye direction, eye opening, eyebrow action, head shaking and mouth imitated
those of the sign news interpreter.

24 subjects, who used JSL in everyday life or could understand it, participated in
the experiment; 16 were hearing impaired and 8 could hear. In the experiment, to
every subject was presented ten sentences in the same order, but each sentence was
taken at random from the three tapes. The frequencies of the source tapes used to
present each sentence were balanced over the subjects. They were instructed to write
down the words in Japanese that they recognized after watching each sentence twice.
Moreover, they were required to evaluate naturalness, friendliness and understand-
ability of animated representation for each sentence.
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Fig.4. Rate of correct recognition of JSL
words for three tapes.

Fig.5. Means and s.d. of evaluation scores for
the three tapes.

3.2 Results and Discussions

Fig. 4 shows rate of correct recognition of words for three tapes; 42.6% for Tape A,
54.8% for Tape B and 62.9% for Tape C. There is significant difference between
Tapes A and B (p < 0.05). It can be said that there are positive effects of facial and
head movements on understanding animated words. Evaluation for Tape C is signifi-
cantly higher than that for Tapes A and B (p < 0.05). Recognition rate of about 63%
in Tape C suggests that for the subjects the news sentences were difficult to under-
stand. This is because it included comparatively many news terms that do not be used
in daily life. Besides, in the actual news they know the meaning of unrecognized
words by means of subtitles simultaneously presented in Japanese.

The correctly recognized words in Tapes A and B were included in those in tape C.
If the correct recognition rate in Tape C is assumed to be 100%, then those in Tapes
A and B are converted to 67.7% and 87.1%, respectively. Compared to the subjective
evaluation of quality of the animations, the rate of 87% in Tape B is not low.

The results of subjective evaluation are shown in Fig.5. The means of the evalua-
tion value were 2.00 (Tape A), 2.58 (Tape B) and 4.38 (Tape C) for naturalness, 1.71
(Tape A), 2.53 (Tape B) and 4.13 (Tape C) for friendliness and 1.71 (Tape A), 2.17
(Tape B) and 4.00 (Tape C) for understandability. Evaluation for Tape C is signifi-
cantly higher than that for Tapes A and B (p < 0.05). These results suggest that there
is ample room for improvement in sign animation. Some subjects commented on the
quality of sign animation: it was difficult for them to recognize finger and lip actions,
and facial expression because of unfamiliarity of the words used.

4 Conclusions

We analyzed non-manual gestures in JSL TV news and carried out an experiment for
evaluation to establish the rules of facial and head movements in JSL animation.
Some functions of non-manual gestures were found. Nodding and blinking conveyed
information about the structure of JSL sentences. Gaze and head movements func-
tioned as signals of conveying meanings of JSL words and sentences. Facial expres-
sion with each word had correlative with impressions of JSL sentences.
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We synthesized JSL animation based on rules given from the results of the analy-
sis and carried out an experiment for evaluation. As the results, facial and head move-
ments introduced into sign animation had positive effects on recognition of JSL
words. Subjective evaluation showed that quality of JSL animations was lower than
original video in any item. Our next studies will be to solve exploring other non-
manual actions and improving the human model.
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SYNFACE – A Talking Head Telephone

for the Hearing-Impaired
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Abstract. SYNFACE is a telephone aid for hearing-impaired people
that shows the lip movements of the speaker at the other telephone
synchronised with the speech. The SYNFACE system consists of a speech
recogniser that recognises the incoming speech and a synthetic talking
head. The output from the recogniser is used to control the articulatory
movements of the synthetic head. SYNFACE prototype systems exist
for three languages: Dutch, English and Swedish and the first user trials
have just started.

1 Introduction

For a hearing-impaired person it is often necessary to be able to lip-read as well
as hear the person they are talking with to communicate successfully. This is
particularly relevant for telephone communication, where the hearing-impaired
user is at a distinct disadvantage. It has been shown that the videophone can be a
valuable form of communication for hearing-impaired people, providing essential
visual speech information. However, videophones require expensive equipment at
both ends and high bandwidth. In this paper a different solution is presented
where the hearing-impaired telephone user is supplied with a system that is
connected to the ordinary telephone. This system, SYNFACE [1], shows the lip
movements of the speaker at the other end synchronised with the speech. SYN-
FACE has the distinct advantage that only the user on the receiving end needs
special equipment. The SYNFACE technology has its background in the Tele-
face project [2, 3], which demonstrated that synthesised facial movements driven
by an automatic speech recogniser can provide phonetic information that is not
available in the auditory signal to a hearing-impaired user. In the SYNFACE
project this has been further developed into a multilingual synthetic talking
face, Fig. 1. A phoneme recogniser that works with very low latency has been
developed as it is crucial in conversations that the visual and auditory speech
signals are delayed relative to each other.

The key technological task for the SYNFACE system is to control a 3-D
model of a talking face so as to generate, in real-time, prominent information-
bearing oral movements derived from arbitrary acoustic speech signals. While
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current technology is able to synchronise lip movements with arbitrary speech,
the result is neither very natural nor does the visual information carry substantial
phonetic information. Thus there are two main research areas that have been
addressed in the SYNFACE project. The visual speech information requirements
of auditory-visual communication have been defined, and techniques to derive
this information from the acoustic speech signal in near real time have been
developed. A multilingual prototype of the SYNFACE system has developed
for Dutch, English and Swedish. This prototype will be evaluated by hearing-
impaired users during this year. The user trials are about to start at three sites:
RNID in the UK, Viataal in The Netherlands and KTH in Sweden. During
the coming year the use of SYNFACE for two further languages, Finnish and
Italian, will be demonstrated. The different parts of the SYNFACE system and
the planned user trials are described in detail in this paper.

Fig. 1. The SYNFACE system

2 The SYNFACE Recogniser

The conditions faced by a speech recogniser for SYNFACE are adverse in many
respects. The system is required to be speaker independent as the identity of
the caller is not known in advance, task independent as the conversation is
not restricted to any particular domain, narrow band as the conversation is
supposed to happen across the telephone line, low latency as very short delay is
allowed between the incoming speech and the lip movements, if the turn taking
mechanism in the telephonic conversation is to be preserved. Furthermore the
system is to be developed for three different languages.

Task independence can be achieved either by very large dictionary word
recognition, or by avoiding decoding the speech signal at the lexical level, e.g.
with phone recognition. The last was chosen here as the task of mapping acoustic
to visual articulatory movements is independent of the higher levels of speech
understanding. The speech signal is thus first classified into phonetic classes.
The rule-based system described later in this paper is then used to generate the
visual parameters from the phonetic sequence.

The task could in principle be considered as one of regression rather than
classification, and the visual parameter trajectories could be directly estimated
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from the acoustic signal avoiding any phonetical representation. This solution,
even if appealing from the research point of view, was abandoned, due to earlier
experience [4], and the constraint of building a fully working system, imposed
by the project plan.

The system is based on a hybrid of recurrent neural networks (RNNs) and
hidden Markov models (HMMs) [5, 6]. The RNNs are used as frame-by-frame
posterior probability estimators given the acoustic evidence. Probabilities are
then fed into the HMMs that bear a model of time evolution. A Viterbi-like
decoding scheme is employed in order to obtain the best phonetic sequence for
a given speech segment. The latency constraints are met by approximating the
Viterbi solution with a limited look-ahead length. This reduces the effectiveness
of the time dependent information contained in the HMM. As shown in [5],
this degradation is limited by the ability of the RNNs to learn their internal
representation of time evolving problems. The interaction of these factors is
thoroughly examined in [6].

The system was trained on the SpeechDat databases for Swedish, English
and Flemish (Dutch). These databases are suitable for this application as they
contain recordings of a large number of speakers (speaker independence) over
telephone lines. Moreover they are available in over 20 different European lan-
guages, allowing easy development for other languages.

3 Synthetic Talking Head

The visual signal generation is based on 3D polygon models, which are para-
metrically articulated and deformed. The facial models are parameterised using
weighted geometric transformations (translation, scaling and rotation) of the
vertices. This is a generalised version of the scheme proposed by Parke [7] see
[8] for details. The control parameter set used for the synthetic face articula-
tion is chosen to reflect the articulatory phonetic features often used to describe
speech production, and most parameters are defined in terms of articulatory tar-
gets rather than general geometric measures. The most important articulatory
control parameters are jaw rotation, lip rounding, lip protrusion, mouth width,
bilabial closure, labiodental closure and apex (tongue tip elevation).

3.1 Articulatory Control Models

To animate the movements of the talking head, an articulatory control model
is used, that takes time-stamped phonetic symbols as input and produces ar-
ticulatory control parameter trajectories to drive the face model. One of the
problems that a control model has to deal with is coarticulation. Coarticulation
refers to the way in which the realisation of a phonetic segment is influenced by
neighbouring segments. It is the result of articulatory planning, inertia in the
biomechanical structures of the vocal tract, and economy of production [9]. But
coarticulation also serves a communicative purpose in making the speech signal
more robust to noise by introducing redundancies, since the phonetic informa-
tion is spread out over time. Backward, or carry-over coarticulation, refers to the
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way in which articulation at some point in time is affected by the articulation
at some previous point in time. Forward, or anticipatory coarticulation, on the
other hand, is a term used to describe how articulation at some point in time is
affected by articulation of segments not yet realised. This means that a model
that accounts for anticipatory coarticulation will need to look at future segments
to calculate movements at the current point in time. In the SYNFACE scenario,
this poses a problem, since the control model has to react with very short delay
to the phonemes received from the speech recogniser.

A talking head that does not account for coarticulation will seem jerky and
unnatural in its articulation. In the SYNFACE project, we have investigated sev-
eral alternative articulatory control models, both rule-based and data-driven. In
the rule-based model [10], each phoneme is assigned a target vector of articula-
tory control parameters. To allow the targets to be influenced by coarticulation,
the target vector may be under-specified, i.e. some parameter values can be left
undefined. If a target is left undefined, the value is inferred from context using
interpolation, followed by smoothing of the resulting trajectory. As an exam-
ple, consider the lip rounding parameter in the word “askew”: an unrounded
vowel, followed by a consonant cluster and a final rounded vowel. In this case,
lip rounding would be unspecified for the consonants /s/ and /k/, leaving these
targets to be determined from the leading and trailing vowel context by linear
interpolation from the unrounded vowel /a/, across the consonant cluster, to
the rounded /ew/. Definition of the targets in the rule-based control model is a
manual labour, based on comparisons between animation and video recordings.
For the prototype SYNFACE system, the articulatory targets for the synthetic
talking face has been adapted to Dutch and English, in addition to Swedish
[11]. In addition, a special real-time version of the rule-based control model has
been developed, that uses a finite time-window of articulatory anticipation, as
opposed to the original model of [10] that required access to the full utterance
prior to synthesis. The current prototype uses a look-ahead window of 200 ms.

As an alternative to the rule-based control model, we have investigated sev-
eral data-driven (trainable) methods of generating articulatory parameter tra-
jectories to control the face model [12]. The data-driven models are trained on
a corpus of articulatory movements recorded from a human speaker, and learn
to reproduce the articulatory patterns. We have recorded audio-visual speech
databases with articulation movement tracking for the three project languages.
The optical motion tracking is done using a Qualisys system with four IR cam-
eras (http://www.qualisys.se). The system tracks about 30 small reflectors
(4 mm diameter) glued to the subject’s jaw, cheeks, lips, nose and eyebrows and
a pair of spectacles (to serve as reference for head movements) and calculates
their 3D-coordinates at a rate of 60 frames per second. The procedure is de-
scribed more fully in [13]. In the comparison study, four different data-driven
models were trained on the same data (Swedish only). Two of the models are
based on coarticulation models from speech production theory, that have pre-
viously been employed for visual speech synthesis [14,15] and two of them are
based on artificial neural networks (ANNs). The models are trained by estimat-
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ing the free parameters, to minimise the error between predicted and measured
parameter trajectories over a training set of 200 sentences. The models have been
evaluated objectively (by comparing RMS error and correlation between target
and prediction) over a set of sentences not part of the training material. The
evaluation showed a small advantage for one of the speech production theory-
based models [14]. In addition, an audiovisual sentence intelligibility test with 25
normal-hearing subjects was conducted, where the four data-driven models were
compared against the rule-based model as well as a no-face condition. This eval-
uation showed that all models provide significantly increased intelligibility over
the audio alone case, and the rule-based model produced the most intelligible
articulation. One possible explanation why the rule-based model outperformed
the data-driven ones is that the rule-based model was developed with clear artic-
ulation and high intelligibility as the primary goal, and as such it almost tends
to hyper-articulate. The data-driven models on the other hand, are trained to
mimic the speaking style of the target speaker, who could be characterised as
having a rather relaxed pronunciation. On the basis of these experiments, the
rule-based control model has been chosen for the current version of the proto-
type. However, work to improve the intelligibility of the data-driven models by
re-training on data from a more intelligible speaker is underway.

3.2 Intelligibility Experiments

Intelligibility testing has been performed during the development of the proto-
type system based on the rule-based control model. Sentence intelligibility mea-
sures have been obtained for Dutch, English and Swedish from normal listeners
using filtered speech, and from a group of English and Swedish hearing-impaired
listeners [16]. Additionally, visual consonant confusion data have been collected
from English normal listeners to identify weaknesses in the consonant synthesis
rules. Some intelligibility test will also be included in the final user tests of the
complete SYNFACE system with hearing-impaired users.

In the sentence intelligibility tests the filtered auditory signal was presented
either alone, with the synthetic face or with a video of the original talker. Normal-
hearing listeners heard noise-vocoded speech. Hearing-impaired listeners heard
speech that was unprocessed but telephone-band limited. 12 native speakers
for each language took part along with 10 hearing-impaired English listeners
(average hearing loss of 86 dB). 24 Swedish hearing-impaired listeners (average
hearing loss 86 dB) had performed a similar test earlier [3]. The speech material
consisted of lists of everyday sentences in Swedish, Dutch and English designed
to test speech perception ability. Subjects were seated in front of a computer
screen and a loudspeaker or headphones, were presented with sentences in their
native language, and were then asked to repeat what they perceived. The test
leader noted the subjects’ response. The number of correctly perceived keywords
was counted. Scores are expressed as percent of keywords correct. Intelligibility
scores for the normal-hearing subjects are shown in Fig. 2 a). Both for normal
and hearing-impaired listeners, intelligibility with the added synthetic face was
always significantly higher than for audio alone. The average improvement in
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intelligibility was 22% for both hearing-impaired and normal listeners. Except
for the Swedish normal listeners, the addition of the natural face gave signifi-
cantly higher intelligibility than did the synthetic face. There was a considerable
spread of scores in the hearing-impaired group, especially in the sound alone and
synthetic face conditions, reflecting a wide range of auditory abilities and of use-
fulness of the synthetic face. The subjects not being used to synthetic faces could
to a part explain this. There was no clear relation between hearing loss and ei-
ther auditory alone performance or the advantage gained from the addition of the
synthetic face. However, as Fig. 2 b) shows, the synthetic face was generally more
effective for those hearing-impaired listeners with poorer auditory-alone scores,
although listeners with virtually zero auditory-alone scores showed around 10%
intelligibility gain when the synthetic face was added.

For the VCV intelligibility tests video recordings from two female native
British English talkers were used in addition to the synthetic face. 24 different
British English consonants were produced in left and right /i/, /a/ and /u/
contexts. Five male and five female native speakers were shown a silent movie
of the VCV productions and were asked to indicate the correct consonant in a
forced choice task. Accuracy was low overall with 13.6% for the synthetic face
and 23.4% for the natural faces. The difference between intelligibility was small
for bilabial and labiodental articulations. For back articulations the synthetic
face tended to give a large proportion of /l/ responses compared to the natural
faces. This indicates that the production rules for tongue movements in the
synthetic face need to be improved.

Fig. 2. a) Sentence intelligibility for degraded speech with synthetic and natural visual
speech. Results from all languages and normal-hearing subjects. b) Intelligibility gain
with synthetic face compared to auditory-alone scores for hearing-impaired listeners
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4 SYNFACE Prototype

The present prototype is implemented on a portable Windows PC connected
to a standard telephone via off-the-shelf hardware. The remote and local talkers
voices are fed into the line-in of a USB sound card. In order to facilitate program-
matically controlled delay of the incoming speech, the ear-piece/loudspeaker of
the telephone is connected to the line-out of the USB sound card. The proto-
type system software consists of three distinct modules: the recogniser (that is
also responsible for input and delayed output of audio), the articulatory control
model, and the facial rendering engine. To facilitate system integration and pro-
mote rapid prototype development, we use a scripting language (Tcl/Tk [17]).
The recogniser, the articulatory control model and the facial rendering engine
are implemented in C/C++ as compiled extensions to the Tcl interpreter.

5 User Trials

User trials will be carried out in the UK, Sweden and the Netherlands to evaluate
the usability, effectiveness and perceived value of the SYNFACE prototype. In
the UK about 40 users will participate in the trials while in Sweden and the
Netherlands about 10 subjects will test the system.

In the UK, trials will initially be carried out in the lab with hearing impaired
users discussing set topics/scenarios with an experimenter, using SYNFACE.
To gain an greater understanding of the potential uses of SYNFACE and to
illustrating the speech recognition aspects of the system, users will also be shown
a video of SYNFACE being used for a conversation, and will then watch several
short stories and sentences that have been pre-recorded. Information on the
usability, effectiveness and perceived value of SYNFACE will be gathered using
a questionnaire, as well as a de-briefing interview. From the users that complete
these UK lab-based trials, a number of users will be asked to use the SYNFACE
in their home or workplace for 2-3 weeks to investigate how users attitudes and
experiences change with prolonged use of SYNFACE. In the Netherlands, trials
will be comprised of two parts. The first part will present sentences to users in
three different ways - SYNFACE, Video telephony and sound only. This will allow
comparisons to be made between the comprehension of the sentences for each
method of display, and reveal the extent to which SYNFACE facilitates telephone
conversations. The second part of the Dutch trials will get the participants to
use SYNFACE for spontaneous conversation. In Sweden, it is planned that trials
will include a perception test on sentences and then the system will be left with
participants to use for one day in their homes, to call friends and relatives.

To allow comparisons to be made between the findings of trials in each coun-
try, the same questionnaires will be used in all trials. The trials will start during
May this year, some preliminary results will be presented at the conference.
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