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Introduction 
Murray F. Foss 

This volume, the forty-seventh in the National Bureau of Economic 
Research series on Research in Income and Wealth, contains papers, 
discussions of papers, and a round-table session that constituted the 
Income and Wealth Conference held in Washington, D.C., on May 3 and 
4,1979. The conference dealt with selected aspects of the U.S. National 
Income and Product Accounts, specifically, concepts, problems of defla-
tion and the treatment of quality change in price indexes, and source 
data. 

A conference on the national accounts, a topic proposed by the Execu-
tive Committee in late 1977, poses unusual problems these days because 
the accounts serve many different purposes, which in turn define many 
different constituencies among economists, economic statisticians, and 
other users. Some emphasize theory, while others stress numbers. Some 
place the greatest emphasis on the quarter-by-quarter tracking of eco-
nomic activity and on business-cycle developments, others on the long-
term growth of output and productivity, while still others are concerned 
with the scope and structure or composition of income and output at a 
point in time and over time. The several conferences on the national 
accounts as such have tended to stress—but not exclusively—concepts 
and structure (see Studies in Income and Wealth 1937,1938,1943,1947, 
1957^, 1958). But even though the underlying conceptual basis must 
always remain high on what might be called the national accounts agen-
da, it is no less important to recognize the vast growth of the accounts— 
since the early postwar years—in size and richness of detail, in frequency 
of appearance, and especially in usage. Although we probably need not 
be concerned with the economic imphcations of the fact that GNP is now 

Murray F. Foss is currently a Visiting Scholar at the American Enterprise Institute for 
Public Policy Research. 
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a household term, it is of economic significance that the national accounts 
are at the heart of the enormous body of information used by business, 
government, research organizations, and economists generally for 
macroeconomic intelligence and analysis. Much of this is employed as an 
aid in the making of decisions that may have a profound effect on 
demand, output, and the rate of inflation. Yet there has never been a 
conference devoted to the accounts as a system of information pertaining 
to the behavior of the economy, especially in the short run. This informa-
tional aspect was a major focus of the May 1979 conference and explains 
the emphasis of the conference on source data and the need for data 
improvement. 

Another major focus of the present volume is the problem of defla-
tion—adjusting current dollar figures for price change—which has taken 
on added importance as the rate of inflation has accelerated. Users of the 
U.S. accounts have long had product data in constant dollars, but in 
practice such estimates frequently played a role subsidiary to the current-
dollar estimates so long as the rate of inflation was low. That has long 
since ceased to be the case. Nominal GNP must now share center stage 
with real GNP and the rate of inflation. Both producers and users of the 
accounts are now forced to pay close attention to a wide variety of 
deflation problems that were often only of hmited interest. One of these 
is the treatment of quality change. This is not a new problem to these 
conferences; it was discussed by Denison (1957) in volume 19 in connec-
tion with the measurement of capital, and in volume 28 by Griliches 
(1964) and by Jaszi, Denison, and Grove (1964), but it has taken on new 
importance in an era of national concern over energy and inflation, and it 
is a problem over which economists remain divided regarding proper 
treatment. 

The conference started off with a session devoted to conceptual issues, 
which consisted of one paper by Richard Ruggles, and a second by 
Frankhn Fisher and Karl Shell that the authors subsequently withdrew. 
The Ruggles paper, the opening paper in this volume, consists of three 
parts. The first is a history of the accounts since the early World War II 
period, which uses as points of reference major conferences and reviews 
that have focused on the accounts. Ruggles's historical approach is ex-
tremely useful for highUghting major issues as well as for explaining how 
the accounts evolved. The second discusses new developments, in which 
Ruggles takes up sectoring, nonmarket estimates and imputations, and 
the integration of financial transactions and balance sheets with the 
national accounts. The third part is a special appendix in which Ruggles 
offers an alternative approach to the treatment of insurance, pensions, 
and interest consistent with his ''transactor's" approach to the accounts. 
He also presents household balance sheets for the postwar years with 
detailed breakdowns for tangible and financial assets. 
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Although there are a number of points of specific disagreement, Helen 
Stone Tice, the discussant, agrees with the general thrust of Ruggles's 
proposals. Beyond this she expresses the wish that Ruggles had spent 
more time than he chose to spend on certain issues that have come up in 
the past and that remain unresolved or ''tabled." One of these is whether 
the accounts should be measuring welfare as "the primary or at least a 
primary aggregate" (my emphasis). The Bureau of Economic Analysis 
(BEA), of course, has always been very careful to point out that GNP 
measures output and not welfare, although the two concepts may be and 
frequently are closely associated. Tice brings up a topic that is of con-
tinuing interest, although one might argue that this interest has varied 
and may be somewhat less today than it was a decade ago when it was 
discussed at the Princeton Conference (Studies in Income and Wealth 
1973, vol. 38). There will always be disagreement about what should be 
the primary measure because individuals differ in their views about what 
is most important in a society. Disagreements about a measure of welfare 
that might be included as part of the accounts will revolve around the 
abiHty of national income accountants to measure things that are not now 
measured. 

Measurability is especially pertinent to a second issue, namely, 
whether nonmarket activities should be included in output, that is, 
whether output should be defined to include market transactions only. 
This was also discussed extensively at the Princeton Conference (Studies 
in Income and Wealth 1973, vol. 38). In this respect, BE A has already 
undertaken a number of studies dealing with nonmarket measures. One 
provides estimates of the services of the stock of durable goods held by 
persons, while another deals with the estimated value of government-
owned capital (Katz and Peskin 1980; Musgrave 1980). 

The third issue is whether capital gains and losses should be included in 
income. This is an old and difficult topic that has taken on new signifi-
cance as the rate of inflation has increased. Although Ruggles does not 
deal with conceptual issues underlying capital gains, he does provide 
detailed data on revaluations in presenting estimates of changes in house-
hold balance sheets. 

The second session was devoted to deflation, a main aspect of which 
concerns quahty change. Although the problem of quality change is not a 
new one in economic measurement and has come up in a number of 
Income and Wealth Conferences in the past quarter century or so, there 
has been no resolution of opposing views. One view is that quality change 
is measured by cost to the producer, while others maintain that utility to 
the purchaser is the proper criterion. A new view is that both criteria are 
correct in principle, depending on whether the item in question is an 
output or an input. This volume contains four papers dealing in whole or 
in part with the quality change issue. Triplett's paper is concerned exclu-
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sively with theoretical aspects and might be read first for seeing the main 
conceptual problems. Gordon presents an alternative approach to the 
treatment of quaHty change that is used by BE A and that is illustrated in 
the Ziemer-Galbraith paper on government defense purchases. Early 
and Sinclair tell how the government has handled the quality change issue 
for a major price index. 

John F. Early and James H. Sinclair of the Bureau of Labor Statistics 
present detailed information on how BLS has actually made allowance 
for quality change in calculating the Producer Price Index (PPI). Once 
BLS has determined that a specification change has occurred for an item 
being priced in the PPI, in practice this change may be handled in one of 
several ways. (1) When there are no data available for making an explicit 
quality adjustment (the majority of cases), one of two options is em-
ployed. (a) Where quality change is deemed ''small" (according to proce-
dures adopted on a product-by-product basis), it is neglected. This leads 
to the so-called direct price comparison. Direct comparison means that 
all of the observed price change will be recorded as pure price change, 
with no allowance for quality change, (b) On the other hand, if the BLS 
finds that the quality change is greater than the cutoff value and therefore 
cannot be ignored, this leads to the PPI Hnking procedure. This will show 
no price change over the month in which the changed item was intro-
duced into the index. Obviously, by calling all of the observed price 
change quality change, the BLS misses any pure price change that may 
have accompanied the introduction of a changed item. (2) In some cases, 
BLS obtains the cost of the specification change from the manufacturer 
who provides the price data to the BLS, and uses cost as an explicit 
quality adjustment. Where used for an input price index, cost data 
supplied by a manufacturer are always regarded as an approximation to 
the user-value data that are considered theoretically appropriate for the 
index, on the grounds that in equilibrium the marginal cost of any change 
will approximate its incremental value to the user. 

In 1976, BLS obtained more than 108,000 monthly price quotations for 
calculating the PPI, of which 455 represented specification changes that 
BLS treated with one of the procedures mentioned above. A special 
analysis of six categories of commodities for the years 1970-77 failed to 
reveal any cyclical patterns in the BLS treatment of specification change. 
And a detailed analysis of one item—construction cranes—by means of 
an alternative approach, namely, through hedonic indexes, suggests that 
if there is a bias in the BLS technique the bias is quite small. 

Although the number of specification changes may appear small for an 
entire year, the authors note that many commodities are products of 
farms and mines and are not subject to specification change. Also capital 
equipment items may go for many years without change, and the BLS 
practice of pricing large-volume items tends to exclude goods subject to 
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frequent specification change. In his discussion Griliches characterizes 
the number of specification changes found by BLS as extremely low and 
criticizes the authors for not having taken independent steps to determine 
if indeed there is some kind of downward bias on the part of BLS in the 
uncovering of specification change. Griliches's suggestion for an indepen-
dent check is a good one. To do it properly probably requires much 
careful work, mainly in the field, at considerable cost, but the problem is 
important enough to warrant the effort. 

Richard C. Ziemer and Karl D. Galbraith present results of BEA's 
new study of deflated defense purchases, a topic that is interesting not 
only because it poses difficult analytical and statistical problems but also 
because very recently the federal budget has reflected defense policy 
objectives that have been stated in terms of increases in real defense 
outlays. 

QuaHty change is an important aspect of defense purchases of major 
items like aircraft. For these BE A has adopted the same conventions in 
deflating as it uses elsewhere in the GNP. When a change in specifications 
takes place, such as occurs with the introduction of a new weapons 
system, BE A values the change by the cost to the defense producers 
rather than by the usefulness to the Defense Department (DOD). Conse-
quently, looking at defense purchases deflated in the BEA fashion may or 
may not tell anything about how much ''firepower" the Pentagon has 
purchased; the figures will ordinarily be silent on this score. However, as 
a measure of resource use and of how much defense purchases may be 
impinging on total output, the meaning of this approach is free of ambi-
guity. 

Another feature of the Ziemer-Galbraith study is their comparison of 
the price behavior of defense items with comparable items priced in the 
PPL Their general position is that market conditions underlying the two 
sets of prices are so different that PPIs, which specifically exclude sales to 
the military, ought not be used to deflate defense purchases. Marilyn E. 
Manser, the discussant, felt that the authors should have been more 
systematic in making these comparisons, which Manser considers very 
useful. Apparently the authors did not have time for detailed analysis of 
these comparisons, so these ought to be viewed as the start of what could 
be a fruitful investigation. 

Although the authors do not make this point, it is entirely possible that 
the DOD price data are a more accurate reflection of general market 
condition '̂ than the PPI and perhaps should be used for civiUan as well as 
miUtary purposes. Among other things, there is a suggestion that some of 
the DOD series are more cyclically sensitive than their PPI counterparts. 
For example, DOD prices of men's apparel peaked in the fourth quarter 
of 1974, fell sharply until the third quarter of 1975, and did not regain 
their earUer peak until the fourth quarter of 1977. By way of contrast, the 
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PPI apparel items fell very little in the 1974-75 recession, and by the 
fourth quarter of 1977 were 18% above the fourth quarter of 1974 levels. 
The Ziemer-Galbraith paper by impUcation raises the question of 
whether prices are better measured from the seller's side or from the 
buyer's side. 

The treatment of quaUty change in the making of index numbers is of 
special interest in an era of sharply higher energy prices. Robert J. 
Gordon's paper is concerned with quahty change as it relates to the price 
of capital goods, specifically, how changes in maintenance and operating 
costs brought about by technical change affect the measurement of prices 
of commercial aircraft. 

In the past, most empirical work on quaUty change has concentrated 
mainly on dimensional or performance aspects—a truck is a five-ton truck 
or a crane has a two-ton lifting capacity. The typical problem facing the 
maker of index numbers arises when the manufacturer indicates that he is 
dropping one fine of his product for which he is substituting a new and 
improved line, say, a bigger truck or a crane with greater capacity. 
Technical change, however, can also take the form of products with 
reduced operating costs as noted in the Stigler Report of 1961 (Price 
Statistics Review Committee 1961) and by Denison in his 1957 paper. 

The quahty change issue is an important one in national income 
accounting. Denison's 1957 paper ("Theoretical Aspects of Quality 
Change, Capital Consumption and Net Capital Formation," in vol. 19 of 
the Income and Wealth Series), in which he considered alternative ways 
of treating quality change in capital goods, could serve as a reflection of 
BEA's position on this subject. The producer of national income 
accounts wants a theoretically precise definition of national income or net 
national product. For this he must know the circumstances under which 
capital will be kept intact, since the notion of keeping capital intact 
underUes the concept of income. To measure net capital formation he 
must have measures of additions to the capital stock (gross capital forma-
tion) and subtractions from it (depreciation and discards) that can be 
combined, and this requires magnitudes expressed in terms of the same 
prices. The problem of obtaining appropriate price indexes is especially 
difficult in capital goods because of quahty change. 

In the Denison view capital goods are considered equal in quality if 
they have the same cost in a given year, and not necessarily if they make 
the same contribution to production. With this criterion used for price 
indexes and deflation, the value of today's stock of capital goods in base 
period prices is what it would have cost to produce those same goods in 
the base period. Today's additions to the capital stock expressed in base 
year costs are what it would have cost in the base year to acquire the 
resources used to make today's additions. Similar considerations hold for 
deletions from the stock. 
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The approach that measures quality change by the specific contribution 
a capital good makes to production is viewed by Denison as an alternative 
that also has vahdity from a theoretical point of view, but one that is 
impractical and therefore to be rejected. The national income investiga-
tor cannot possibly have the required data for such a calculation. Only the 
user of the capital good would have the requisite information, and even 
the user would be confronted by practical difficulties in implementing this 
approach. 

Gordon beheves that many regulated industries provide information 
that can be used to evaluate quahty change. In an industry like commer-
cial aircraft, detailed information is available on costs associated with the 
shift, say, from turboprops to jets and among various vintages of jets. 
Gordon concludes that, when the savings in operating costs of the airlines 
are accounted for, the price of new aircraft declined at an annual rate of 
7.5% from 1957 to 1971 instead of increasing by 2.6% per year as shown 
in official figures. Gordon feels that his approach has considerable poten-
tial to the extent that similar information is available in other regulated 
industries, which, it may be noted, account for a sizable share of business 
fixed capital. 

In his comment on the Gordon paper, Triplett raises the issue of 
whether fuel savings from more fuel-efficient aircraft should enter a 
measure of airline costs in the form of an adjustment to aircraft prices. He 
concedes, however, that in a fixed-weight price index quantities cannot 
adjust, so the Gordon estimate gives an overall measure of input costs to 
the airline industry that moves in the right direction. 

At the conference much of the discussion of Gordon's paper concerned 
its theoretical section. Triplett sketched an alternative conceptual 
approach to the problem of evaluating quahty change in price indexes, 
which is incorporated in expanded form in the volume. 

Triplett has extended the usual theories of price and quantity indexes, 
which deal with price and quantities of goods, to characteristics of goods. 
This is because in Triplett's view the quality of goods can be thought of in 
terms of specific characteristics, like the speed of a machine or its, say, 
hfting capacity. In his view, quahty can be thought of quantities (in a 
vector) of characteristics, that is, quality change is intrinsically quanti-
fiable. Also, following Fisher and Shell, Triplett uses a framework that 
distinguishes between input price indexes and output price indexes, 
except that the indexes refer to characteristics rather than to goods in 
each case. With an input price index, when relative input prices change 
and substitutions of one input for another are possible, the theoretically 
correct measurement of the price change requires that production in the 
industry using the inputs be held constant. When a quahty change adjust-
ment must be made, use of the criterion contribution to output or value to 
the user of the input assures that the inputs correspond to points on the 
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same production isoquant. When dealing with output price indexes, 
however, the appropriate criterion for measuring price change is keeping 
resources constant. Given constant endowments of the factor inputs, as 
relative output prices change the mix of outputs can vary along a produc-
tion possibihty curve. For making a quality change adjustment in output 
prices, use of resource cost as the criterion assures that numerator and 
denominator of a price index correspond to points on the same produc-
tion possibility curve. 

For many purposes distinguishing between input prices and output 
prices is important; it clears up many theoretical problems that otherwise 
seem to require contradictory solutions. It is important to keep in mind, 
however, that there is a big gap between Triplett's pure theory and its 
implementation. For example, Triplett's theory requires that goods be 
defined in terms of characteristics, but that may prove quite difficult. 
Also, practical considerations dictate the use of fixed weighted indexes, 
which are inherently biased in terms of economy theory, but that does not 
mean that there has been no progress in measurement or that measure-
ment should cease. And whether one uses a resource-cost or user-value 
criterion, actual data for making quaHty change adjustments are without 
question not easily obtained. 

The remainder of the conference was concerned for the most part with 
data problems and consisted of a round-table discussion, an econometric 
study of data revisions, and critiques of a report on the source data used 
for the calculation of the national accounts. The round-table session was 
designed to ehcit views from prominent users of the accounts. In this 
regard, it could be viewed as a replay—on a much smaller scale—of the 
papers prepared for the fiftieth anniversary of the Survey of Current 
Business in July 1971 {Survey of Current Business 1971, vol. 51). Given 
the many changes over the decade—the expanded utilization of the 
accounts, the growth of short-term econometric models, the increased 
rate of inflation, the ''stagflation," and the decreased self-assurance 
among macroeconomists at least—the round-table session was well 
worthwhile. 

All of the users in the panel had extensive experience with the 
accounts. Each paneUst was free to choose his subject matter but each 
was requested to discuss the accounts in the light of his special experi-
ence. Each was asked also to submit a very short written statement, which 
is reproduced in the volume along with some of the subsequent verbatim 
discussion, which has been very shghtly edited. 

The two models builders expressed rather different points of view. 
Lawrence Klein of Wharton presented a list—a ''wish list" as he called 
it—that gave considerable emphasis to issues raised in Klein's presiden-
tial address before the American Economic Association in December 
1977 (see Klein 1978). He wants to analyze inflation in a more satisfactory 
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fashion and consequently wants more frequent and timely input-output 
tables, which would provide a much more detailed breakdown of costs 
than is ordinarily available from, say, census sources. 

Otto Eckstein of Data Resources, Inc., expressed the view that na-
tional income economists devote too much time to national income 
concepts and not enough time to the statistics. Eckstein is less concerned 
with what the accounts ought to measure and more concerned with the 
accounts as a body of information. He probably reflected the sentiments 
of the very large and growing number of economists who are engaged in 
assessing current economic conditions and in making short-run forecasts 
of the economy for their employers or clients and who are mainly con-
cerned with an accurate portrayal of history, especially very recent his-
tory, Hke the latest three months or the last year or two. 

Eckstein feels that series which represent little more than the filling of 
gaps in coverage or series that are guessed at in order to bring about 
conceptual completeness have little information content. He cites the 
inventory valuation adjustment (IVA) as an example of the latter. Few 
would disagree that the inventory valuation adjustment is subject to a 
considerable estimating error, especially quarterly. But BEA has always 
shown the IVA explicitly and anyone who prefers book profits to the 
national income accounts (NIA) version can always subtract the IVA 
from the NIA figure to arrive at the book figure. One would think, 
however, that the NIA version of inventory change or profits has much 
more information than the book figures. The same is true of the capital 
consumption adjustment, which Eckstein also singles out for criticism. 

Speaking about his role as a policy advisor, Alan Greenspan focused 
on the importance of very up-to-date statistics as an aid in assessing 
current economic activity and the near-term outlook. He gave an exam-
ple of using weekly data for appraising the business outlook in late 
1974-early 1975 and deplored the discontinuance of weekly series on 
retail trade that he found especially useful at that time. That points up a 
continuing problem, namely, accuracy versus timeUness, a subject dis-
cussed at greater length in the session on the Creamer Report. Here it is 
worth noting that the amount of quarterly detail now shown in the 
accounts has expanded considerably over the years. The amount of 
industry detail has also expanded. Denison criticized changes in industry 
classifications made by the federal government in the Standard Industrial 
Classification, since the logic of the changes is often not clear and the 
changes themselves obstruct long-term industry comparisons. The issue 
raised by Denison, whose main interests have been in long-run change, is 
a nettlesome one. In making classification changes the government 
apparently gives considerable weight to industry requests, which have 
been heavily influenced by shorter-run considerations of sales and 
marketing. 
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Some statistical and conceptual issues that arise in an era of inflation 
were the focus of remarks by the late Arthur M. Okun. He noted that in 
principle there are two basic ways to measure real output—direct 
measurement (as is done, e.g., for most series of the Federal Reserve 
Index of Industrial Production), and by dividing a series measured in 
current dollars by a price index. In practice BE A uses the latter technique 
for much of what it does because most goods are too complex to be 
measured directly in terms of physical quantities. But the greater the 
volatiUty of price behavior, the more difficult the deflation, especially 
when the price data are collected quite independently of the dollar series 
that must be deflated, like retail sales, manufacturers' shipments, etc. 
This is partly because the federal statistical system is decentralized and 
the agency responsible for the collection of price data (the Bureau of 
Labor Statistics) is different from the agency responsible for collection of 
sales data (the Bureau of the Census). Okun put in a plea for more 
physical volume data, partly to supplement estimates derived through 
deflation and particularly to use as a check against possible bias in the 
deflation procedure (see also Usher 1975). 

Okun also raised some conceptual points, the most important of which 
dealt with inflation adjustments. He asked whether the IVA should be 
applied to book profits alone, as is now done, or to the sum of book profits 
and corporate interest paid. He favored the latter, since both stocks and 
bonds are used to finance capital formation. The bond purchaser makes 
his purchase with the expectation of a certain rate of inflation. If he is 
wrong, he bears the real risk. To apply an inflation adjustment solely to 
stockholders is potentially misleading. 

Anyone with only a slight famiUarity with the accounts has to contend 
with frequent revisions in the data. For most regular users the revisions 
are an annoyance, but most persons recognize that revisions are the price 
that must be paid for more accurate information. The important issue is 
whether the revisions make a difference. One way to test this is through 
an econometric model. The paper by Grimm and Hirsch discusses how 
the statistical revisions published by BEA in January 1976—a so-called 
benchmark revision—affected the structure of the BEA econometric 
model, and how the revisions affected projections of key variables hke 
GNP, real GNP, the rate of inflation, and the unemployment rate. 

One of the main findings of the Grimm-Hirsch paper was that even 
though statistical revisions were responsible for some large revisions in 
individual structural parameters, basic properties of the model were not 
changed very much. Early quarter multipliers were httle changed as a 
result of the revisions. Thus if one is interested in the overall behavior of 
the economy the revisions are of no crucial importance; if interest centers 
on industry detail, however, the story is quite different. Grimm and 
Hirsch also found that revisions helped predictive accuracy to some 
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extent as a result of better measures of initial conditions, exogenous 
variables, and revised estimates of parameters. But forecasts of the 
1974—75 recession, improved or not, were poor, a verdict that few fore-
casters of any type—econometric or judgmental—can escape. 

The final session of the conference was devoted to source data. 
Although use of the national accounts has grown enormously in the past 
several decades, the underlying data and the estimation techniques em-
ployed by BEA have never been the exclusive subject of a detailed study. 
In this regard the report of the Advisory Committee on Gross National 
Product Data Improvement—the Creamer Report—breaks new ground 
in its examination of the statistical bases of the accounts and in its 
extensive recommendations for improvement (see U.S. Department of 
Commerce 1977). 

The session was made up of several short papers, each of which was 
designed to give a critical evaluation of major parts of the report and 
which are answered by the late Daniel Creamer, chairman, and some 
members of his committee. Morris Cohen was asked to provide an 
overview of the entire report and to look at it from the point of view of the 
business cycle. The relevant question for the business cycle is how well 
the report treats the statistical problems of measuring and analyzing the 
cycHcal behavior of the economy as seen in the accounts. Ronald E. 
Kutscher discusses how well the report treats the statistical problems of 
measuring and analyzing long-term growth, as BEA defines output. The 
qualification is important since alternative concepts of output were not 
the subject of this session. Albert Rees looks at the report's treatment of 
the statistical problem of deflation—in practical terms, the BLS price 
indexes and BEA's use of them in deflation. Finally, John A. Gorman 
examines the chapter dealing with the flow-of-funds accounts. The pro-
gram committee also thought it appropriate to invite comment from the 
Bureau of Economic Analysis; this appears in the remarks of Robert P. 
Parker, chief of BEA's National Income and Wealth Division. 

When we focus on the business cycle we are focusing on the quarterly 
statistics in the national accounts. These are the statistics that receive the 
most pubHcity in the news media and consequently have the greatest 
effect on perceptions of what is happening in the economy. They are 
figures that businessmen and government officials use most in making 
short-run policy decisions. In fact, the Creamer Committee came into 
being because economic pohcymakers in the early 1970s felt that the 
quarterly figures were not giving a rehable portrayal of economic de-
velopments. 

Morris Cohen felt that the periodic benchmarking has tended to have a 
dampening effect on cyclical movements, a charge that Rosanne Cole 
illustrates very nicely in her rebuttal. But where Cohen held that some of 
the business cycle has been lost—an opinion shared to some extent by 
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Otto Eckstein in his remarks in the round-table session—Cole felt that 
the revisions are clearly closer to the truth. If there had been a discussion 
of how basic census series are revised, one could see that the revision 
technique—which tends to be Hnear adjustments—must have this effect. 
No doubt that on average this does yield the best results and has the virtue 
of being easy to carry out, but it does not necessarily give the most 
accurate portrayal of cyclical movements. From a business-cycle point of 
view it would seem desirable to collect not only annual data, say, in the 
Annual Survey of Manufactures, but monthly data as well for certain 
important series. 

There are a host of problems associated with the deflation of current 
dollar magnitudes by price indexes. Estimates of real output can be no 
better than the prices used for deflation. One of the most important 
recommendations by the Creamer Committee is that the BLS base its PPI 
on shipment prices. Since BLS prices are now a mixture of prices in 
shipments and prices in new orders, this recommendation, which BLS is 
now implementing, should greatly aid the process of deflation. In this 
connection it is worth noting that Albert Rees raises the question of 
whether prices in shipments will provide an accurate portrayal of current 
market developments. For evaluating current market conditions one 
would want a price at which new orders are taken, but since new orders 
are not encompassed in the national accounts the Creamer Committe did 
not address itself to this question. It seems fairly clear, however, that an 
index based exclusively on shipments will lag behind current market 
developments, and the lag will vary over the cycle. Both types of prices 
are needed, since both objectives of price measurement—market evalua-
tion and deflation—are important. 

Ronald E. Kutscher's remarks were concerned with long-term growth. 
BEA conducts a major overhaul of the accounts at infrequent intervals in 
the so-called benchmark revisions. The benchmarking, and the compari-
son with existing levels of product and income extrapolated from the last 
benchmark, are done in terms of current-dollar measures, for which a 
considerable amount of new statistical material, like the quinquennial 
economic censuses, becomes available. But one of the most important 
questions one really wants answered in comparing two periods separated 
by five years or more is how well the pubHshed figures have tracked the 
rate of growth in real output. That question can be answered only 
partially in the sense that the set of prices used by BEA for preparing final 
estimates of deflated output is Httle different from the set of prices used 
for the preUminary estimates. In comparing the change in GNP between 
benchmark years with previously pubhshed data, the absence of error in 
current-dollar terms strictly speaking says nothing about the components 
of change, since there may be offsetting errors in the underlying real 
output and price components. 
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In his discussion of chapter 9 of the Creamer Report, John A. Gorman 
called attention to the large differences that exist between personal 
saving as measured in the national accounts and as measured in the 
flow-of-funds accounts. The two are equivalent conceptually but are 
derived from different statistical sources. One thing they have in common 
is that both estimates are derived as residuals. Gorman noted that from 
1968 to 1978 the level of personal saving from the flow-of-funds series is 
much higher than that from the national accounts: moreover, on two 
occasions the two series show year-to-year changes that differ in direc-
tion. Even when they do agree in direction there are three instances 
where the differences in movement are greater than one-half of 1%. 

Gorman made comments on all nine recommendations in this chapter 
and noted that only one would help reduce the discrepancy between the 
two personal saving rates. In response, Stephen Taylor remarked that, 
since all household items in the flow-of-funds are derived as residuals 
from information pertaining to other groups in the economy, any im-
provement in this nonhousehold information is bound to have a beneficial 
effect on the estimate of personal saving. 

Robert P. Parker of BEA called attention to the fact that many of the 
recommendations made by the Creamer Committee had already been 
put into effect, while other recommendations were in the process of being 
implemented. In addition, among other things, Parker told of efforts 
BEA has made to engage in discussions with official bodies of the public 
accounting profession in order to make known the special needs of the 
national accounts. One can see great mutual benefit from such discus-
sions if they materialize. 
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The United States National 
Income Accounts, 1947-1977 
Their Conceptual Basis 
and Evolution 
Richard Ruggles 

1.1 Introduction 

The national income accounts for the United States and their statistical 
implementation represent one of the major achievements in economics in 
the twentieth century. The design of the national income accounting 
system has been a cumulative development, which has been responsive 
both to the concepts embodied in modern economic theory and to the 
poUcy needs for information about the operation of the economic system. 
The implementation of the national income accounts in the form of a 
reUable and consistent set of statistical estimates represents an outstand-
ing accompUshment on the part of those who have been engaged in this 
work over the last half century. 

The purpose of this paper is to examine the national income accounting 
system of the United States and to show how the system has evolved since 
it was first put in place in 1947. It is hoped that this examination will lead 
to a better understanding of how the present system came into being and 
why it has the characteristics it does. The examination will focus on the 
major conceptual issues that have arisen in connection with the establish-
ment of the national income accounting system and its subsequent revi-
sions, and it is in this context that questions will be raised about the 
problem areas that remain to be solved and the directions future develop-
ments may take. 

The U.S. national income accounting system has been characterized by 
relative stabiUty and continuity. The process of change has been gradual 
and evolutionary, and, when changes were made that seriously affected 
the comparability of data over time, the Bureau of Economic Analysis 
(BEA) has taken care to provide complete revisions which in all cases 
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have covered the period since 1947 and usually have provided data back 
to 1929. Nevertheless, it is not feasible in a short paper to discuss 
chronologically all of the specific conceptual, methodological, classifica-
tion, and statistical changes that have been made, as they are far too 
numerous. Instead, the approach taken by this paper will be to review the 
accounts at the points when major revisions were made by BE A or its 
predecessor organizations. This will provide cross-sectional views of 
what the national income accounting system was like in certain 
benchmark periods. 

Similarly, it is neither possible nor desirable to attempt to cover the 
whole body of national income accounting literature written in the last 30 
years. Instead, this paper will focus only on work that is directly related to 
the U.S. national income accounts and so can provide the basis for 
analyzing the central conceptual issues involved. Specifically, the docu-
ments that will be covered are (1) the 1951 and 1954 supplements to the 
Survey of Current Business, which presented in the fullest detail the 
sources and methods employed in preparing the U.S. national income 
accounts; (2) the proceedings of the 1955 Conference on Income and 
Wealth, published as A Critique of the United States Income and Product 
Accounts (Studies in Income and Wealth, 1958, vol. 22); (3) the Report 
of the National Accounts Review Committee, pubhshed in Hearings 
before the Joint Economic Committee in 1957; (4) the proceedings of the 
1969 Conference on Income and Wealth, pubhshed as The Measurement 
of Economic and Social Performance (Studies in Income and Wealth, 
1973, vol. 38); and (5) the fiftieth anniversary issue of the Survey of 
Current Business, titled The Economic Accounts of the United States^ 
Retrospect and Prospect (July 1971, vol. 51, no. 7, pt. II). 

In addition to examining the U.S. national income accounts and discus-
sions directly relating to them, it will also be useful to compare and 
contrast the U.S. accounts with the United Nations System of National 
Accounts (SNA). The SNA currently serves as the basis for national 
income accounting in a considerable number of countries, and the differ-
ences between the U.N. system and that of the United States can illumi-
nate some of the major conceptual issues involved in national income 
accounting. 

Finally, it will be useful to examine the U.S. national income accounts 
in the light of related statistical work currently under way in the BEA and 
other statistical agencies. This, together with the earlier discussions of 
conceptual issues, will lead to some conclusions as to the possible direc-
tions future developments might take. 
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1.2 The Major Conceptual Issues and the Evolution 
of the U.S. National Income Accounts 

1.2.1 The Pre-1947 Period 

Although the first national income accounting system for the United 
States was pubHshed by the Department of Commerce in 1947, official 
estimates of the national income and its components had been made by 
the Department of Commerce since the mid-1930s. The process by which 
the national income estimates developed into a national income account-
ing system has been well described by Carol Carson (1975). When the 
Department of Commerce with the assistance of Simon Kuznets first 
produced national income estimates in 1934, attention was focused on 
national income produced and national income paid out. National in-
come produced referred to the net product of the national economy, and 
national income paid out referred to the compensation in money or kind 
paid for efforts in producing the net product. There was no sectoring of 
the economy, and emphasis was placed on the estimation of total national 
income, which was primarily used as an indicator or barometer of eco-
nomic activity. What was also missing in these early measurements was 
the expenditure breakdown of national product. As Carson has noted, 
however, the origin of the expenditure breakdown in the United States 
predates the Keynesian model of income determination (i.e., F = C + / ) . 
As early as 1932 Clark Warburton was working on the estimation of 
consumption and capital formation, and in 1934 he published a table on 
the composition and value of gross national product in which consumer 
goods and capital goods were shown. This was the first use of the concept 
of gross national product. Kuznets in 1933 was also working on estimates 
of gross capital formation and consumers' outlay through a commodity 
flow approach. Finally, Lauchlin Currie at the Federal Reserve Board 
(FRB) was in 1934 working on the concept of pump-priming deficit and 
using this to analyze the net contribution of government to national 
buying power. At this time, however, there was still no consideration of 
sectors of the economy, and it is undoubtedly true that the subsequent 
development of the Keynesian framework had a considerable impact on 
the direction of the work during the latter part of the 1930s. 

But, as Carson pointed out, it was the mobilization for World War II 
and the consequent demand for data relating to the economy as a whole 
that was primarily responsible for shaping the accounts. The central 
questions posed by the war were how much defense output could be 
produced and what impact defense production would have upon the 
economy as a whole. Answering such questions required analysis of total 
resource availabiUties and of the income generated by the increasing 
production in relation to the availability of consumer goods. For exam-
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pie, the inflationary gap analysis of the Tax Research Division of the 
Treasury Department required information on how much income would 
be generated and how much of this income consumers could be expected 
to spend on available consumer goods. The emphasis thus shifted away 
from the earUer focus on national income aggregates to the estimation of 
how income was generated, received, and spent by various sectors of the 
economy. 

At the same time, during World War II, similar developments were 
taking place in England. Richard Stone was developing a national income 
accounting system for the United Kingdom, and the White Papers in 
which this work was reported were available in the United States. During 
1944, meetings between U.S., British, and Canadian experts were held to 
compare conceptual and statistical problems in national income estima-
tion. In 1945, a group of experts on national income was convened by the 
League of Nations, and for this meeting Richard Stone drafted a national 
income accounting system which served as the basis for future interna-
tional developments. By the end of the war, the stage was thus set for the 
emergence of a full-fledged set of U.S. national accounts. 

1.2.2 The 1947 National Income Accounts 

The first U.S. national income accounting system was published in the 
July 1947 supplement to the Survey of Current Business. The presentation 
was designed to accompHsh three objectives: ''(1) to complete the setting 
up of the whole body of national income statistics as an interrelated and 
consistent system of national economic accounts, (2) to improve the 
statistical procedures used in estimating all the series and to base them on 
the latest source data, and (3) to incorporate a number of changes in the 
basic aggregates so as to achieve more generally useful and clear-cut 
definitions of national income and national product." The system of 
accounts consisted of an overall account for the national economy, 
together with accounts for major sectors which would permit the tracing 
of various flows from one account to another. These accounts are shown 
below in Exhibit 1, tables I-VI. 

Table I is the summary income and product account for the nation. It is 
a summary account in that it brings together in a single account the 
current transactions recorded in the sector accounts of businesses, con-
sumers, and government. In drawing up the national income and product 
account, some difficult and controversial decisions had to be made re-
garding the activities that were to be considered economic production or 
income. Government interest, the services of housewives, and income 
from illegal activities were all excluded from national income and pro-
duct. On the other hand, certain imputed items of income in kind were 
included, such as the rental value of owner-occupied housing and banking 
services rendered to persons without explicit payment. 
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Table II shows the income and product account for the business sector 
of the economy. In essence this table is a consolidated profit and loss 
statement for current business operations. The business sector covers all 
firms, organizations, and institutions that produce goods and services for 
sale at a price intended at least to approximate the cost of production. 
Mutual financial institutions, cooperatives, nonprofit organizations serv-
ing business, owner-occupied houses, and government enterprises were 
all included in the business sector. 

Table III is a receipts and expenditures account for the government 
sector. It covers the consolidated general government operations of 
federal, state, and local governments, including social insurance funds 
and the purchases of government enterprises on capital account, together 
with their net interest payments and operating surplus or deficit. 

Table IV presents the foreign account, which shows the transactions of 
the rest of the world with domestic businesses, persons, and government, 
on a net basis. 

Table V, the personal income and expenditure account, includes not 
only individuals in their capacity as income receivers but also the income 
and expenditures of nonprofit institutions serving households, and of 
private trust funds and private pension and welfare funds. It should be 
noted that transfers among these different groups, for example, between 
households and nonprofit institutions, pension funds, etc., all consoUdate 
out. 

Finally, table VI is a consohdated gross saving and investment account. 
It was pointed out that this account was presented on a consolidated basis 
because the data necessary for a complete accounting structure had not 
yet been developed. A logical and useful extension of the national 
accounting system, it was agreed, would be the construction of corre-
sponding asset and HabiUty accounts for each sector. 

This system of six basic accounts not only showed how the different 
sectors were interrelated and fitted into the total economy, but it also 
provided a framework for the extensive and detailed data generated by 
the Department of Commerce. By making relationships among the trans-
action flows exphcit, and by providing control totals, the accounting 
system reduced the voluminous detail of the national income statistics to 
intelligible proportions. The 1947 supplement contained 37 tables of 
annual data for the years 1929-46. Tables were given for each side of the 
six accounts, and often more detail was provided than was shown in the 
accounts themselves. For example, the tables relating to the rest of the 
world grossed up the net purchases from the United States to show both 
exports and imports. Some of the tables gave breakdowns of individual 
items in the accounts. Personal consumption expenditures were shown by 
type of product for 12 categories. Detail was provided on construction 
activity and producers' durable equipment by type. Information on the 
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performance of different industries and their contribution to national 
output was provided through industrial breakdowns of specific compo-
nents of national income originating and of employment, for major 
industry groups and for subindustries at the two-digit level. 

Supplementary tables were also developed on a variety of topics. 
Among these were reconciliation accounts, which showed the rela-
tionship between the saving figures in the national accounts and the 
Securities and Exchange Commission data on liquid saving, and the 
relationship between corporate profits derived from corporate tax re-
turns and the corporate profits concept in the national income accounts. 
Data were provided for monetary and imputed interest, showing the 
derivation of the net interest concept in the national accounts. A table 
was provided giving the major items of personal income and consumptive 
expenditures in kind. 

In addition to the annual data, a set of eight tables gave quarterly data 
for the major national income aggregates and their components, includ-
ing national income, gross national product, and personal income, 
together with a table showing the relation among these concepts. Finally, 
monthly data were given for personal income by type of payment. 

1.2.3 The 1951 and 1954 National Income Supplements 
to the Survey of Current Business 

In both 1951 and 1954, the Survey of Current Business published 
National Income supplements that contained (1) a fuller explanation of 
the national income accounting system, (2) a description of the sources 
and methods used in constructing the estimates, and (3) a full set of 
revised statistical data for all 48 tables contained in the 1947 accounts. 
There were no substantive revisions of the national accounting system in 
either 1951 or 1954, but in 1951 supplementary tables on gross national 
product in constant dollars together with the impUcit price deflators for 
the years 1929-50 were added. This type of information was formally 
integrated into the standard tables of national income statistics in the 
1954 edition. 

Both the 1951 and 1954 supplements were extremely important in 
providing the user public with a better understanding of the concepts 
involved in national income accounting and the methods of statistical 
estimation employed. In large part the widespread acceptance which the 
national income accounts achieved during the 1950s can be attributed to 
the comprehensive and detailed work that went into these supplements. 

In explaining the accounts, major emphasis was placed on what at the 
time was considered to be the fundamental concept of national income 
accounting, namely, the concept of factor cost. The concept of factor cost 
was considered basic to the definition of national income and product, 
since the output of the nation (national product) was the result of the 
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services rendered by the agents of production (labor, capital, entre-
preneurial ability, and natural resources used in the production process) 
that cooperated in the creation of that output. At the same time these 
services, valued in the market by their earnings, constituted national 
income. Furthermore, such a measure of the services rendered by pro-
ductive agents was viewed as of central importance for studies of resource 
allocation. Thus it would be important to know the incomes of various 
factors of production used in each industry in order to be able to compare 
the relative importance of different industries, or to provide information 
about the relative amounts of factors of production available for alloca-
tion to various uses, or to assess the relative importance of labor and 
property factors in the outputs of various industries. 

It was recognized that the factors of production were not precisely 
defined in economic theory but to some extent had to be formulated with 
reference to the problem at hand. It was agreed, for example, that factor 
cost would not serve the intended purposes when factor returns were 
distorted by a temporary or permanent nontransferabihty of factors to 
other uses, or when they were affected by monopoly or by imperfect 
competition. It was further admitted that property income was only 
tenuously related to the measure of the contribution of property and 
enterprise needed for problems involving resource allocation, because it 
included a residual share (profits) which fluctuated widely over the busi-
ness cycle. In spite of these difficulties and limitations, however, it was 
concluded that the idea of factor cost was of fundamental importance in 
economic analysis, and national income defined as the aggregate of factor 
earnings was the only general measure by which the idea could be 
quantified. 

The factor cost concept had direct implications for the measurement of 
one of the central elements of property income, namely, interest, in the 
national accounts. Since interest could be both received and paid out by 
business, the Department of Commerce showed net interest paid as an 
element of factor cost. But this raised several problems. In the case of 
financial institutions, the amount of interest received generally exceeded 
the amount of interest paid out, so that net interest paid out by financial 
institutions was negative. In order to avoid showing negative output for 
financial institutions, it was considered that an imputation should be 
made to quantify the banking services that financial institutions were 
providing free to their depositors in exchange for the use of their funds. 
On the product side, the imputation would be recorded as a sale of 
banking services, and on the factor cost side it would be reported as 
imputed interest paid. It was recognized that the treatment of interest 
and the banking imputation might be criticized as "unduly complex and 
more specifically as based on certain assumptions of doubtful vaHdity." In 
particular, the appropriate allocation of banking services was difficult, 
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but it was thought that, all things considered, it was the most satisfactory 
procedure devised so far. 

There were, also, other difficulties connected with the net interest 
component. Interest paid by the government, it was argued, should be 
excluded from the measure of output, since it was not considered to arise 
from current production. This meant that government interest payments, 
unlike wage payments to government employees, were not considered to 
be factor costs but rather were classed as transfers. 

The treatment of life insurance and pensions also involved special 
considerations. In the case of life insurance, it was argued that the 
standard national income and product classifications broke down owing 
to its combined saving and insurance functions, and imputations were 
therefore required. In the treatment adopted, claims and premiums were 
disregarded, and the property income of life insurance companies that 
was withheld from policy holders was treated as if it had been actually 
disbursed in the current period. This item of property income became 
imputed interest in the net interest component of income. Finally, life 
insurance companies were regarded as implicitly charging policy holders 
for their services, and an imputation equal to their operating expenses 
was entered to make this charge explicit: in the business account, under 
sales to persons and in the personal income account, as a consumption 
expenditure. As a result of all these actions, life insurance companies 
were in effect treated as individuals rather than businesses. Claims and 
premiums were canceled out as though they were transfers among indi-
viduals, and the increase in life insurance reserves and retained income 
was treated as part of personal saving. 

Private pensions were also integrated into the personal income 
account. Employers' contributions to private pension funds were in-
cluded in the "other labor income" of employees as if they had actually 
been received. Employee contributions to private pension funds were 
ignored, and neither the benefits paid out by private pension funds nor 
the reserves and income retained by such funds were explicitly shown in 
the accounts. Changes in private pension reserves and retained income 
would thus be reflected automatically as part of personal saving. The 
procedures followed for social security contributions were different, of 
course, since these were consoHdated with the government sector. Any 
difference between social security contributions and benefits paid out was 
reflected in the government surplus or deficit rather than in personal 
saving. 

1.2.4 The 1955 Critique of the U.S. Income and Product Accounts 

The 1955 Conference on Income and Wealth was devoted to an exten-
sive and detailed examination of the U.S. national income accounting 
system estabUshed in 1947. The participants in the conference had avail-
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able to them not only the excellent statements on concepts, sources, and 
methods in the National Income supplements to the Survey of Current 
Business but also a major paper by George Jaszi, 'The Conceptual Basis 
of the Accounts.'' 

In his paper, Jaszi not only laid out the rationale of the U.S. national 
income accounting concepts but he also raised questions that he felt had 
not been satisfactorily resolved. His discussion of accounting design in 
terms of sectoring and types of account was particularly illuminating. He 
pointed out that the principle of sectoring had not been clearly estab-
lished and contained ambiguities. Although sectors are usually thought to 
reflect institutional groupings, functional considerations are generally 
also involved. Thus although businesses, households, and governments 
are different kinds of institutions, they also involve different functions, 
and there is a tendency to define institutions in terms of the functions in 
which they engage. The conflict between institutional and functional 
sectoring is particularly apparent in the case of unincorporated enter-
prises, The U.S. national income accounts split the owner of an unin-
corporated enterprise into a business transactor with respect to his 
production, and a household transactor with respect to his income, 
expenditures, and saving. This has suggested to some national accoun-
tants that it would be desirable to set up different types of accounts to 
show production, appropriation, and saving and investment for each 
sector. Although Jaszi considered this possibiHty, he rejected it, since he 
concluded that introducing additional accounts and transferring subtotals 
from one account to another served only to make the accounting struc-
ture more complicated without increasing its information content. 

Instead of increasing the complexity of the accounting structure, Jaszi 
proposed a revision of the 1947 six-account system into a simpler five-
account system in which the business sector account would be consoli-
dated with the national income and product account. The simpler ver-
sion, he thought, would lose no useful information, and a number of 
inconsequential flows required to articulate the business sector with other 
sectors would be ehminated. Jaszi also thought it would be desirable to 
deconsoUdate the saving and investment account to show separate 
accounts for nonfinancial corporations, financial intermediaries, persons, 
government, and international transactors. He recognized the desirabil-
ity of measuring government and consumer capital formation, estimating 
the stock of government and consumer durables, providing better esti-
mates of replacement cost depreciation, and obtaining information on 
capital gains and losses. Thus it is apparent that in 1955 Jaszi viewed the 
national income accounting system as the core of an extended and inte-
grated system of economic accounts. 

It was, however, the more traditional issues of national income 
accounting that occupied most of the attention of the conference and 



24 Richard Ruggles 

generated the most heated discussions. The issues that attracted the most 
attention were factor cost measurement, the controversy about in-
termediate output of government, and the treatment of interest, all of 
which centered about the correct measurement of output. Most of the 
participants were supportive of the concepts and procedures used by the 
Department of Commerce, but many were disturbed by the lack of 
symmetry between the treatment of consumer interest and government 
interest. No clear conclusions emerged on these topics, except the reaffir-
mation that the correct measurement of national income at factor cost 
was still considered to be of central importance. 

1.2.5 The Report of the National Accounts Review Committee (1957) 

In 1956, the Office of Statistical Standards of the Bureau of the Budget 
requested that the National Bureau of Economic Research form a 
National Accounts Review Committee to (1) provide a review and evalu-
ation of the national income and related accounts, and (2) devise a 
program for improving the accounts. To a major extent, this committee 
based its work on Jaszi's paper for the 1955 Conference on Income and 
Wealth, and expanded on his view of the national income accounts as the 
central core of a more general national economic accounting system. 
They endorsed Jaszi's proposal for the five-account system, and urged the 
development of a more comprehensive system of economic accounts in 
which input-output, flow of funds, balance of payments accounts, and 
national balance sheets would be fully integrated with the national in-
come accounts. 

The committee also urged substantial expansion of the information on 
the government sector in the national income accounts. At the time the 
accounts contained only one account for general government. Although 
this account contained separate information for federal and state and 
local governments, it did not link the federal receipts and expenditures 
with the federal budget or show federal expenditures by function and 
program. The committee urged that such information be provided. With 
respect to government interest payments, the report considered that the 
treatment of government interest as a transfer payment could be justified 
for interest on the war debt. Once the war was over, payments to holders 
of war bonds, like payments to war veterans, were made for a service in a 
period of the past, and there was no counterpart in the production during 
the years when the payments were actually made. But for debt used to 
finance tangible assets which contribute their services to production 
during the period when interest is paid, the committee thought that the 
case was different. Since most state and local debt is of this type, state and 
local government interest should be included in total output. 

In connection with its report the committee sent out questionnaires to 
business, labor, and academic economists (but not to economists in the 
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federal government) inquiring what they wanted in the national accounts. 
The responses to this questionnaire were very interesting. Highest prior-
ity was given to the development of quarterly estimates of GNP at 
constant prices. Additional items listed in order of frequency of citation 
were (a) addition of information on the stock of consumer durables; (b) 
reconciliation of consolidated government receipts and expenditures of 
the federal government as shown in the national income and product 
accounts with the conventional and cash budget figures; (c) classification 
of government purchases of goods and services into current and capital 
expenditures, a distinction essential for the estimation of government 
saving and investment; (d) separation of nonprofit institutions and a few 
other groups now lumped together with households into the personal 
sector; (e) quarterly estimates of personal saving on a balance sheet basis, 
that is, as the result of independently estimated changes in the different 
types of assets and Uabilities of households; (/) estimates of personal 
income in constant dollars; and (g) estimation of gross national product 
and its principal components on a monthly basis. These results suggest 
that what users wanted were more frequent reporting of figures useful for 
monitoring and analyzing the state of the business cycle, and more 
detailed information on the government sector and consumer durables. 

Between the 1955 Conference on Income and Wealth and the 1957 
Report of the National Accounts Review Committee, there was thus a 
shift in emphasis in the discussions on national income. The 1955 confer-
ence concentrated on the question of the proper measurement of national 
income. The discussion in the National Accounts Review Committee was 
centered around questions of how the existing national income account-
ing system should be expanded and integrated with other kinds of eco-
nomic data and how it could better serve the needs of users. The concern, 
in other words, was no longer with the definition of the aggregates but 
with the data system as a whole. 

1.2.6 The 1958 and 1965 Revisions of the National Income Accounts 

In 1958 the Department of Commerce pubUshed U.S. Income and 
Output, a supplement to the Survey of Current Business, which for the 
first time since 1947 made significant changes in the national income 
accounting system and added very substantially to the information con-
tained in the system. A new five-account system of summary accounts 
was adopted, which eliminated the business sector account in its entirety 
and dropped the subtotals showing income originating from the current 
accounts for government and households. The objective of removing this 
detail from the summary accounts was to display the broad measures and 
their interrelationships that had been found to be analytically most 
useful. The institutional structure of productive activity stressed in the 
1947 accounts was no longer shown in the summary accounts, but it was 
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felt that the gain in simplicity and in aptness for other principal uses more 
than outweighed this reduction in detail. The 1958 accounting system is 
shown in Exhibit 2, tables I-V. 

Although the form of the summary accounts was altered, the basic 
accounting structure that lay behind the accounts remained essentially 
the same as before. But the new accounting system constituted a some-
what better framework for fleshing out the accounts in greater detail and 
for presenting new kinds of information in a way that was fitted into the 
framework of the five-account system. A number of new kinds of in-
formation were introduced. 

In the national income and product account, increased emphasis was 
placed on constant-dollar measurements. As had been suggested by the 
National Accounts Review Committee, quarterly estimates were pro-
vided of gross national product in constant dollars. The loss of informa-
tion resulting from the omission of the business sector from the summary 
accounts was more than made up by increased information in the detailed 
tables on the legal forms of organization of producing entities. 

The government sector provided a completely new breakdown of 
government expenditures by type and function for the federal and state 
and local governments. Furthermore, federal government receipts and 
expenditures were reconciled with the federal budget, so that the user of 
national accounts could trace the exact differences between the budget 
figures and the national accounts. 

The foreign sector transactions were expanded in detail and directly 
tied in with the balance of payments. A new table on U.S. government 
net foreign assistance and balance of payments capital account were also 
provided. 

With respect to personal income, data were provided on the distribu-
tion of income by size and by region. The size distribution, furthermore, 
was broken down in terms of nonfarm families, farm famihes, and un-
attached individuals. Monthly data on personal income by type of pay-
ment was also added. Finally, substantially more detail was given for 
consumer expenditures in constant dollars. 

The savings and investment information was also expanded. A table 
showing expenditures on new plant and equipment by industry was 
provided, and the net stocks of structures and equipment and inventories 
for manufacturing, developed by the perpetual inventory method, were 
introduced. Finally depreciation was given for corporate and noncorpo-
rate business by industry. 

In brief, the 1958 revision represented a substantial increase in the 
amount of information contained in the national accounts, and this was 
accompHshed in a systematic and orderly manner by fitting it into a 
simpler and more general framework. While to some degree this revision 
may have reflected the recommendations of the National Accounts Re-
view Committee, in view of the timing of the publication in relation to the 
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committee's report it is apparent that many of the changes contained in 
the 1958 revision must have been well under way before the committee 
finished its work. 

Perhaps one of the more revealing sections in the report on the 1958 
revision was that on directions of future research, which laid out in some 
detail the future plan of work of the National Income Division. It was 
stated that future development would be in the direction of deconsolidat-
ing the consolidated saving and investment account into sets of saving and 
investment accounts, or sources and uses of funds, for major economic 
groups. These proposed accounts would show transactions in financial 
assets and liabiHties among domestic groups in relation to real changes in 
saving and investment. They would be drawn up for individuals, govern-
ment, nonfinancial corporations, and financial institutions. In discussing 
future plans, the specific problems involved in classification of both 
financial and tangible assets and the need to develop measures of capital 
consumption were recognized. 

With respect to the personal sector of the economy, which still included 
nonprofit institutions and private pension and welfare funds, it was 
recognized that separate information on each of these entities would be 
desirable. In addition, it was suggested that it would be useful to split up 
the personal saving and investment account by major types of families, 
for example, farm proprietors, nonfarm entrepreneurs, and wage and 
salary earners. 

For the government sector, more work was planned on extending the 
functional breakdown of government expenditures, introducing more 
object-class details of expenditure and developing new information on 
the changes in financial assets and habihties associated with the govern-
ment surplus and deficit, this last bringing together information on inven-
tories, public construction, realty holdings, and purchases and stocks of 
durable equipment. Finally, more information was planned on the inter-
relationships among different governmental units. 

Although some increase in regional work was planned, it was to be 
limited to states and standard metropolitan statistical areas (SMSAs). It 
was argued that disaggregation to the county level was beyond the 
resources of the Office of Business Economics (OBE). 

One of the more interesting proposed extensions was the work planned 
in the field of income distribution. Here it was proposed that better 
information on the distribution of income could be obtained by the 
integration of data from federal individual income tax returns with data 
from census and other sample field surveys, with the results adjusted to 
control totals based on OBE measures of personal income. Although it is 
apparent that at that time this was conceived of primarily as bringing 
together various tabulations, it was pointed out that effective use of tax 
return data would require matching studies to relate the income of 
sample consumer units to the tax returns they filed, so that distributions 
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of tax return income could be converted to a family income basis. It was 
also suggested that the Internal Revenue Service (IRS) audit studies 
could be used to correct underreporting of income to tax authorities. 
Further suggestions included using field surveys of consumer expendi-
tures to provide information on taxes, consumption, and saving by in-
come group. 

Finally, a program was laid out in the area of analyzing industry sales 
and purchases to determine direct industry sales in final markets and their 
interrelation with the network of other industry sales and purchases. In 
effect, what was being proposed was an approach to input-output. 

After the 1958 revision, the next major revision occurred in 1965. The 
main purpose of this revision was statistical, and constituted comprehen-
sive benchmark revisions centering around the incorporation of the 1958 
economic censuses into the national income and product estimates. Since 
the 1958 revision, the OBE had taken over the work on input-output, and 
had produced for the year 1958 an input-output table that was integrated 
with the national income accounts. Aside from this major accomplish-
ment, however, the 1965 revision indicated only modest progress on the 
ambitious program that had been laid out in 1958. Improved information 
was made available on the reconcihation of the government national 
income and product accounts to the consoUdated budget. Better informa-
tion was also provided on the nonmarket imputations contained in the 
accounts. Tables were added on gross corporate product and gross auto-
mobile product. Additional detail was provided on personal consumption 
expenditures in constant dollars. On the other hand, some of the tables 
that had previously been published were omitted, on the ground that new 
work in the areas concerned was in progress; these included the tables on 
expenditures on new plant and equipment, on sources and uses of corpo-
rate funds, on the size distribution of income, and on investment, depre-
ciation, and capital stocks in manufacturing estabUshments. 

In terms of conceptual changes, the 1965 revision was not very signifi-
cant. The major change was the exclusion of interest paid by consumers 
from production. This was done in order to treat interest paid by consum-
ers in the same way as interest paid by the government, and it was 
justified on the same grounds. It was noted that the treatment of both of 
these items was somewhat controversial, but on balance considerations 
seemed to favor the change that was made. The new procedure was one 
that was recommended by the United Nations and used by most coun-
tries, and reflected that U.N. view that payments of interest were not 
payments for services but distribution of income. 

1.2.7 The United Nations System of National Accounts 

After the 1947 League of Nations work by Richard Stone mentioned 
above, the Organization for European Economic Cooperation and later 
the United Nations both developed similar systems of national accounts 
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which they proposed for international use. In July 1953 the United 
Nations published A System of National Accounts and Supporting Tables 
(series F, no. 2, referred to hereafter as SNA). This first version of SNA 
bore a strong resemblance to the five-account system adopted by the 
United States in 1958. The most obvious difference was that in the SNA, 
instead of a single national income and product account, there were two 
accounts, one of which derived gross domestic product and the second 
national income. The U.S. national income and product account was 
merely a consolidation of these two accounts. As with the U.S. system, 
current income accounts were provided for households including non-
profit institutions and for general government. A rest-of-the-world 
account was also provided in both systems. One other difference between 
the U.S. and U.N. systems was that the SNA made provision for 
rudimentary capital reconciUation accounts for each sector, whereas the 
U.S. accounts employed only a consoHdated gross saving and investment 
account for all sectors, 

In the mid-1960s, however, a major revision of SNA was undertaken, 
and in 1968 a new System of National Accounts (series F, no 2, rev. 3) was 
pubhshed. The new system was substantially and radically different from 
both the earher United Nations system and the system being used by the 
United States. It was viewed by its originators as providing a comprehen-
sive framework for all of economic accounting, and it stressed the in-
tegration of the national income accounts with input-output, financial 
transactions, capital stocks, and balance sheets. 

The revised SNA cast the accounting system into the form of a matrix, 
in which each row and column pair represented the two sides of an 
account. The theoretical scheme is shown in Exhibit 3, together with a list 
of entries. It should be noted that the entries shown in Exhibit 3 do not 
represent single aggregate transaction flows; rather they represent sub-
matrices of transactions cross-classified by the categories indicated for the 
individual rows and columns. The matrix classifies entries into (1) open-
ing assets, (2) production, (3) consumption, (4) accumulation, (5) rest-of-
the-world transactions (current and capital), (6) revaluations, and (7) 
closing assets. 

In addition to the matrix, the SNA also contained a proposed standard 
accounting structure and a large number of supporting and sup-
plementary tables. The theoretical matrix was intended to be a quite 
general, flexible instrument from which many different specific applica-
tions could be drawn. The accounts shown in the 1968 SNA book repre-
sented one such specific application, but it was recognized that others 
were equally possible. The accounts were not, and were not intended to 
be, an isomorphic transformation of the matrix. The accounts were 
viewed as mainly of pedagogical use; the supporting and supplementary 
tables were meant to carry the burden of statistical presentation of data. 

The basic structure of the new SNA introduced a number of new 
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features. Some of the accounts were considered to be transaction 
accounts, since they brought together transactions of a given kind even 
when engaged in by different transactors. Other accounts were transactor 
accounts, since they brought together the transactions of specific eco-
nomic units. In dealing with transactors, a further distinction was made. 
It was recognized that economic units could be grouped according to 
either the nature of their activities or their institutional form. For the 
activity (or industry) classification of transactors, which could be im-
plemented most easily by using economic units defined on an estabhsh-
ment basis (plants, stores, and the Uke), only production and capital 
formation accounts were provided. In contrast, the institutional clas-
sification required economic units classified by their legal form of orga-
nization and could be implemented most easily with enterprise-based 
data. For institutional transactors, only income and outlay, capital 
finance, and balance sheet accounts were provided. 

To establish links among the different principles of classification and 
sectoring employed, dummy transformation accounts were used exten-
sively. Thus, for example, the fink between commodities and industry 
activities for input-output purposes was accompUshed through "make-
and-use" matrices, showing, respectively, commodities originating in 
different industries and commodities used by different industries. Similar 
dummy accounts were used to link the establishment-based production 
data (classified by industry) and the enterprise-based income and outlay 
data (classified by institutional form). The dummy transformation 
account technique was intended to avoid the necessity for certain cross-
tabulations that were regarded as statistically difficult and conceptually 
questionable. But, by the same token, it resulted in the loss of some 
important kinds of information. Thus, no information was given on the 
sources and uses of funds of industrial sectors, and conversely for institu-
tional sectors no information was given on production activity. Capital 
formation by institutional sector was considered only in its financial 
aspects and was not given by type of asset. 

Thus, although the matrix approach was quite general and did achieve 
the integration of all of the different forms of economic accounting into a 
single system, it did so at the cost of considerable complexity. The simple 
overview of the operation of the system was lost, and certain types of 
information, such as corporate profits by industry, or wages by legal form 
of organization, were eliminated from the system. The multiplicity of 
accounts, and the many minor flows given prominence in them, resulted 
in a system of gothic elaboration, in which the relation between the U.N. 
National Accounts Questionnaire and the basic SNA structure was not 
readily apparent to the user. 

Since its introduction the new SNA has been adopted in part by a great 
many countries but in its entirety by almost none. The main summary 
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accounts on gross domestic product and national disposable income and 
the income and outlay accounts for government and households, which 
closely resemble both the old SNA and the U.S. system, are widely 
implemented. For input-output analysis, make-and-use matrices are in-
creasingly being adopted. Also, there is increasing interest among de-
veloped countries in the capital finance accounts, which show changes in 
financial assets and liabilities. On the other hand, the principle of dual 
sectoring with its accompanying dummy transformation accounts has not 
been widely followed. In general, countries seem to prefer a combination 
of institutional and industrial sectoring for both production and income 
and outlay information—not because the difficulties SNA sought to avoid 
are not recognized but because the information is useful and needed. For 
example, the European Community has developed the European System 
of Accounts, an adaptation of SNA that in essence provides full sets of 
accounts for both institutional sectors and industry branches. 

Athough the United States was initially represented on the Expert 
Group charged with drawing up the revised SNA, as the system de-
veloped it became evident that the direction in which it was going was 
quite different from that considered to be appropriate for the future 
development of the U.S. system. In terms of the actual design of the U.S. 
accounts, the revised SNA has to date had httle impact. Like most 
countries, however, the U.S. does provide information in SNA form in 
response to the U.N. National Accounts Questionnaire. The U.N. work 
has, furthermore, had more impact on concepts and definitions, as was 
noted above in connection with consumer interest. 

1.2.8 The 1971 Conference on Income and Wealth 

The 1971 Conference on Income and Wealth was concerned with the 
adequacy of the national income accounts for measuring economic and 
social performance. A number of participants at this conference ex-
pressed the view that the conference was in fact a continuation of the 
controversies and issues discussed at the 1955 conference. In some degree 
this was correct. The problem of distinguishing between intermediate and 
final product, for example, the question as to whether certain govern-
ment expenditures were final product or merely intermediate goods, was 
raised and discussed at both conferences. There were, however, very 
marked differences even in the discussion of this topic. The 1955 confer-
ence had viewed national income almost entirely from the point of view 
of factor cost. But in the 1971 conference factor cost was not even 
mentioned, and the discussion focused on the product side of the 
accounts. 

More importantly, however, the major thrust of the 1971 conference 
was that a number of kinds of important and useful information were 
missing from the accounts and that these should be taken into account in 
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the measurement of economic and social performance. It was argued that 
many nonmarket activities such as housewives' services, other household 
activity, and even leisure were extremely important for the evaluation of 
social performance and should be reflected in the national accounts. The 
need to estabUsh capital accounts for consumers and government, and to 
impute the services of these assets, was pointed out. Intangible capital 
relating to research and development and to human capital provided by 
education, child rearing, and to skills obtained on the job was also 
emphasized. Direct consumption provided by business, such as televi-
sion, expense account living, and other amenities provided by employers 
to their employees or to the general public, needed to be considered. One 
of the problems leading to the most discussion was that of the environ-
ment. It was generally agreed that such environmental considerations as 
the quaUty of the air and water were important and that expenditures on 
improving the environment or preventing its further deterioration should 
not be ignored in the national accounts. There was no general agreement 
on whether these expenditures constituted intermediate or final prod-
ucts, but there was consensus that both environmental costs and environ-
mental benefits should be reflected in the accounts. 

There was also considerable discussion on the question of whether 
present methods of valuing goods at either market price or cost of 
production were appropriate in all uses. This question was raised particu-
larly in connection with measuring government output, where those 
receiving the service might attach a value that is either more or less than 
cost. It was emphasized that the valuation in such cases might depend 
upon the distribution of the good or service, some recipients valuing it 
differently from others. Finally, the problem of quality change was 
recognized, and the value of hedonic measures in this connection was 
discussed. 

What emerged very clearly from this conference was that many users 
considered that the present emphasis of the national income and product 
accounts on market transactions led to a perspective that was too narrow 
for the measurement of economic and social performance. It was co-
gently argued that additional information was required on nonmarket 
activity, on the services of consumer and government durables and 
intangible investment, and on environmental costs and benefits. It was 
also clear, however, that such extensions to the national income account-
ing framework involved imputations, the valuation of which was highly 
controversial and in many cases could only yield an order of magnitude. 
Those who used the national accounts for the analysis of economic 
activity in the short run, with a focus on inflation, the business cycle, and 
fiscal policy felt that the inclusion of such imputations would lessen the 
usefulness of the accounts. No satisfactory resolution of these conflicting 
objectives emerged. 
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1.2.9 The Economic Accounts of the United States: 
Retrospect and Prospect (1971) 

At about the same time as the 1971 Conference on Income and Wealth, 
the Department of Commerce published a commemorative issue of the 
Survey of Current Business on its fiftieth anniversary, in which 43 contrib-
utors wrote individual articles about the national income accounts and 
offered suggestions for changes and additions. 

In general, the contributors expressed their satisfaction with the pres-
ent form of the national income accounts and the basic conceptual 
treatment of the flows. Although there was some reflection of the views 
expressed in the 1971 Conference on Income and Wealth, these were in 
general muted and more than balanced by those contributors who 
thought that the major function of the national income accounts should 
be to provide information for short-run analysis of the economy. In 
particular, some contributors did urge better information in the area of 
pollution costs and the environment, but many more were concerned 
with more timely and frequent publication of series that would be useful 
in forecasting or understanding current economic conditions. The view 
was expressed by some that the present accounts should not be tampered 
with, since they were currently performing a useful and important func-
tion. Aside from imputations, however, there were some concrete sug-
gestions in specific areas. For example, a number of contributors were 
interested in seeing an expansion of the information on international 
transactions, citing the need for more detailed information on multina-
tional corporations and on the bilateral dealings between the United 
States and specific countries and regions. In the area of input-output, it 
was suggested that it would be useful to adopt the SNA treatment, 
including make-and-use matrices. Probably the most frequent request for 
new information was for the extension of the national income accounting 
system into balance sheets containing information on capital stocks, not 
only for business but also for households and government. 

As in the case of the 1955 Conference on Income and Wealth, George 
Jaszi closed the fiftieth anniversary volume with a review of all of the 
contributions. Although he noted resource constraints in a number of 
areas, he agreed that it would be desirable to construct balance sheets and 
to provide information on consumer and government durables. With 
respect to imputations, he noted that some were included in the accounts 
even in their present form and considered that some hmited additions 
might be useful, but he warned that extensive imputation could destroy 
the value of the system and that restraint should be used in adding further 
imputations to the accounts. He specifically rejected the notion that 
welfare criteria should be allowed to alter the measure of gross national 
product. With respect to the design of the accounting structure and 
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sectoring, Jaszi indicated general support for a system based upon record-
ing the transactions of individual transactors in the accounts, with the 
objective of obtaining a meaningful summary picture of the economic 
process, and emphasized the importance of providing such an overview of 
the economy. He specifically rejected building the accounts on a dual 
sectoring principle (industries and institutions), and questioned the use-
fulness of elaborate matrix presentations of the accounts. 

1.2.10 The 1975 Revision 

The 1975 revision again was primarily statistical. The unusual size of 
the revisions was due in part to the length of the period—encompassing 
two economic censuses instead of one—which had elapsed since the last 
benchmark revision in 1965, and in part to the severe inflation and other 
economic changes which had made the task of estimating the national 
income accounts more difficult, 

The only major conceptual change introduced in the 1975 revision was 
the shift of capital consumption measurement to an economic rather than 
a book value basis. The new measure of capital consumption involved 
two changes. First, the service lives of assets were changed from those 
permitted in the tax regulations to lives which more accurately reflect 
actual practice. Second, depreciation was valued at market rather than at 
historical cost. The difference between the book value of depreciation 
charged by enterprises and the replacement cost depreciation shown in 
the national accounts was shown as a capital consumption valuation 
adjustment which, like the inventory valuation adjustment, became an 
adjustment to the book value of enterprise profits. There were also other 
minor conceptual changes, among them the treatment of mobile homes 
and the purchase of consumer durables by landlords. Some new tables 
and series were provided. Greater detail was introduced in the constant-
dollar data, and for a number of series constant-dollar figures were shown 
for the first time on a quarterly as well as on an annual basis. 

1.2.11 Current Activities Related to National Income Accounting 

There are several activities now under way that are not yet reflected in 
the most recent pubhshed form of the U.S. national income accounts but 
are directly related and can be expected at some future time to be 
integrated with them. These are (1) the development of capital stock 
estimates for structures and durables of business, government, and 
households; (2) the estimation of the size distribution of income for 
famiHes; and (3) the development of measures of nonmarket activity 
within the framework of the accounts. 

For more than a decade BEA has been in the process of developing 
estimates of capital stock based on the perpetual inventory technique. 
The first report on such estimates was published in the December 1966 
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issue of the Survey of Current Business, and since then at irregular 
intervals articles providing an increasing amount of information on the 
stocks of structures and durables in both current and constant prices have 
appeared. These estimates are directly related to the national income 
accounts, since they are based upon the data in the accounts relating to 
purchases of structures and durables and to capital consumption. But 
because the national income accounts have not been extended to compre-
hend balance sheets, the capital stock data do not formally constitute a 
part of the national income accounting system. The Federal Reserve 
Board more recently has used the BEA estimates of capital stocks of 
structures and durables in conjunction with their own financial asset and 
Uability data to produce balance sheets for enterprises and households. 

With respect to the size distribution of income, the present methodol-
ogy follows the lines suggested in the 1958 U.S. Income and Output 
supplement, using data from IRS individual tax returns in conjunction 
with sample surveys collected by the Bureau of the Census. However, the 
current work involves matching and merging of computer files of micro-
data, using techniques of both exact and statistical matching of records 
that were not foreseen in 1958. An article on the size distribution of 
income for the years 1964,1970, and 1971 was pubhshed in the Survey of 
Current Business in October 1974, and at present work is continuing on 
more recent size distribution estimates. Although the size distribution 
estimates are closely tied to and aligned with the national income esti-
mates of personal income, major conceptual differences remain which 
prevent the size distribution work from fitting neatly within the national 
income accounts. 

Finally, BEA has established a new program to develop measures of 
nonmarket activity within the framework of GNP accounts. In part this 
work is a response to the emphasis put on this topic at the 1971 Confer-
ence on Income and Wealth, but it also reflects the strong interest in 
environmental studies within the Department of Commerce. The federal 
government's concern with the measurement of the costs of pollution 
control and environmental damage has stimulated work in this area. 
BEA's current program, however, includes not only environmental ques-
tions but also (1) time spent in nonmarket work and leisure, (2) the 
services of consumer durables, and (3) the services of government capi-
tal. The close relationship to the national income accounting system in 
this work is stressed, but as yet it has not been formally integrated. 

1.3 Directions for Future Development 

National income estimation in the United States had its roots in the 
neoclassical concept of the factors of production, and initially it focused 
primarily on the measurement of net income and resource allocation. The 
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policy needs arising from the depression of the 1930s and World War II 
changed the focus to short-run macroeconomic analysis and resulted in a 
national income accounting system emphasizing the interrelationships 
among the sectors of the economy. It was in this contpxt that the concept 
of gross national product came to dominate the earHer concept of na-
tional income, and the concern shifted from accurate measurement of 
specific aggregates to the analysis of market transactions and transfers 
among businesses, government, and households. 

Although more than 30 years have passed since the U.S. national 
income accounting system was estabhshed, its basic structure has re-
mained essentially unchanged. What has occurred instead is a continual 
improvement in the quantity and quality of the information provided. By 
and large, most users of the national income accounts are well satisfied 
with what the present system offers, and there are few who would wish to 
see radical changes made. This does not mean, however, that there is no 
room for further development in the U.S. national income accounts. 
Rather, it suggests that desired changes can probably be accommodated 
within the existing framework. 

In the review of the discussions of conceptual issues over the past 30 
years, four general topics stand out as areas where further work is called 
for. These are (1) the sectoring, subsectoring, and the structure of the 
accounts; (2) the treatment of nonmarket activities and imputations; (3) 
the basic accounting principles underlying the recording of transactions in 
the accounts; and (4) the integration of financial transactions and balance 
sheets with the national income accounts. Each of these topics will be 
examined briefly in the following sections of this paper. 

1.3.1 Sectoring and the Structure of the Accounts 

Although this topic is central to national income accounting and has 
important impHcations for its future development, it has not engendered 
very much explicit discussion. The original 1947 six-account system rec-
ognized business, government, households, and the rest of the world as 
the four primary sectors. In 1958 the system was reduced to five accounts, 
the business sector being consolidated with the national income and 
product account and not shown explicitly as a separate sector. This was 
done to reduce the number of minor and inconsequential flows in the 
accounts and to display the major flows in the economy more promi-
nently and simply. The five-account system has continued unchanged to 
the present day and has served very well as the framework for the 
ever-expanding national income accounting statistics. It has successfully 
provided the kind of overview that was intended. 

The dual sectoring of production accounts by industry, on the one 
hand, and income and outlay accounts by institutional sectors, on the 
other, employed in the United Nations SNA has been rejected by BEA 
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on the grounds that it does not provide for certain kinds of information 
now included in the U.S. accounts, such as corporate profits by industry 
and compensation of employees by legal form of organization. Further-
more, the U.S. statistics also provide a useful breakdown of industries 
within legal form of organization, a type of information that is automati-
cally ruled out of the SNA. 

However, some difficulties are encountered with the present system of 
sectoring. One set of problems concerns the personal income sector and 
raises specific questions as to the criteria on which sectoring should be 
based. As was noted in discussing the work on the size distribution of 
income, there is a lack of correspondence between the definition of the 
personal income sector, which includes nonprofit institutions, and the 
size distribution income concepts, which refer only to families and indi-
viduals. This problem has been recognized by BE A from time to time, 
when they have recommended subsectoring the personal income account 
so as to separate nonprofit institutions from households. The original 
argument for including nonprofit institutions in the personal sector rested 
on the fact that these institutions are final consumers, as well as on the 
pragmatic ground of ease of statistical estimation. While it is true, as Jaszi 
pointed out, that institutional groupings often are based upon such 
functional characteristics, it does not seem in this case that it is appropri-
ate to combine nonprofit institutions and households in the same sectoral 
grouping. Behaviorally, the difference between an individual household 
and a nonprofit organization, such as a university or hospital employing a 
large staff, is very substantial indeed. For many purposes it would be 
much more appropriate to group together nonprofit organizations and 
profit-making organizations in such fields as education and health. 

Sectors should be drawn up on the basis of two criteria: (1) the 
behavioral and decision-making processes underlying a sector's activity, 
and (2) the types and sources of information that are available relating to 
the transactors included in a sector. The accounts for a sector should be 
thought of as a consolidation or combination of the accounts of reporting 
units within the sector. For each sector, it should be possible to conceive 
of a microdata set of homogeneous units which, when aggregated, would 
yield the sector account. Thus, it should be conceptually and statistically 
possible to relate sample surveys of households to the aggregate data 
shown in the household sector account. 

In terms of these criteria it is evident that the personal income sector 
should be recast as a household sector, including all the families and 
individuals in the nation but excluding enterprise-like organizations such 
as nonprofit institutions. This not only would permit better analysis of 
household behavior, it also would make it possible to use microdata for 
subsectoring the household sector into various social and demographic 
groupings. The benefits of the integration of microdata with national 



38 Richard Ruggles 

accounts do not, of course, all accrue to the national accounts. Micro-
data, based as they often are upon surveys, often contain substantial 
reporting biases which can only be discovered when they are matched 
against control totals obtained from other sources, such as are found in 
the national accounts. 

In this connection, it is also necessary to consider the classifications of 
transactions employed in the accounts. It is unfortunate that at present 
the national accounts do not reflect in the detail of personal consumption 
expenditures the same classifications employed in the consumer expendi-
ture surveys. If the national accounts and the consumer expenditure 
surveys were integrated around the same classification system, it would 
become possible to relate the expenditure pattern of different subsectors 
of the household sector to the total changes shown in the national 
accounts. 

Shifting to a household sectoring, besides improving the integration of 
data, would also make possible a better integration of micro- and mac-
roanalysis. In recent years there has been more and more interest in 
analyzing problems that require closely related micro- and macrodata. 
Thus, for example, the analysis of such questions as health delivery 
systems, social security, and welfare reform requires examination of 
transactions information in the context of other nontransactions data in 
the household, such as household composition and the age, sex, race, and 
employment status of its members. These problems are being analyzed 
increasingly through microanalytic simulation techniques using large 
microdata sets aligned with the national accounts. It is important that 
future efforts to construct important microdata sets, such as the Survey of 
Income and Program Participation currently in process, be conceptually 
and statistically integrated with the national income accounts; and, con-
versely, the national income accounts in the future will have to take these 
bodies of data into account, both in the sectoring of the economy and in 
the classification of transactions within sectors. 

A second set of sectoring problems centers around the business or 
enterprise sector. Such a sector is of course still implicit in the U.S. 
accounts even though it is not shown exphcitly. In order to provide a 
more disaggregated view of output, prices, employment, and productiv-
ity it would be useful to formalize the sectoring and subsectoring of 
enterprises. The precise subsectoring chosen should depend on behav-
ioral homogeneity, the kinds of data available, and analytic interest. 

The same principles of sectoring noted above in connection with the 
household sector are apphcable to the enterprise sector and its main 
subsectors. It should be possible to conceive of a microdata set of rela-
tively homogeneous reporting units that would add up to the total for the 
sector or subsector. In many cases, microdata sets may be available from 
administrative, tax, or regulatory records. For example, it may be possi-
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ble to identify a utihty subsector for which appropriate current accounts 
and balance sheets can be obtained for the individual reporting units. 
Although in some cases privacy restrictions may Hmit the use of indi-
vidual records, in other cases much of the data is either of a public nature 
or can be provided in a form that would not involve disclosure. 

In addition to accounts based on systematic and comprehensive sector-
ing and subsectoring of transactors, it may also be useful to develop 
special key sector or satellite accounts of either transactors or special 
groupings of transactions. For example, at the present time the U.S. 
national income accounts contain an account for the gross output and 
income from housing, and it may be desirable to develop special accounts 
deaUng with energy. Such supplementary or satellite accounts need not 
necessarily be fully articulated with other sector or subsector accounts, 
but they should, of course, be consistent with and logically fit into the 
national accounting system. 

With respect to the structure of accounts for sectors and subsectors, 
U.S. practice departs significantly, as was indicated above, from interna-
tional recommendations, and it is appropriate to consider whether the 
international recommendations have merit. For the most part, the data 
do exist to construct the production accounts, appropriation accounts, 
capital accumulation accounts, capital finance accounts, reconcihation 
accounts, and balance sheets that SNA calls for. But such an approach 
seems to have Httle to recommend it. The multiplicity of accounts seems 
designed only to derive subtotals, and it results in much duplication and 
loss of the comprehensive overview of the accounting system in a maze of 
detail. It seems more appropriate to move in the reverse direction, 
dividing the accounts for sectors into just two categories, current and 
capital. If this were done, the current accounts would show current 
receipts and outlays, and the capital accounts would show balance sheets 
and the related capital transactions and revaluations. As Jaszi has sug-
gested, there is no need to enforce the same format on the accounts for 
different sectors. It is appropriate to organize the current account for 
business enterprises around the concept of gross product (or value 
added), whereas the current account for government can appropriately 
be centered around government revenue and that for households around 
household income. 

1.3.2 Nonmarket Activity and Imputations 

The topic of nonmarket activity and imputation is, of course, as old as 
the history of national income measurement. The paradox of the man 
who marries his housekeeper is an old, old problem. The 1947 U.S. 
national accounts explicitly excluded such imputations as the services of 
housewives and illegal activities from the measure of national income, 
but a limited number of imputations considered to constitute a part of 
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output were recognized. These were the imputed rental income of owner-
occupied housing, the value of food and fuel consumed on farms, the 
value of food and clothing provided to the military, and banking services 
rendered without payment to depositors. In total, these imputations 
accounted, in 1947, for about 5% of GNP. 

In the years since 1947, the topic of imputations has repeatedly been 
discussed. The 1955 Conference on Income and Wealth considered it in 
the context of the derivation of the national income aggregates. Much 
attention was given to the banking imputation, and general support was 
expressed for imputations relating to income in kind and owner-occupied 
housing. There were even some proposals that imputations should be 
made for the services of both consumer and government durables. But 
the possibility of imputations beyond the established production bound-
aries was not seriously considered. In contrast, the 1971 conference took 
a broader view of nonmarket activity and imputations in the context of 
measuring economic well-being and economic and social performance. 
Participants were no longer concerned only with imputations falling 
within the production boundary; they focused instead on the welfare of 
individuals. Questions discussed included human and other intangible 
capital and the flow of services it generated, the measurement of dis-
amenities, and environmental costs and benefits. Contributors to the 
fiftieth anniversary volume were generally more conventional in 
approach, but some support was expressed for extending imputations 
into such areas as pollution, the environment, and nonmarket activity in 
the household. Despite this long discussion, however, the imputations in 
the national accounts still remain essentially as they were in 1947. At the 
present time they constitute approximately 8% of GNP, the rise since 
1946 being attributable mainly to the increased importance of the imputa-
tion for owner-occupied housing. 

Furthermore, despite all the discussion about imputations, it has never 
clearly been established just what the term is meant to cover. Owner-
occupied housing, payments in kind, and the services of financial inter-
mediaries are fairly self-evident—or, at any rate, users of the accounts 
are accustomed to them. But in the process of constructing national 
income accounts there are many instances of estimates which do not 
reflect market transactions and so involve some element of imputation. 
One of the most obvious of these arises in estimating capital consumption 
allowances. To the extent that capital consumption allowances are re-
corded as accounting entries in the books of enterprises, it can be argued 
that they do represent market transactions. But a number of adjustments 
are made to the recorded book values in order to convert them to 
economic depreciation and to include such elements as accidental dam-
age to fixed capital. In a similar manner, an inventory valuation adjust-
ment is introduced in order to exclude the effect of changes in the price of 
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inventories from the current value of output. Most of these adjustments 
can be excluded from the category of imputations on the ground that they 
result from employing standard accounting rules to correct the accounts 
of enterprises, even when they involve introducing entries into the 
accounts where no such entries exist or are contemplated by the indi-
vidual economic units. Thus capital consumption allowances are esti-
mated for small businesses which may not actually charge any deprecia-
tion at all. Capital consumption allowances for owner-occupied housing 
depart further from recorded transactions. Such adjustments and correc-
tions are useful and in some cases necessary. But care should be exercised 
to preserve to the fullest extent possible the information on the market 
realities as they exist in the records of the transactors, separately from the 
adjustments. BE A to date has by and large followed this principle, 
explicitly showing the capital consumption and inventory valuation 
adjustments in the accounts. 

But it is not such imputations to correct and adjust accounting flows 
that generally result in controversy. Rather, it is the imputations that 
range beyond the traditional limit of what is considered to be output that 
give rise to problems. The 1971 conference considered nonmarket exten-
sions of the accounts (1) for the study of long-term growth or changes, (2) 
for the analysis of the structure of the economy at a given point in time, 
and (3) for policy purposes relating to important social and economic 
questions. For the study of economic growth over long periods of time, 
information was needed on the change in the amount of leisure, the 
change in nonmarket activities, the services of consumer and government 
durables, the incidence of regrettable necessities in the system, and the 
amount of environmental disamenities. Quantitative estimates of the 
impact of all of these had been made and used by some researchers to 
adjust GNP. In order to analyze the structure of the economy at a given 
point in time, imputations taking into account the time-use patterns of 
households, the services of intangible capital, and the benefits provided 
by employers to employees were considered important. For the formula-
tion and evaluation of economic and social policy, another set of imputa-
tions was relevant, including imputations relating to pollution abatement 
costs and benefits, and imputations reflecting the distribution of health 
and welfare benefits and their relation to the distribution of income and 
tax payments. Such imputations, however, go far beyond the aggregate 
imputations contemplated for adjusting national income and gross 
national product. They involve attribution of the imputations to income 
groups or to specific individuals. Where the imputations involve public 
goods, the attribution would be both conceptually and statistically dif-
ficult, if not impossible. 

This discussion served mainly to emphasize that, unUke transactions 
data, there is no well-defined universe of nonmarket activities and im-
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putations to be covered. The set of all possible imputations is unbounded. 
The only criterion that can be employed is whether the imputations are 
considered to be useful and necessary for the particular purpose at hand. 
In the fiftieth anniversary volume, Jaszi compared imputations to addi-
tions made to a house to adapt it to the needs of a particular family. He 
suggested that the additions may lack architectural unity, because they 
are shaped to the needs of the time and the resources available. This is 
indeed an apt comparison, especially when one reflects that in the case of 
the U.S. accounts no additions have been made since the original build-
ing was set up in 1947. Jaszi foresaw, however, that some limited addi-
tional imputation might prove to be useful in the future. 

Whatever decision is made with regard to extending the imputations in 
the national accounts, it is important that the imputations that are made 
be shown clearly and expHcitly. BE A now provides a supplementary 
table showing all the imputations that are made in the national accounts, 
but in the main accounts the imputations are combined with market 
transactions. As long as imputations have been relatively minor, this has 
not been a matter of central concern. However, if imputations are ex-
tended into such areas as nonmarket household activity or even to the 
services of consumer and government durables, their magnitude could 
swamp the market transactions data in the accounts, and for many of 
these kinds of imputations, estimates for monthly, quarterly, or in some 
cases even annual periods are not feasible or required. 

Furthermore, for many of the imputations the problem of valuation is 
so serious that combining them with market transactions would introduce 
a factor of extreme arbitrariness. There are some cases where the valua-
tion problem is relatively simple, as in the use of the rental value of 
equivalent space for owner-occupied housing. But in cases such as the 
value of leisure, the problem is not only difficult but essentially insoluble: 
one must decide whether the leisure of the wealthy is worth more than the 
leisure of the poor. For pubUc goods, it is not at all clear whether the 
imputation should be based on the cost of providing the good or on the 
benefits to the recipient. For example, if the audience for pubhc televi-
sion doubles without any increase in the cost of providing the television 
service, has the output of public television services to households in-
creased? Similarly, should food stamps be valued at their cost to the 
government, or at the value attached to them by the recipients? It is 
unfortunately true that no clear-cut principles have been estabUshed that 
will solve the valuation problems for all imputations. 

For all of these reasons, an expHcit separation of market transactions 
from imputations in the national accounts would seem highly desirable. 
One way of doing this would be to show market transactions separately 
from the imputations made in each sector account. It should be recog-
nized, however, that imputations alone cannot meet the information 
needs for measuring economic and social performance. As some of the 
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contributors to the fiftieth anniversary volume pointed out, no amount of 
imputation can convert a one-dimensional summary measure such as the 
GNP into an adequate or appropriate measure of social welfare. The 
problem is rather one of achieving an integration of macro- and micro-
analysis using economic accounting data in conjunction with social and 
demographic nontransactions data. As has already been emphasized, a 
rapidly emerging tool for accompUshing such integration is the construc-
tion of microdata sets, containing social, demographic, and geographic 
data as well as economic data, to underlie the sector and subsector 
accounts. 

1.3.3 The Recording of Transactions in the National Accounts 

In the section of this paper on sectoring and the structure of the 
accounts, it was proposed that sectors and subsectors should be so de-
fined that their accounts could be conceived of as the combination or 
consolidation of the accounts of a relatively homogeneous set of report-
ing units. This means that transactions recorded in the accounts for a 
sector or subsector should directly correspond to the transactions re-
corded for individual transactors. This principle was put forward (1) to 
make the sector and subsector accounts more faithfully reflect the eco-
nomic behavior and decision making of the transactors; (2) to ensure a 
direct correspondence between the aggregated data in the sector and 
subsector accounts and the data in the microdata sets of transactors; and 
(3) to permit a better integration of macro- and microanalysis, making 
use of social, demographic, and other nontransactions data relating to 
transactor units in conjunction with transactions data. 

Most users of the U.S. national income accounts view the flows shown 
in the accounts as reflecting actual transactions. In many instances this is 
correct, but in a substantial number of cases there are significant differ-
ences between the treatment in the national accounts and that which 
would appear in the accounts of transactors. This is especially true with 
respect to transactions deahng with insurance, pensions, and interest. It is 
not appropriate at this juncture to discuss in detail precisely how a 
''transactor" approach to the recording of these transactions would differ 
from conventional national income accounting practices, but for those 
interested in this topic such a discussion is provided in Appendix A. For 
the present purpose, however, it is important to recognize that the 
aggregate view of transaction flows in the national income accounts 
should bear a direct and recognizable relation to the transactions as they 
are recorded in the accounts of individual transactors. 

1.3.4 A Current Account for the Household Sector 

The appHcation of these principles for sectoring and recording transac-
tions would result in a major reconfiguration of the national income 
accounts. Before going on to the discussion of the fourth topic listed 
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above, therefore, it will be useful to summarize the impact of the princi-
ples discussed so far on the current transaction accounts. 

An example of the current receipts and outlay account for a redefined 
household sector and its relation to the Personal Income Account of 
BEA is given in Exhibit 4, Current accounts for the household sector for 
the years 1947-80 are given in table l.A.l of Appendix B. Exhibit 4 
shows explicitly the relation between the major income and expenditure 
flows as they now appear in the BEA Personal Income Account and 
similar flows in the redefined Household Current Income and Expendi-
ture Account. A discussion of the differences between these flows will 
indicate the general nature of the changes that have been made. 

The removal of nonprofit institutions from the personal income sector 
in order to restrict the sector to households will of course affect most of 
the income and expenditure flows. In the Personal Income Account, 
nonprofit institutions receive property income from enterprises and 
transfer payments from the government, and their expenditures are 
included in consumption expenditures. Furthermore, in the Personal 
Income Account the inclusion of nonprofit institutions with households 
means that the transfers between households and nonprofit institutions 
are consoHdated out of the account. When nonprofit institutions are 
excluded from the household sector, it is necessary to show expHcitly the 
contributions households make to charitable and religious organizations. 

In the Personal Income Account, employees receive wages and salaries 
and other income paid by employers. Part of this income is paid in kind 
(food and clothing provided by the military) and part is withheld by 
employers for health and welfare contributions. Although the withheld 
health and welfare contributions are costs to employers, they do not 
represent actual receipts by households. Although imputing pay in kind is 
reasonable, imputing the value of health and welfare contributions or 
benefits to employees poses difficult conceptual and statistical problems. 
Even individual recipients themselves may be quite unaware of the actual 
magnitudes involved. While individuals may receive the benefits, the 
actual payments go to doctors and hospitals, and the specific individual 
may not know what the costs are. 

Furthermore, what is being provided to employees by their employers 
is really the health insurance, which assures them of health care when and 
if they need it. To impute actual medical costs to individual patients 
would distort the distribution of income in a quite unrealistic way, since 
the very high cost of medical care of those who are seriously ill would 
immediately put them into a very high income bracket: the poor would 
never get sick. Health insurance and health care should represent final 
consumption output, but its direct allocation to specific individual house-
holds does not seem to be any more justified than the imputation to 
individual households of other pubUc goods such as education, the use of 
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highways, and public libraries. For this reason it seems appropriate to 
treat employee health benefits as part of consumption provided by enter-
prises which, hke government consumption, increases the welfare of 
households in general but cannot be allocated to specific individuals. 

A different treatment is given to pension benefits, which are direct cash 
payments to individuals. Unhke the current practice in the Personal 
Income Account, these payments should not be netted with pension 
contributions but rather should be recorded as actual transfer payments 
by businesses or pension funds to individuals. It would also be appropri-
ate, if information were available, to impute to individuals any change in 
the cash surrender value of pensions or life insurance resulting from 
employers' contributions. Other changes in hfe insurance and pension 
reserves, however, should not be treated as part of household income, on 
the grounds that households do not have access to this income and are in 
fact not even aware of its magnitude. Therefore, unlike the treatment in 
the Personal Income Account, these reserves would be excluded from the 
saving of households. 

Rental income in the Personal Income Account, of course, includes an 
imputation for the rental income of owner-occupied housing. In the 
Household Sector Account, however, since market transactions are sepa-
rated from imputations, rental income is reduced by this amount, and the 
rental income of owner-occupied housing appears as a nonmarket trans-
action. 

Interest income in the Personal Income Account includes an imputa-
tion for the services of financial intermediaries. Since this is a nonmarket 
transaction, it has been excluded from interest income in the Household 
Sector Account, but it has not been included in imputed income received 
by households on the grounds that the allocation of banking services to 
individual households is both conceptually and statistically weak. To base 
the imputation solely on the size of bank deposits and to neglect banking 
services provided to borrowers is not readily defensible in a period when 
banks charge for their services, on the one hand, and pay interest on their 
depositors' accounts, on the other. Thus, Hke other unallocable items, 
the services of financial intermediaries are considered to be part of 
consumption provided by enterprises. 

With respect to transfers, it has already been noted that private pen-
sions paid to households are included as part of household income, 
whereas in the Personal Income Account they are netted against pension 
contributions. In addition, the transfers recorded in the Personal Income 
Account as government transfers for hospital and supplementary medical 
insurance (medicare) have been removed, on the same grounds that 
private health benefits were removed. Such government programs do not 
result in increases in market income to individual households; rather they 
provide health services to the population just as education expenditures 
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provide education services. Their allocation to individual households is 
no more justifiable than allocation of education or other services that are 
also provided to individuals. 

In order to restrict the outlay side of the Household Sector Account to 
current transactions, it will be necessary to exclude expenditures on 
consumer durables and the change in household stocks of nondurables. 
Furthermore, the exclusion of the transactions of nonprofit institutions 
and of imputations from consumer expenditures means that in-kind 
consumption, expenditures of nonprofit institutions, imputed banking 
services, imputed housing services, and other benefits in kind must also 
be excluded. On the other hand, adopting a ''transactor" approach 
means that the actual payments of mortgage interest and property taxes 
by owner occupiers should be included. Finally, since nonprofit institu-
tions are no longer consolidated with households, it is necessary to show 
explicitly the gifts which households make to these institutions. 

In summary, what this redefined Household Sector Account is de-
signed to do is trace transaction flows as they occur in the economy, 
carrying out only those imputations which can be directly allocated to 
individual households. Where goods and services are consumed by 
households as a group but the allocation to individual households is 
conceptually or statistically difficult, these items are treated in the 
accounts as public goods, whether made available by enterprises or 
government. The recognition of enterprise consumption as analogous to 
government consumption reflects the increase in the extent to which 
people's lives depend upon the fringe benefits provided by the society. 
One of the major characteristics of fringe benefits is that they are pro-
vided to specific groups as a matter of right, and the benefits accruing to 
any individual do not necessarily correspond to the contributions which 
are deducted from his earnings. Inasmuch as the individual has relatively 
little control over either the contribution which is deducted, on the one 
hand, or the nature and availability of the fringe benefits themselves, on 
the other, it seems reasonable to treat them in a way that is directly 
analogous to the treatment of taxes and government expenditures. 

This does not mean that individual analysts should not study the 
distribution of the benefits of different kinds of public goods among 
different types of individuals or groups. Such research is needed, but it 
raises major theoretical problems of tracing incidence, and from the point 
of view of the national accountant it should be considered to be in the 
realm of analysis rather than statistical compilation. 

1.3.5 The Integration of Financial Transactions and 
Balance Sheets with the National Income Accounts 

When the U.S. national income accounting system was first developed 
in 1947, it was noted that a gross saving and investment account was 
provided on a consohdated basis for the economy as a whole because the 
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information necessary for a complete structure of saving and investment 
accounts had not as yet been developed. In Jaszi's discussion at the 1955 
Conference on Income and Wealth, he proposed developing component 
saving and investment accounts for nonfinancial corporations, financial 
intermediaries, persons including unincorporated enterprises, govern-
ment, and international transactions. In the Report of the National 
Accounts Review Committee in 1957, the integration of the flow of funds 
financial transactions and sector balance sheets with the national income 
accounts was identified as being of highest priority. In 1958 OBE re-
peated its plans to implement a deconsolidation of the saving and invest-
ment accounts to show transactions in financial assets and liabilities for 
different sectors of the economy and to integrate information on tangible 
investment and durable goods stocks including those of government and 
consumers. Again in 1971, both the Conference on Income and Wealth 
and the contributors to the fiftieth anniversary volume of the Survey of 
Current Business urged the integration of financial transactions and bal-
ance sheets with the national income accounts. 

To some degree, work in this area has gone forward. BE A has been 
developing extensive information on the stocks of tangibles derived 
directly from the national income accounts by the perpetual inventory 
method. But no formal integration of this information with financial 
transactions or the national income accounts has emerged. Recently the 
Federal Reserve Board has produced balance sheets that include both 
BEA tangible stock estimates and FRB financial asset and UabiUty esti-
mates, integrated with the financial transactions in the flow of funds data. 
However, FRB does not provide balance sheets for the government 
sector, and since its major focus is on financial institutions the presenta-
tion does not provide for the nonfinancial sectors of the economy the kind 
of deconsoHdated sector saving and investment accounts that were con-
templated by BEA. 

Certainly the idea of integrating financial transactions and balance 
sheets with the national income accounts is not just an idea whose time 
has come; history indicates that it came 30 years ago. What has prevented 
this development that is universally recognized as desirable from taking 
place? Primarily, as the original 1947 statement indicated, the problem 
has been one of obtaining the appropriate data. For most of the period 
under discussion, sufficient information was not available for either finan-
cial transactions or tangible investment. Over time, however, these data 
deficiencies have been remedied, and now it would be a practical under-
taking to develop fully integrated capital transaction accounts and bal-
ance sheets through a marriage of the capital stock data produced by 
BEA and the financial transactions data produced by FRB. 

In developing such integrated accounts, it is necessary to recognize that 
changes in balance sheet values occur not only as a result of actual 
transactions but also because of changes in the valuation of existing 
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stocks. Thus, in using the perpetual inventory method for estimating the 
current value of the stock of a given tangible asset, account must be taken 
not only of the net purchases (i.e., purchases less sales) and capital 
consumption of the asset but also of the net revaluations of the existing 
stock due to price changes, capital losses, and retirements. For financial 
assets, capital consumption does not enter as an element of change, and 
for many financial assets and habihties revaluation is not required in 
order to obtain current market values. While sector balance sheets, like 
sector income accounts, reflect current market values, it is of course also 
possible to show at least the tangible portion of the balance sheet in terms 
of constant dollars, or if desired to present the whole of the balance sheet 
in terms of the purchasing power of some base period. 

1.3.6 Balance Sheets for the Household Sector 

An example of the household sector balance sheet, in terms of the 
stock of assets and liabilities, capital transactions, and revaluations, is 
given in Exhibit 5, and household sector balance sheets for the years 
1947-80 are given in Appendix B, table l.A.2. 

In Exhibit 5 the sector balance sheets appear both as opening balances 
at the beginning of the year and closing balances at the end of the year. 
This general approach is quite similar to that employed in the United 
Nations SNA. However, in this table the net current value of each 
tangible asset is explicitly derived from (1) original book value, (2) 
revaluations, and (3) capital consumption. 

The first column shows the opening balance sheet. The gross stock at 
book value is obtained by adding up all net purchases for past periods, at 
the prices actually paid. To this gross stock at book value is added the 
cumulative revaluation needed to bring the past outlays to current market 
value. The book value of capital consumption as recorded in the account-
ing records, the capital consumption adjustment, and the revaluations 
that are introduced to convert this book value to current value economic 
depreciation are all shown explicitly. The net current market value for 
any tangible asset is obtained by subtracting the cumulative current value 
of capital consumption from the current value of gross stock. For finan-
cial assets, the cumulative book value of purchases plus the cumulative 
revaluation equals current market value. 

The second column shows current year capital transactions: the net 
acquisitions (purchases less sales) of assets during the period and the 
capital consumption chargeable against the asset during the period. Both 
capital consumption at book value and its adjustment to the concept of 
economic depreciation are given. The difference between the net acquisi-
tions of a given type of asset and its economic depreciation during the 
period is equal to net capital formation. For financial assets and liabili-
ties, the capital transactions reflect the amount of the asset or liability 
acquired during the current period. 
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The column showing revaluations during the current period reflects 
primarily the effect of price changes during the period upon existing 
capital stock. However, the value of the capital stock also must be 
adjusted downward (negative revaluation) to reflect retirements as well 
as any loss in value due to accidents, fire, or unforeseen deterioration. 

The closing balance shown in the final column can be obtained by 
adding each of the rows across the table, producing new values for each 
element. The origin of the net worth of a sector can be traced to revalua-
tions and net savings, and the disposition of net saving can be broken 
down between net acquisitions of tangible and financial assets. 

This presentation thus does provide a deconsolidation of the saving and 
investment account such as Jaszi recommended as early as 1955. It is 
directly Hnked with the current accounts through expenditures on struc-
tures and durable goods by households together with their gross saving, 
and it is derivable entirely from existing data. This same general 
framework could be used to present balance sheets and financial transac-
tions for other sectors of the economy. 



Exhibit 1. The 1947 U.S. National Income Accounting System 
Table I National Income and Product Account, 1939 ($Millions) 
~ ~ ~~ 

Compensation of cmployees: 
Wages and salaries 45,745 

valuation adjustment 11,282 
Rental income of persons 3,465 

Supplements 2,075 
Incomc of unincorporated enterprises and inventory 

Corporate profits and inventory valuation adjustment: 
Corporate profits before tax: 

Corporate profits tax iiability 1,462 
Corporate profits after tax: 

Dividends 3,796 
Undistributed profits 1,2w 

Inventory valuation adjustmcnt - 713 
Net interest 4,212 

National income 72,532 

Indirect business tax and nontax liability 9,365 
Business transfer payments 45 1 

Less: Subsidies minus current surplus of government 

Charges against net national product 

Statistical discrepancy 462 

enterprises 485 

82,325 

Capital consurnptiun allowances 8,101 

Charges against gross national product 90,426 

Pcrsonal consumption cxpcnditurcs 67,466 
Gross private domestic invcstmcnt 9,004 
Net foreign investment 885 
Govcrnrnent purchases of goods and services 13,068 

Gross national product 90,426 

(A 
0 



Table II Consolidated Business Income and Product Account, 1939 ($Millions) 

Compensation of employees: 
Wages and salaries: 

Disburscmcnts 36,250 
Excess uf accruals over disbursements 0 

Employer contributions for social insurance 1,330 
Other labor income 431 

Income of unincorporated enterprises and inventory 
valuation adjustment 11,282 

Rental income of persons 3,465 
Corporate profits before tax and inventory valuation 

Supplements: 

VI 
w 

Consolidated net sales: 
To cnnsurncrs 
To govcrnmcnt 
Tu business on capital account 
To abroad 

Change in inventories 

63,816 
5,375 
8,563 
1,123 
441 

adjustment: 
Corporate profits heforc tax: 

Corporate profits tax liability 
Corparate profits after tax: 

Dividends 
Undistributed profits 

Inventory valuation adjustment 
Net interest 

Income originating 

Indirect business tax and nontax liability 
Business transfer payments 
Statistical discrepancy 
Less: Subsidies minus current surplus of governmer 

Charges against net product 

Capital consumption allowance& 

Charges against business gross product 

cntcrpriscs 

1.462 

3,659 
1,162 
- 714 
3,284 

61,611 

9,365 
45 1 
462 

485 

71,404 

7.914 

79,318 Buqiness gross product 79,318 



Table In Consolidated Government Receipts and Expenditures Account, 1939 ($Millions) 

Purchases of goods and services: 
Purchases of direct services: 

Wages and salaries 
Compensation of employees: 

7,343 
Supplements: 

Employer contributions for social insurance 199 
Other labor income 87 

7,629 Income originating and net and gross product 

Net purchases from business 5,375 
Net purchases from abroad 64 

Transfer payments 2:512 
Net interest paid 1,205 

485 

Government expenditures 17.270 

Subsidies minus current surplus of government enterprises 

Personal tax and nontax receipts 
Corporate profits tax accruals 
Indirect business tax and nontax accruals 
Contributions for social insurance: 

Employee contributions 
Employer contributions: 

Business 
Government 
Households and institutions 

Deficit (+) or surplus ( -) on income and product 
transactions 

2,440 
1,462 
9,365 

596 

1,330 
199 
11 

1,867 

Government receipts and deficit 17,270 



Table IV Rest of the World Account, 1939 ($Millions) 

From government -64 
From persons - 484 

Net current payments to the United States 888 

Net payments of factor income to the United States: 
Wages and salaries 2 

Branch profits 47 

Interest 127 
Dividends 137 

Income originating and net and gross product 313 1 

Net disinvestment in the United States 888 

Net purchases from the United States: 
From business 1,123 

Net disinvestment in the United States 888 



Table V Personal h o m e  and Expenditure Account, 1939 ($Millions) 

Personal consumption expenditures: 
Purchases of direct services: 

Compensation of employees: 
Wages and salaries paid 
Supplements paid: 

Employer contributions for social insurance 
Other labor incume 

Interest paid 

Income originating in and net product of househc-1s 
and institutions 

Institutional depreciation 

Gross product of households and institutions 

Net purchases from business 
Net purchases from abroad 

Personal tax and nontax payments 
Personal saving 

Personal outlay and saving 

2,150 

11 
17 

801 

2,979 

157 

3,166 

63,816 
484 

2,340 
2,701 

72,607 

Wage and salary receipts: 
Disbursements by: 

Business 
Government 
Households and institutions 

Rest of the world 
Lrss: Employer contributions for social insurance 

Other labor income: 
Business 
Government 
Households and institutions 

Income of unincorporated enterprises and inventory 
valuation adjustment 

Rental income of persons 
Dividends 
Personal interest income 
Government transfer payments 
Business transfer payments 

Personal income 

36,250 
7,343 
2,150 

2 
596 

43 1 
87 
17 

11,282 
3,465 
3,796 
5,417 
2,512 
451 

72,607 



ul 
ul 

Gross investment and government deficit 11,759 

Table VI Gross Savings and Investment Account, 1939 ($Millions) 
I 

Gross private saving 11,759 

Business purchases on capital account Excess of wage accruals over disbursements 

Corporate inventory valuation adjustment 
Undistributed corporate profits (domestic) Change in business inventories 

Net disinvestment in the United States by rest of world 

0 
1,162 
- 714 

Government deficit (+) or surplus ( - )  on income and I Statistical discrepancy 462 
product transactions Capital consumption allowances by private business 7,914 

Institutional depreciation 187 
Personal saving 2,701 

Foreign branch profits (net) 47 



Exhibit 2.  The 1958 U.S. National Income Accounting System 
Table I National Income aod Product Account, 1957a ($Billions) 

Item 

1 Compensation of employees 
2 Wages and salaries 
3 Dishursements (11-7) 
4 
5 Supplements 
6 

7 Other labor income (11-11) 
8 Proprietors’ income (11-12) 
9 Rental income of persons (Lt-15) 

10 Corporate profits and inventory valuation adjustment 
11 Profits before tax 
12 Tax liability (111-15) 
13 Profits after tax 
14 Dividends (11-16) 
15 Undistributed (V-12) 
16 Inventory valuation adjustment (V-13) 
17 Nei interest (11-13) 

18 National income 

19 Business transfer payments (11-21) 
20 Indirect business tax and nontax liability (111-16) 
21 Current surplus of government enterprises less subsidies 

22 Capital consumption allowances (V-14) 
23 Statistical discrepancy (V-16) 

Gross national product 

Excess of aocruals over disbursements (V-1 I) 

Employer contributions for social insurance 
(111- 18) 

(111-10) 

254.6 
238. I 
2Z8.1 

.o  
16.5 

7.6 
8.9 

43.0 
11.8 
41.9 
43.4 
21.6 

12.4 
9.4 

- 1.5 
12.6 

364.0 

1.6 
37.6 

- 1.3 
37.7 

.7 

440.3 

21.8 

.. . . 

Item 

24 Personal consumption expenditures (11-2) 284.4 

26 Net exports of goods and services 4.9 
27 Exports (rv-1) 26.0 
28 Imports (IV-2) 21.0 
29 Government purchases of goods and services (In-1) 85.7 

25 Gross private domestic investment (V-1) 65.3 

Gross national product 440.3 

“Numbers in parentheses indicate accounts and items of counterentry in the accounts. 



Table II Personal Income and Outlay Account, 1957" ($Billions) 

Item 

1 Personal tax and nontax payments (111-12) 42.7 
2 Personal consumption expenditures (1-24) 284.4 

4 Nondurable goods 138.0 
5 Services 106.5 

3 Durable goods 39.9 

6 Personal saving (V-10) 20.7 

Personal outlay and saving 347.9 

Item 

7 Wage and salary disbursements (1-3) 238.1 

9 Other private 117.4 
10 Government 40.1 

12 Proprietors' income (1-8) 43.0 
13 Business and professional 31.4 
14 Farm 11.6 

16 Dividends (1-14) 12.4 
17 Personal interest income 18.8 
18 Net interest (1-17) 12.6 
19 Net interest paid by government (111-9) 6.2 
20 Transfer payments 21.5 
21 Business (1-19) 1.6 
22 Government (111-7) 19.9 
23 Personal contributions for social insurance (111-19) - 6.6 

Personal income 347,9 

8 Manufacturing 80.6 

11 Other labor income (1-7) 8.9 

15 Rental income of persons (1-9) 11.8 

"Numbers in parentheses indicate accounts and items of counterentry in the accounts. 



Table III Government Receipts and Expenditures Account, 1957" ($Billions) 

Item I Item 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

11 

Purchases of goods and services (I-2Y) 
Federal 

National defense (less sales) 
Other 

State and local 
Transfer payments 

To persons (11-22) 
Foreign (IV-3) 

Net intercst paid (11-19) 
Subsidies less current surplus of government enterprises 

Surplus or deficit ( - )  on income and product account 

Government expenditures and surplus 

(1-21) 

(V-15) 

8.5.7 

43.9 
5.5  

36.3 

1.7 

116.2 

12 
13 
14 
15 
16 
17 
18 
19 

Personal tax and nontax receipts (11-1) 
Federal 
State and local 

Corporate profits tax accruals (1-12) 
Indirect business tax and nontax accruals (J-20) 
Contributions for social insurance 

Employer (1-6) 
Personal (11-23) 

42.1 
37.4 

5.4 
21.6 
37.6 
14.2 
7.6 
6.6 

Government reccipts 116.2 

"Numbers in parentheses indicate accounts and items of countcrentry in the accounts 



Item 

1 Exports of goods and services (1-27) 26.0 

Receipts from abroad 26.0 

Table V Gross Saving and Investment Account, 1957” ($Billions) 

Item 

2 Imports of goods and services (1-28) 21 .0 

4 Net foreign investment (V-9) 3.5 
3 Transfer payments from U.  S. Government (111-8) 1.5 

Payments to abroad 26.0 

Item I Item 

I Gross private domestic investment (1-25) 
2 New construction 
3 Residential nonfarm 
4 Other 
5 Producers’ durable equipment 
6 Change in business inventories 
7 Nonfarm 
8 Farm 
9 Net foreign investment (IV-4) 

Gross investment 

65.3 
36.5 
17.0 
19.5 
27.9 
1.0 

.2 

.s 
3.5 

68.8 

10 Personal saving (11-6) 
11 Excess of wage accruals over disbursements (1-4) 
12 Undistributed corporate profits (I-i5) 
13 Corporate inventory valuation adjustment (1-16) 
14 Capital consumption allowances (1-22) 
15 Government surplus or deficit ( - )  on income and 

16 Statistical discrepancy (7-23) 
product account (111-11) 

20.7 
.o 

9.4 
- 1.5 
37.7 

1.7 
.7 

Gross saving and statistical discrepancy 68.8 

“Numbers in parentheses indicate accounts and items of counterentry in the accounts. 
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Exhibit 3. The United Nations SNA Matrix 
A Symbolic Table 

1 2 3 4 5 6 7 8 9 10 

Opening assets 
1 Financial assets 
2 Net tangible assets 

Production 
Commodities 
3 Commodities, basic value 
4 Commodity taxes, net 

Activities 
5 Industries 
6 Producers of government services 
7 Private services: domestic service 

and producers of private n-p services 7^3 7^8 2̂  10 
Consumption 

Expenditure 
8 Household goods and services 
9 Government purposes 

10 Purposes of private n-p bodies 
Income and outlay 
11 Value added 7^ 3 r^ 4 r „ 5 Tn,t T^.i 
12 Institutional sector of origin 
13 Form of income 
14 Institutional sector of receipt 

Accumulation 
Increase in stocks 
15 Industries 
16 Producers of government services 
Fixed capital formation 
17 Industries 
18 Producers of government services 
19 Producers of private nonprofit 

services to households 
Capital finance 
20 Industrial capital formation, land, etc. 
21 Capital transfers 
22 Financial assets 
23 Institutional sectors ^31 7̂ 3 2 

Rest of the world 
24 Current and capital transactions 3^41 7̂ 4 2 7̂ 4.3 7̂ 4 5 ^43 

Revaluation 
25 Financial assets 
26 Net tangible assets 

Closing assets 
27 Financial assets 
28 Net tangible assets 

NOTE: The contents of the submatrices can be summarized as follows: 
Ti 23 The holdings of financial assets by the institutional sectors at the beginning of the period of account. 
7J 24 The holdings of financial assets, issued by the country under study, by the rest of the world at the beginning of 

the period of account. 
^23 The holdings of net tangible assets by the institutional sectors at the beginning of the period of account. The 

resident economic agents from which the institutional sectors are built up hold between them all the tangible 
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11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 

^ .23 

^ .23 

^ . 1 5 ^ . 1 6 ^ . 1 7 ^ . 1 8 ^ . 1 9 ^ . 2 4 

Ti.lS ^ . 1 7 ^ . 1 8 ^ . 1 9 ^ . 2 4 

' S H ^8.24 

^ .14 

^ 0 . 1 4 

Til.23 

^12.11 

^13.12 ^3 .14 ^13.24 

^14.11 7i4, i3 

M5.20 

^7.20 

^16.23 

^ 8 . 2 3 

^19.23 

^ 0 . 2 3 

^ 3 . 1 4 

^ 4 . 1 3 

^ 2 . 2 3 ^2 .24 

^3 .21 ^ 3 . 2 2 ^3 .25 ^ 3 . 2 6 ^ 3 . 2 7 ^ 3 . 2 8 

^4 .21 ^ 4 . 2 2 ^4 .24 ^ 4 . 2 5 ^ 4 . 2 6 ^4 .27 ^ 4 . 2 8 

^ 5 . 2 3 ^5 .24 

^ 6 . 2 3 

^ 7 . 2 3 ^7 .24 

^ 8 . 2 3 

assets in the country in which they are resident; and, at the same time, the ownership of a tangible asset 
abroad is represented by the holding of a financial asset. As a consequence the rest of the world is not 
represented in the system as holding tangible assets. 

7̂  5 The inputs of commodities, reckoned at basic values, into the productive activity of industries. 
T^^ The inputs of commodities, reckoned at basic values, into the productive activity of the producers of 

government services. 
(Table notes continue on following pages) 
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7̂  7 The inputs of commodit ies , reckoned at basic values, into the productive activity of produc-
ers of private nonprofit services to households. It is generally assumed that these inputs do 
not arise in the case of domestic services on an individual basis. 

23 8 Commodit ies , reckoned at basic values, entering into the consumption expenditure in the 
domestic market of all households, whether resident or not. 

T215 Additions to the stocks of commodities, reckoned at basic values, held by industries. 
^ 1 6 Additions to the stocks of commodities , reckoned at basic values, held by the producers of 

government services. 
7̂ .17 Commodit ies , reckoned at basic values, entering into the gross fixed capital formation of 

industries. 
T^ 18 Commodit ies , reckoned at basic values, entering into the gross fixed capital formation of the 

producers of government services. 
7̂  19 Commodit ies , reckoned at basic values, entering into the gross fixed capital formation of the 

producers of private nonprofit services to households. 
7̂  24 Exports of commodities reckoned at basic values. 
7i 5 Commodity taxes, net, on the commodity inputs into the productive activity of industries. 

The sum ^ 5 + Ti.s represents these commodity inputs reckoned at producers' values. 
7i 6 Commodity taxes, net, on the commodity inputs into the productive activity of producers of 

government services. 
7i 7 Commodity taxes, net, on the commodity inputs of producers of private nonprofit services to 

households. 
7i 8 Commodity taxes, net, on commodities entering into household consumption expenditure in 

the domestic market. 
7i 15 Commodity taxes, net, on the commodities entering into the stocks of industries. 
7i 17 Commodity taxes, net, on commodities entering into the gross fixed capital formation of 

industries. 
7i 18 Commodity taxes, net, on the commodities entering into the capital formation of producers 

of government services. 
7i 19 Commodity taxes, net, on the commodities entering into the capital formation of producers 

of private nonprofit services to households. 
7i 24 Commodity taxes, net, on exports of commodities. 
7̂  3 Commodity outputs, reckoned at basic values, of industries. 
7̂  4 Commodity taxes, net, on the outputs of industries. The sum 7̂  3 + 7̂  4 represents the 

commodity outputs of industries reckoned at producers' values. 
7̂  3 Commodity outputs, reckoned at basic values, of the producers of government services. 
7̂  8 Government services entering into household consumption expenditure in the domestic 

market. 
7̂  9 Services produced for own use by government services. 
7̂  3 Commodity outputs, reckoned at basic values, of producers of private nonprofit services to 

households. 
7̂  8 Domest ic services and private nonprofit services entering into household consumption 

expenditure in the domestic market. 
7̂  10 Services produced for own use by private nonprofit services. 
7̂  14 Final consumption expenditure on goods and services in the domestic market by resident 

households. 
7̂  24 Final consumption expenditure on goods and services in the domestic market by nonresident 

households. 
7̂  14 Final consumption expenditure by general government. 
Tio 14 Final consumption expenditure by private nonprofit institutions. 
7ii 3 Protective import duties. 
Til 4 Other import duties. 
7Ji 5 Values added, i .e . , compensations of employees , operating surpluses, provisions for the 

consumption of fixed capital and indirect taxes, net, in the productive activity of industries. 
Til 6 Values added in the productive activity of the producers of government services. 
7ii 7 Values added in the productive activity of domestic services and the producers of private 

nonprofit services to households. 
Til 23 The negative of charges for the consumption of fixed capital. 
7^211 Compensation of employees and operating surpluses classified by institutional sectors of 

origin. 
^13.12 Compensations of employees and operating surpluses arising in institutional sectors clas-

sified by component forms of income. For example, compensation of employees is divided 
between wages and salaries on the one hand and employers' contributions to social security 
and private pension funds, etc . , on the other. 
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1̂3.14 Current income transfers, including transfers to property income, paid out by the institu-
tional sectors (as sectors of receipt). 

1̂3.24 Current income transfers, including transfers of property income, paid out by the rest of the 
world. 

7̂ 4 n Indirect taxes, net, paid to general government. 
1̂4.13 Gross receipts of income by the institutional sectors (as sectors of receipt). 

7̂ 5 20 Increases in stocks of industries. 
T\6.23 The finance, provided by the capital finance account of general government, of the increase 

in stocks of producers of government services. 
7i7.2o Total gross fixed capital formation of industries. 
7]g 23 The finance, provided by the capital finance account of general government, of gross fixed 

capital formation undertaken by producers of government services. 
Ti9.23 The finance, provided by the capital finance account of private nonprofit institutions, of gross 

fixed capital formation undertaken by the producers of private nonprofit services to house-
holds. 

^0.23 The finance, provided by the capital finance accounts of the institutional sectors, of gross 
industrial capital formation (in stocks, and fixed assets) and the net purchases, by these 
sectors of land and intangible assets other than financial assets. 

T22.23 Net acquisitions of financial assets by the institutional sectors. 
7̂ 2.24 Net acquisitions of financial assets, issued by the country under study, by the rest of the 

world, 
T23,i The holdings of financial liabihties by the institutional sectors at the beginning of the period 

of account. 
!̂ 3 2 The net worths of the institutional sectors at the beginning of the period account. 
^3.14 The saving of the institutional sectors. 
7̂ 3 21 Net receipts of capital transfers by the institutional sectors. 
^3.22 Net issues of financial Uabihties by the institutional sectors. 
^3.25 Revaluations of financial liabilities held by the institutional sectors. 
T23.26 Revaluations of the net worths of the institutional sectors. 
^ 2 7 The holdings of financial liabihties by the institutional sectors at the end of the period of 

account. 
^3.28 The net worths of the institutional sectors at the end of the period of account. 
7J4 1 Financial habihties issued by the rest of the world and held by the institutional sectors at the 

beginning of the period of account. 
7̂ 4 2 The net worth of the rest of the world at the beginning of the period of account arising from 

its relationships with the country under study; that is to say, the negative of the rest of the 
world's net indebtedness to that country. 

7̂ 4 3 Imports of commodities reckoned at c.i.f. values. 
!̂ 4 6 Direct expenditure abroad on goods and services by the producers of government services. 
!]̂ 4 g Final consumption expenditure abroad by resident households. 
^4 13 Gross receipts of income (whether distributed factor income or other current transfers) by 

the rest of the world from the country under study. 
^4.21 Net receipts of capital transfers by the rest of the world. 
^4.22 Net issues of financial habihties, taken up by the country under study, by the rest of the 

world. 
!̂ 4 24 The rest of the world's balance of payments on current account with the country under study. 
!̂ 4 25 Revaluations of financial liabilities issued by the rest of the world and held by the country 

under study. 
7̂ 4 26 Revaluation of the net worth of the rest of the world arising from its relationships with the 

country under study. 
!^4 27 Financial habihties issued by the rest of the world and held by the institutional sectors at the 

end of the period of account. 
^4.28 The net worth of the rest of the world at the end of the period arising from its relationships 

with the country under study. 
^5 23 Revaluations of financial assets held by the institutional sectors. 
^5.24 Revaluations of financial assets issued by the country under study and held by the rest of the 

world. 
7̂ 6.23 Revaluations of net tangible assets held by the institutional sectors. 
!̂ 7 23 The holdings of financial assets by the institutional sectors at the end of the period of account. 
7̂ 7 24 The holdings of financial assets, issued by the country under study, by the rest of the world at 

the end of the period of account. 
!^ 23 The holdings of net tangible assets by the institutional sectors at the end of the period of 

account. 



Exhibit 4 

Comparison of the BEA Personal Income Account 
with the Household Sector Current Account lor the Year 1969 (SBitllons Current) 

BEA House hold 
Personal Current 
Outlays and Outlays and 
Saving Saving 

Expenditures on durables 85.7 
Expenditures on nondurables 247.8 238.5 

Expenditures 244.8 244.8 

In kind consumption 3.0 
Less: Increase in stocks - 6.3 

Expenditures on services 248.2 147.8 
Household expenditures 147.8 147.8 
Nonprofit expenditures 15.5 
Imputed banking services 9.8 
Imputed hwusing services 52.0 
Other benefits in kind 23.1 

Interest payments 15.6 31.0 
Consumer debt interest 15.6 15.6 
Mortgage interest 15.4 

BEA Household 
Personal Current 
Income Income 

Wages and salaries 
Payments 
Pay in kind 

515.7 513.0 
513.0 513.0 

2.7 

Other labor income 28.5 

Other benefits 27.9 
Fees and other pay .5 

Proprietor income 
Money income 
Imputed income 

67.0 65.4 
65.4 65.4 

1.6 

Rental income 19.6 
Paid to households 8.5 
Imputed rent 11.1 

8.5 
8.5 



Tax payments 115.7 128.5 
Income taxes 101.5 101.5 
Property taxes .8 13.6 
Other taxes and nontaxes 13.4 13.4 
Personal contributions 

for social insurance 26.2 

Transfers paid .9 14.2 
Gifts to nonprofits 13.3 
Transfers to abroad .9 .9 

Imputed outlays 149.0 
Except owner-occupied housing 97.0 
Owner-occupied housing 52.0 

Gross household saving 129.5 

Consumer durables 59.4 
Owner-occupied housing 11.9 

Net household saving 58.2 

Capital consumption allowances 

Personal saving (BEA) 40.6 

Total current outlays and saving 
Personal outlays and saving 754.7 864.9 

Interest income 61.1 
Paid to households 38.5 
Paid to nonprofits 1.2 
Imputed interest 21.4 

s 38.5 
38.5 

Dividends 22.4 21.4 
Paid to househoids 21.4 21.4 
Paid to nonprofits 1.0 

Business transfers 2.8 2.8 
Private pension payments 11.9 

Government transfers 63.8 54.4 
Paid to households 54.4 54.4 
Paid to nonprofits 2.9 
Benefits in kind 6.5 

Current market income 715.8 

Imputed gross income 149.0 
Except owner-occupied 97.0 
Owner-occupied gross income 52.0 

Less: Employee SOC. sec. 26.2 

Personal income (BEA) 754.7 
Total current receipts 864.9 
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Exhibit 5 
Household Sector Balance Sheets ($BiUions Current) 

Reproducible assets (net current value) 
Residential structures (net current value) 

Gross stock (book value) 
Plus: Revaluation 
Equals: Gross stock (current value) 
Less: Capital consump. (book value) 
Less: Cap. consump. revaluation 

Consumer durables (net current value) 
Gross stock (book value) 
Plus: Revaluation 
Equals: Gross stock (current value) 
Less: Capital consump. (book value) 
Less: Capital consump. revaluation 

Inventories 
Land 
Fixed claim assets 
Currency and deposits 

Currency and demand deposits 
Time and savings accounts 

Government securities 
U.S. Treasury issues 
Agency issues 
State + local obligations 

Other fixed claim assets 
Corporate + foreign bonds 
Mortgages 
Open market paper 
Other financial assets 

Equities 
Corporate stock 
Farm business equity 
Noncorp. nonfarm equity 
Pension & ins. (cash value) 
Estates and trusts 

Total assets 
LiabiUties 

Mortgages 
Consumer credit 
Bank loans, n.e.c. 
Other liabilities 

Net worth (balance sheet) 
Net saving (current acct.) 
Capital gains + stat. discrep. 

Total liabilities + net worth 

Closing/ 
Opening 
Balance 
(1968/69) 

874.4 
482.9 
450.5 
253.0 
703.5 
96.5 

124.1 
310.5 
540.3 
24.5 

564.8 
241.9 

12.4 
81.0 

133.6 
671.5 
480.9 
109.7 
371.2 
105.8 
73.1 
8.9 

23.8 
84.8 
3.5 

44.6 
10.1 
26.6 

1491.4 
731.3 
195.9 
317.6 
108.4 
138.2 

3170.9 
424.6 
257.7 
126.9 

4.7 
35.2 

2746.4 

3170.9 

Capital 
Trans-
actions 
(1969) 

49.1 
16.5 
28.4 

28.4 
8.0 
3.9 

26.3 
85.7 

85.7 
56.9 
2.5 
6.3 

44.2 
5.3 

-4.5 
9.8 

28.1 
10.8 
5.6 

11.7 
10.7 
3.2 
2.1 
5.3 

.1 
-6.6 

-11.5 
-1.5 

1.5 
4.9 

86.7 
30.3 
18.6 
10.8 
1.0 
0.0 

56.3 
58.2 

-1.9 

86.7 

Revalu-
ations 
(1969) 

33.6 
26.9 

-1.9 
37.3 
35.4 

-1.1 
9.7 
3.3 

-46.9 
11.4 

-35.4 
-42.1 

3.4 
3.5 
8.8 

-70.8 
-92.9 

8.8 
19.1 

-0.3 
-5.5 

-28.4 

-28.4 

-28.4 

Closing/ 
Opening 
Balance 
(1969/70) 

957.2 
526.3 
477.0 
290.3 
767.3 
103.4 
137.6 
340.1 
579.1 
36.0 

615.1 
256.7 

18.3 
90.7 

142.3 
715.7 
486.2 
105.2 
381.0 
133.9 
83.9 
14.5 
35.5 
95.5 
6.7 

46.7 
15.4 
26.7 

1414.1 
626.9 
203.2 
338.2 
113.0 
132.8 

3229.2 
454.9 
276.3 
137.7 

5.7 
35.2 

2774.3 

3229.2 
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Appendix A 

Financial Intermediaries in the National Accounts 

The treatment of financial intermediaries is one of the most controversial 
issues in national income accounting. Generally, the measurement of 
output of financial intermediaries has been based on the concept of factor 
cost, viewed as the contribution of the factors of production; it has also 
been influenced by a concept of material output derived from the classical 
view of production in Smith, Ricardo, and Marx. The approach has 
generally been of an aggregative nature, which either consolidates out of 
the system the financial transactions of the individual transactors or in 
some cases completely ignores them. In many cases, to the extent that the 
sales of financial intermediaries' services do not reflect factor costs, the 
market value of sales is not considered to be a correct measure of 
' 'output." The reconcihation of the receipts side of the account of finan-
cial intermediaries with the factor cost side is achieved by consolidating 
the receipts with claims or the transfers which financial intermediaries 
pay, and which in national income accounting terms are not considered to 
be part of output. 

This national income accounting view is not fully consistent with the 
way transaction flows are viewed by individual transactors. If the mac-
roeconomic accounting system is to correspond to the microeconomic 
accounting of individual transactor, it will be necessary, in a number of 
cases, to alter the treatment of financial transactions. This appendix 
examines, in some detail, the transactions relating to insurance, pen-
sions, and interest, comparing their present treatment in the national 
income accounts with the way they would be recorded in individual 
transactor accounts. 

Fire and Casualty Insurance 

Fire and casualty insurance is purchased by businesses and households 
as protection against the possibility of loss. Premiums are paid to insur-
ance companies, which in turn use these funds to pay the claims of the 
insured suffering casualty losses and to cover the costs and profits of the 
insurance business. 

Purchases by Business 

In the national accounts, the purchase of fire and casualty insurance by 
business is treated on a net basis (i.e., the claims paid to business are 
subtracted from the premiums paid by business). This net premium 
payment is, of course, by definition also equal to the costs and profits of 
the insurance companies. The fire and casualty losses are recorded in the 
national accounts as "accidental damage to fixed capital," and this is 
added to capital consumption allowances. Thus by understating the insur-
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ance premiums which business pays and equally overstating capital con-
sumption, two wrongs come out with the correct profits. 

In the actual accounts of businesses, these transactions would be 
recorded differently: (1) insurance premiums paid by business would be 
considered to be an intermediate cost of goods and services purchased 
from other enterprises and would not be netted against claims; (2) the 
claims received by business would be considered capital transactions 
offsetting the casualty losses, also considered capital in nature; and (3) no 
addition would be made to capital consumption allowances for accidental 
damage to fixed capital. 

It is apparent that the present national income accounting treatment of 
insurance transactions would be quite inappropriate for the accounts of 
the individual transactor. If this treatment were used, businesses suffer-
ing no loss would record the cost of insurance as the premiums actually 
paid, but for those having a loss the cost in insurance would equal ''net 
premiums," that is, premiums paid less claims received, and could be a 
sizable negative flow; at the same time the fire or casualty loss would 
appear as a large increase in capital consumption allowances. These 
distortions are due in part to the failure of the national income accounts 
to achieve a proper separation of current transactions from capital trans-
actions, and in part to a willingness to deal with consolidated accounts for 
all businesses as a group. 

If the transactor's approach to the recording of fire and casualty insur-
ance transactions of business were adopted for the national income 
accounts, it would not alter the measurement of total GNP. However, it 
would result in a decline in the product originating in enterprises buying 
insurance, since the cost of insurance would be considered to be total 
premiums rather than net premiums. This decline would be exactly offset 
by an increase in product originating in the insurance sector. Claims paid 
out would reflect that portion of the insurance sector's output that is paid 
over to claimants much in the same way that dividends represent payment 
of profits to stockholders. The transactor approach has the advantage of 
recognizing at the microlevel that total premiums paid by a firm are a 
current cost of operation and that casualty losses and reimbursements are 
adjustments to the capital account and not to current accounts. 

Purchases by Households 

Household purchases of fire and casualty insurance are treated in the 
national accounts in a manner parallel to the treatment used for business. 
Households are considered to pay "net premiums" (i.e., total premiums 
paid minus claims received), which are by definition equal to the costs 
and profits of the insurance companies. However, from the transactor's 
point of view, it is the total premium that represents a consumer pur-
chase, and again claims received are a capital transaction. The national 
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income accounting approach, by combining a major capital receipt 
(claims received) with a relatively minor current outlay (premium paid), 
does violence to an individual household's account. It should be noted, 
however, that for the case of insurance purchased by households the 
adoption of the transactor approach would result in an increase in GNP, 
since now consumer purchases of goods and services will reflect total 
premiums rather than net premiums paid, and this increase will corre-
spond to an increase in the measure of the output of the fire and casualty 
insurance companies serving households. From the point of view of 
opportunity cost and utility theory, such an increase is quite appropriate. 
What households are purchasing is protection against loss, and the cost of 
such protection for the individual transactor consists of the full premium 
payment and not the net premium. 

Health Insurance 

Health insurance premiums may be paid by employers as fringe bene-
fits for their employees, or they may be paid by households directly. The 
benefits paid by health insurance companies may consist of either third-
party payments to doctors and hospitals for the provision of health care to 
the beneficiaries, or they may be ''sick-pay" benefits paid directly to 
beneficiaries. 

Purchases by Business 

In the case of health insurance provided by employers as a fringe 
benefit to their employees, the premiums paid by employers are consid-
ered to be ''other labor income" received by employees in the national 
income accounts. On the outlay side of the personal income account, 
employees are then considered to purchase (1) the services of health 
insurance companies as measured by their costs and profits, and (2) 
medical care services as measured by the payments health insurance 
companies make to doctors and hospitals. 

From the employee's point of view, this fringe benefit (health insur-
ance) is not an actual payment of money income. It does not appear on 
the statement of income and withholding his employer gives him for tax 
purposes. In most cases employees are quite unaware of the amount of 
the premium the employer actually pays. Although this fringe benefit 
could be considered to be imputed income, for any specific employee its 
valuation poses serious problems; the proper value might bear Uttle or no 
relation to the premiums paid by the employer. For example, families 
with more than one wage earner might have unnecessary double cover-
age. Presumably its value to a single person might be less than to a family. 
Young employees might value it less than older employees. There does 
not in fact seem to be more justification for making this imputation than 
for imputing a value for other fringe benefits, such as subsidized meals, 
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parking, expense accounts, recreational facilities, and even pleasant 
working conditions. 

With respect to the administrative costs of health insurance and the 
costs of medical care provided by doctors and hospitals, the treatment in 
the national income accounts, if used as a basis for allocation to individual 
households, would involve gross distortions of income and expenditures. 
For individuals who were not sick, the cost would reflect only the operat-
ing costs of the health insurance companies, and it would appear, con-
trary to fact, that these individuals receive more ''other labor income" 
than they pay out in health insurance costs. For individuals who do 
receive medical care, it would appear that they spend on medical care 
more than they receive in other labor income. 

If transactor recording were adopted, employers would be recorded as 
purchasing health insurance for their employees. This would be reported 
as health services that enterprises provide their employees as a fringe 
benefit but would not appear in the employees' account as money in-
come. The health insurance industry in turn would be considered as 
purchasing health services from doctors and hospitals. From the point of 
view of GNP and product originating by industry, this treatment would 
be identical to the current national income accounting treatment. From 
an aggregative point of view, the difference between the two treatments 
Hes solely in whether employers' health insurance contributions are re-
corded as other labor income received by individuals, and whether the 
cost of health insurance and medical care is recorded as actual expendi-
tures paid by individuals. 

Sick'Pay Benefits 

Payments of sick pay by health insurance and workmen's compensa-
tion is handled in the national income accounts by considering employers' 
contributions to be other labor income, and considering the costs of 
health insurance companies and the costs of medical care to be consumer 
expenditures. The difference between the health contributions included 
in other labor income and the costs included in consumer expenditures is 
equal to (1) sick pay paid to individuals, and (2) the change in reserves of 
health insurers and workmen's compensation funds. 

The national income accounting treatment contrasts with the trans-
actor's recording, which would treat sick pay as an actual payment of 
income to individuals and would exclude from household income and 
saving the changes in the reserves of health insurance and workmen's 
compensation funds. Again the transactor approach to the recording of 
these transactions would not alter GNP but would alter household in-
come, household saving, and changes in reserves held by business enter-
prises. 
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Purchases by Households 

When health insurance is purchased by individuals, the total premium 
individuals actually pay are not recorded in the national accounts as 
consumer expenditures. Instead the consumer expenditure for health 
insurance is considered to consist of the costs and profits of the health 
insurers; the cost of the medical care individuals receive is entered as a 
separate consumer expenditure. The difference between the premiums 
actually paid and these two categories of costs represents, as indicated 
above, the sick pay which is returned to individuals and the change in the 
reserves of the health insurers. 

A transactor recording would require considering the full premium 
payment as a consumer expenditure of those paying it, and the receipt of 
sick pay as income of those receiving it. On this basis of recording, the 
change in the reserves of health insurance companies would be recorded 
as a change in "income retained" by them rather than as saving by 
households. 

As in the case of household purchases of fire and casualty insurance, 
this shift to a transactor basis of recording would result in an increase in 
GNP. The increase would be equal to the difference between the pre-
miums paid by households and the costs and profits of health insurers and 
the costs of medical care; looked at in another way it will also be equal to 
sick pay and the change in the reserves of health insurers. Such an 
increase is justifiable, since the premiums paid by households represent a 
bona fide purchase of increased health security, which guarantees medi-
cal care and sick pay if and when required. 

Life Insurance and Pensions 

The treatment of life insurance and pensions in the national accounts 
follows the general approach described above for health insurance. If life 
insurance and pension contributions are made by an employer, these 
contributions are considered part of other labor income and are reflected 
in personal income. The costs and profits of life insurance companies are 
considered to measure the amount spent for life insurance and pensions, 
and the difference between the contributions included in other labor 
income and the costs of insurance included in consumer expenditures is 
equal to the Ufe insurance benefits and pensions paid plus the change in 
the reserves of life insurance companies and pension funds. 

Where an individual himself buys life insurance or contributes to 
pension funds, the premium he pays is not entered in the national 
accounts as an expenditure—only the costs and profits of the Ufe insur-
ance companies and pension funds are considered to be consumer ex-
penditure. Thus in this case also the difference between the premiums 
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actually paid and the costs charged as consumer expenditure equal the 
life insurance benefits and pensions paid and the change in the reserves of 
life insurance and pension funds. 

In applying transactor criteria to the recording of life insurance and 
pension transactions, first it must be determined whether the transactions 
affect the balance sheet of the individual. In the case of term insurance or 
pension plans that are not vested, no cash surrender value or equity is 
built up for the individual. If an employer makes life insurance and 
pension contributions as part of other labor income, this is a fringe 
benefit. Those who do directly benefit in the current period are those who 
receive life insurance or pension payments. Life insurance benefits paid 
in a lump sum to heirs should be recorded in the capital accounts, 
together with other estate transfers. Life insurance annuities or pensions 
should be recorded as current income received by households. Individual 
purchases of term life insurance should be treated in the accounts like 
household purchases of other casualty insurance. 

If life insurance and pension contributions result in an increase in the 
equity of individuals, this increase should be reflected in the balance 
sheets and current accounts of individual transactors. An increase in an 
individual's equity should be reflected in his balance sheet by an increase 
in the cash surrender value of his insurance and pension policies, but not 
by some pro rata share of the total reserves of life insurance and pension 
funds. Similarly, a portion of the premiums paid by individuals represents 
saving in the current income account of the individual, so that in fact the 
premium must be split into two elements, current insurance and saving. 
Aside from these considerations, the premiums paid for life insurance 
and pension funds and the benefits received should be recorded in trans-
actor accounts as described for term life insurance. 

In discussing pensions funds, the United Nations SNA proposes treat-
ing unfunded pension funds as if they were funded. This would involve 
imputing pension contributions for business and deducting them from 
profits. In effect, a dummy account for nonfunded pension funds would 
be set up showing the net cumulative imputed pension contributions and 
the unfunded pension liabilities and reserves. Although information on 
the liabilities of unfunded pensions is interesting and useful, it does not 
seem to be appropriate or realistic to treat such imputations as actual 
transactions. 

Interest 

There has been extensive and intensive discussion of the treatment of 
interest in the literature of national accounting, but at the present time 
there is surprisingly widespread consensus on how interest transactions 
should be handled in the measurement of the national income aggregates. 
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The ''Net Interest'' Approach 

In the U.S. national income accounts the concept of net interest was 
developed to handle interest transactions. Interest received by business is 
netted against the interest payments which business makes, yielding their 
''net interest" payments. It is apparent that, if a business receives more 
interest than it pays out, this net interest flow will be negative. 

Several different rationales can be offered in support of this approach. 
It can be argued that interest is a payment for a factor of production, and 
net interest represents the net amount of this factor used by business. It 
can also be argued, however, that interest payments are not factor 
payments but, Uke dividend payments, represent a transfer of the income 
earned by a business to those having a claim on it. According to this view, 
interest received by an enterprise is Hke dividends received by an enter-
prise; both types of receipts represent income derived from the produc-
tive activity of other enterprises. On this basis, the interest any given 
enterprise receives should be excluded from the measurement of its 
output (income originating), and this can best be accompHshed by omit-
ting the interest received from the product side of the account and 
subtracting it on the income side from interest paid. 

For financial institutions where interest receipts exceed interest pay-
ments by substantial amounts, the BE A procedure results in negative 
product. As a consequence, it has been found useful to recognize that 
financial institutions provide their depositors with banking services in-
stead of paying interest, and these services, in effect, constitute imputed 
interest payments. Such imputed interest payments are valued at the cost 
of providing banking services to depositors. Once such imputations are 
introduced as part of interest paid by financial institutions, the net in-
terest approach results in an income-originating measurement for finan-
cial institutions, which is equal to their costs and profits. 

The United Nations Approach 

The United Nations SNA does not formally adopt a net interest 
approach, but because it separates production accounts from appropria-
tion accounts the effect is the same. The production account for an 
enterprise shows on the product side the receipts from the sale of goods 
and services, and on the cost side the purchases of intermediate goods 
and services, capital consumption allowances, indirect taxes, compensa-
tion of employees, and operating surplus. The operating surplus is, of 
course, a residual reflecting the difference between sales receipts and the 
costs of sales. It represents that part of factor income which is carried over 
to the appropriation account and is available for further distribution as 
income payments. 
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In the appropriation account of the SNA, other property income 
received, such as dividends and interest, is added to the operating surplus 
to show the total amount of income available. The disbursements side of 
the appropriation account shows the actual payments made. In the 
measurement of output, these procedures have the same effect as the net 
interest approach used in the U.S. national income accounts, that is, 
interest received is excluded from the measurement of output. 

Consumer Interest Payments 

Despite the general consensus about the treatment of interest in the 
national accounts, present practices are at considerable variance with a 
transactor's approach to the recording of interest transactions in the 
accounts of households, enterprises, and government. For the household 
account, the present net interest treatment excludes consumer interest as 
an element of consumer expenditure, and treats it as a transfer. From the 
point of view of the individual doing the borrowing, however, it is 
apparent that a useful service is being purchased. In many consumer 
expenditures, interest charges are implicit in the higher prices merchants 
charge where easy credit or charge privileges are granted. But, paradox-
ically, if a consumer discovers that he can buy at a lower price and 
borrows to finance the purchase, the exphcit interest charge is, in the 
national accounts, excluded from consumer expenditures. The exclusion 
of consumer interest payments from the purchase of goods and services is 
usually based on one or more of the following reasons. First, it may be 
argued that no productive resources are involved in the loaning of 
money, and interest payments are merely a transfer paid by the borrower 
to the lender. This argument rests in large part on the proposition that 
income should be measured in terms of the costs of the factors of produc-
tion, and interest represents only a redistribution of income and is not in 
itself a factor of production. Second, it may be argued, from a similar but 
slightly different point of view that no real production has taken place and 
as a consequence there is no operating surplus out of which interest can 
be paid. Furthermore, since interest payments are considered transfers, 
payment of interest by consumers does not represent a purchase of goods 
and services. Finally, it is sometimes argued that the payment of con-
sumer interest is "unproductive," much in the same sense that Adam 
Smith argued that the services of domestic servants were unproductive. 
This view is unquestionably related to the medieval view that moneylend-
ers are engaged in a form of usury that exploits the misery of debtors. 

From the point of view of the individual consumers, however, the 
ability to borrow money, thus making it possible to acquire goods and 
services, does represent an increase in utihty. If market valuations and 
opportunity cost are to be used to represent the value of goods and 
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services, there is no logical reason from the individual transactor's point 
of view to exclude consumer interest as a legitimate purchase. 

Enterprise Interest Payments 

In the transactor accounts for enterprises, it is of course not customary 
to subtract interest received from interest paid. In computing operating 
surplus an enterprise might exclude interest received, but this would be 
done to separate the normal business activity of the enterprise from its 
financial activities. For financial enterprises, where normal business ac-
tivities are financial, it would be unreasonable to make such a separation. 

From a transactor point of view, it would be most logical for enterprises 
to treat their interest transactions as they treat rental receipts and pay-
ments. On the receipts side of the account, receipts from rentals are 
treated as the sale of goods and services; and on the outlay side, payments 
for rentals are an intermediate cost of goods and services purchased from 
other enterprises. As a consequence of this treatment of rental receipts 
and payments, it has been necessary to introduce into the national 
income accounts a supplementary ''rental income" industry to contain 
the rental payments made by enterprises to individuals or to enterprises 
not already classified in other industries. This rental industry does not, of 
course, include all rental payments, since many rent payments are made 
to enterprises in other industries. Nor does it reflect the actual use of 
buildings and equipment, since enterprises owning their own buildings 
and equipment do not make rental payments. For the rental industry, 
however, the gross rental payments received represent the value of their 
sales; after appropriate deductions are made for costs (including interest 
and taxes), the residual return appears in the national accounts as part of 
''rental income of persons." 

This same treatment can also be appHed to interest transactions. In-
terest received by enterprises would be considered to be a sale of goods 
and services, and, like rental payments, all interest paid by enterprises 
would be considered an intermediate purchase from other enterprises. 
Under such a treatment it would be necessary to introduce a sup-
plementary "interest" industry which would be the recipient of interest 
payments made by enterprises to individuals or companies not already 
classified in other industries. The gross receipts or sales of this industry 
would be the interest payments they received, and any costs incurred in 
connection with the lending of such funds would be deducted before the 
payment of "interest income to persons." 

It has been argued that one of the major reasons why interest should 
not be treated as a cost was that it would misrepresent the "true" measure 
of value added or income originating in an industry. This same reasoning 
has also been applied to the treatment of rental payments—that these 
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also represent part of the income generated within the enterprise. While 
from a production function point of view it may often be useful to take 
into account ''rented capital goods'' as well as owned capital goods for 
analyzing capital coefficients, it does not follow that the national income 
accounts should be constructed solely with this criterion in mind. First, in 
operational terms it would be extremely difficult to reconstruct enterprise 
accounts so as to eliminate all rentals and/or purchases which represent 
the use of capital assets. If this were attempted, furthermore, it would of 
course be necessary to impute to the enterprises the cost of ownership, 
including such things as management, taxes, etc. In the case of rentals, 
such as communications or computer services which include highly so-
phisticated equipment together with software or other costs, the statisti-
cal estimation problems become unmanageable. 

Furthermore, from the point of view of the enterprise as a profit-
making institution, it is more reasonable to treat both interest and rental 
payments as intermediate costs of production rather than as part of 
income originating and/or profits. What gross product originating in an 
enterprise is supposed to represent is the value which is added to the 
contributions provided by other enterprises, and to deny that the provi-
sion of capital is a contribution is something that only a very conventional 
national accountant or a Marxist would dare to suggest. 

The transactor approach to interest would alter the pattern of income 
originating in the national income accounts. It would reduce the gross 
product of the enterprises that borrow, and it would correspondingly 
increase the gross product of enterprises that lend. One of the major 
consequences of this change would be that the gross product of financial 
institutions, without any imputation for imputed interest, would be ex-
actly equal to what is now computed using imputed interest. The reason 
for this is, of course, that this approach considers the interest received by 
financial intermediaries to be a sale of goods and services, and, on the 
cost side, interest paid is included as an intermediate cost. Such a treat-
ment leaves compensation of employees, taxes, capital consumption, and 
profits in gross product originating. This does not necessarily mean that 
the imputation for banking services should be abandoned; it does mean, 
however, that it is not required for measuring the gross product in 
financial institutions and should be justified on grounds similar to imputa-
tions for such things as television, radio, and other media that are 
currently paid for largely by advertising expenditures but that do repre-
sent a useful product to consumers. 

Government Interest Payments 

The final problem with respect to interest transactions hes in the 
handling of government interest payments. The exclusion of government 
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interest as payment for a productive service is an old and universal 
tradition in national income accounting. The original justifications were 
put forth in connection with the government war debt arising from World 
War I. It was felt that government debt incurred for a past war should not 
be considered output in later periods. The National Accounts Review 
Committee reviewed these arguments and generally supported them, but 
raised a question about the debts of state and local governments that have 
often been incurred for schools, sanitation systems, parks, roads, and 
public buildings. With respect to the U.S. national income accounts, it 
has also been argued that government durables are not considered to 
produce income, and, therefore, since there are no real capital services 
that provide income it would be inappropriate to count government 
interest. 

Nevertheless, in a market economy it is appropriate to consider that 
services actually purchased represent output, even if they are in some 
sense wasted. Thus, one does not ask whether a government employee is 
really worth what he is paid; the fact that he is paid for a service is taken as 
an indication that the service exists. The difference between a transfer 
payment and the purchase of services rests on whether some service is 
performed, not whether the service is used. Thus, a pension paid to a 
soldier differs from current pay to a soldier in that no services are 
provided in the current period by the soldier receiving the pension 
whereas the current pay of the soldier represents services made available. 
Whether the services are in fact used is considered irrelevant. 

From this point of view the holders of government bonds are providing 
services fully as much as if they had purchased corporate bonds, and 
government interest payments should be recorded as the purchase of such 
services. Since government debt is fungible, furthermore, it is not 
appropriate to distinguish between debt incurred for war purposes, for 
fiscal policy purposes, or the purchase of government durables. Those 
interested in measuring ''real production" or ''economic welfare" can 
impute any deduction they wish for what they consider to be the nonpro-
ductive use of government interest—or for that matter any other nonpro-
ductive use of resources. 



Appendix B 

Household Current Accounts and Balance Sheets, 1947-1980' 

Wble l .A. l  Household Current Income and Outlay Account ($Billions) 

1947 1948 1949 l9.W 1951 1952 1953 1954 1955 1956 1957 1958 1959 1960 1%1 1962 1963 

Wages and Salaries Received 121.5 133.8 133.1 145.1 168.8 182.7 1%.2 194.7 209.8 226.4 237.4 238.5 257.0 270.1 277.5 296.0 311.4 
Enternrises 107.3 118.6 116.2 126.8 1448 155.1 167.5 165.2 li8.6 193.2 202.1 200.6 217.4 227.7 232.1 247.2 259.4 
Governmen1 14.1 15.2 16.8 18.2 23.9 27.5 28.7 29.3 31.0 33.1  35.1 37.7 39.5 42.3 45.2 4R.7 51.8 
k s ~  ol the Wurld 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.2 0,2 0.2 0.2 

Interest Income 4.6 5.0 5.5 6.1 fi6 6.9 7.6 8.3 9.0 10.0 11.4 12.4 13.S 14.8 15.7 17.6 19.Y 
Proprjcmrs' Income 33.8 38.5 34.3 36.6 41.1 41.3 39.8 39.4 41.3 42.3 43.7 46.1 46.1 45.8 47.0 48.4 48.9 
Rental Income 3.9 4.2 4.1 4.6 4.8 5.0 5.2 5.2 5.3 5.5 5.8 6.2 6.2 6.3 6.4 6.6 6.8 
Dividends Received 6.2 6.9 7.1 8.6 8.3 8.3 8.6 8.9 10.0 10.7 1 1 . 1  10.8 11.7 12.4 12.8 13.8 15.0 

Transfers Received 11.5 11.1 12.3 15.9 13.5 14.3 15.4 17.8 19.2 M.8 24.0 28.8 30.0 32.3 36.7 38.0 40.5 
Enterprises 0.7 0.8 0.9 1.9 2.2 2.4 2.7 2.9 3.2 3.7 4.2 4.6 5.1 5.7 6.2 6.8 7.5 

Pensions & welfare payments 0.3 0.4 0.4 1.4 1.6 1.8 2.0 2.2 2.4 2.7 3.1 3.5 3.8 4.2 4.7 5.3 5.8 
Bad debt adjustment 0.3 0.5 0.5 0.5 0.6 0.6 0.7 0.8 0.8 0.9 1 . 1  1.2 1.3 1.5 1.5 1.5 1.7 

Government 10.8 10.2 11.3 14.0 11.3 11.9 12.7 14.9 16.0 17.1 19.9 24.1 24.9 26.7 30.4 31.2 32.9 
Social insuranoe payments 0.5 0.6 0.7 1.0 1.9 2.2 3.0 3.6 4.9 5.7 7.3 8.5 10.2 11.1 12.6 14.3 15.2 
Other payments 10.3 9.7 10.7 13.1 9.5 9.7 9.7 11.2 11.1 11.5 12.5 15.6 14.7 15.5 17.8 16.9 17.7 

HOUSEHOLD CURRENT INCOME 
(Marker 'I'ransactionsl 181.4 1W.S 196.4 116.Y 243.2 258.4 272.8 274.3 ZW.5 315.8 333.4 342.7 3h4.6 381.8 39h.l 420.7 442.J 

Irnpulcd Gross Income 25.9 29.4 32.8 38.6 46.1 51.3 55.7 62.0 & , I  72.4 77.0 83.1 87.4 90.2 93.8 95.9 101.4 
Owner-Occupied Gross Income 6.9 7.8 8.9 10.1 11.6 13.3 15.2 17.0 18.6 20.2 2 1 . Y  23.R 25.R 27.9 3ll.U 32.3 34.3 

Capilsl cunsumptiun 2.6 3.0 3.1 3.5 4.0 4.3 4.5 4.8 5 .2  5.5 6.0 6.4 6.6 6.8 7.1 7.4 7.6 
Net imputed rervices 4.3 4.8 5.8 6.6 7.6 9.0 10.7 12.2 13.4 14.7 15.9 17.4 19.2 21.1 22.9 24.9 26.7 

Margins. Owner Built Houses 0.0 0.1 0.2 0.3 0.2 0.2 0.2 0.3 0.2 0.2 0.2 0.2 0.2 0.2 0.3 0.3 0.4 
Durables Gross Income 17.3 19.7 22.3 26.9 32.9 36.5 39.1 43.7 46.4 51.1 54.1 58.3 60.7 61.5 62.9 62.8 66.2 

Capital consumplion 11.5 13.1 14.4 16.0 18.6 20.5 22.4 24.7 26.4 29.4 31.6 33.3 35.1 36.1 37.3 38.2 39.6 
Net imputed services 5.9 6.6 7.9 10.9 14.3 16.0 16.7 19.0 20.0 21.7 22.5 25.0 25.6 25.5 25.6 24.6 26.6 

Farm Income in Kind 1.7 1.8 1.4 1.3 1.4 1.3 1.2 1.0 0.9 0.9 0.8 0.8 0.7 0.6 0.6 0.5 0.5 

HousEnom GROSS CURRENT INCOME 
(Market and Non-Market) 207.4 228.9 229.2 255.5 289.3 N19.7 328.4 336.4 360.6 388.1 410.4 425.8 452.0 472.0 489.9 516.6 543.9 



Current Consumption Expenditures 
Non-Durable Goods 

Enterprises 
Rest of the world 

Enterprises 
Rest oi the world 

Services 

Interest Payments 

Tax Payments 
Income Taxcs 
Estate and Gift Taxes 
Property Taxes 
Other Tares and Non-Taxes 

Personal Cunirib. for Sucial Ins. 

'Transfers R i d  
Contributions to Non-Prfits 
Transfers to R.O.W. (net) 

Capital Consumption Allowances 
Gross Saving 

Owneruccupcd huuscs 
Durahle g d p .  

Net Saviw 

AND GROSS SAVING 
(Market Transactions) 

Owner-Occupied Housing 
Margins. Owner Built Houses 
Durables Consumed 
Farm Income in Kind 

HOUSEHOLD CURRENT OUTLAYS 

Imputed Gross Outlays 

120.1 
84.7 
84.5 
0.2 

35.4 
34.8 
0.6 

2.2 

22.7 
19.3 

1 .o 
1.5 
1 .o 
2.1 

3.1 
3.1 
0.7 

30.6 
14.1 
2.6 

1 1 . 5  
16.6 

181.4 

25.9 
6.9 

17.3 
1.7 

0.0 

129.6 
90.6 
90.3 
0.3 

39.0 
38.3 
0.7 

2.8 

22.4 
18.6 

1 .1  
1.6 
1 .1  

2.2 

4.0 
3.4 
0.7 

38.5 
16.1 
3.0 

13.1 
22.4 

199.5 

29.4 
7.8 
0. I 

19.7 
1.8 

132.4 
91.7 
91.3 
0.4 

40.7 
39.9 
0.8 

3.3 

20. I 
16.1 
0.9 
I .8 
1.3 

2.2 

4.0 
3.5 
0.5 

34.4 
17.5 
3.1 

14.4 
16.8 

1%.4 

32.8 
8.9 
0.2 

22.3 
1.4 

138.3 
94.6 
94.2 
0.3 

43.7 
42.8 
0.9 

4.0 

22.4 
18.2 
0.8 
2.0 
1.3 

2.9 

4.2 
3.8 
0.4 

45. I 
19.5 
3.5 

25.6 
1h.n 

216.9 

38.6 
10.1 
0.3 

26.9 
1.3 

149.7 
102.9 
102.3 

0.6 
46.8 
45.8 
0.9 

4.6 

30.9 
26.3 
0.9 
2.2 
1.5 

3.4 

4.7 
4.3 
0.4 

49.8 
22.6 
4.0 

18-35 
27.3 

243.2 

46. I 
11.6 
0.2 

32.9 
I .4 

157.8 
108.3 
107.5 

0.8 
49.5 
48.4 

I .o 
5.3 

36.2 
31.1 

1.1 
2.5 
I .6 

3.8 

5.2 
4.8 
0.4 

50.1 
24.8 
4.3 

211.5 
25.3 

258.4 

51.3 
13.3 
0.2 

36.5 
1.3 

165.2 
112.3 
111.2 

1.1 
52.8 
51.7 

I .2 

6.3 

38.0 
32.3 

1.1 
2.8 
1.7 

4.0 

5.7 
5.2 
0.5 

53.7 
26.9 
4.5 

22.4 
26.8 

272.8 

55.7 
15.2 

39.1 
1.2 

0.2 

170. I 
114.8 
113.7 

1 . 1  
55.3 
54.0 

1.3 

7.0 

35.2 
29.2 

I.? 
3.0 
1.9 

4.6 

5.8 
5.3 
0.s 

51.6 
29.5 
4.8 

24.7 
22.1 

274.3 

62.0 
17.0 
0.3 

43.7 
I .0 

179.5 
119.0 
117.9 

1.1 
60.5 
59.0 

1.5 

8. I 

38.5 
31.8 

1.3 
3.4 
2.0 

5 , 2  

6.2 
5.8 
0.4 

57.0 
31.6 

5 .2  
2h.4 
25.4 

294.5 

66.1 
18.6 
0.: 

46.4 
0.9 

187.5 
124.3 
123.2 

1.1 
63.2 
61.6 

I .6 

9.4 

43.3 
35.4 

1.6 
3.9 
2.3 

5 . 8  

6.8 
il.3 
0.5 

62.9 
34.9 

3.5 
29.4 
28.1 

315.8 

72.4 
20.2 
0.2 

51.1 
0.9 

1 9 . 6  
131.3 
130.2 

1.1 
68.3 
66.6 

1.7 

10.4 

46.4 
37.7 

1.8 
4.3 
2.7 

6.7 

7.1 
6.7 
0.5 

63.2 
37.6 
6.0 

31.6 
25.5 

333.4 

77.0 
21.9 
0.2 

54. I 
0.8 

203.4 
136.3 
135.2 

1 .1  
67. I 
65.2 

1.9 

11.2 

46.6 
37.2 
I .7 
4.8 
2.9 

6.9 

7.6 
7.2 
0.4 

67.0 
39.7 
6.4 

33.3 
27.3 

342.7 

83.1 
23.8 
0.2 

58.3 
0.8 

219.7 
142.1 
141.0 

1 . 1  
77.6 
75.5 
2. I 

12.5 

50.8 
40.7 

1.8 
5.3 
3.0 

7.9 

7.8 
7.3 
0.4 

65.9 
41.7 
6.6 

35.1 
24.2 

364.6 

87.4 
3 . 8  

60.7 
0.2 

0.7 

229. I 
147. I 
146.1 

1.1 
82.0 
79.7 

2.3 

14.1 

55.7 
44.4 

2.2 
5.9 
3.2 

9.3 

8.3 
7.9 
0.4 

65.3 
42.9 
6.8 

36. I 
22.4 

381.8 

90.2 
27.9 
0.2 

61.5 
0.6 

236.5 
I5I.2 
150.2 

I .o 
85.3 
82.9 

2.3 

15.1 

57.9 
45.5 
2.5 
6.4 
3.5 

9.7 

8.6 
8.1 
0.4 

68.4 
44.4 
7.1 

37.3 
24.0 

3%. 1 

93.8 

0.3 
62.9 
0.6 

30.0 

249.5 
156.9 
155.9 

1 .o 
92.6 

2.6 

16.4 

63.2 
49.7 
2.6 
7.0 
3.9 

10.3 

9. I 
8.b 
0.5 

72.1 
45.6 
7.4 

3R.2 
26.5 

90.0 

420.7 

95.9 
32.3 
0.3 

62.8 
0.5 

261.3 4 ~ 

162.5 
161.5 

I .o 
98.9 
%.O 

2.8 

18.1 

67.3 
52.6 

2.9 
7.7 
4.2 

11.8 

9.5 
8.9 
0-h 

74.4 
47.2 

7.6 
39.6 
27.2 

442.5 

101.4 
34.3 
0.4 

66.2 
0.5 

HOUSEHOLD GROSS CURRENT OUTLAYS 
AND GROSS SAVlNG 
(Market and Non-Market) 207.4 228.9 229.2 255.5 289.3 309.7 328.4 336.4 360.6 388.1 410.4 425.8 452.0 472.0 489.9 516.6 543.9 

'Appendix B reflects data that became available with the BEA benchmark revision of December 1980. Data from 1977 forward do not reflect July 1982 
revisions. 
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Table 1.A.l  Household Current income and Outlay Account ($Billions) (Continued) 

1967 

424.4 
348.7 
75.5 
0.2 

- 

30.4 
59.7 
8.3 

19.4 

55.2 
11.5 

lY68 

467.0 
382.1 

~ 

1Y71 

57Y.O 
467.2 
1ll.h 

0.3 

48.2 
h7.7 
9.0 

21.5 

98.2 

15.1 
3.h 

79,5 
3b.h 
42.9 

- 

18.6 

I972 

h32.7 
510.7 
121.7 

0.3 

52.  I 
74.9 
10. I 
23. I 

109.6 
20.8 

3.9 
8K.K 

47.8 

- 

17.0 

40.9 

I978 

1100.4 
908.2 
191.8 

~ 

0.4 

109.7 
112.2 
17.5 
41 .n 

225.4 
42.4 
35.3 
7. I 

91.4 
91.6 

183.0 

1979 
~ 

1230.4 

205.4 
1024.h 

0.4 

135.4 
125.9 

18.8 
4 . 2  

252.6 
48.8 

IYW iY73 1Y74 

6YY.Y 7h2.0 
568.6 621.4 

IW 1Y65 1Y66 

Wwer and Salaries Keceived 734.1 359.9 39S.Y 
Enterprises 277.7 299.1 327.6 
Government 56.2 M).h 68.0 
Rcsl of Ihc Wurid 0.2 0.2 0.2 

lnteresl Income 22.4 25.1 28.0 
Proprietors' income 51 .O 55.4 59.0 
Rental Income 7.2 7.7 7.8 
Dividends Received 16.7 18.4 IR.7 

Transfcrs Rcccivcd 42.4 45.9 50.0 
Enterprises R.2 Y.1 10.4 

Rnsiuns & wclfarc paymcnta 6.3 7.0 8.1 
Bad debt adjustment 1.9 2.0 2.2 

Govcrnmeni 34.2 36.8 39.6 
Social insurance payments 16.0 I R . 1  19.8 
Vlhcr paymcnls 18.1 18.8 19.8 

HOUSEHOLD CURRENT INCVML 
(Market Transactions) 473.7 512.4 559.3 

lmpulcd tirues lncumc 105.2 i10.0 115.8 
Owner-Occupied Gross Income 36.5 39.1 41.9 

Capital consumption 8.0 R.4 Y.U 
Nct impulcd scrviccs 28.5 30.7 32.9 

Margins, Owner Ruilt Houses 0.4 0.4 0.3 
Durables tiross Income 67.9 70.1 73.2 

Capital consurnpiion 41.4 42.8 44.9 
Net impulcd scrviccs 26.5 27.3 28.3 

Farm Income in Kind 0.4 0.4 0.4 

HOUSEHOLD GROSS CURRENT INCOME 
(Marker and Non-Market) 578.8 h22.4 h75.l 

IY6Y 

513.1) 

92.5 
420.2 

0.2 

38.5 
h5.4 
8.5 

21.4 

69.1 
14.7 

1Y70 

546.0 
443.2 

IY75 

R02.X 
648.6 
153.Y 

0.4 

79.1 
8h.Y 
12.2 
2R.4 

182.3 
30.9 

1'176 1977 

885.9 979.3 

1649 176.9 
720.7 802.1 

0.4 0.4 

86.2 98.1 
w1.4 w.9 
12.8 15.6 
34.7 3h.R 

19fr.7 209.7 
33.6 37.3 
27.2 30.6 
h.4 h.h 

163.1 172.5 
74.5 83.2 
88.6 8Y.2 

1337.6 
1 116.4 
220.8 

0.4 

165.5 
124.3 
19.8 
51.8 

297.9 
56.2 
47.4 
8.Y 

241.7 
118.7 
123.0 

84.6 
0.2 

102.h 
0.3 

131.(1 140.3 
0.3 0.3 

33.6 
h2.5 
8.5 

21.0 

62.0 
12.n 

44.1 
M.5 
8.8 

21.1 

83.2 
1h.h 

61.7 74.1 
91.3 85.9 
11.7 12.9 
25.3 27.h 

124.9 146.1 
23.2 26.4 
18.9 21.8 
4.3 4.h 

101.7 11Y.7 

51.0 62.1 
50.7 57.6 

9.2 
2.3 

43.7 
21.1 
22.6 

10.4 11.9 
2.4 2.R 

49.2 54.4 
24.6 26.4 
24.6 28.0 

13.3 
3.3 

24,7 
h.2 

41.0 
7.9 

66.6 
31.4 
3S.2 

ISl.4 
65.9 
8S.S 

597.4 

127.0 
44.8 
9.7 

35.1 
0.4 

81.5 
49.0 
32.5 
0.3 

654.6 715.8 

136.5 14Y.I) 

10.6 11.9 
37.1 40.1 
0.4 0.4 

$8.1 Y6.3 
53.5 59.4 
34.7 36.Y 
0.3 0.3 

47.7 52.0 

767.8 

161.3 
55.8 
12.8 
43.0 

IW.7 
65.2 
3Y.5 

0.4 

0.4 

823.7 

173.2 
60.7 
14. I 
46.6 

111.7 

41.1 

0.5 

70.7 

0.3 

w2.3 
188.7 
66.4 
16.3 
50. 1 
0.6 

121.3 
76.5 
44.8 
0.4 

1014.8 1108.7 

203.6 224.1 
7 3 3  81.4 
18.0 20.8 
SS.5 0 . 6  

I2R.R 141.4 

45.9 48.3 
0.6 0.6 

n 7 0.7 

82.9 y3.1 

1191.8 

253.1 
89.4 
23.2 
66.2 

0.7 
lh2.4 
105.7 
56.7 
0.6 

1306.7 1438.5 

273.Y 301 .I 
98.4 110.9 
25.7 30.0 
72.7 R0 .Y 

1 .1  1.5 
173.8 188.8 
116.9 128.6 
5h.Y MI.2 
0.6 0.6 

IM16.2 

342.6 

1809.3 

3Y 1.2 
146.5 
40.9 

105.6 
1.9 

242.1 
159.9 
R2. I 
0.7 

I%.Y 

448.h 
167.0 
45.9 

l 2 l . l  
2. I 

278.8 
180.8 
98. I 
0.7 

126.9 
3S.O 
91.9 

I .7 
213.4 
143.1 
70.3 
0.6 

1218.4 1332.8 1445.0 1580.5 1740.3 1948.8 2200.5 2445.6 724.4 791.2 RM.9 929.1 996.9 1091.2 



Current Consumption Expenditures 
Non-Durable Goods 

Enterpriser 
Rest of the world 

Entcrpriwr 
Kert of the wuild 

Services 

Interest Payments 

Tax Paymcnir 
Income Taxes 
Esraie and Gift Taxcs 
Property Taxes 
Other Taxes and Non-Taxes 

Personal Contrib. for Social Ins. 

Transfer.; Paid 
Contributions to Non-Profitc 
Transfers to R . 0  W. (net) 

Gross Saving 
Capital Consumpiion Allowances 

Owner-occupied houses 
Durable goods 

Net Saving 

HOUSEHOLD CURRENT OUTLAYS 
AND G m o s s  SAVING 
(Market Transactions1 

Owner-Occupied Housing 
Margins. Ouner Built House\ 
Durablec Consumed 
Farm Income in kind 

lmpuied Gross Outlays 

5? 276.2 293.1 316.2 124.4 349.9 186.3 418.0 443.6 473.5 521.4 n 6 . 2  628.5 688.4 749.2 829.4 935.3 1052.7 
170.8 182.3 196.8 203.5 221.8 238,s 258.3 270.7 2x9 8 319.5 W.3 194 3 43.8 462.1 508.8 579.1 654.1 
169.7 181.0 195.4 203.9 220 0 236.7 256.2 268.6 287 9 317.8 358.7 392 8 425.4 460.6 507.1 577.4 652.3 

1.1 1.2 1.5 1.6 1.7 1.9 2.U 2.1  1.9 1.7 1 6  1 5  1 4  I.? 1.7 1.6 1.7 
105.4 110.8 119.4 118.9 I:# 2 147.8 159.7 I72 9 187.6 201.9 215.9 234.2 261.6 287.1 320.6 3S6.? 398.6 
102.4 107.5 115.8 114.7 124.0 143.1 154 3 t67.11 IX0.K IW.7 N7.7 225.4 252.2 276.8 W.2 343.6 384.5 

3 . 0  3 , 3  3 h 4.2 4 .2  3.7 5.4 5.Y 6.8 7.3 t C . 1  8.8 9.4 10.3 11.4 12.6 14.2 

20.2 2 . 3  24.1 15.4 27.7 31.0 33.4 36.6 41.3 47.6 53.4 56.8 63.6 75.0 90.4 107.9 125.6 

66.2 73 2 83.6 92.2 lU8.6 1283 130? 1?2.6 1.58.l t69 I IP9 7 190.2 220.0 2 5 1  R 285.0 328 6 365.1 
50.0 55.5 M.0 311.6 84.6 I01 5 lM.0 M.3 I20 2 128.6 147.0 143.6 168.3 193.6 225.0 2W.S 2M.O 
3.3 3 6  3.9 4.0 4.1 4,h l.K 5 . R  A S  h h  h T  6 4  7.2 9 3  7.2 7 6  8.8 
8.3 9.0 9.8 10.8 12.2 13.6 1 . 3  16.8 18.0 19.3 20.4 22.2 24.1 26.2 27.2 27.7 27.8 
4.6 5.1 5.9 6.7 7.6 8.8 10.2 11.7 1 3 2  14.6 16.1 17.9 20.4 22.7 25.6 28.8 32.6 

12.6 13.3 17.8 20.6 12.9 26.2 17.9 30.7 34.4 42.6 47.9 50.4 55.5 61.1 69.6 80.6 87.9 

10.2 10.7 1 1 . 1  12.2 If 3 11.2 I 3 , l  16.1 18.0 21.6 23.3 25 .1  27. M.2  33.6 37.3 41.1 
9.5 10.0 10.6 11.3 12.5 13.3 14.0 15.0 16.9 20.4 22.3 24.2 26.6 29.3 32.8 36.5 39.9 
0.6 0.7 0.7 0.9 0.6 0.9 1.1 1.1 I I  1.3 1.0 0.9 0.9 0.9 0.8 1.0 1.2 

88.3 99.9 106.3 122.6 1 3 2 2  129? 143.2 164.1 133.1 212.5 218.2 240.8 31.6 271.2 38 .1  319.4 324.5 
49.4 51.2 53.9 58.7 M.I 71.3 78.0 84.8 92.8 100.9 113.9 128.9 142.6 158.6 178.1 200.8 226.7 

8.0 8.4 9.0 9.7 10.6 11.9 12.8 14.1 16.3 18.0 20.8 23.2 25.7 30.0 35.0 40.9 45.9 
41.4 42.8 44.9 49.0 53.5 59.4 6 ? 2  70.7 76.5 82.9 93.1 105.7 116.9 128.6 143.1 159.9 180.8 
38.8 48.6 5 2 . 5  63.9 68.1 58.2 65.1 79.? 80.3 111.6 104.3 111.9 109.0 11?.6 120.1 118.6 97.9 

473.7 512.4 (59.3 597.4 654.6 71?.8 767 Y 323.7 902.: 1014.8 1108.7 11’3.8 1306.7 1438.5 1606.2 1809.3 1996.9 

lo?.? 110.0 I 1 5  8 127.0 136.5 149.0 161 3 173.2 188 3 203.6 224.1 253 I 273.9 301.8 342.6 391.2 448.6 
36 5 3Y I 41 Y 44.8 47.7 52.0 ?5.8 60.7 66.4 71 5 81.4 89.4 p8.4 110.9 126.9 146.5 167.0 

67.9 70.1 73.1 81.5 88.1 %.3 I N 7  111.7 121 3 128.8 341.4 1624 173.8 188.8 213.4 242.1 278.8 
0.4 0.4 0.4 0.3 0.3 0.3 0 4 0.3 0 4 0.6 0.6 0.6 0 6 0.6 0.6 0.7 0.7 

0.4 0.4 0.3 0.4 0.4 0.4 0.4 0.5 0 6 n.7 0.7 0.7 1 . 1  1.5 1.7 1.9 2.1 

HOUSEHOLD GROSS CURRENT OUTLAYS 
A N D  GROSS SAVING 
[Markel and Non-Market) (78.8 622.4 675 I 724.4 791.2 xM.9 929.1 996.9 1091.2 1218 4 1332.8 1445 0 1580.5 1740.3 1948.8 2200.5 1445.6 



Table L4.2 Household Sector Capital Accounts 

Endof Cap. Reral- End of Cap. Reval- Endof  Cap Reval- End of Cap. Reval- End of Cap. Reval- End of 
Year Tran5. iialion Year Trans. uation Year Trans. itation Year Trans. uation Year Trans. uation Year 
W u c  Acct. A m  Valuc A w l ,  Accl. h l u c  A d .  Accl. VdhC A c F ~ .  AKI. Value Acct. Acct. Value 

1% (IY4ii 1947 (1948) I91K (IY4Y) I Y4U ( 1 9 m  1950 (1951) 1951 

REPRODUCIl3I.E ASSETS 
(net ciirrenf value) 
Residential Structures 

Gruss Stock (book value) 
Plus: Revaluation 
Equals: Gross Stock (current) 
k s s :  Capital Consump. (book) 

Cap. Consumption Reval. 
Consumer Durables 

Gross Stock (book value) 
Plus: Revaluation 
Equals: Gross Stock (current) 
L e s s :  Capital Cullsump. (book) 

Cap. Consumption Rcval. 
lnvenlories 

LAND 

FIXED CLAIM .‘rSSETS 
Depusiis 

Currency & checkahle dep. 
Small liine & svgs. deposits 
Lnrge time deposits 
Money market fund shares 

U .S. government securities 
Credit Market  instrument^ 

Treasury issues 
Savings bonds 
Other treasury 

Agency issues 
Stale and local obligations 
Corporate and foreign bonds 
Mortgages 
Open-markel paper 

Sccunty Crcdil 
Other Fined Claims 

180.7 19.2 16.2 
W.0 7.2 15.0 
66.1 9.8 -0.5 
9 4 2  25.6 
160.3 9.8 25.0 
;,.4 1 . 1  -0.3 
47.9 1.5 10.4 
55.0 9.0 1.8 
83.3 20.4 - 6 . 4  
J0.S 4.7 
123.8 20.4 - 1.7 
Jo.8 8.3 4.9 

35.7 3.0 -0.6 

12.2 2.3 

11 

2 8 . 0  3.1  1 .3  

189.2 F,? 
114.5 ?.O 
5K.7 - 1.4 
55.6 3.4 
I1.I -tl.ll 
0.0 0.0 
67.5 3.3 
50.6 1.8 
50.5 1.8 
45.2 2.1 
6.4 -0.3 
0.0 0.1 
3.0 0.2 
1.2 -0.1 
12.6 1.3 
0.1 0.0 
I).? -11. I 
6.5 0.4 

216.1) 21,Y 5.9 
112.2 9.5 7.7 
75.4 12.5 -0.2 
119.7 11.5 
195.1 12.5 11.3 
23.2 1.3 -0.3 
59.8 1.7 3.9 
65.7 9.8 0.9 
97.3 22.9 -6.9 
45.2 3.3 
142.5 22.9 -3.6 
44.3 9.8 - . I  

38.2 2.6 -2.6 

14.5 1.3 

3 2 . 5  3.3 0.8 

194.9 2.8 
116.4 -0.5 
57.3 - 2.7 
59.0 2.2 
i1.1 0.0 
0.0 0.0 
70.8 3.0 
52.4 1.3 
52.3 1.2 
46.2 1.6 
6.1 -0.4 
0.1 0.1 
3.2 0.5 
1 . 1  0.0 
14.0 1.0 
0. I 0.1 
11.7 -0.0 
7.0 0.4 

243.X 1‘1.3 
129.3 8.4 
87.7 11.5 
L31.2 
218.9 11.5 
24.1 1.5 
65.5 1.6 
76.3 10.6 
113.2 25.0 
18.5 
161.7 25.0 
18.8 11.5 
36.6 2.9 
38.1 0.3 

15,s 

197.7 1.3 

54.6 - 1.9 
61.2 2.5 
(1.1 0. I 

73.8 2.2 
53.7 1.3 
53.5 1.3 
K . 8  1.5 
5.7 -0.1 
0.2 -0.1 
3.8 0.4 

I 15.9 0.7 

0.0 0.0 

1 . 1  -0.2 
15 .o 0.7 

0 .7  0.0 
0.1 0.0 

7.4 0.4 

5.4 
-3.9 
-0.4 
- 7.6 
-8.0 
0.3 

- 3.8 
-0.5 
-7.3 
- 2.8 
- 10. I 
-6.0 
- 3.6 
- 1.0 

0.6 

257.7 2X.2 I5.Y 
133.8 12.9 11.4 
98.8 16.4 -0.4 
123.6 17.4 
222.4 16.4 17.0 
25.3 1.7 -0.4 
63.4 1.8 5.9 
86.5 14.8 ? ~ j  

45.7 0.3 
176.6 30.8 -9.4 
54.3 13.5 -8 .2  
3S.8 2.5 3.5 
37.4 U.6 2.2 

16.5 3.7 

130.9 30.8 -9.7 

m.1 6.n 
116.6 4.7 
52.7 2.4 
63.7 2.3 

0.2 0.11 
0.0 0.0 
76.0 0.7 
55.0 -0.0 
54.8 0.0 
49.3 0.3 
5.5 -0.3 
0.2 -0.0 
4.1 0.1 
0.9 0.0 

0.2 0.1 
0.7 0.3 
7.7 0.3 

15.7 0.5 

3 o . x  24.2 12.7 
158.1 10.9 8.4 
114.9 14.9 -0.3 
140.9 11.9 
255.8 14.9 11.5 
26.6 1.9 -0.4 
71.1 2.1 3.5 
103.6 11.3 4.6 
152.0 29.8 -9.6 
44.0 4. I 
198.0 29.8 -5.6 
59.6 15.6 -8.4 
34.9 3.0 . 1.8 
40.2 2.0 -0.3 

20.3 I .7 

207.0 9.6 
121.3 8.8 
33.1 4.1 
66.0 4.6 
0.2 11.1 

76.7 0.3 
55.0 -0.7 
54.8 -0.9 
49.6 -0.5 
5.3 -0.4 
0.2 0.2 
4.3 0.1 
0.9 -0.0 
16.2 0.9 

t.0 -0.1 
8.1 (1.6 

0.0 0.0 

0.3 0.1 

338.7 
177.5 
129.4 
152.8 
282.3 
28.2 
76.6 
119.4 
172.2 
50 I 
222.3 
649 
36.0 
41 9 

22.0 

216.7 
130.1 
59.2 
70.6 

0.0 
77.0 
54.2 
53.9 
49.1 
4.8 
0.3 
4.4 

17.1 
0.4 
0.9 
8.h 

0.3 

0.9 



EQUITIES HELD 357.8 3.9 21.1 382.7 7.0 4.3 394.0 3.1 S . 5  402.6 5.9 47.6 456.2 6.2 36.9 499.3 
Corporate Siock 84.9 0.9 -2 .7  83.1 0.8 -1.7 82.2 0.6 7.1 89.9 0.5 19.3 109.8 1.6 17.1 128.4 
Non-Cup.  Nan-Farm Equity 125.6 0.6 15.6 141.8 1.3 7.9 151.0 0.2 -0  .6 150.6 2.0 11.5 IM.1 t.2 8.0 173.4 
Farm Business Equity 79.8 -0.1 8.7 88.5 2.5 -1.8 89.1 -0.2 -2.0 86.9 0.9 13.8 101.5 1.0 8.5 1 1 1 . 1  
Pension & Insur. (cash value) 35.1 2 . 3  0.0 37.4 2.4 -0.0 39.8 2.5 -0.0 42.3 2.5 0.0 44.8 2.4 -0.0 47.2 

3.2 39.1 Estates and Trusts 32.5 -0.6 31.9 -0.1 31.8 1 . 1  32.9 3.0 35.9 

TOIAI. MSETS 739 Y 28.7 19 h 808 2 31 7 11.4 

FIXED CLAIM LIABILITIES 
Credit Market Instruments 

Humc murlgagcs 
Consumer credit 

Installment 
Other 

Bank loans. n.e.c. 
Other loans 

U.S. g&t. loans 
Policy loans 

Securiiy Debt 
Other Fixed Claims 

NET WORTH 
TangIbles 
Equities 
Net Financial Assets 

37.4 8.0 
34.5 8.3 
21.6 4.7 
10.8 3.7 
4.4 2.7 
6.3 1.0 
0.2 -0.1 
2.0 0.0 
0.0 0.0 
2.0 0.0 
2.2 -0.4 
0.7 0.1 

702.5 20.7 
192.9 19.2 

151.8 -2.3 
357.8 3.9 

45.4 7.7 
42.X 8.0 
26.3 4.6 
14.5 3.2 
7.1 2.4 
7.4 0.8 
0.1 0.0 
2.0 0.1 
0.0 0.0 
2.0 0. I 
1.8 -0.3 
0.8 0.1 

39.6 762.7 23.9 11.1 
18.5 230.5 21.9 7.1 
21.1 382.7 7.0 4.3 

149.4 -4.9 

851.2 25.8 0.9 

53.2 8.2  
50.8 7.9 
30.9 4.1 
17.7 3.2 
9.5 2.7 
8.2 0.5 
0.1 0.0 
2.2  0.2 
0.0 0.0 
2.2 0.2 
1.5 0 ~ 3  
0.8 0.1 

798.0 17.6 0.9 
259.5 19.3 -4.6 
394.0 3.1 5.5 
144.5 -4.8 

- 
877.9 
- 

(i1.4 
58.7 
35.3 
20.9 
12.2 
8.6 
0.1 
2.4 
0.0 
2.4 
I .8 
0.9 

816.5 
274.2 
402.6 
139.7 

40.1 

12.1 
11.9 
6.7 
4.8 
3.3 
I .5 
0.2 
0.2 
0.0 
0.2 
0.7 
0. I 

27.4 
28.2 
5.9 

-6.7 

67.3 w5.3 

74.1 
70.6 
42.0 
25.6 
15.5 
10. I 
0.4 

2 .6 
0.0 
2.6 
2.5 
1 .O 

67.3 911.2 
19.7 322.1 
47.6 456.2 

132.9 

40,O 51.3 

8.4 
8.5 
6 . h  
1.6 
0.7 
0.9 
0.0 
0.2 
0.0 
0.: 

-0. I 
0.1 

31.6 51.3 
24.2 14 .4 
6.2 36.9 
I .2 

1076.6 

R2.5 
79. I 
48.6 
27.3 
16.2 
11.0 
0.4 
2.8 
0.0 
2.8 
2.4 
1.1 

994. I 
360.7 
499.3 
134.1 

- 

TOTAL LIABILITIES & NET WORTH 739.9 28.7 39.6 808.2 31.7 11.4 851.2 2 S . S  0.9 877.9 40.1 6 i . 3  985.3 40.0 51.3 1076.6 

Adden&: 
Net Snving [he!ance sheet1 20.7 27.Y 17.h 27.4 31.6 

Net Saving ( c u m n t  account) I(Xh 22.4 16.8 25.6 27.3 

-- 

Capital Ciains Vividellria 0.0 0.0 1l.U (I. 1 0. I 
Residual Discrepancy 4.1 I .5 0.7 1.7 4.2 



e 
Table 1.A.2 Household Sector Capital Accounts (Continued) 

End of Cap. Reval- End of Cap. Reval- End of Cap Reval- End of Cap. Reval- End of Cap. Rev& End of 
Year Trans. uation Year Trans. uation Year Trans. uation Year Trans. uation Year Trans. uation Year 
Value Acct. Acct. Value Acct. hcct. Value Acct. Acct. Value Acct. Acct. Value Acct. Aut .  Value 
1951 (1952) 1952 (19S3) 1953 (1954) 1954 (1955) 1955 (1956) 1956 

REPRODUCIBLE ASSETS 
(net current value1 
Residential Structures 

Gross Stock (book value) 
Plus: Rcualuation 
Equals: Gross Stock (current) 
Less: Capital Consump. (book) 

Cap. Cunsumpliun Rcval. 
Consumer Vurables 

tiross S t a k  (buuk ualuc) 
Plus: Revaluation 
Equals: Gross Stwk 1currenll 
Less: Capital Consump. (book) 

Cap. Consumption Reval. 
Inventories 

LAND 

FIXED CLAIM ASSETS 
Deposits 

Currency & checkable dep. 
Small time & svgs. deposits 
Large time deposits 
Money market hrd shares 

U S .  government securities 
Crcdit Markcl Instmrncnts 

Treasury issues 
Savings bonds 
Other treasury 

Agency issues 
Stalc and local ubligdlions 
Corporate and Coreign bonds 
Murlgagcs 
Own-market papcr 

Security Credit 
Other Fixed Claims 

338.7 
177.5 
12Y .4 
152.8 
282.3 
28.2 
76.6 

I IY.4 
172.2 
so. I 

222.3 
66.9 
36.0 
41.9 

22.0 

216.7 
130.1 
59.2 
70.6 
0.3 
0.0 

77.0 
54.2 
53.9 
49.1 
4.8 
0.3 
4.4 
0.9 

17. I 
0.4 
0.9 
8.6 

21.1 
10.7 
15.0 

15.0 
2.2 
2.1 
8.6 

29. I 

29. I 
17.7 
2.9 
1 .7 

14.6 
9.8 
2.0 
7.7 
0. I 
0.0 
4.3 
2.1 
2.1 
0. I 
2.0 

- 0.1 
1.3 
0.3 
0.6 
0.0 

-0.2 
0.7 

2.3 362.1 
2.6 1W.8 

-0.7 143.7 
3.0 155.8 
2.3 ZW.6 

-0.4 M.0 
0.1 78.8 
0.8 E8.8 

--.9.1 192.2 
-3 .Y  46.2 
13.1 238.3 

-8.1 76.4 
-5.7 33.1 
- 1 . 1  42 -5 

2.7 24.7 

231.3 
139.9 
61.2 
78.4 
0.4 
0 -0 

81.3 
Sh.3 
56.0 
49.2 
6.9 
0.3 
5.6 
1.2 

17.7 
0.' 
0 . i  
9.4 

21.9 -0.9 383.0 
I0.Y 0.2 201.Y 
15.4 -U.5 158.h 

- 1 0  154.8 
15.4 - 1.5 313.4 
2.4 -0.4 32.0 
2 , l  . .  1.4 79.5 

10.1  -1.0 137.9 
32.5 - 10.5 214.2 

-12.5 33.7 
32.5 - 23.0 247.9 
19.8 -9.9 86.3 
2.6 -12.1 23.6 
0.8 -0.1 43.2 

2.8 27.4 

13.7 245.0 
9.4 149.3 
1.2 62.5 
8.2 86.5 

-0.0 0.3 
0.0 0.0 
3.8 85.1 
I .6 57.9 
I .8 57.8 
0.2 49.4 
1.6 8.4 

-0.2 0. I 
1.7 7.3 

-0.7 (1.5 
0.8 18.5 
0 4  0.8 

-0.0 0.7 
0.5 9.9 

19.7 0.3 403.0 
12.4 2.8 117.1 
17.2 -0.9 174.9 

3.4 158.2 
17.2 2.4 333.1 
2.7 -0.4 34.3 
2.1 0.1 81.7 
7.1 -2.3 142.7 

31.8 -11.0 23r.0 
-9.9 23.8 

31.8 - 20.8 2*b.Y 
22.6 - 11.4 97.5 
2.1 -7.1 18.7 
0.2 -0.2 43.2 

3.3 30.7 

10.6 255.5 
11.1  160.4 

I .9 64.4 
9. I 95.6 
0.0 0.4 
0.0 0.0 
1.2 83.8 

- 1.h 56.3 
- 1.6 M.2 

0.6 SO.0 
2.2 6.2 
0.0 0.1 
I .7 Y.0 

-2.3 - 1 . 8  
0.9 19.4 
0.0 0.9 
0.3 I .0 
0.4 10.3 

28.7 2.8 434.4 
15.2 5.4 237.7 

7.1 165.3 
20.4 6.2 359.7 
3.0 -0.5 36.8 
2.2 1.2 85.2 

12.2 -3.0 151.9 
38.6 - 16.0 257.7 

-8.3 15.5 
3R.h -24.3 273.2 
25.1 -14.8 107.8 

1.3 -6.5 13.4 
1.3 0.3 44.8 

20.4 -0.9 194.4 

6.7 37.4 

14.9 270.5 
8.8 169.2 
0.1 64.5 
8.6 104.3 

- 0.0 0.4 
0.0 0.0 
5.8 89.6 
2. I 58.4 
1 .s 51.7 
0.3 50.2 
I .3 7.5 

2.8 11.8 
-0.3 -2.1 

I .o 20.5 
0.2 1.1 

-0.1 0.9 
0.5 10.7 

0.5 0.6 

23.8 9.8 
13.4 4.2 
18.9 -0.8 

5.2 
18.9 4.4 
3.3 -0.5 
2.2 0.7 
8.5 5.3 

37.9 - 17.6 
7.6 

37.9 - lo .u  
27.9 -16.8 

1.5 1.4 
1.9 0.3 

6.6 

18.9 
11.4 
2.0 
9.4 

-0.0 
0.0 
7.3 
3.2 
2.7 

-0.1 
2.8 
0.5 
I .4 
1 .o 
I .6 
0.0 

- 0.0 
0.3 

468. I 
25.5.3 
212.5 
170.5 
383.0 

39.6 
88.0 

165.8 
277.9 
23.1 

101.1 
118.9 
16.3 
46.9 

44.0 

289.4 
180.5 
66.5 

113.7 
0.3 
0.0 
96.9 
61.6 
w.5 
50. I 
10.3 

1 . 1  
13.2 

- 1 . 1  
22.0 

1.2 
0.9 

11.0 



EQUII'IP:S HI?I.I) 494.3 5.1 12.3 51h.h 4.S -7.3 513.R 5.1 73.1) 5Y2.6 3.4 59.7 hS5.R 4.Y 34.2 694.9 w 
Corpurnlc Slock 128.4 1.4 10.3 140.1 0.3 7.4 133.0 4.1 58.8 195.8 1.1 41.Y 238.8 1.2 14.0 254.0 vI 
Nun-Cow. Nun-Farm hquity 173.4 0.1 4.5 178.0 0.9 3.3 lS2.2 - 1 . 1  4.2 lR5.3 0.1 8.X 194.2 2.3 9.9 206.4 
Farm tlusineis Equity I I1.I  0.8 -3.0 108.9 0.6 -2 .6  1Of.9 -0.0 1.3 108.2 -0.8 1.8 109.2 -1.6 8.8 116.4 
Pension & Insur. (cash value) 47.2 2.7 0.0 49.9 2.8 0.0 52.7 2.9 0.0 55.5 2.9 0.1 58.6 3.0 0.0 61.6 
Estates and Trusts 39. I 0.5 39.7 -0.6 39.1 8.7 47.8 7.2 55.0 1.5 56.5 

TOTAL ASSETS 1076.6 40.8 17 2 1134.6 40.1 -5.4 1169.3 36.0 76.6 1281.9 47.0 69.2 1398.1 47.6 50.6 14%.4 

FIXED CLAIM LIABILITIES 
Credit Market Instruments 

Home mortgages 
Cvnrumcr credit 

Installment 
Other 

Bank loans. n.e.c. 
Other luans 

L.S. goy-I. IOilllS 

Pulicy luans 
Sccurily Dcht 
iithcr I;ixcd Claims 

NEI'  WOHIW 
Tangibles 
Equiiies 
Net Financial Assets 

TOT.4L LIABILITIES & NET WOKTH 

81.5 
79.1 
48.6 
27.3 
16.2 
11.0 
0.4 
2.8 
U.(I 
2.8 
2.4 
1 . 1  

w. 1 
360.7 
499.3 
134. I 

1076.6 

12.0 
11.7 
6.2 
5.3 
4.3 
I .o 
0 1  
0. I 
0.0 
0. I 
0.2 
0.  I 

28.8 17.2 

5.1 12.3 
2.7 

21.1 5.0 

40.8 17.2 

94.5 
90.8 
54.8 
32.6 
20.5 
12.1 

2.9 
11.0 
2.Y 
2.6 
I . 2  

IOJO. I 
386.7 
516.6 
136.8 

1134.6 

0.5 

12.6 
1 2 . 1  
7.6 
4.2 
3.8 
0.4 
0.0 
0.1 
0.0 
0.2 
0.5 
0. I 

27.4 - ? , 4  
21.9 1.9 
4.5 -7.3 
I .o 

40.1 -5.4 

107.1 11.6 
101.8 10.4 
62.5 8.7 
36.7 1.5 
24.3 0.6 
1 2 . 5  0.8 
0.5 0.0 
3.1 0.2 
(1.0 0.0 
3.1 0.2 
1.1) 1.1 
1.3  0.1 

IOh2.2 24.4 76.6 
410.5 19.7 3 . 6  
513.8 5.7 73.0 
137.8 1.0 

1169.3 36.0 76.6 

118.7 20.: 
113.2 19.4 
71.1 I?.? 
38.2 7.2 
24.9 5.4 
13.3 1.8 
O.? -0.: 
3.4 0.2 

3.4 0.2 
4.1 0 . 7  
1.3 0.1 

(1.0 0.0 

1163.2 2h.R w.2 
433.7 18.7 9.' 
592.6 3.4 59.7 
136.8 - I . ?  

131.9 47.0 h9.2 

138 .9 
132.6 
83.3 
45.3 

15.1 
0.3 
3.6 
0 .  I 
3.r 
4.8 
I 5  

I ? ? Y . 2  
471.9 
655.8 
131.6 

1398.1 

30.3 

15.7 154.6 
15.5 148.1 
I I .2 94.5 
3.9 49.3 
2.9 33.2 
I .o 16.1 
0. I 0.4 
0.3 3.9 
0.0 0. 1 
0.3 3.x 

- 0.0 4.8 
0.2 I .7 

32.0 T(l.6 1341.X 
23.8 16.4 512.1 
4.9 34.2 694.9 
3.2 134.8 

47.6 50.5 149h.4 

Addenda: 
Nel Saving (balance sheet) 28.8 27.4 24.4 26.8 3 2 . 0  

Net Saving (current account) 25.3 26.8 22. I 25.4 28. I 
Capital Gains Dividends 0. I 0. I 0. I 0.2 0.3 
Residual Discrepancy 3.4 0.5 2 . 2  1.2 3.6 



m 
h Table l.A.2 Household Sector Capilal Accounts (Continued) 

End of Cap. Reval- End of Cap. Reval- End of Cap Reval- End of Cap. Reval- End of Cap. R e d -  Endof 
Year Trans. uation Year Trans. uation Year Trans. uation Year Trans. uation Year Trans. uation Year 
Value Acct. .4cct. Value Acct. Acct. Value Acct. r2cct. Value Acct. Acct. Value Acct. Acct. Value 
1956 (19571 1957 (1958) 1958 (19591 1959 (19cX) I960 11961) 1961 

REPRODUCIBLE ASSETS 
(net current value) 
Residential Structures 

Gross Stock (book value) 
Plus: Revaluation 
Equals: Gross Stock (current) 
Lcss: Capital Consump. (book) 

Cop. rnnsumption Keval. 
Consumer Durables 

Gross Stock [book value) 
Plus: Rcvalunliun 
Equals: Gross Stock (current) 
Less: Capital Consump. (book) 

Cap. Consumption Reval. 
Inventories 

LAND 

FIXED CLAlM ASSETS 
Deposits 

Currency C checkable dep. 
Small Lime & svps. deposits 
Large time deposits 
Money marker fund shares 

U.S. government securities 
Credit Market Instruments 

Trcarury issues 
Savings bonds 
Olhm Ircasury 

Agency i%<ues 
Slnlc and l w d  ubligstions 
Corpwatc and foreign bonds 

Open-market paper 
Mot7-5 

Security Credit 
Other Fixed Claims 

468.1 
255.3 
212.5 
170.5 
383.0 
39.6 
RR.0 

165.8 
277.9 
23. I 

301.1 
1 I M . Y  
16.3 
46.9 

44.0 

289.4 
180.5 
66.5 

113.7 
0.3 
0.0 

96.9 
61.6 
60.5 
50.1 
10.3 

1.1 
13.2 

-1.1 
22.0 

I .2 
0.9 

11.0 

20.2 1.1 489.4 
1 1 . 3  0.0 266.6 
17.3 -0.6 229.2 

-1.9 168.6 
17.3 -? .5  397.8 
3.6 -0.5 42.8 
2.4 -2.0 KK .4  
7.7 1.2 174.7 

3Y.3 -19.3 2Y8.U 
1.6 24.7 

39.3 -17.7 3227 
29.5 - 17.7 130.7 

2.1 -1.2 17.2 
I.? -0.1 48.1 

4.6 58.6 

17.3 306.7 
11.1 191.7 

-0 .8 65.8 
11.9 125.6 

-0.0 0.3 
0.0 0.0 
5.9 102.8 
2.2 63.8 
1.5 62.0 

-1.9 48 2 
3.4 13.8 
0.7 1.8 
1.0 14.2 
0.6 - 0.4 
2.0 24.0 
0.1 1.3 
0 .0  0.9 
0.3 11.3 

15.4 3.7 
1 1 . 1  0.7 
17.5 -0.6 

- 1.2 
17.5 -1.8 
3.9 -0.5 
2,s - 1.9 
3.6 3.1 

36.8 - 19.8 
4.8 

36.8 -14.9 
31.0 - 18.2 
2.3 0.2 
0.7 -0  .2 

6. I 

17.1 
15.9 
2. I 

13.8 
0.0 
0.0 
0.7 

-2.9 
-2.3 
- 0.5 

~ 1.8 
-0.6 

0.7 
0.6 
2.4 

-0. I 
0.3 
0.3 

508.5 
278.4 
246.2 
167.4 
413.6 
46.2 

181.4 
315.0 
29.6 

344.6 
143.5 
19.7 

n9.o 

48.7 

54.7 

323 .8 
207.6 
67.9 

139.4 
0.3 
0.0 

103.5 
60.9 
59.7 
47.7 
12.0 

1.2 
14.8 
0.2 

26.4 
1 .1  
I .2 

11.6 

24.4 
I?.? 
21.8 

21.8 
4.3 
?.? 
7.3 

42.4 

42.4 
32.5 
2.6 
I .9 

23.2 
14.0 
2.8 

11.3 
- 0.0 

0.0 
9.0 
5.0 
3.3 

- 1.u 
5.0 
1.7 
2.7 
0. I 
2.0 

-0 .8  
-0.2 

0.4 

-0.5 
0.3 

-1.2 
-0.8 
-2.0 
-0.6 
-1.7 
-0.9 

-23 7 

- I .?  
-25.4 
-21.4 
-3.2 

0.1 

9.8 

532.4 
293.9 
266.8 
166.6 
433.4 
49.8 
89.7 

187.9 
333.7 
27.9 

361.6 
154.7 
19.1 
50.7 

64.5 

347.0 
221.6 

70.6 
150.7 

0.3 
0.0 

112.4 
65.9 
62.9 
45.Y 
17.0 
2 .Y  
17.6 
0.3 

28.4 
0.3 I 
I .o 

12.0 

21.5 
12.8 
19.6 

19.6 
4.6 
2.2 
7.0 

43.1 

43. I 
34.0 
2.1 
I .7 

20.3 
13.6 

I .6 
11.6 
0.4 
0.0 
6.1 

-0.5 
0.2 

-0.3 
0.4 

-0.6 
2.5 

-0.2 
2.6 

7 2.0 
0. I 
0.5 

-2.3 
0. I 

-1.3 
-0.7 
- 2.0 

- 1.5 
-2.5 

4.9 
- 30.6 
-23.6 
-4.5 

0. I 

2.6 

-0.6 

-2s.n 

551.7 17.6 
306.8 11.8 
285.1 18.9 
165.9 
451.0 18.9 
53.8 4.9 
w.4 2.? 

192.4 4.3 
3.51.1 41.6 
23.0 

374.1 41.6 
165.0 35.5 
16.6 1.8 
52.5 1.6 

67.0 

367.3 19.9 
235.2 16.8 
72.2 -1.4 

162.3 17.8 
0.7 0.4 
0.0 0.0 

118.5 2.6 
65.4 0.7 
63.1 0.9 
45.6 0.8 
17.4 0 , l  
2.3 -0.2 

20.1 0.3 
0.1 -1.4 

31.0 2.9 
0.2 2.2 
1.1 0.1 

12.4 0.4 

-2.3 
-0.3 
- 1 . 3  
-1.6 
-2.8 
- 0.7 
-1.9 
- 1.7 
- 27.6 

-3 .1  
-30.7 
-25.7 
-3.3 
-0.3 

5.4 

567.0 
318.3 
302.7 
164.3 
467.0 

58.1 
W.6 

195.0 
365.1 

19.9 
384.9 
174.8 

15.1 
53.7 

72.4 

387.2 
251.9 
70.8 

180.1 
1.1 
0.0 

121.2 
66.1 
64.0 
46.4 
17.6 
2.1 

20.3 
- 1.4 
34.0 

1.2 
12.9 



EQUlTlES HELD 694.9 3.1 -28.7 669.3 12.0 113.8 797.1 1.0 42.1 840.2 1.1 5.6 846.9 7.7 110.9 %5.5 
Corporate Stock 254.0 -0.7 -32.7 220.6 7.3 86.1 314.0 -1.3 23.7 336.1 -2.1 -5.0 329.3 3.4 87.5 420.2 
Non-Corp. Non-Farm Equity 206.4 2 .0  0.7 209.1 2.0 6.2 217.2 1.4 6.0 224.7 1.3 6.6 232.6 2.4 3.9 238.8 
Farm Business Equity 116.4 -0.9 8.2 123.8 -0.1 11.9 135.4 -2.4 5.3 138.3 -1.2 2.3 139.3 -1.3 5.7 143.7 
Pension C Insur. (cash value) 61.6 2.6 -0.0 M.2 2.9 0.1 67.3 3.3 0.1 70.6 ?. I  0.0 73.7 3.3 0.1 7 . 2  

13.6 85.5 Estates and Tmsts 56.5 -4.9 51.6 11.5 63.1 7.1 70.2 1.7 71.9 

TOTAL ASSETS 14%.4 40.6 -23.0 1514.0 446 125.5 1684.1 48.6 51.3 1784.1 42.9 5,9 1832.8 45.3 114.0 1992.1 

FIXED CLAlM LIABILITIES 
Credit Market Instruments 

Home mortgages 
Consumer credit 

Installment 
Other 

Bank loans. n.e.c. 
Other loans 

U.S. gov’t. loans 
Policy loans 

Security Debt 
Other Fixed Claims 

NET WORTH 
Tangibles 
Equities 
Net Financial Assets 

TOTAL LlABILlTlES & NET WORTH 

154.6 11.8 

943 8.9 
49.3 2.4  
33.2 2,3 
16.i 0.7 
0.4 -0.2 
3.9 0.5 
0.1 0.1 
3.8 0.4 
4.8 -0.4 
1.7 0.2 

1341.8 28.8 
512.1 20.2 
694.9 3.1 
134.8 5.5 

14%.4 40.6 

148.1 12.1 
166.4 
160.2 
103.4 
52.2 
35.4 
16.7 
0.2 
4.4 
0.2 
4.2 
4.4 
1.8 

-23.0 1347.6 
5.7 538.0 

-28.7 669.3 
140.3 

-23.0 1514.0 

12.2 
10.9 
9.5 
0.5 

-0.1 
0.6 
0.4 
0.5 
0.1 
0.4 
1.2 
0.1 

32.4 
15.4 
12.0 
5.0 

44.6 

178.6 2 2 2  
171.1 21.9 
112.9 12.8 
52.7 8.0 
35.3 5.8 
17.4 2.3 
0.7 0.5 
4.8 0.6 
0.3 0.1 
4.5 0.5 
5. 0.0 
2.0 0.2 

125.5 1505.6 26.5 51.3 
9.8 563.2 24.4 9.2 

112.8 797.1 1.0 42.1 
145.3 1.0 

125.5 1684.1 48.6 51.3 

200.7 
193.D 
1 3 . 7  
60.7 
41.1 
19.6 
1 .2 
5.4 
0.4 
5.0 
5.5 
2.2 

1583.3 
5%.9 
840.2 
146.3 

1784.1 

16.9 
16.9 
11.7 
4.4 
3.9 
0.4 
0.0 
0.8 
0.2 
0.7 

-0.1 
0.2 

26.0 5.9 
21.5 0.3 

1.1 5.6 
3.3 

42.9 5.9 

~ 

217.7 
109.9 
137.4 
65.1 
45.1 
20.1 

1.2 
6.3 
0.6 
5.7 
5.4 
2.4 

1615.2 
618.7 
846.9 
149.6 

I 832.8 

~~ ~ 

17.2 
15.7 
12.2 

2 .5  
1.0 
1.6 
0.3 
0.7 
0.2 
0.6 
1.3 
0.1 

28. I 
17.6 
7.7 
2.7 

4s.3 

234.9 
225.6 
149.6 
67.6 
46 .o 
21.6 

1.4 
7.0 
0.7 
6.2 
6.7 
2.5 

114.0 1757.2 
3.1 639.4 

110.9 %5.5 
152.3 

114.0 1992.1 

Addenda: 
Net Saving M a n c e  sheet) 28.8 32.4 26 .5  26.0 28. I 

Net Saving (current account) 25.5 27.3 24.2 22.4 24.0 
Capital Gains Dividends 0.3 0.3 0.4 0.4 0s  
Res idd  Discrepancy 3.0 4.8 1.8 3.1 3.5 



W Table l.A.2 Hwsehold Sector Capital Accounts (Continued) 0 

Endof Cap. Reval- End of Cap. Reval- End of Cap Reual- End of Cap. Reval- End of Cap. ReVal- E d  of 
Year Trans. uation Year Trans. uation Year Trans. ualion Year Trans. uation Year Trans. uation Year 
Valuc Accl. Accl. Valuc AccI. AccI. Value Accl. ACCL. Valuc Acct. Acct. Value Accl. AccI. Valuc 
1961 (1962) 1962 (19633 1y63 {1964) 19M (196.5) 1965 11966) 1% 

REPRODUCIBLE ASSETS 
(net current value) 
Residential Structures 

Gross Stock (book value) 
Plus: Revaluation 
Equals: Gross Stock (current) 
Less: Capital Consump. (book) 

Cap. Consumption R e d .  
Consumer Durabler 

Gross Stock (book value) 
Plus: Revaluation 
Equds: Gross Stock (current) 
Less: Capital Consump. (book) 

Cap  Consumption Reval. 
Inventories 

LAND 

FIXED CLAM ASSETS 
Deposits 

Currency & chcckablc dcp. 
Small time & sugs. deposits 
Largc time deposits 
Money market fund shares 

US. government securities 
Credit Market Instruments 

Treasury issues 
Savings bends 
Othtr ireasury 

Agency issues 
Slate and local obligations 
Corp0r;lle a d  Coreipn hond:. 
Mortgages 
Open-market paper 
Security Credit 

Other Fixed Clainia 

567.0 
318.3 
302.7 
164.3 
467.0 
58.1 
90.6 

195.0 
365.1 

19.9 
384.9 
174.8 
15.1 
53.7 

72.4 

387.2 
251.9 
70.8 
IK0.I 

1.1 
0.0 

121.2 
66. I 
64.0 
4 . 4  
17.6 
2.1 

20.3 
- 1.4 
34.0 
2.2 
1.2 

12.9 

23.6 -3.0 
12.8 0.1 
20.2 - 1.7 

-0.5 
20.2 -2.2 
5.2 -0.7 
2.2 -1.6 
8.5 -3.2 

46.7 -29.4 
-5.1 

46.7 -34.5 
36.8 -27.0 

1.4 -4.3 
2.2 0.1 

6.4 

28.2 
25.1 
-0.7 
25.4 
0.5 
0.0 
2.7 
1.4 
I .5 
0.S 
1.0 

- 0.0 
.-2.1 

0.5 
2.2 
0.5 
0.0 
0.3 

587.6 
331.2 
321.2 
163.9 
485.1 
62.6 
91.2 

200.3 
382.4 

14.7 
397.1 
184.6 

12.2 
56.1 

78.8 

415.3 
277.1 
70.0 

205.4 
I .6 
0.0 

123.8 
67.5 
65.5 
47.0 
18.5 

18.3 
-0.9 
36.2 
2.7 
1.2 

13.2 

2.0 

28.4 -8.3 607.7 
14.5 -6.9 338.8 

22.1 -1.9 341.5 
- 10.6 153.3 

22.1 -12.4 494.8 
5.6 -0.8 67.4 
2.0 -4 .7 1 . 5  

11.8 -1.5 210.6 
51.4 -31.8 402.0 

-1.3 13.4 
51.4 -33.1 415 .5 
38.6 -29.1 194.1 

1.1 -2.5 10.8 
2.1 0.2 58.3 

4.7 83.5 

29.2 444.5 
29.3 306.4 

3.7 73 7 
24.8 2M.3 
0.8 2.4 
0.0 0.0 

-0.3 123.6 
-4.6 62.9 
-4.3 61.1 

1.2 48.1 
-5.5 13.0 
-0.2 1.8 

2.4 20.7 
-0.8 -1 7 

1.4 37.7 
I .2 3.9 

-0.0 I .?  
0.1 13.3 

33.4 3.9 
11.7 8.2 
22.7 -1.' 

11.0 
22.7 4.5 
5.9 -0.8 
2.1 2.0 

lS.0 -4.2 
56.4 -36.1 

-4.9 
56.4 -41.0 
40.6 -33.0 
0.9 -3.8 
3.7 -0.1 

8.0 

38.6 
31.2 

5.4 
24.9 
0.8 
0.0 
6.2 
3.2 
2.4 

1.5 
0.9 
2.3 

- 1.8 
I .I 
0.9 
0.4 
0.8 

n.9 

645.0 38.8 -4.7 
361.7 14.8 3.3 
362.6 23.2 -1.6 
164.3 3.7 
526.9 23.2 2.1 
72.6 6.3 -0.8 
92.6 2.1 -0.3 

221.4 20.2 -8.4 
422.4 63.0 -37.9 

8.6 -11.6 
431.0 63.0 -49.5 
201.7 42.9 -34.7 

7.9 -0.0 -6.4 
61.9 3.9 0.4 

91.5 8.8 

483.1 40.2 
337.6 35.3 
79.1 7.6 

2 SS.2 26.9 
3 .3 0.8 
0.0 0.0 

129.8 2.8 
66.2 1.2 
63.5 0.  2 63.7 
49.1 0.6 
14.4 -0.5 
2.7 1.0 

23.2 1.7 

39.1 -0 .1  
4.8 0.8 
1.7 0.9 

14.0 1.2 

-3.4 -0.9 

679.1 
379.7 
384.3 
168.0 
552.2 
78.1 
94.4 

233.1 
447.5 
-3.0 
444.5 
209.9 

1.4 
66.2 

100.3 

523.3 
372.9 
86.8 

282.0 
4.1 
0.0 

132.6 
67.4 

I .6 
49.7 
14.0 
3.7 

24.9 
-4.3 
39.0 
5 .6 
2.5 

15.3 

40.8 17.6 737.5 
12.7 17.4 409.8 
21.7 -1.4 404.5 

23.8 191.8 
21.7 22.4 5%.3 

2.3 6.0 102.6 
23.1 -1.0 255.3 
68.0 -42.0 473.4 

4.5 1.4 
68.0 -37.6 474.9 
45.4 -38.3 217.0 

-0.5 1.7 2.6 
4.9 1.3 72.4 

8.9 108.3 

36.4 559.7 
21.8 394.7 
2.6 89.4 

18.3 w.3 
0.9 5.0 
0.0 0.0 

12.9 145.6 
6.0 73.4 

65.3 
0.6 50.2 
1 .o l 5 , O  
4.4 8. 1 
3.8 28.7 
0.4 -3.9 
1.7 40.7 
I .o 6.7 
0.2 2.7 
1.4 16.7 

6.7 -0.9 83.9 



EQUITIES HELD 965.5 -3 .3  -40.3 922.0 3 .1  90.4 1015.5 6.8 61.3 1083.7 7.2 91.4 1182.3 0.9 -30.0 1153.2 
Corporate Stock 420.2 -7.8 -51.4 361.0 -2.4 65.2 423.8 2.2 42.0 468.1 V.8 €4.5 529.4 -5.5 -4Y.4 414.6 
Non-Corp. Non-Farm Equity 238.8 2.1 5.6 246.5 3.4 1.5 251.4 2.6 7.3 261.3 3.4 7.5 272.3 4.2 12.3 288.8 
Farm Business Equity 143.7 -1.1 6.0 148.6 -1.8 ?.S 154.3 -2.2 7.5 159.6 -1 .6  13.6 171.7 -2.4 9 .2 178.5 
Rnsiun B Insur. (cash value) 17.2 3.6 -0.2 80.6 4.0 0.2 84.8 4.3 0.2 89.2 4.6 0.2 94.0 4.6 -0.2 9B.4 
Estates and Trusts 85.5 -0.3 85.2 14.0 101.2 4.2 105.4 Y.5 115.0 -2.0 113.u 

TQTAL ASSETS 1992.1 48.5 -36.9 2003.7 60.7 86.9 2151.2 78.8 73.2 2303.3 86.3 95.4 2485.0 78.0 -4.4 ZS58.6 

FIXED CLAIM LIABILITIES 234.9 21.1 256.0 28.0 284.0 28.5 312.5 29.9 342.4 23.0 365.4 
Credit Market Instruments 225.6 21.1 246.7 25.9 272.6 28.5 301.1 28.9 330.0 22.7 352.7 

Home mortgages 149.6 14.1 163.7 16.2 179.9 17.5 197.4 17.0 214.4 14.2 228.5 
Consumer credit 67.6 6.3 73.9 8.9 82.8 9.8 92.6 10.6 103.2 6.5 109.7 

Installment 46.0 5.0 51.0 6.8 57.8 7.7 65.6 8.3  73.9 5.5 79.3 
Other 21.6 1.3 22.9 2.1 25.0 2.0 27.0 2.3 29.3 1.1 30.4 

Bank loans, n.e.c. 1.4 -0.1 1.3 0.1 1.4 0.5 2.0 0.5 2.5 0.0 2.5 
Other loans 7.0 0.8 7.7 0.7 8.4 0.7 9.2 0.8 10.0 2.0 $1.9 

1J.S. gov't. loans 0.7 0.2 1.0 0.2 1.2 0.2 1.4 0.2 1.6 0.5 2.1 
Poky  loans 6.2 0.5 6.8 O.? 7.2 0.5 7.8 0.6 8.3  1.5 9.8 

Security Lkht 6.7 -,0.1 6.6 ?.D 8.6 -0.2 8.4 0.7 9.1 -0.1 9.0 
Other Fixed Claims 2.5 0.2 2.7 0.2 2.9 0.2 3.0 0.3 3.3 0.4 3.7 

NET womq 1757.2 27.4 -36.9 1747.7 32.6 R6.9 i8h7.2 S0.3 73.2 l'YJfl8 36.3 15.4 2142.6 35.0 --4.4 2193.2 
Tangibles 639.4 23.6 3.4 666.4 3 . 4  -3.6 691.2 33.4 11.9 736.5 38.8 4.0 779.4 40.8 25.6 M5.7 
Equities %5.5 -3.3 -40.3 922.0 3 .1  93.4 1015.5 6.8 61.3 1083.7 7.2 91.4 1182.3 0.9 -30.0 1153.2 
?lei Financial Assets 152.3 7.1 159.4 1.1 IM1.5 10.1 170.6 10.3 180.9 13.4 144.3 

TOTAL I.IABII.ITIES & NET WORTH 19r2.1 d8.5 -.36.9 2003.7 W.7 M . 9  2151.2 78.8 73.2 2303.3 86.3 95.4 2415.0 71.0 -4.4 2S58.6 

Addenda: 
Net Saving (balance sheet) 27.4 32.6 50.3 56.3 55.0 
Net Saving (current account) 26.5 27.2 38.8 48.6 52.5 
Capital Gains Dividends 0.5 0.5 0.6 0.9 1.3 
Residual Discrepancy 0.4 5.0 10.9 6.8 1 .2 



z 
Table 1.A.2 Household Sector Capital Accounts (Continued) 

Endof Cap. Reval- End of Cap. Rcvd- F.ndol Cap Rcval End if Cap. Reval- Endot Cap. Keval- Endnf 
Year Trans. uation Year Yranr. uation Year 'Trans. uation Year 'Trans. uation Year Trans. uation Year 
Value Acct. Acct. Value Acct. Acct. Value Acct. Acct. Value Acct. Accl. Value Acct. Acct. Value 
I%fJ (1967) 1%7 I. 1968) 1968 ( 1969) 1969 t 1970) 1970 (1971) 1971 

REPRODUCIBLE ASSETS 
(net current value) 
Residential Structures 

Gross Stock (book value) 
Plus: Revaluation 
Equals: Gross Stock (current) 
Less: Capital Consump. (book) 

Cap. Consumption Reval. 
Consumer Durables 

Gross Stock (book value) 
Plus: Revaluation 
Equals: Gross Stock (current) 
Less: Capital Consump. (bouk) 

Cap. Consumption Reval. 
Inventories 

I.ANII 

FIXED CLAIM ASSETS 
Deposits 

Currency & checkable dep. 
Small time & svgs. deposits 
Large time deposits 
Money market fund shares 

U.S. government securities 
Credit Market Instruments 

Treasury issues 
Savings bonds 
Other treasury 

Agency issues 
State and local obligations 
Corporate and foreign bonds 
Mortgages 
Opcn-market paper 

Security Credit 
Other Fixed Claims 

737.5 
409.8 
404.5 
191.8 
596.3 

83.9 
102.6 
255.3 
473.4 

1.4 
474.9 
217.0 

2.6 
72.4 

1m.3 
559.7 
394.7 

300.3 
5.0 
0.0 

145.6 
73.4 
65.3 
50.2 
15.0 
8.1 

28.7 
-3.9 
40.7 
6.7 
2.7 

16.7 

89.4 

37.7 
12.4 
22. I 

22. I 
7. I 
2.6 

' 1 . 1  
70. I 

70.1 
48.8 
0.2 
4.2 

52.8 
44.6 
9.6 

33.9 
I .o 
0.0 
4.6 
2.5 
2.5 
1.0 
1.6 

- 0.0 
-2.5 

2.1 
1.5 
0.9 
2.2 
1.4 

13.6 788.7 
9.6 431.8 

-1.2 425.4 
12.0 203.8 
10.7 629.2 
- 1.0 90.0 

2.1 107.4 
3.2 279.6 

-41.4 502.1 
10.8 12.2 

-30.6 514.3 
-37.9 227.9 

4.1 6.9 
0.7 77.3 

8.0 Ilh.3 

612.5 
439.2 

99.0 
334.3 

5.9 
0.0 

150.2 
75.9 
67.8 
51.2 
16.6 
8.1 

26.3 
- 1.8 
42.2 
7.6 
4.9 

ix.1 

49,l 36.6 
16.2 34.9 
26.8 - I . ?  

49.2 
26.8 47.6 
7.5 -1.0 
3.1 13.7 

27.0 4.0 
80.5 -42.3 

12.3 
80.5 -30.0 
52.1 - 3 R . I  

1 , 4  4.1 
h.1) -2.3 

17.3 

59.1 
41.7 
10.7 
26.8 
4.2 
0.0 

13.8 
6.1 
5.3 
0.6 
4.6 
0.8 

- 2.5 
5.3 
2.4 
2.5 
2.1 
1.5 

874.4 
1 2 . 9  

4 50.5 
3 3  .o 
703.5 
96.5 

124.1 
310.5 
540.3 
24.5 

SM.8 
241 9 

12.4 
81.1) 

133.h 

671.5 
480.9 
109.7 
361 .O 

10.2 
0.0 

161.0 
82.0 
73.1 
51.9 
21.3 
8.9 

3.5 
4 4 6  
10.1 
7.0 

I Y . 6  

23.8 

49.1 33.6 
16.5 26.9 
28.4 - 1.9 

37.3 
28.4 35.4 
8.0 - 1 . 1  
3.9 9.7 

26.3 3.3 
85.7 -46.9 

11.4 
85.7 -35 .4 
56.9 -42.1 
2.5 3.4 
6.3 3.s 

8.8 

44.2 
5.3 

-4.5 
15.6 

-5.8 
0.0 

38.8 
16.4 
10.8 

-0.1 
10.9 
5.6 

11.7 
3.2 
2. I 
5.3 

.. 1.8 
I .9 

957.: 
526.3 
477.0 
290.3 
767.3 
103.4 
137.6 
340.1 
579.1 
36.0 

615.1 
256.7 

18.3 
90.7 

142.3 

715.7 
486.2 
105.2 
376.6 

4.4 
0.0 

202.8 
98.4 
83.9 
51.8 
32.2 
14.5 
35.5 
6.7 

46.7 
15.4 
5.2 

21.5 

39.7 29.4 
15.3 21.8 
28.1 -2.3 

30.4 
28.1 28.1 
8.6 - 1 . 1  
4.2 7.4 

20.0 8.2 
85.2 -48.0 

19.8 
85.2 -28.2 
61.4 -43.3 

3 . 8  h 8 
4.4 - 0 6  

9.2 

5 3.5 
52.4 
9.2 

28.8 
14.4 
0.0 

- 0.3 
-5.2 

-11.6 
0.3 

-11.9 
6.4 

- 1.6 
9.1 
1.4 

-3.6 
-0.9 

2.3 

1026.2 
563.4 
502.8 
320.7 

110.8 
149.3 
368.3 
616.3 

55.8 
672.1 
274.8 

94.5 

151.6 

?69.2 
538.6 
114.4 
405.4 

18.8 
0.0 

202.5 
93.3 

72 .4 
52. I 
20.3 
20.9 
33.6 
15.8 
48.1 
11.7 
4.4 

23.8 

823.5 

29.0 

57.5 27.1 
25.7 32.9 
39.8 -3.1 

47.4 
39.8 44.3 
9.2 - 1 . 1  
4.9 12.5 

26.6 -4.9 
97.2 -51.5 

-2.5 
97.2 -54.0 
65 3 45.0 
s.4 -4.2 
5.2 -0.9 

6.2 

71.1 
78.9 
12.2 
65.4 

1.3 
0.0 

- 10.2 
-11.5 
- 7.6 

2.3 
-9.9 
- 3.9 
-2.0 

6.3 
1 .0 
3.8 
0.5 
L9 

1110.9 
622.0 
5399. 
368.1 
907.6 
118.9 
166.7 
390.0 
662.1 
53.2 

715.3 
291.2 
30.2 
I . B  

15f.R 

840.3 
617.4 
126.6 
470.7 
M. I 
0.0 

192.3 
81.7 
64.8 
54.4 
10.3 
17.0 
31.6 
22.1 
49.0 
1.9 
4.9 

25.7 



EQUlT1E.S HELD 1153.2 13.2 154.3 mn .6  9.3 161.6 1491.4 -6.6 
Corporate Stock 474.6 7.9 123.3 605.7 3.7 121.9 731.3 - 11.5 
NonCorp. Nan-Farm Equity 288.8 1 . 1  8.3 298.1 1.5 18.0 317.6 1.3 
Farm Business Equity 178.5 -0.7 9.3 187.0 -0.5 9.4 195.9 - 1.5 
Pension 8: Insur. [cash value) 98.4 4.9 0.2 103.5 4.6 0.3 108.4 4.9 
Estates and Trusts 113.0 13.2 126.2 12.0 138.2 

TOTAI. ASSETS mn.6 103.6 175.9 2838.1 117.4 215.4 3170.9 86.7 

-70.8 1414.1 

8.8 203.2 
-0.3 113.n  

-92.9 626.9 
19.1 338.2 

- 5 . 5  132.8 

-28.4 3229.1 

-0.9 13.0 1426.2 -6.7 150.9 1570 .5 \o 

-0.4 18.1 35 .8  - 1 . 0  16.5 371.4 
-0.5 5 . 5  208.2 -2 .1  17.9 224.1 

-5.3 -13.3 608.3 -9.8 91.6 690.0 

5.3 0.1 118.4 6.2 0.7 125.3 
24.2 159.7 2.7 135.4 

92.3 51.6 3373.2 122.0 184.3 3 m . 4  

FIXED CL.(UM l , l ~ ~ R l t , l l ' I ~ S  
C r d l  hhrkcl lnstrurncnts 
Home mortgages 
Consumer credit 

Installment 
Other 

Rank loans, n.e.c. 
Olhcr loans 

U.S. gov't. loans 
Policy loans 

Security Debt 
Other Fixed Claims 

NET WORTH 
Tangibles 
Equities 
Net Financial Assets 

TOTAL LlABILITlES 8r NET WORTH 

165.4 
352.7 
228.5 
109.7 
79.3 

2.5 
11.9 
2. I 
9.8 
9.0 
3.7 

2193.2 
8 45.7 

1153 .2 
194.3 

2558.6 

30.4 

24.1 

12.4 
5.7 
3.8 
1.9 

1.3 

20.1 

0.7 

0.3 
1 .n 

0.3 
3.7 

79.6 
37.7 
13.2 
28.7 

10 3.6 

3~9.7 

240 .~  
372.8 

115.4 
83.1 
32.3 

3.2 
13.3 
2.4 

10.8 
12.7 
3.9 

175.9 2448.6 
21.6 905.0 

223.0 

175.9 2838.1 

154.3 1320.6 

35. I 
31.8 
l6.K 
11.5 
8.5 
3 . 0  
1.4 
2.1 

1.3 
2.9 

0.8 

0.4 

82.3 
49. I 

9.3 
24.0 

117.4 

424.6 
404.6 
257.7 
126.9 
91.7 
35.3 
4.7 

15.3 
3.2 

12.1 
15.6 
4.3 

215.4 2146.4 
53.9 1008.0 

161.6 1491.4 
247.0 

w.3 
33.4 
11.6 

9.5 
1.3 
1.0 
3.0 
0.4 
2.6 

- 3 . 4  
0.4 

56.3 
49.1 
-6.6 
13.8 

10.8 

- 
86.7 

434.9 

276.3 
137.7 
101.2 
36.6 
5.7 

18.3 
3.6 

14.7 

438.0 

12.2 
4.7 

-28.4 2774.3 
42.4 1099.5 

260.8 

-28.4 3229.2 

-70.8 1414.1 

22.6 
23.9 
14.1 
5.4 
4.4 

1.8 
2.h 

I .n 

0.3 
2.3 

- 1.8 
0.4 

69.7 
39.7 

-0.9 
30.9 

92.3 

477.5 
461.9 
290.4 
143. I 

37.6 
7. 

2U.9 
3.9 

17.0 
10.4 
5.1 

51.6 2895.7 
38.6 1177.8 

291.7 

51.6 3373.2 

105.5 

13.0 1426.2 

47.0 
u.0 
26.2 
14.7 
12.7 
2.U 
1.0 
1.4 
0.4 
1 .o 
2.7 
0.3 

75.0 
57.5 

-6.7 
24. I 

122.0 

524.5 

316.7 
157.8 
118.3 
39.5 
9.2 

22.3 
4.2 

13.1 
5.4 

184.3 3154.9 
33.3 1268.6 

315.8 

184.3 3679.4 

506.0 

18.0 

150.9 1570.5 

Addenda: 
Nci Saving (balancc rheei) 79.6 R2.3 56 3 69.7 iS.0 
Ner Saving (current Account) 63.9 68. I 58.2 65.1 79.3 
Capital Gains Dividends 1.7 2.5 2 s  0.9 0.8 
Residual Discrepancy 14.0 11.8 - 4 . 4  3.7 -5 .1  



s 
Table 1.A.2 Household Sector Capital Accounts (Continued) 

~~ - ~ ~~~ 

End of Cap. Reval- E d  of Cap. Reval- End of Cap Reval- End of Cap. Reval- Endof Cap. Reval- End of 
Year Trans. uation Year Trans. uation Year Trans. uation Year Trans. uation Year Trans. uation Year 
Value Acct. Acct. Value Acct. Acct. Value Acct .  Acct. Value Acct. Acct. Value Acct. Acct. Valuc 
1971 (1972) 1972 (1973) 1973 11474) 1974 (1975) 1975 ( 1976) 1976 

REPRODUCIBLE ASSETS 
(net current value) 
Rcsidcntid Structures 

Gross Stock (book value) 
Plus: Rcvalualioo 
Equals: Gross Stock (current) 
Less: Capital Consump. (hook) 

Cap. Consumption Rcval. 
Consumer Durdbles 
Gross Stock (book value! 
Plus: Revaluation 
Equals: Gross SLock (current) 
Less: Capital Consump. Wok) 

Cap. Consumption Reval. 
Inventories 

LAND 

FIXED CLAIM ASSETS 
Deposits 

Currency & checkable dep. 
Small time & svgs deposits 
Large time deposits 
Money market fund shares 

U.S. government wcurities 
Credit Msrkcl Inrlrurncnls 

Trcasury issues 
Savings bonds 
Other treasury 

Agency issues 
State and local obligations 
Corporate and foreign bonds 
Mortgages 
Open-market paper 

Security Credit 
Other Fixed Claims 

11 10.9 
622.0 
539.5 
368. I 
907.6 
118.9 
166.7 
390.0 
662.1 

53.2 
715.3 
295.2 
30.2 
98.8 

157.8 

840,3 
617.4 
126.6 
470.7 
20.1 
0.0 

192.3 
R1.7 
64.8 
54.4 
10.3 
17.0 
31.6 
22. I 
49.0 
7.9 
4.9 

25.7 

75.4 43.1 1229.3 
32.9 46.4 701 3 
49 2 -3.9 583.8 

66.9 435.0 
49.2 63.0 1019.8 

6,3 17.6 190.7 
34.6 -3.3 421.3 

111.1 -57.0 716.2 
1.5 54.7 

111.1 -55.5 770.9 

I U . U  - 1 . 1  m a  

71.3 -49.6 316.9 
5.2 -2.6 32.8 
7.9 -0.0 106.7 

26.0 183.8 

99.6 939.9 
85 9 703.3 
12.4 138.9 
67.3 538.0 

6.2 26.3 
0.0 0.0 

1 1 . 1  203.4 

3.6 M.4 
3.3 17.7 
0.4 l0,7 

-2.7 14.3 
1 . 1  32.7 
4.4 26.5 
6.3 55.3 

- 1.7 6.2 
0. I 5.0 
2.5 28.2 

I .o 81.7 

84.8 
33.8 
51.8 

51.8 
10.9 
7. I 

40.4 
123.3 

123.3 
77.4 
5.6 

10.6 

114.0 
77.9 
14.5 
37.7 
25.8 
0.0 

33.Y 
17.3 
15.5 
2.7 

12.8 
1.8 
4.3 

-0.2 
3.3 
9. I 

-0.2 
2.3 

87.5 
82.0 
4.4 

119.3 
114.8 
- 1.2 
34.0 
3.7 

-59.9 
14.6 

-45.3 
-51.9 

2.9 
1.8 

34.8 

1401.6 63.1 
817.2 25.4 
632.2 46.2 
554.2 

1186.4 46.2 
137.5 11.8 
231.7 9.0 
465.4 28.4 
779.7 121.5 

849.0 121.5 
342.3 83.2 
41.3 9.9 

119.1 9.3 

218.5 

69.3 

103.9 10h.6 
781.3 65.7 
153.4 8.1 
575.7 34.0 
52.1 21.3 
0.0 2.4 

231.2 39.7 
100.0 19.1 
R3.9 14.8 
w.4 3.0 
23.5 11.8 
16.1 4.6 
37.0 9.3 
26.3 3.1 
58.6 3.7 
15.3 4.2 
4.9 - 1.0 

30.6 2.1 

127.0 
R1.h 
4.7 

11R.C 
113.3 
- I  3 
33.0 
41.6 

-61.4 
81.9 
20s  

- 53.0 
31.8 
3.8 

34.6 

1591.7 57.4 
924.1 22.1 
673.7 45.3 
672.? 

134!.9 45.3 
14.0 12.5 

2 73.8 10.7 
535 .4 26.5 
839.8 132.2 
151.2 
990.9 13 2.2 
372.5 89.5 
83.0 16.2 

132.1 8.8 

253.1 

1160.6 122.6 
847.0 Y2.I 
161.5 7.4 
609.8 %.5 
73,4 -13.0 

2.4 1.3 
277.0 26.1 
119.4 15.9 
98.7 16.9 
63.3 4.0 
35.4 12.9 
20.7 - 1 . 1  
46.3 4.7 
29.4 6.2 
62.4 3.8 
19.5 -4 .4  
3.9 0.6 

32.7 3.8 

74.8 
54.9 

-5.5 
79.5 
74.1 
- 1.9 
21 .o 
23.1 

-65.5 
45.0 

- 20.6 
-55.9 

12.2 
-3.3 

19.6 

1723.8 
1001.1 
713.6 
751.7 

1465.3 
158.7 
305.5 
585.0 
906.4 
1%. 1 

1102.5 
406.1 
111.5 
137.7 

272.7 

12 83.1 
939.1 
168.9 
706.2 
60.4 

3.7 
303.1 
135.3 
115.6 
67.4 
48.3 
19.7 
51.0 
35.5 
66.2 
15.1 
4.5 

36.5 

85.0 
34.8 
60.5 

M.S 
13.4 
12.3 
40.0 

156.8 

156.8 
9 7 4  
19.5 
10.3 

146.2 
122.2 
15.8 

117.5 
-1 1.0 
- 0.0 
17.0 
8.8 
4.5 
4.7 

-0. I 
4.2 

-1.5 
5.7 
7.1 

-3.1 
1.8 
5.1 

109.8 
98.1 
- 6.6 
143.9 
137.2 
- 2.0 
41.1 
11.5 

-75.4 
25.3 

-50.1 
-62.7 

1 .1  
0.2 

44.0 

1918.7 
1134.1 
767.5 
895.6 

170.1 
358.9 
636.5 
987.9 
221.4 

1209.2 
440.7 
132.0 
148.2 

316.7 

1429.3 
1w61.3 
184.6 
823.7 
49.3 
3.7 

320. I 
144.1 
120.2 
72.0 

23.9 
49.5 
41.3 
73.3 
12.0 
6.3 

41.6 

iM3.o 

4n.2 



EQUITIES HELD 1570.5 - 13.6 167.8 1724.7 -12.2 -42.0 1670.5 -2.2 -75.9 1592.4 10.6 237.8 1840.8 -9.5 235.0 2066.4 YI 
Corporate Stock 690.0 -14.9 70.8 745.9 -18.6 -159.0 568.3 -1.6 -164.5 402.3 6.1 126.0 534.4 -6.1 94.2 622.6 
Non-Corp. Non-Farm Equity 371.4 -0.6 37.7 408.4 3.4 58.1 470.0 -0.4 78.3 547.8 -2.4 42.5 587.9 -3.2 M).I 644.7 
Farm Business Equily 224.1 -4.6 34.8 254.3 -4.3 72.9 322.8 -6.9 39.9 355.8 1.8 45.9 399.9 -8 .8  52.1 443.2 
Pension & Insur. (cash value) 125.3 6.6 1.0 132.9 7.4 -1.6 138.7 6.8 - 1.6 143.9 8.7 1.1 153.7 8.7 0.8 163.2 
Estates and Trusts 159.7 23.4 183.1 -12.5 170.6 -28.0 142.6 22.2 164.9 27.9 192.8 

TOTAL ASSETS 3679.4 161.4 236.9 4077.7 186.6 80.2 4344.5 167.6 85.7 4597.8 190.5 332.2 5120.5 221.7 388.9 5731.2 

862.3 
Credit Market Inslruments 506.0 63.4 569.4 79.2 648.7 50.0 698.7 48.3 747.0 89.7 836.7 

Home mortgages 316.7 41.4 358.0 47.3 405.3 35.2 440.5 38.0 478.6 61.5 540.1 
Consumer credit 157.8 19.8 177.6 26.0 203.7 9.9 213.6 9.6 223.2 25.4 248.6 

193.8 Installment 118.3 14.9 133.2 21.9 155.1 9.5 164.6 7.7 
Other 39.5 4.9 44.5 4.1 48.6 0.4 49.0 1.9 50.9 3.9 54.8 

Bank loans, n.e.c. 9.2 0.9 10.1 3.4 13.5 1.6 15.1 -1.5 13.7 1.0 14.6 
Other loans 22.3 1.3 23.6 2.6 26.2 3.2 29.4 2.2 31.5 1.8 33.4 

U.S. gov't. loans 4.2 0.4 4.6 0.3 5.0 0.5 5.5 0.5 6.0 0.5 6.5 
26.9 Policy loans 18.0 0.9 19.0 2.2 21.2 2.7 23.9 1.6 

11.4 0.7 12.1 5.1 17.2 
7.7 0.6 8.4 

Security Debt 13.1 4.4 17.5 -4.3 13.2 - 1.8 
Other Fixed Claims 5.4 0.5 6.0 0.4 6.4 0.7 7.1 0.7 

NET WORTH 3154.9 93.0 236.9 3484.8 111.3 80.2 3676.3 118.7 8 5 . i  3880.7 140.8 332.2 4353.7 126.3 388.9 4868.9 
Tangibles 1268.6 75.4 69.1 1413.1 84.8 122.3 1620.1 63.1 161.6 18448 57.4 94.4 1996.6 85.0 153.9 2235.5 
Equities 1570.5 -13.6 167 .8 1724.7 -12.2 -42.0 1670.5 -2.2 -75.9 1592.4 10.6 237.8 1840.8 -9.5 235.0 2066.4 
Net Financial Assets 315.8 31.2 347.0 38.7 385.7 57.7 443.4 72.9 516.3 50.7 567.0 

TOTAL LIABILITZES 8: NET WORTH 3679.4 161.4 236.9 40 77.7 186.6 80.2 4344.5 167.6 83.7 J597.8 lW.5 332.2 5120.5 221.7 388.9 5731.2 

Addenda: 
Net Saving (balance sheet) 93.0 111.3 118.1 140.8 126.3 

Capital Gains Dividends I .4 0.9 0.5 0.2 0.5 
Residual Discrepancy 11.3 - 1.2 13.9 28.7 16.8 

766.8 95.5 FIXED CLAIM LIABILITIES 524.5 68.4 592.9 75.3 668.2 48.9 711.1 49.7 

172.3 21.5 

25.5 1.4 

Net Saving (current account) 80.3 111.6 104.3 I 11.9 109.0 
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Table 1.A.2 Household Sector Capital Accounts (Continued) 

End of Cap. Reval- Endof Cap. Reval- Endof Cap Reval- End of Cap. Reval- Endof 
Year Trans. uation Year Trans. uation Year Trans. uation Year Trans. uation Year 
Value Acct. Acct. Value Accr. Acct. Value Acct. Acct. Value Acct. Acct. Value 
1976 (1977) 1977 ( 1978) 1978 (1979) 1979 (1980) 1980 

REPRODUCIBLE ASSETS 
(net current value) 
Residential Structures 

Gross Stock (buok vdluc) 
Plus: Revaluation 
Equals: Gross Stock (current) 
Less: Capital Consump. (book) 

Cap. Consumption Reval 
Consumer Durabks 
Gross Stock (book valuc) 
Plus: Kevuluution 
Equals: Gross Stock (currcnt) 
Less: Capital Consump. (book) 

Cap. Consumption Reval. 
Inventories 

LAND 

FIXED CLAIM ASSETS 
Deposits 

Currency & checkable dep. 
Small time & w g s .  deposits 
Large time deposits 
Money market fund shares 

US. government securities 
Credit Market Instruments 

Treasury issues 
Savings bonds 
Other treasury 

Agcncy issues 
State and local obligations 
Corpomte and foreign honds 
Mortgages 
Open-market paper 

Security Credit 
Other Fixed Claims 

1918.7 
1134.1 
767.5 
845.6 

1663.0 
170. I 
3S8.9 
636.5 
987.9 
221.4 

1209.2 
440.7 
132.0 
148.2 

316.7 

1429.3 
1061.3 
184.6 
823.7 
49.3 
3.7 

320. I 
144.1 
120.2 
72.0 
48.2 
23.9 
49.5 
41.3 
73.3 
12.0 
6.3 

41.6 

112.6 151.2 2182.5 
50.6 136.0 13M.6 
80.6 -8.5 839. 

2W.3 1095.8 
80.6 191.8 1935.4 
14.6 -2.2 182.5 
15.4 58.0 432.2 
50.2 15.6 702.3 

178.8 -M.4 1M2.3 
32.8 254.2 

178.8 -51.6 1336.5 
107.1 -69.8 478.U 
21.5 2.7 156.3 
11.8 -0.4 159.6 

42.0 358.8 

158.7 1588.1 
127.6 I189.0 
20.6 205.2 
94.4 918.0 
12.5 61.9 
0.2 3.9 

25.6 345.7 
14.1 158.1 
9.2 129.4 

4.4 52.6 
4.9 28.11 

-3.6 45.9 
-5.0 36.3 
10.4 03.6 
9.7 21.7 

- 1.0 5.3 
6.4 48.0 

4.7 76.8 

129.7 237.8 2550.0 
S8.0 207.1 lS85.7 
93.0 -10.6 921.9 

1M.O 1401.8 
93.0 295.4 2323.8 
16.0 -2.4 19h.l 
19.0 W.7 541.9 
56.3 28.8 787.4 

199.3 -89.8 1191.8 
53.5 307.7 

199.3 -36.4 1499.4 
117.5 -73.6 521.9 
25.6 8.4 190.2 
15.4 1.8 176.9 

79.9 438.7 

189.4 1777.5 
128.9 1317.9 
22.3 227.5 
63.2 981.3 
36.4 98.3 
6.9 10.8 

51 8 397.0 
25.3 183.4 
17.7 147.0 
3.9 80.7 

13.8 66.4 
7.6 36.4 
1.7 47.6 

-2.5 33.9 
11 .1  94.7 
lb.3 38.0 
2.6 7.9 
6. I 54. I 

125.2 161.1 2836 .3 
55.9 129.5 1771.1 
9h.8 - 12.4 IWtr.4 

192.? I F % , ?  
%.8 180.3 2600.8 
17.5 -2.7 211.0 
23.4 53.5 618.8 
52.4 34.6 874.4 

212.3 -W.7 lf07.4 
M.0 371.7 

212.3 -32.7 1679.V 

31.2 10.4 231.8 
16.9 -2.9 190.8 

51.8 490.5 

210.8 1988.3 
133.7 1451.6 
22.8 250.3 
60.9 1042.2 
15.6 113.9 
34.4 45.2 
69.9 4 7 . 4  
44.0 227.4 
22.8 169.8 

-0.8 79.9 

21.2 57.6 
1.9 49.5 
4.8 38.7 

11.6 1M.4 
7.5 45.4 
0.6 8.5 
6.6 60.7 

128.7 -77.7 5 x . a  

23.6 89.9 

83.1 256.8 3176.3 
37.2 1S8.S 1966.8 
83.1 -10.9 1078.6 

232.2 1826.7 
83.1 221.3 2905.3 
19.0 -2.9 227.1 
26.9 658  711.5 
31.1 89.7 995.1 

211.9 -103.7 1415.5 
162.7 534.3 

211.9 59.0 I9 49.9 
140.2 -84.4 628 .6 
40.6 53.7 326.1 
14.9 8.7 214.4 

92.8 583.3 

205.4 2193.6 
175.0 1626.6 

15.3 265.6 
80.4 1122.7 
50.0 163.9 
29.2 74.4 
19.2 486.6 
15.s 242.9 
5.8 175.6 

-7.3 72.5 
13.1 103.1 
9.7 67.3 
1.8 51.3 
1.7 40.4 
7,s 113.9 

-7.3 38. I 
4.1 12.6 
7. I 67.8 



EQUlTlES HRLU 2066.4 3.9 W.2 2160.5 4.5 2349 23y9.9 -10.0 376.2 2766.0 - 5 . 1  520.1 3281.1 
Corporate Stock 622.6 -0.1 -31.7 590.8 1.1 26.4 618.3 -13.7 141.3 745.9 -1.5 250.6 995.1 
Non-Corp. Non-Farm Equity 644.7 -0.2 87.3 731.8 2.7 122.9 857.4 3.7 112.4 973.5 -1.7 147.7 1119.6 
Farm Business Equity 443.2 -7.6 38.4 474.0 -11.5 80.5 543.1 -12.5 86.4 616.9 -14.4 68.8 671.4 
Pension & Insur. (cash value) 163.2 11.7 -0.7 174.3 12.2 0.2 186.7 12.5 0.7 199.9 12.4 2.5 214.8 
Estates and Trusts 192.8 -3.2 189.6 4.8 194.4 35.4 229.8 50.5 280.3 

TOTAL ASSETS 5731.2 275.3 283.4 6289.8 323.6 552.6 7166.0 326.0 589.1 8081.1 283.4 869.7 9234.2 

FIXED CLAIM LIABILITIES 862.3 
Credit Market Instruments 836 .7 

Home mortgages 540. I 
Consumer credit 248.6 

lnstallment 193.8 
Other 54.8 3. 

Bank loans, n.e.c. 14.6 
Other loans 33.4 

U S  gov't. loans 6.5 
Policy loans 26.9 

Security Debt 17.2 
Olhcr Fixed Claims 8.4 

NET WORTH 4868.9 
Tangibles 2235.5 
Equities 2066.4 
Net Financial Assets 567.0 

5731.2 TOTAL LlABlLlTlES & NET WORTH 

140.5 
138.3 
93.0 
40.2 

3 6.4 
7 58.6 

2.8 
2.3 
0.6 
I .7 
1.3 
0.9 

134.8 
112.6 

3.9 
18.2 

275.3 

283 

1002.8 
975.0 
633.1 
288.8 
230.2 

5.7 
17.4 
35.7 
7. I 

28.6 
18.5 
9.3 

.4 5287.0 
193.2 2541.3 
90.2 2160.5 

585.3 

163.9 
161.5 
107.6 
47.6 
41.9 
M.3 
2.5 

1.2 
2.b 
1.3 
1.1 

159.8 
129.1 

4.5 
25.6 

3.8 

323.6 

1166.6 
1136.5 
740.6 
336.4 
272.1 

7.1 
19.9 
39.5 
8.3 

31.2 
19.8 
10.3 

552.6 5999.3 
317.7 2988.6 
234.9 2399.9 

610.8 

5 52.6 7166.0 

169.6 
169.5 
115.9 
46.3 
39.2 
71.3 
0.9 
6.4 
1.7 
4.7 

- 1.2 
1.3 

156.4 
125.2 
- 10.0 

41.2 

326.0 

1336.3 
1305.9 
856.5 
382.7 
311.4 

0.9 
20.8 
45.9 
10.0 
35.9 
18.6 
11.7 

589.1 6744.9 
213.0 3326.8 
316.2 2766.0 

652.0 

589.1 W81.L 

104.3 
103.1 
83.8 

2.3 
1.4 

72.2 
8.0 
8.9 
2.2 
6.7 
5.0 
I .? 

174.1 
83.1 

-5.1 
%.O 

283.4 

1445.6 
1409.0 
940.4 
385.0 
312.8 

28.8 
54.8 
12.2 
42.6 
23.7 
12.9 

869.7 77~8 .6  
349.6 3759.5 
520.1 3281.1 

748.0 

869.7 9234.2 

Addenda: 
Net Saving (balance sheet) 134.8 159.8 156.4 174.1 

Capital Gains Dividends 0.6 0.7 0.9 1.7 
Net Saving (current account) 112.6 120.1 118.6 97.9 

Residual Discrepancy 21.5 39.0 3 6.9 74.5 
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Comment Helen Stone Tice 

Richard Ruggles's paper consists of three major parts. The first is a 
history of the United States national income and product accounts 
(NIPAs) including the various reviews of them since 1947. The second is a 
discussion of certain avenues of future development of the accounts now 
being explored at the Bureau of Economic Analysis (BEA) and else-
where. The last, placed in an Appendix, is a discussion of Ruggles's 
'^transactor approach" to the recording of entries in the accounts as it 
appHes to the treatment of interest and of financial institutions. I shall 
discuss the paper's treatment of each of these and then mention a few 
topics to which I wish more attention had been devoted. 

Since their introduction in 1947, in what is essentially their present 
form, the national income and product accounts have undergone four 
major revisions (1954, 1958, 1965, and 1976); they have produced one 
major methodological study in 1954 and several minor ones accompany-
ing the various benchmark revisions; and they have been subjected to 
formal critical reviews on five occasions (National Accounts Review 
Committee in 1957, the Conference on Research in Income and Wealth 
in 1955 and 1971, the Creamer Committee in 1977, and the views sohcited 
on the occasion of the fiftieth anniversary of the Survey of Current 
Business in 1971). Ruggles covers all of these with the exception of the 
Creamer Report; perhaps the latter is too empirical for the sort of 
systems approach that is clearly the author's intent, and in any case there 
will be more on this elsewhere in this volume. In addition, there is a brief 
discussion of the "new" United Nations System of National Accounts 
(SNA) about which the United States has had reservations since its 
inception, or at least since its last revision. These developments are 
discussed fairly and adequately. The author's intent in this section seems 
to have been to demonstrate, first, that the accounts have changed Httle 
since 1947 in any fundamental way; second, that other forms of national 
economic accounts have been integrated with the NIPA as time has 
passed; and third, that BEA and its predecessor agencies have acted 

Helen Stone Tice is an economist with the Bureau of Economic Analysis. 
The views expressed are those of the author and do not necessarily reflect the opinions of 

the Bureau of Economic Analysis or of any other members of its staff. 
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responsibly to take account of the suggestions for improvement in the 
estimates and in their presentation which have been made over the years. 
By and large it is a more compact treatment of this piece of history than 
are others covering the same events and, as such, should be useful to 
those wishing an overview of the accounts and their development. 

The subheads under the section ''Directions for Future Development" 
reflect many of the themes which have characterized Ruggles's work in 
the national accounts over the last two decades. One is a concern with 
presenting a tidy summary system of accounts as an organizing device for 
the supporting tables; the summary accounts should highlight important 
aggregates, be few in number, and be fully articulated. A second is an 
interest in integrated systems of accounts with easy interfaces between 
the NIPA and other accounting presentations with which no formal 
integration has taken place. A third is a concern with the use of microdata 
sets and their integration into the accounting framework. A final consid-
eration is the usefulness of the accounting system and its way of organiz-
ing data for policy analysis and decision making. Most of these themes 
have recurred since the days of Ruggles and Ruggles's National Income 
Accounts and Income Analysis which introduced a generation of students 
to the accounts and what could be done with them. They appeared in The 
Design of Economic Accounts and in the paper given at the 1971 Prince-
ton Conference of this organization. Ruggles's formal proposals in the 
current paper are four in number, but the amplification of the last of these 
in an Appendix is so extensive as almost to constitute a fifth topic. 

The first proposal which Ruggles makes has to do with sectoring. He 
enunciates two bases for sectoring, namely, the behavioral and decision-
making processes underlying the sector's activity, and the types and 
sources of information available about the transactors to be included 
there. Hence he purifies the household sector by removing the nonprofit 
institutions, thereby making the sector conceptually at least a consolida-
tion of the microdata set underlying the work on the income-size distribu-
tion. Abandoning his position of 25 years ago when he successfully urged 
the elimination of the enterprise sector, he reintroduces it and puts the 
orphaned nonprofit institutions into it. He also recognizes that the enter-
prise sector will need some further subsectoring if it is to be really usable, 
Once again, all the data necessary for this redefinition were taken from 
the existing NIPA. 

The second modification which Ruggles proposes has to do with the 
accommodation of estimates of the value of nonmarket activity and 
imputations. Ruggles proposes separating the market flows from the 
imputed ones, again illustrating the proposal with the household sector 
and again using existing BE A estimates. 

The third section of the paper is a discussion of what he calls the 
transactor approach to the recording of transactions. By this he means 
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that the income flows should appear in NIP A as they would appear in the 
accounts, of, or be viewed by, the parties actually involved in the transac-
tion. The specific modifications occasioned by the adoption of the trans-
actor approach consist of the transfer of employer contributions for 
health and welfare from other labor income to business consumption, the 
transfer of government health benefits from personal to public consump-
tion, the inclusion of mortgage interest and property tax payments by 
owner occupiers, and the grossing up of insurance and pension pre-
miums, with benefits entering as current or capital transfers. It has been 
the case for many financial institutions that output is low in the current 
system because of the netting involved in its measurement. In order to 
achieve the present BE A definition of income, insurance benefits are 
netted against premiums, and employer contributions to uninsured pen-
sion funds become a component of other labor income, while the benefits 
paid current retirees go unrecorded. In the business sector of the Ruggles 
system, value added would be shifted from the nonfinancial to the finan-
cial sector, and, in addition, the fact that households no longer offset 
benefits against their purchases from the finance and insurance sector 
would increase personal consumption expenditures (PCE) and hence 
output. In the case of interest, Ruggles proposes that the present group of 
enterprises treat interest paid as an intermediate purchase and interest 
received as income; the treatment parallels the current treatment of rent. 
Continuing this analogy, he creates an interest industry to collect and 
distribute the interest paid outside the enterprise sector. Interest paid on 
both consumer and government debt are, I believe, to be considered 
current purchases of goods and services in Ruggles's system. 

The redefined household current account shown in Exhibit 4 differs 
from the present personal account as a result of the principles already 
discussed. It now includes the owner occupancy of dwelUngs, which is no 
longer an enterprise; it capitalizes consumer durables expenditures; it has 
nonprofit institutions deconsohdated and removed; it has the distinction 
between market and imputed transactions made more explicitly; and it 
embodies the transactor approach with respect to interest, pensions, and 
insurance. Ruggles's final proposal is the integration of financial transac-
tion accounts and balance sheets with the NIP A. Here he demonstrates, 
using the household sector as an example, that by judicious recombina-
tion of data from the NIPA and the Federal Reserve Board's (FRB) 
flow-of-funds accounts one can produce a balance sheet with current 
account net saving being matched, apart from a statistical discrepancy, by 
that portion of the change in net worth due to transactions. The remain-
der of the change in net worth is, of course, due to revaluations. Rather 
than the proliferation of accounts for each sector recommended by 
international standards, he has only two accounts: a modified current 
account and the capital account. As I said, an example is given of these 
accounts for the household sector. 
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Several comments are in order here. First, I generally agree with the 
thrust of Ruggles's directions for the development of the accounts. How-
ever, it would be nice to see the whole scheme worked out in detail, as I 
trust we shall in due course, before deciding that it represents an un-
alloyed blessing. It is entirely possible that the modifications which work 
so nicely for the household sector will create difficulties elsewhere in the 
accounts. I am thinking particularly of the new enterprise account with its 
nonprofit sector, but the proposed treatment of pension funds and other 
intermediaries may present problems as well. Aside from these doubts, 
the household sector and the enterprise subsectors I find to be 
tremendously appeahng. The existing personal sector is a repository for 
all manner of income and private final consumption items, with many 
internal transactions among the transactors which it contains consoU-
dated out; it is often used, however, as though it did contain only 
households. The Ruggles households are true households, and this pre-
sentation will be much more useful, I think. On the other hand, there is to 
be a price in terms of the reintroduced enterprise sector whose usefulness 
is diluted because it now has nonprofit institutions. The accounts, Hke the 
nation, need an attic; perhaps we should bite the bullet and create a 
''junque" sector for things that must be in but do not quite fit anywhere 
else and do not have as complete a data base to support them. The flow of 
funds has long had such a transactions category, and it may be time for the 
NIP A to resort to such a device. To some extent, this will be taken care of 
by subsectoring, but if the enterprise sector is worth having at all it should 
be cleaner than it appears it will be in this system. 

Second, I thoroughly applaud the emphasis on balance sheets and 
capital accounts. It has long seemed to me that our thinking about a 
number of issues—housing, energy, other natural resources, and other 
aspects of the environment, to name a few—would be much improved if 
the official statistics on the performance of the economy focused on other 
concepts in addition to the measure of current production that has served 
us so long and so well. If the household accounts presented are any 
indication of what is planned for the rest of the sectors, then, while the 
Ruggles system may not suffice for the sorts of financial analyses that one 
may be accustomed to carrying out using the flow of funds, this presenta-
tion could indeed make accessible to the NIPA user with Httle or no 
experience with financial flows and their analysis a set of information 
which he might otherwise ignore. The table shown in Exhibit 5 is a bit 
hard to follow, however, since it is not really self-explanatory, and the 
text does not offer much guidance here. 

Third, while the simpHcity of the two accounts per sector system is 
certainly appealing, it is not, as I have observed, a real substitute for the 
more detailed flow of funds presentation; the adjustments to the tangibles 
and the reconciliation between saving from the current account and the 
change in net worth seem murkier than they perhaps need to be.̂  The 



100 Richard Ruggles 

presentation, while useful pedagogically, is not terribly compact in rela-
tion to the amount of information which must be presented in the busi-
ness of being a statistical office, and it does not really highlight either 
outside the context of the movement between balance sheets. 

Fourth, the separation of the accounts into market and imputed trans-
actions has much to recommend it. Although, as Ruggles points out, his 
examples involve only items presently included in BEA's published esti-
mates, this regrouping allows for the inclusion of such other imputations 
as time and professional ingenuity permit. In addition, it offers the 
benefit of highlighting the market economy, which has a much better 
underlying data base, whose estimates generally require fewer assump-
tions, and which can be observed at greater than annual frequency for the 
most part. This would seem to be a much more useful indicator of current 
economic activity for business and other economic forecasters to track 
than GNP as presently defined, with its load of baggage, statistically weak 
and of indeterminate size, riding the ups and downs of the business cycle. 
At present the only imputations of any size are those involved in the 
purchase and use of owner-occupied housing, but the interest imputa-
tions are by no means trivial. Imputations have several characteristics 
which distinguish them from most other classes of estimates. For one 
thing, they are often based on assumptions whose validity is difficult if not 
impossible to verify; for another, they typically are based on data which 
are not reported with the same frequency as is much of the remaining data 
base; and finally, there are few if any cross-checks available in other 
reports of the same transactions. Thus, I again find Ruggles's proposal to 
differentiate between market and nonmarket activity quite congenial. He 
carries out this proposal with data already in the NIPA, but the 
framework could serve as well were housepersons' services and other new 
imputations to be brought into the accounts. 

Fifth, as it affects the household account, the transactor approach has 
the unfortunate effect of fragmenting flows that once were shown all in 
one place, and there may be some loss in analytical usefulness as a result.^ 
Without the rest of the accounts, however, it is not easy to say how severe 
this loss will be, since the effect of the distribution of former PCE health 
outlays among household, pubUc, and business consumption cannot 
really be assessed without seeing the full system of accounts. 

Sixth, with respect to the proposed treatment of intermediaries, I am 
generally sympathetic since I have long felt uncomfortable with the view 
of the financial sector implied by the traditional approach. I have some 
reservations, however, about the treatment which is proposed here. 
Insurance companies do look at underwriting income, and this focus is 
preserved in the present NIPA system by the net premium definition of 
output. I wonder, therefore, whether gross premiums are really the 
preferred measure in this case. Furthermore, while the text speaks of 
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considering the casualty payments as capital transfers, I look in vain for 
such an entry or even a space for such an entry in the capital account 
presented. While it would be nice to incorporate the payments to current 
retirees into the accounts as current income, the proposed treatment 
would appear to have no means for accommodating the equities in future 
benefits represented by the assets of pension funds. I am sure that the 
valuation placed on future pension benefits by the recipients of employer 
contributions to these funds is unknown, but I do not believe that people 
make no allowance for such income streams in their current financial 
planning. 

Finally, grossing up the interest flows has much to recommend it, so 
long as interest payments and receipts do not disappear from the accounts 
in some identifiable form. But are not dividends susceptible to the same 
treatment? In particular, the dividend income of pension funds presently 
contributes a large negative amount to both aggregate profits and the 
profits of financial institutions. The treatment of enterprise interest pay-
ments does not seem unreasonable at first sight, though the saving in the 
complexity of the system from the ehmination of the banking imputation 
is offset by the need to create the interest sector; and the new treatment 
has some implications for the measurement of output in nonfinancial 
enterprises which many would consider unfortunate, to say the least. The 
treatment of consumer and government interest which he proposes—I 
think—bothers me because of the indeterminacy of income outside the 
business sector. However, the capitalization of automobiles and other 
consumer durables which he proposes would suggest a treatment not 
unHke that given owner-occupied housing. One might also invoke capital 
account considerations in the case of interest on the pubUc debt, since the 
securities on which this interest is paid are freely substitutable for busi-
ness issues in investors' portfolios. I think that these questions cannot be 
adequately resolved except in the context of the complete system, and I 
urge the author to develop his proposal more fully. 

These are my major comments on what the paper contains. There are, 
however, a number of areas which could have been explored on this 
occasion but which the author chose to treat only in passing or not at all. I 
bring them up only to invite discussion. One of these is the matter of the 
relation between the underlying information system and the design of the 
accounts. This theme runs implicitly throughout the discussion of sectors 
as aggregations of the underlying microdata set, the discussion of the 
transactor approach to the recording of transactions, the interest in 
defining a pure household sector and some homogeneous subsectors of 
the business sector, etc. We have traditionally modified observed trans-
actor records to fit a national accounting system constructed around the 
definitions of national income and national product. Ruggles's system 
goes more than a little way toward viewing the accounts as an organizing 
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device for the data base. In particular, the "transactor" approach if 
carried to its logical conclusion could lead to a set of aggregates whose 
definitions, built up from below so to speak, are rather different from 
those now commonly in use. To cite one example, the view of interest as a 
payment for a service rather than a portion of the return to capital cannot 
help but affect the production account. The transactor approach would 
appear to imply a rather different concept of output from what we are 
used to since the interest treatment implies a business income which 
includes investment gains as well as operating income, and underwriting 
is no longer the sole focus of insurance companies in the accounts. I wish 
that Ruggles had treated these implications more expHcitly. 

I also wish that more attention had been devoted to some of the issues 
from the past which still remain unresolved. BEA's performance with 
respect to meeting the requests of users and critics for improved con-
cepts, data, and procedures has been good, though there are those who 
may have thought it glacial at times. There are still, however, many areas 
on which there was never a clear victory for one side or the other but 
merely an agreement to table further discussion. One obvious example is 
the question of whether the primary or at least a primary aggregate 
should be a welfare measure. Another is the extent to which capital gains 
are a part of income which should be recognized in the accounts. A third 
might be the location of the boundary of production beyond the market. 
One can understand the author's reluctance to disturb old bones, but it is 
entirely possible that one would give a different answer today if asked to 
decide on certain matters than the answers given several decades ago. 
The establishment of BEA's new Environmental and Nonmarket Eco-
nomics Division occurred when we recognized the need to supplement 
GNP for welfare purposes. 

There is one Pandora's box which Ruggles with great wisdom chose not 
to open. I refer to the issue of the proper focus of the accounts. There has 
long been a recognition that the GNP is not the only measure which 
should be considered by the architects of domestic economic policy and 
their critics. The Princeton conference in 1971 considered extensions of 
the accounts in the field of welfare measurement; Eisner would wish to 
extend the accounts in addition to cover capital gains and losses; and he, 
Kendrick, and Juster would wish to add many more imputations to 
conventional measures of income and production. 

Ruggles recognizes this need, as both his emphasis on the capital 
accounts and his restructuring of the current account to make room for 
more imputations indicate. He does not go so far as to suggest that 
perhaps a new primary aggregate is required, or that any grand restruc-
turing of the accounting system is called for. This is probably wise, and, 
indeed, this whole paper is a model of tact and diplomacy in an area 
where there is still substantial disagreement. But while I commend Rug-
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gles's diplomacy and low profile, it is an unfortunate fact of life that the 
way in which data are organized and presented determine the way in 
which they will be used by others. The creator of a table has some 
particular analytical cast of mind which he naturally hopes will be shared 
by others, and all too often users oblige him if only through inertia. 
However, in one area at least, BE A is being called upon to make some 
redefinitions; I refer to some recent criticisms that our interest and profits 
numbers are incorrectly measured in part because of our failure to take 
account of the effect of inflation on the real cost of principal repayment. If 
the critics are correct and our flows of returns to capital are misstated, 
then perhaps the accounts need more than just a tire patch at this 
juncture. 

What Ruggles's scheme would suggest that we do is point analysts in 
the direction of the capital account as well as the current account; what a 
more ambitious prescription would have called for is a reopening of the 
whole question of the proper definition of income as it was left 30 years 
ago. The Ruggles system would allow a lot of experimentation, however, 
while preserving our famiUar NIP A aggregates; indeed, had we had the 
revaluation accounts he proposes, the whole interest and profit con-
troversy might never have arisen. The Ruggles system also has room to 
allow for a similar exploratory process in welfare measurement. 

In closing, I would hke to add that, although the author chose to hide 
some of the more radical notions in a deceptively smooth concoction, 
there is a lot to be thought about in this paper. I hope that Ruggles will 
forgive me for pointing out the extent to which he has inserted the camel's 
nose into the tent with these seemingly modest proposals. 

Notes 
1. This was much more of a problem in the eariier version of the paper; the present table 

is considerably cleaner. 
2. Again, this was much more of a problem in the original version of the paper which 

distinguished between market and imputed taxes as well. 
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Comment John A . Gorman 

Ruggles proposes to replace the treatment of business interest as a factor 
cost by treatment as a purchased service. In addition to transferring 
output from the nonfinancial industries to the financial industries, this 
proposal would remove the "Hd" rule from the definition of output. The 
fid rule is that profits form a lid on business interest payments, so that 
payment of interest does not necessarily result in output. Thus, if interest 
paid by business changes without a similar change in the value of business 
production, there will be an offsetting change in profits, which will ensure 
that the sum of interest, profits, and other incomes originating in business 
correctly measures the contribution to production originating in the 
business sector. 

We have appUed the lid rule to exclude the public utility "allowance for 
funds used during construction" from our measures of investment, out-
put, and profits for communication and electric and gas utiHties. I think 
Ruggles should deal with the question of whether removing the Ud rule 
for interest has implications for our measurement of investment, output, 
and profits in these industries. The amounts involved are not trivial; had 
the allowance for funds used during construction been included in the 
accounts for 1977; electric and gas utility investment would have been 
raised 10%, and gross product originating would have been increased 
5%. Inclusion of the allowance for funds used during construction would 
have increased profits plus capital consumption allowances in the indus-
try by 13%. 

A second consequence of shifting from a factor cost treatment to a 
purchased service treatment of interest is that interest would be treated 
Hke rent: the amount of output represented by interest would be shown as 
originating in the lending industry rather than the borrowing industry. It 
should be noted that this treatment gives opposite results from the 
treatment of capital leases promulgated by the Financial Accounting 
Standards Board (FASB) which, if implemented in the national income 
and product accounts, would shift output from the industry owning the 

John A. Gorman is assistant chief, National Income and Wealth Division, Bureau of 
Economic Analysis. 
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asset to the industry renting the asset. I am not recommending the 
adoption of the FASB proposal but am suggesting Ruggles might want to 
review his proposed treatment of interest in the light of the FASB 
proposal for rent. 
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Quality Adjustment in the 
Producer Price Indexes 
John F. Early and James H. Sinclair 

The Producer Price Indexes (PPI) (formerly called Wholesale Price 
Indexes) measure price change at the primary market level. They refer to 
prices received by mines, manufacturers, farmers, importers, and electric 
utilities for commodities at all stages of processing—crude, intermediate 
(or semifinished), and finished. The objective of the price indexes is to 
measure pure price change for a fixed production mix. In practice, the set 
of commodities cannot remain unchanged. Some commodities are dis-
continued. Others are modified. And new commodities are added to 
make the price set more representative of the current economy. 

When one variety of a commodity is discontinued in the index and 
replaced with another variety, the pure theoretical structure of the index 
is violated. These substitutions are necessary, however, and it is the task 
of the index maker to make substitutions in a way that will distort as little 
as possible the measure of pure price change. This process of calculating 
the index across the discontinuity which results from substitution is 
usually called quality adjustment. The purposes of this paper are to 
(1) provide the conceptual background on the way quahty adjustment is 
made in the PPI, (2) describe the methods currently used for quahty 
adjustment, (3) analyze the practical results of the application of these 
methods, (4) explore other methods that may be available for quality 
adjustment, and (5) note some of the major improvements that have 
begun for these indexes. 

2.1 The Conceptual Background 

We do not propose to determine here what the proper theoretical 
treatment of quality change in the PPI is. That task is currently in process. 

John F. Early is the former assistant commissioner for industrial prices, Division of 
Industrial Prices and Price Indexes, Bureau of Labor Statistics. James H. Sinclair is a senior 
economist within the Division of Industrial Prices and Price Indexes, Bureau of Labor 
Statistics. 
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We seek in this section to document the logic and model that underlie the 
current practice. The PPIs have suffered, to a degree, from the lack of a 
clear conceptual definition. They can be conceived as output price in-
dexes from the farms, mines, and factories of the U.S. economy. They 
may also be viewed as input price indexes to personal consumption at the 
earliest stages of distribution. The current revision efforts will put an end 
to that confusion, but the focus here is on the existing data. 

Since there are different impHcations for quality adjustment in these 
two concepts, the result has been a hybridized methodology for handling 
quality adjustment. In general, quahty adjustment consists of three steps. 
The first is identifying the physical changes in the item being priced. The 
second is characterizing each change as an improvement, deterioration, 
or no change in quaUty. The third is evaluating each change in dollar 
terms. In the second step, each change is characterized according to its 
expected impact on consumer utiUty (for consumer goods) or producer 
productivity (for capital equipment). In the third, the differences in cost 
of production are used to value the changes. It is then argued that in 
equiUbrium the change in production costs and the change in user utility 
will be equal. If production costs were lower than the price, then other 
producers would enter the market and drive the price down until it 
reached the level of cost. If production costs were higher than the price 
the user was wiUing to pay, then production of the change would cease. 

An interesting anomaly occurs in this methodology when an improve-
ment is made in a product at a lower cost. Quite clearly one cannot give an 
improvement a negative value. In such cases, the value of the quality 
change is assumed to be zero. 

There has been one major departure from this standard methodology. 
Antipollution devices that are required by law have been treated per se as 
quality improvements, even though their previous availability as options 
may have demonstrated no significant value being placed on them by 
users. This decision was reached by the special Interagency Committee 
on the Treatment of Anti-Pollution Devices in Price and Quantity In-
dexes. The persuasive argument for them was that, by virtue of the 
government requirement for the device, it was being valued by fiat for the 
population as a whole at its cost of production. 

2.2 Quality Adjustment Procedures 

In calculating the change in production costs between two varieties of a 
product, companies are asked to supply for each change cost data which 
reflect the differences in the amounts and kinds of labor and material 
inputs used in the production of the two. The difference in cost should be 
based on the cost differences in inputs under the cost structure and 
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technological regimen that existed at the time of the introduction of the 
new variety. The company's standard markup for return to investors and 
entrepreneurship is also included. 

In some cases a new feature is added to an item when that feature has 
previously been available as an option. The value of such a feature is 
calculated as the weighted average of the producer's cost and the market 
price of the option. The market price is weighted by the installation rate 
of the option, and the producer's costs is weighted by the remainder. 

Of course, not all physical changes are quahty changes. Changes which 
are not related to the ability of the component or the item as a whole to 
perform its function better are not considered quality changes. In particu-
lar, changes for the sake of style, such as changes to automobile grill 
designs, are not considered to be quality changes. 

In addition to the producer's cost procedures, two other methods are 
widely used for deahng with quality changes. The first is the link. In this 
method the new variety is brought into the index showing no price change 
from the previous month. The implication of the link procedure is that all 
the difference in price between the two varieties is due to quality change. 
It is used when producer-cost data are not available and there are sub-
stantial quality differences between the two varieties. It is also used when 
the changes between the two varieties are so great that a feature-by-
feature cost comparison is either impossible or likely to be highly inaccu-
rate. The hnk procedure, therefore, becomes the tool for introducing 
totally new products. 

The second alternative to the producer-cost procedure is the direct 
comparison. In this procedure, the prices of the two varieties are directly 
compared, that is, the price change is equal to the difference between the 
observed prices. The impHcit assumption is that the difference in quality 
between the two is zero. This method is used when producer cost data are 
not available for small physical changes. 

There is a fourth method which could theoretically yield very good 
results. This is the overlap method. In this method, both varieties are 
priced in the same time period. The difference in the market price 
between the two can then be taken as the valuation of the quality 
difference. This method works well only if there is a previously stable 
relationship between the two prices. Normally, substitutions occur be-
tween subsequent models or versions of the same item. If any of the older 
models are still being sold, it is frequently at a discounted clearance price 
which distorts the market valuation of the quahty change. (The reverse 
case of a premium for the discontinued model may also occur.) No 
identifiable cases of this procedure were discovered in the data examined 
later in this paper. 

We can express the three procedures used for quality adjustment in 
symbolic notations as follows: 
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Let Pt = the price of the new variety at month /, P^-1 = the price of the 
old variety at month f - 1 , L _̂ i = the link price of the new variety, Qt = 
producer cost of the quality changes between the two varieties. 

The ratio PJ{Lt^ i) is the relationship which is used in the calculation of 
the price index for month t. It is in the derivation of L^_i that the three 
procedures differ from each other as follows: producer-cost method, 
Lj_i = Pt^i + (2 ;̂ link method, L;_i == P ;̂ direct comparison method, 

It should be noted that, since Q^ is valued in dollars at time t, the 
formula for the producer-cost method will overstate the link price during 
a period of rising prices. Since we want to set PX^^-i) - {Pt~Qt){Pt-i)^ 
the proper expression for the producer-cost method would be: 

^t-i = - — — - ^ Pt-v 
{Pt-Qt) 

This formula adjusts the t-l price by the ratio of quality change rather 
than the dollar value. The improved formula is now being used in the 
PPIs, but for the period under study the first formula was used. 

2.3 Results of Quality Adjustment in the PPI 

During 1976 the Bureau of Labor Statistics (BLS) obtained more than 
100.000 observations for the monthly calculation of the PPL We have 
identified all cases of product substitution in the PPIs during 1976, There 
were 455 such cases, or sHghtly less than one-half of 1% of the total 
number of price observations, during the year. The following analysis is 
based on that set of substitutions. Further analysis is also presented for a 
subset of commodities covering the time span 1970-76. 

In analyzing the results of the different methods, we have used the 
following two measures: pure price change (or price change), {PJ 
L,_i-1) X 100; quality change, (L,_i/P,_ 1-1) x 100. 

In the producer's cost methodology, the observed percentage change 
in prices is factored into both a pure price change and a quality compo-
nent. In the case of hnks to show no change, the pure price change is zero 
and the observed price change is implicitly set equal to the quality 
change. In the direct comparison cases the observed and pure price 
changes are equal and the quality change is zero. Tables 2.1-2.5 and 
figure 2.1 summarize the results of quality adjustment in 1976. 

2.3.1 1976 Quality Adjustment Classifications 

Out of the 108,756 price observations used in the PPI in 1976, there 
were 455 quahty adjustments using one of the three quality adjustment 
methodologies. As table 2.1 shows, 129 were evaluated by producer-cost 
changes (28% of all quality adjustment in 1976), 184 were links to show 
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no price change (40% of 1976 quahty adjustments), and 142 were direct 
comparisons (31% of 1976 quality adjustments). Column 5 of table 2.1 
shows quality adjustments of each PPI group as a percentage of total 
prices reported for that group in 1976. The producer cost methodology is 
perhaps the most interesting from a research point of view, since it 
incorporates a combination of both price and quality changes. Frequency 
distributions of quality and price changes by size of change are Usted in 
tables 2.2 and 2.3, respectively. By glancing at table 2.1, one can see that 
the pattern of adjustments is not uniform among commodity groups. PPI 
group 14 (transportation equipment) stands out as having a large propor-
tion of producer-cost observations (68%). This is partly a function of 
greater BLS emphasis in these industries as well as the reporters' wilHng-
ness to provide cost breakouts on items that affect the performance or 
physical characteristics of these commodities. 

Column 5 in table 2.1 reflects the number of annual quality adjust-
ments as a percentage of all the prices reported to BLS for each commod-
ity group during 1976. Four-tenths of 1% of these reported prices re-
quired some type of quahty adjustment before they were used in calcula-
tion of the Producer Price Index. The high relative frequency of quahty 
adjustments in transportation equipment can be traced to the annual 
model changes for automobiles and, to a lesser extent, for trucks. High 
relative frequencies for household durables reflect frequent model 
changes in apphances, while frequent style and construction changes in 
footwear account for the high rate among leather products. On the other 
hand, farm products, processed foods, fuels, and nonmetallic minerals 
are mostly highly homogeneous primary products that rarely, if ever, 
undergo any measurable quahty shift. 

The great majority of producer-cost quality adjustments fell in the 
0%-10% range, with a few extreme quahty adjustments in PPI groups 10, 
11, and 12. Perhaps a more meaningful analysis involves a consideration 
of the direction of quality and price changes under the producer-cost 
methodology. In figure 2.1, all points that deviate from both the vertical 
and horizontal axes are producer-cost estimates of quahty adjustments. 
(In fig. 2.1, 19% of all cases lie beyond the scale.) 

It is apparent that the majority of changes occur in the price and quahty 
increase quadrant (+ +). The price and quality decrease quadrant ( ) 
had the fewest (five) number of observations. The price decrease and 
quality increase quadrant ( - +)? that is, a better product with a pure 
price decrease, had 11 observations. Most of these cases either include an 
addition of the product or are an increase in the size or quantity. 

On the other hand, the effects of price increase with quality decrease 
show up in 34 observations. Due to their large number they will not be 
listed individually. Out of the 39 observations, 18% were in group 11 
(machinery and equipment), 13% in group 14 (transportation equip-
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ment), and 6% in group 10 (metals and metal products). There were no 
extraordinary reasons for the producer-cost estimates of quality decHne 
with price increase only that less was offered at a higher price (e.g., more 
expensive, smaller beer bottles, and thinner gauged, higher priced cop-
per pipes). 

Within the link-to-show-no-price-change area, the greatest number 
occurred in machinery and equipment (PPI group 11), furniture and 
household durables (PPI group 12), and metals and metal products (PPI 
group 10). 

Table 2.4 breaks out the PPI classifications into negative and positive 
magnitudes of link-to-show-no-change quality adjustments. A little less 
than half of the link observations occurred in the ± 0%-9.9% range, but 
there was a considerable number of large price changes in the machinery 
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and equipment section. Since on average this group is made up of very 
expensive commodities, one would think that the change in quahty as a 
proportion of the absolute price change would be relatively small. As 
evidenced by table 2.4, there were 34 cases of quality change that were 
30% or higher, some of them as large as 60%-80%. Changes this large 
almost inevitably are handled with the link-to-show-no-change tech-
nique. 

The direct comparisons were fairly significant, accounting for 31% of 
all 1976 quahty adjustments. It should be remembered that direct com-
parisons, by definition, reflect only price changes. Although quality 
changes may be associated with these price changes, no allowance is 
made for them because they cannot be identified explicitly. On average, 
these adjustments usually reflect ''minor" specification changes, but 
there are 15 observations in table 2.5 that represent price changes above 
20%, and two that are above 100%. Such large price changes at least 
suggest that they may include some quality change. As table 2.1 shows, 
PPI groups 10, 11, and 12 accounted for the major share of direct 
comparisons in 1976. These same three groups accounted for a similar 
share of the links. In PPI group 3 (textile products and apparel), most of 
the changes in specifications have resulted in direct comparisons. For 
these products the abihty of BLS to obtain and use producer-cost adjust-
ments for quality change has been limited. 

Another point about table 2.5 to consider is that even the large number 
of zero price changes may be a result of either the proper handling of 
small specification changes or a price that is reported as unchanged that is 
really masking some sort of quality change. The observations under 
analysis in this paper are the results of changes in the detailed specifica-
tions of products. A decrease in quality could be masked by a seller 
offering a lower quahty good at the same price. Conversely, quality 
improvements not matched with a price increase would tend to be hid-
den. The machinery group includes cases of this type embodying tech-
nological advances at lower costs. By way of contrast, the zero price 
changes in other groups, such as textiles, apparel, and leather, reflect 
style changes for the most part. There may have been a change in the 
detailed specification, but since the BLS procedure is to treat most style 
changes as not being quahty changes, these changes were directly com-
pared. 

During 1976, less than one-half of 1% of the observed prices repre-
sented specification changes. Since price changes occur in less than 
one-third of the observations and since price change and specification 
change frequently occur together, the effect of quality adjustment is 
probably somewhat larger than this frequency alone might suggest. 
Nevertheless, the effects of the quality adjustment methodology are not 
hkely to be very large in the short run. Even though the data shown in this 
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section may seem low at first glance, the small number is consistent with a 
number of features of the index: (1) the large number of crude materials 
(cattle, natural gas, iron ore, etc.) do not undergo specification change, 
(2) capital equipment models change very infrequently—often going 
several years without change, (3) the current BLS practice of pricing 
volume sellers usually means that the items least Ukely to be dropped or 
radically changed are included in the index. 

The exclusive use of the link-to-show-no-change methodology would 
clearly impart a downward bias to the price index. Similarly, the exclusive 
use of the direct comparison methodology would impart an upward bias. 
Since neither method predominates and since the size distribution of each 
is generally consistent with the assumptions on which it is based, these 
data provide no clue to the direction of any quaUty adjustment bias in the 
indexes. 

2.3.2 1970-76 Quality Adjustment Classifications 
for 10 Selected Commodity Groups 

This section focuses on changes over time in quality adjustment tech-
niques used in the PPI. Ten specific groups of commodities were selected 
at the PPI subproduct (six-digit) level for the time-series study. They 
were selected after looking at a frequency distribution of the three types 
of quality changes for all PPI groups for 1976. Care was taken to incorpo-
rate each type of quaUty adjustment and several different commodities to 
see if the same distribution observed in 1976 held for earlier years. 
Because of time constraints and the difficulty of obtaining the original 
pricing forms, the time period under investigation was limited to the 
years from 1970 to 1976. Some data were missing for 1970 and 1974, 
which may result in an undercount of direct comparisons for those years. 

Table 2.6 depicts the breakdown of the types of quahty changes by 
specific years and the total number of prices reported for the same period. 
Even though the number of reported prices remained relatively stable for 
these groups over the seven-year period, the number of quality adjust-
ments generally increased. It would certainly be unlikely that the number 
of actual product changes in the economy increased so greatly during the 
period, although the expanding government requirements for additional 
health, safety, and environmental design changes may have played a role. 
Some of the increased quality adjustment can be attributed to the greater 
resources that became available to the BLS program during these years; 
these were used in part to update and revise the items priced for the 
indexes. There is no clear evidence of either business cycle or price 
control effects on the frequency of substitution. Nor is there a clear trend 
in the relative use of each of the methods of adjustment. 

Table 2.7 provides a summary of each of the 10 selected groups for the 



115 Quality Adjustment in Producer Price Indexes 

years 1970-76. Each of the three methods was used for quaHty adjust-
ments within each of eight of the 10 groups. The method selected was 
usually the result of the type of change and the availabiUty of data. 

Women's footwear (PPI code 043201) is a commodity with frequent 
model changes. Fashion tends to dictate both the style and materials used 
in producing such goods. Quite often the new models are so radically 
different from previous models that comparisons have not been feasible. 
Most price changes associated with style changes in this group were also 
accompanied by quality change, so most of the quaHty adjustments in this 
group have been handled by a link-to-show-no-price-change, which is not 
entirely consistent with the general policy of not allowing quality adjust-
ments for style changes. The overall frequency of quality change in this 
area is much lower than might be expected, since most of the shoes priced 
are very standard items not subject to style change. Even the more 
fashionable items are fixed as to material and method of construction. 

During the 1972-75 period many changes took place in farm harvesting 
machinery (PPI code 111206) to meet federally mandated Occupational 
Safety and Health Administration (OSHA) requirements. A Hnk-to-
show-no-price-change was generally used by BLS for significant (i.e., 
large cost) changes of this type; most others were treated using the 
producer-cost methods. In PPI group 14 (transportation equipment), 
most legally required changes were valued at producer cost. 

In PPI group 123101 (soft surface floor coverings), the lack of producer 
cost information and the dissimilarity between old and replacement 
models caused a large number of Unks. New carpets, with different 
blends, pile depth, etc., were introduced replacing discontinued carpets. 
Since it is difficult to make quality adjustments for such products, BLS 
resorted to the large number of links-to-show-no-price-change. 

The transportation area (PPI group 141101, passenger cars; and 
141102, motor trucks) quaHty adjustments were of the producer-cost 
variety. The isolated direct comparison cases were due to the lack of 
quality change information (generally imports of trucks produced by 
some individual companies). When a link-to-show-no-price-change 
occurred in passenger cars or motor trucks, it occurred because a brand 
new or radically altered model was introduced in the index. 

Tables 2.8-2.10 contain frequency distributions by magnitude for each 
type of quaUty adjustment. The producer-cost quaUty adjustments were 
generally in the 0%-20% range, with the exception of PPI code 101501 
(gray iron castings) of which four cases were in the 30% or higher 
category. Links-to-show-no-change, contained in table 2.9, were more 
dispersed across all percentage change categories, most notably among 
soft surface floor coverings. Direct comparisons showed up primarily in 
the 0%-10% range, with the exception of PPI code 114901 (valves and 
fittings). 
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2.4 Regression Techniques for Quality Adjustment of Crane Prices 

There is a substantial and growing body of literature on the use of 
regression techniques to estimate the value of quahty changes (Grihches 
1971; Triplett 1971, 1975). The term ''hedonic" is normally used in 
reference to this technique but carries no special impUcation for the 
theory behind its use. It is not the intention here to provide any special 
discussion of the technique. The results of our apphcation of the tech-
nique to construction cranes will be reported as an example of how 
independent checks can be made on the quality adjustment in the 
indexes. Some discussion of the errors in hedonic estimates is provided. 

The regression or hedonic technique of quaUty adjustment begins by 
transferring the analytical focus from the priced item as a single entity to 
the item as a collection of characteristics. Thus the price of an individual 
item (p) is viewed as being a function of the prices for each of its n 
characteristics (x^). The jĉ  variables are either nominal dummy variables 
or continuous variables, such as physical performance characteristics. 
Each unit of each characteristic has an implicit price (bk) associated with 
it. In linear form this becomes/? = ^^ + ^i x i + ^2 x 2 + • • • ŵ x «• The 
hedonic approach uses regression techniques to estimate the implicit 
characteristic prices of an item from the observed values for the price and 
characteristics of the item. 

Most hedonic studies have used the data from which their regressions 
were estimated to then estimate a price index adjusted for quality change. 
In this study we have followed Triplett and McDonald (1977) and esti-
mated the regression coefficients from a large, independent source of 
data, and then used the regression coefficients to quality adjust the actual 
prices used in calculating the corresponding PPIs. This approach permits 
one to identify the impact of the hedonic adjustment technique as com-
pared to the standard methodology without statistical interference from 
the use of a different sample, and possibly even a different universe for 
estimating the index, 

Construction cranes (hydraulic, crawler, and truck-mounted) were 
selected for this study because (1) relatively Httle work has been done in 
the capital goods area, (2) this is an important part of the PPI structure, 
(3) enough substitutions occurred over the 1971-77 period to make the 
effort fruitful, and (4) a good data source was available from which to 
estimate the regression coefficients. 

2.4.1 Data Source 

Since the PPI data were limited in the number of available models, the 
Equipment Guide Book Company ''Green Guide" was used as the 
source of data to estimate the hedonic equation. This price book is widely 
used in the construction equipment industry. The Green Guide provides 
prices and summary specifications for a 10-year period. The prices are 
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new manufacturers' Ust prices, f.o.b. factory, the same type used in the 
PPI for this product. Cranes are generally sold at Ust price with no 
discounts applicable. The same company produces specification data 
books that give detailed information on every crane produced. These 
data are in effect reproductions of manufacturers' specification sheets 
providing information on Hfting capacities, overall dimensions, and per-
formance capabilities. 

The next task was to select the variables which might be price deter-
mining and to compile a cross-section data base that divided cranes into 
three distinct groups: hydraulic, crawler, and truck cranes. Initially it was 
thought these three divisions were homogeneous, but further along in the 
study hydraulic cranes were divided into self-propelled and carrier-
mounted because of their heterogeneous nature. Care was taken in the 
compilation of the independent variables so there would be no prolifera-
tion of variables which potentially could cause double counting in the 
determination of quaUty characteristics, that is, those that are likely to be 
highly correlated with each other. 

Theory is of no help in determining the best functional form for the 
regression equation. A simple criterion was used in which the proper 
functional form would be the one which maximizes the explanatory 
power of the regression equation (i.e., minimizes the unexplained 
variance or the residuals) while still satisfying the assumptions of the 
ordinary least-squares estimating procedure. 

2.4.2 Determination of the Independent Variables 

The crane characteristics used in the regression equation (independent 
variables) included both performance (e.g., lifting capacity and lifting 
speed) and dimensional (e.g., crane weight, length, and width) types. A 
large list of potential explanatory variables was compiled initially. A Hst 
of these variables, for each type of crane, can be seen in tables 2.11-2.13. 
All characteristics Hsted were regressed against the prices (and natural 
log of prices) for each crane. 

Probably the most challenging data base, with reference to problems 
encountered, was that for hydraulic cranes. The dimensional characteris-
tics (e.g., weight, height, length, width, etc.) were all insignificant, which 
means either they were not price determining or that their effect was 
included in the performance characteristics. The first problem with per-
formance characteristics dealt with the choice of a Hfting capacity charac-
teristic for use in the equation: retracted or extended. When both 
characteristics were included in the equation the signs of the regression 
coefficients between boom extended and retracted lifting capacity were 
opposite. This problem is to be expected when two variables express the 
same function. The interrelationship (multicollinearity) was borne out by 
the simple correlation coefficients (see table 2.14). Lifting capacity (both 
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retracted and extended, nos. 3 and 6, respectively, in table 2,14) seemed 
to be highly correlated with most of the other independent variables as 
well as with each other. The retracted boom lifting capacity variable 
explained approximately 97% of the variabiUty in the dependent variable 
price. This was greater than the extended Hfting capacity variable or any 
other independent variable. 

The statistics on how much a crane can hft is a function, basically, of 
three parameters: radius (the number of feet the boom is extended from 
the center of rotation), angle, and height. The parameters were couched, 
however, in terms of safety standards applied by a trade association: the 
Power Crane Shovel Association (PCSA). The lifting capacity of an 
extended boom was expressed at a wide variety of radius, angle, and 
height values among the cranes. The retracted hfting capacity was always 
expressed with a constant value of radius or angle across all cranes. 

Because the retracted lifting capacity variable provided both a more 
consistent measure and greater explanatory power, it was used in the 
equations. 

Hydraulic cranes have a functional performance feature that is unique 
and differs from the other two data sets. Torque or horsepower mechani-
cally drives a winch that lifts an object in crawler and truck cranes. 
However, hydrauhc cranes lift an object from a position driven by hy-
draulic pressure derived from the horsepower of the engine. The hy-
draulic pump horsepower is more indicative of what the crane can lift 
than the engine horsepower. Consequently, a hydrauhc pump horse-
power variable was created to explain this performance function. Pump 
hydraulic horsepower is basically a function of the gallons per minute of 
hydraulic fluid that flows through the hydraulic lines, the pounds per 
square inch of fluid, and a horsepower constant. It turned out, however, 
to have low explanatory power. 

One other problem encountered was that, although two cranes pro-
duced by one company had identical prices, one of the cranes had a 
one-ton greater lifting capacity. The problem seemed to be associated 
only with hydraulic cranes and was isolated. The company was contacted 
for an explanation, and its reply was that when there is so small a change 
in lifting capacity the only change required is an increase in the counter-
weight. If this were the case, the lifting capacity regression coefficient 
should be very small; in fact the exact opposite was true. Most other 
companies indicated, however, that even a small increase in lifting capac-
ity could entail a change in the structure of the boom either by changing 
the gauge of the steel, by increasing the incidence of double welds, by 
adding more cross members, or by having stronger joint connections. 
Because this was an isolated case and the sample of hydrauhc cranes was 
large (92 before it was further divided into carrier-mounted and self-
propelled), its influence on the regression coefficients was probably 
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minimal. However, this example does illustrate clearly that individual 
transactions may not conform to a rational model. 

2.4.3 Estimating the Characteristic Price Equation 

Cross-section regressions were run on all four data sets (self-propelled 
and carrier-mounted hydrauUc cranes, truck cranes, and crawler cranes) 
using prices for 1976. The results can be seen in tables 2.15-2.18 for the 
final functional form in each case. It is possible that some of the price 
variation may be due to real or perceived differences among companies. 
These company effects were checked for each equation. First, company 
influences were investigated by inspecting the plot of regression residuals 
for each company. There were several marked differences in each data 
set that suggested one or two companies had consistently higher or lower 
prices (even though each crane had essentially the same characteristics) 
relative to the other companies in each data set. A more explicit inves-
tigation was needed to measure the ''unexplained" company effects; 
consequently dummy variables were introduced into the regression equa-
tion for each company. When the regression coefficients were estimated, 
a Chow Test was administered to test the company effects against the 
previously selected characteristic coefficients (e.g., lifting capacity, 
horsepower, etc.). The F-ratio for crawler and truck cranes was greater 
than the F-critical ratio at .01; therefore, the regressions for crawler and 
truck cranes include the company effects. The significant company vari-
ables may have actually captured the effects of unmeasured characteris-
tics such as durability of service. They may also have captured a type of 
brand identification effect. Since substitutions in the PPI are not made 
across companies, these variables will not affect directly the price index 
to be estimated using these equations. However, the magnitude of the 
other coefficients are changed as a result of introducing the dummies, 
and, therefore, the inclusion of these variables does not have an effect. 

2.4.4 Selecting Functional Form 

The best functional form was identified using the Box-Cox technique 
which standardizes the sum of squared residuals between the linear and 
log forms (Zarembka 1974). The linear form used price as the dependent 
variable; the semi-log used the natural logarithm of price as the depen-
dent variable, and the double-log used the log of both the price and the 
independent variables, except the dummies, which remained linear. To 
determine the optimal functional form, the linear sum of squared re-
siduals was standardized and compared to the unexplained variance of 
the log forms using the following standarization formula: 

(1) c - exp 5 — , 
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(1.1) (c^) • {Xef Hnear) = standardized residuals. 

Also, to test for a significant difference between the three functional 
forms investigated (linear, semi-log, double-log), an ordinary x^ likeh-
hood ratio test was used: the functional forms were significantly different 
from each other in all cases. 

(1.2) x'- ^ 
2 

In c^ ^ei linear 
Xei semi-log or double-log 

As can be seen in table 2.19, the functional forms with their respective 
unexplained variance is presented. With the exception of self-propelled 
hydraulic cranes, in which the linear functional form was the most 
appropriate, the double-log was the functional form with the lowest sum 
of squared residuals after transformation for all the data sets. 

2.4.5 Hedonic Quality Adjusted Price Indexes 

The quality adjusted price changes for the substitutions in the crane 
indexes (point estimates) were calculated using the implicit prices as 
estimates of the specific characteristics of each of the four types of cranes. 
Quahty adjusted price changes and confidence intervals to measure the 
degree of statistical error were calculated for each functional form 
(linear, semi-log, and log-log) in order to analyze the effect on the choice 
of functional form on the actual quahty adjusted price changes. Only the 
best functional form was used to reestimate the price index. Since the 
coefficients for this project were based on 1976 observations, quality 
adjustments using the hnear form for years other than 1976 must be 
adjusted by a price relative to correct for price changes from the data base 
period 1976. The coefficients for the other cases were expressed in 
percentage terms (log-log), therefore, no adjustment had to be made. 
The formula for the linear estimation of the quality adjusted link price is 
rather straightforward: 

(2) Pj = P, + ^l;, -Ax ,̂ 

where Pj = quality adjusted hnk price for model;; P^ = previous month 
base price for model i; bf^ = regression coefficients of characteristics k 
that changed in the commodity specification; A jĉ  = (xj^ - Xi^), character-
istic change from the old to the new model; and n = number of character-
istics in the equation. 

The confidence intervals for the estimated quality changes are: 

(2.1) p,^,^^^'^Js^^x^{x'xr'^x ^ 

where S^ = variance of regression equation, x'x = cross product of 
observation matrix, pj = quality adjusted price, t^/2 = Student's 
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^statistic for a two-tailed distribution at the a confidence interval, and 
AA: = vector of characteristic changes from the old model to the new 
model. 

When only one characteristic changes, (2.1) reduces to: 

(2.2) Fy^^ /̂2-5^ -̂x ,̂ 

where 5^^ = standard error of the regression coefficient for characteristic 
in question, 

However, when one goes from a linear distribution to a log-normal 
distribution, the expected value of the exponent is not the same as the 
exponent of the expected value; therefore, a correction factor must be 
used. For both the semi-log and double-log equations, the formula for the 
quality adjusted link price is: 

(3) Pj = Pi exp ( | zijy^ - 1/2 S" z\x^x)"^ z), 

where 6^ = the estimated coefficient of the /cth characteristic, 5 = 
estimated standard error of the regression equation, ẑ^ = In {Xjjxif^) if 
the independent variables (jc's) are in the double-log form, and z^ = 
{Xjf^-Xii^ if the independent variable are in the linear form. 

If only one variable changes in the estimating equation, (3) becomes: 

(3.1) P = Fexp(zA~ ' ' ' 5 | ^Z | ) , 

where 5^^ = standard error of regression coefficient. 

The confidence interval for the calculated point estimate of quaHty ad-
justed price is: 

(3.2) F. = F exp (± U^a^S^z^x^x)-'z ) , 

where U = critical value for the normal curve a/2 distribution. 

During the period for which data were available (1971-77), five specific 
cases of specification change occurred for cranes, all of which were 
evaluated using the producer-cost methodology. The net specification 
changes for each case are in table 2.20. In cases 4 and 5, even though there 
was a model substitution in which the new model was a more powerful 
crane, the Boom Swing Speed and the Boom Point Height decreased in 
value. The slowing of Boom Swing Speed is understandable, since a 
heavier boom structure may take more time to revolve. In the fifth case, 
the Boom Point Height was less for the new model. 

Table 2.21 presents the results of recalculating quahty adjusted prices 
for five cases. Column 1 (labeled Producer Cost) contains a measurement 
of quahty adjustment, expressed in percentage terms, for the producer-
cost methodology. Column 3 also measures quality change; however, in 
this column the link prices (L^_ i) are not derived from the producer-cost 



122 John F. Early/James H, Sinclair 

information but from the impUcit prices estimated from the hedonic 
equation with the best functional form. Columns 2 and 4 contain confi-
dence interval limits of these estimates. Columns 5, 6, and 7 show 
estimates for each functional form. By comparing column 1 with column 
3, one can readily observe that relative to the hedonic approach the 
producer-cost methodology understates the quaHty change in cases 1,2, 
and 4 that actually occurred during the measurement period. The oppo-
site was true for cases 3 and 5. In case 1 the producer-cost evaluation of 
quality actuaHy was within the 95% range of the hedonic quaHty adjust-
ment. Further, it is interesting to note substantial differences in columns 
5,6, and 7 associated with different functional forms. In some cases the 
differences are large enough to alter the direction of difference from the 
producer cost method. 

Table 2.22 depicts the differences between the index calculated with 
the producer-cost methodology and the revised index employing hedonic 
quality adjustments. The letters indicate when the actual quaHty change 
took place. This comparison brings out differences in both size and 
direction of change. The hedonic quality adjustments caused the range of 
the differences in the month of the change between the actual and revised 
indexes to be between - 5.4% and + 2.7%. However, one should keep in 
mind that this table represents the finest level of detail and consequently 
gives rise to the greatest quality differences between the two types of 
indexes. Note also the counteracting influences of cases 2 and 3 in 1976. 

A more relevant yardstick for measuring the impact of substituting new 
quality adjustments based on the hedonic approach is to observe the 
impact of the quality adjustments on ''aH'' cranes. What this implies is 
that we are including all different sizes and types of cranes that were 
included in the PPL Table 2.23 reflects the influences of the five cases on 
the ''aH" cranes index. The percentage change from December 1970 to 
December 1977 between the original and revised index is very small 
indeed, only .11%. However, differences are somewhat larger during 
particular months or subperiods. 

2.5 Quality Adjustment and the Revised PPIs 

The study of quality adjustment in the crane indexes show a small, 
negative revision in the index when regression techniques are used for 
quality adjustment. While the average effect is a downward revision of 
the index, some observations were revised in each direction. A study of 
the refrigerator component of the PPI is the only other study that has 
used regression techniques to quality adjust the actual observations on 
which an official index is based. Triplett and McDonald (1977) found that 
the application of regression techniques produced an index that declined 
23% over the 1960-72 period compared with a decHne of 17% in the 
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official index. Like our crane study, they found that the direction of 
revision was, on average, consistent with the hypothesis that there is a 
positive quaUty error in price indexes but that for individual observations 
and particular subperiods the reverse was true. 

The variety of evidence examined in this paper suggests any quality 
error in the Producer Price Indexes is a very complex phenomenon with 
no clear evidence of overall magnitude or direction. We certainly do not 
wish to minimize the potential difficulties involved in providing proper 
quality adjustment. But such occurrences are infrequent in the index. 
They show a reasonable distribution of price and quality magnitudes. 
Hedonic techniques provide a useful check on the ongoing quality adjust-
ment process but still seem to be too complex to be generally apphcable in 
a production environment. The evidence in this paper is that the impact 
of a hedonic technique seems to be relatively small in the short run and 
variable over time in both size and direction. However, the evidence is 
too sparse to draw any general conclusions. Two interesting problems 
have been identified that will require further research: the relatively large 
statistical error in the hedonic estimates, and the sensitivity of the results 
to the selection of the functional form. 

PPIs are currently undergoing a comprehensive revision. The first 
experimental results were released in August 1978, and the full results 
will be released on an industry-by-industry basis between January 1980 
and April 1985. Some of the improvements being made by the revision 
include probability sampUng, net output weighting, and better transac-
tion prices. Also as part of this effort, more resources will be devoted to 
quahty adjustment (Early 1978). Further research will be conducted on 
alternative methods for quality adjustment in an index-production en-
vironment. And appropriate theory and methods will be developed for 
measuring error from all sources, including quality adjustment. As part 
of the improved index system, a complete, automated file on all substitu-
tions will be maintained, which will make possible a more complete and 
prompt analysis of the effects of substitutions on the indexes. 
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Table 2.1 Classification of QuaUty Adjustments, PPI, 1976 

PPI Major Commodity 
Group 

01. Farm products 
02. Processed foods and 

feeds 
03. Textile products 

and apparel 
04. Hides, skins, leather, 

and related prod-
ucts 

05. Fuels and related 
products, and power 

06. Chemicals and allied 
power 

07. Rubber and plastic 
products 

08. Lumber and wood 
products 

09. Pulp, paper, and 
allied products 

10. Metals and metal 
products 

11. Machinery and 
equipment 

12. Furniture and house-
hold durables 

13. Nonmetallic mineral 
products 

14. Transportation 
equipment 

15. Miscellaneous 
products 

Cases of Quality Adjustment as Percent 
of All Quality Adjustments* 

Total 

(1) 

0 

1.32 

3.96 

2.64 

0 

3.08 

2.64 

.44 

2.20 

12.97 

37.36 

13.63 

.44 

14.73 

4.62 

100.00 

Producer Link, No Direct 
Cost 
(2) 

0 

.22 

.66 

.44 

0 

.44 

.22 

0 

0 

2.42 

10.77 

1.98 

.44 

9.89 

.88 

28.40 

Change 
(3) 

0 

.44 

.88 

1.54 

0 

.66 

1.10 

.22 

1.10 

6.37 

14.51 

7.69 

0 

3.08 

2.86 

40.40 

Comparison 
(4) 

0 

.66 

2.42 

.66 

0 

1.98 

1.32 

.22 

1.10 

4.18 

12.09 

3.96 

0 

1.76 

.88 

31.20 

Total Quality 
Adjustments as 
Percent of All 
Prices in Each 
Commodity Group 
in 1976*' 
(5) 

0 

.07 

.34 

1.04 

0 

.12 

.28 

.05 

.25 

.38 

.49 

1.27 

.05 

2.38 

.44 

.40 

4̂55 total cases. 
408,756 total price observations in 1976. 
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Table 2.2 

PPI Code 

01 
02 
03 
04 
05 
06 
07 
08 
09 
10 
11 
12 
13 
14 
15 

Total 

Table 2.3 

PPI Code 

01 
02 
03 
04 
05 
06 
07 
08 
09 
10 
11 
12 
13 
14 
15 

Total 

0-9.9 

+ 

2 

1 

3 
23 
5 

35 
3 

72 : 

-

1 

1 

4 
5 
2 
1 
9 

23 

0-9.9 

+ 

2 

2 
1 

8 
36 
7 
2 

44 
2 

-

1 
1 

2 
3 
1 

2 
1 

104 11 

Frequency Distribution of Quality Cliange 
for Producer Cost Method, PPI, I97t 

10-19.9 

+ 

8 

8 

-

1 

2 
6 

1 

10 

Percent Change 

20-29.9 30-39.9 40^9.9 

+ 

1 

1 

1 
1 

4 

- + - + 

1 
1 

1 

1 1 1 0 

-

0 

50-99.9 

+ 

1 

1 

Frequency Distribution of Pure Price Changes 
in Producer Cost Method, PPI, 1976 

10-19.9 

+ 

1 
5 

3 

9 

-

1 

1 

Percent Change 

20-29.9 30-39.9 40-49.9 

+ 

1 

1 

- + - + -

1 

1 

1 1 0 0 0 

50-99.9 

+ 

0 

-

1 

1 

-

2 

1 

3 

>100 

+ 

0 

>100 

+ 

3 
1 
1 

5 

Total 

0 
1 
3 
0 
0 
2 
1 
0 
0 

11 
48 
9 
2 

48 
4 

129 

>100 

-

0 

Total 

0 
1 
3 
0 
0 
2 
1 
0 
0 

11 
46 
9 
2 

50 
4 

129 
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Table 2.4 

PPI Code 

01 
02 
03 
04 
05 
06 
07 
08 
09 
10 
11 
12 
13 
14 
15 

Total 

Table 2.5 

PPI Code 

01 
02 
03 
04 
05 
06 
07 
08 
09 
10 
11 
12 
13 
14 
15 

Total 

0-9.9 

+ 

1 
3 

1 

1 
6 

25 
11 

4 
1 

54 

0 

3 
11 
1 

5 
1 
2 
2 

11 
28 
12 

4 

80 

-

1 
1 
1 

1 
2 

4 
6 
6 
3 

6 
1 

31 

Frequency Distribution of Linlts 
tol Show No Price Change, PPI, 1976 

10-19.9 

+ 

1 
2 

1 

2 
14 
7 

4 

32 

-

1 

3 
2 
2 

2 

10 

Percent Change 

20-29.9 30-39.9 40-49.9 

+ 

1 
4 
4 

1 

10 

- + 

1 

1 1 
1 4 
4 1 

1 
2 

9 5 

Frequency Distribution 
for Direct Comparisons 

0-9.9 

+ 

2 
2 

1 
2 

2 
8 
5 
3 

4 

-

1 

1 
1 

1 

5 
2 

29 11 

+ 

1 

1 

1 2 
1 2 
1 1 

1 

7 5 

-

1 

1 
1 

3 

of Price Change 
, PPI, 1976 

Percent Change 

10-19.9 20-29.9 

+ 

1 

4 

5 

- + 

1 

3 1 

3 2 

-

1 
1 

2 

4 

30-39.9 40-49.9 

+ - + 

1 

1 
1 

1 1 

2 3 

-

1 

1 

50-99.9 

+ 

1 

5 

6 

-

3 

1 

1 
1 

6 

50-99.9 

+ 

1 
1 

1 

-

>100 

+ 

1 

2 
1 

1 
1 

6 

>100 

+ 

1 

1 

2 

Total 

0 
2 
4 
7 
0 
3 
5 
1 
5 

29 
66 
35 
0 

14 
13 

184 

Total 

0 
6 

14 
4 
0 

10 
7 
2 
5 

19 
50 
18 
0 
8 
0 

143 
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Table 2.6 Classification of Quality Adjustments, 
for Ten Selected Commodity Groups, PPI, 1970-1976 

Type of Quality 
Adjustment 

Producer cost 
Link 
Direct comparison 
Total no. cases per year 
No. reported prices 

1976 

45 
47 
16 

108 
4,128 

Cases of Quality Adjustment Per Year 

1975 

59 
23 
0 

82 
4,224 

1974 

40 
18 
6̂  

64̂  
4,284 

1973 

54 
31 
2 

87 
4,284 

1972 

23 
11 
3 

37 
4,284 

1971 

4 
14 
2 

20 
4,272 

1970 

27 
0 
0̂  

27" 
b 

^Some data not available. 
'̂Comparable figures not available. 

Table 2.7 Cases of Quality Adjustment for Ten Selected 
Commodity Groups, PPI, 1970-1976 

Number Number Total 
Producer Number Direct Price 
Cost Link Comparison Total Obser-

PPI Code Adjustments Adjustments Adjustments Adjustments vations 

043201 (women's 
and misses' 
footwear 
domestic) 

101501 (gray 
iron castings) 

104101 (builder's 
hardware) 

111206 (harvest-
ing machinery) 

112802 (tractors, 
crawler type) 

114901 (valves and 
fittings) 

117837^ (optoelec-
tronic 
devices) 

123101 (soft sur-
face floor 
coverings) 

141101 (passenger 
cars) 

141102 (motor 
trucks) 

Total 

12 

16 

23 

107 

89 

252 

16 

8 

15 

18 

20 

8 

2 

2 

5 

3 

1 

6 

20 

22 

21 

37 

44 

16 

1,848 

7,092 

3,648 

2,148 

1,728 

3,108 

276 

31 

11 

15 

4 

2 

2 

35 

120 

106 

2,748 

1,260 

1,620 

144 29 425 25,467 

"Began in 1975. 
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Table 2.8 

PPI Code 

043201 
101501 
104101 
111206 
112802 
114901 
117837 
123101 
141101 
141102 

Total 

043201 
101501 
104101 
111206 
112802 
114901 
117837 
123101 
141101 
141102 

Total 

Frequency Distribution of Change for Producers' Cost Metliod 
for Ten Selected Commodity Groups, PPI, 1970-1976 

0-9.9 

+ 

4 

14 
13 
1 

87 
68 

187 

2 
9 

10 
17 

75 
60 

173 

-

2 
2 
1 
1 
4 

14 
13 

37 

1 

2 
4 

26 
12 

45 

10-19.9 

+ 

1 
1 

3 
7 

12 

1 
1 
4 
1 
2 

5 
14 

28 

-

1 

3 

4 

1 

1 

Percent Change 

20-29.9 30-39.9 40-49.9 50-99.9 >100 

+ 

1 

2 
1 

2 

6 

1 

1 
1 

3 

- + - + - + - + -

Quality Change 

1 1 2 

1 
1 

2 0 1 1 0 2 0 0 0 

Price Change 

1 

1 

1 0 0 1 0 0 0 0 0 

Note', Total observations = 252. 
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Table 2.9 

PPI Code 

043201 
101501 
104101 
111206 
112802 
114901 
117837 
123101 
141101 
141102 

Total 

Frequency Distribution of Links to Show No Change 
for Ten Selected Commodity Groups, 

0-9.9 

+ 

9 

2 
11 
12 
1 

6 
7 

13 

61 

-

1 
1 
1 
2 
2 

4 
3 
2 

16 

10-19.9 

+ 

5 

1 
2 
2 
3 
1 
4 

18 

-

1 
3 

1 

3 

8 

Percent 

20-29.9 

+ 

1 

1 
2 

5 

9 

-

1 
1 

1 

1 
1 

5 

Chang 

30-39.9 

+ 

2 

1 
1 

1 

5 

-

1 

1 

2 

PPI, 

;e 

1970-1976 

40-49.9 

+ 

2 
1 

1 

2 

6 

-

1 

1 

2 

50-99.9 

+ 

1 
1 

1 
1 

4 

-

3 

3 

>100 

+ 

1 

1 
1 

2 

5 0 

Note: Total observations = 144. 

Table 2.10 

PPI Code 

043201 
101501 
104101 
111206 
112802 
114901 
117837 
123101 
141101 
141102 

Total 

Frequency Distribution of Price Change for Direct Comparisons 
for Ten Selected Commodity Groups, PPI, 1970-1976 

0-9.9 

+ 

2 
2 
5 
2 
1 
1 
2 
2 
2 
2 

21 

-

2 

2 

10-19.9 

+ 

1 

2 

2 1 

Percent Change 

20-29.9 30-39.9 40-49.9 50-99.9 >100 

+ - + - + - + - + -

2 1 

1 

2 1 

Note: Total observations = 29. 
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Table 2.11 Independent Variables for the Hydraulic Crane Data Basê  

1. Crane type (carrier-mounted or self-propelled) 
2. Boom retracted boom length 
3. Boom retracted rated lifting capacity 
4. Boom retracted at boom radius 
5. Boom extended boom length 
6. Boom extended rated lifting capacity 
7. Boom extended at boom radius 
8. Boom maximum angle 
9. Boom maximum hook height 

10. Maximum height at maximum weight 
11. Boom topping speed 
12. Boom swing speed 
13. Hoist speed 
14. Pump hydraulic horsepower 
15. Outrigger type 
16. Outrigger extended width 
17. Crane engine type 
18. Crane engine cyhnders 
19. Crane engine horsepower 
20. Crane length 
21. Crane height 
22. Crane width 
23. Crane wheel base 
24. Crane gross weight 
25. Crane maximum speed 
26. Standard carrier engine type^ 
27. Standard carrier engine cylinder^ 
28. Standard crane engine horsepower^ 

^These characteristics referred to the carrier-mounted hydraulic crane. It was later decided 
that the hydraulic crane data base should be divided into carrier-mounted and self-propelled 
hydraulic cranes. In this way, the dummy variable "crane type" could be dropped. 
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Table 2.12 Independent variables for the Truck Crane Data Base 

1. Boom length 
2. Boom angle at minimum radius 
3. Boom radius minimum 
4. Boom lifting capacity minimum radius 
5. Feet from hook point minimum radius 
6. Minimum load hne minimum radius 
7. Boom radius maximum 
8. Boom lifting capacity maximum radius 
9. Feet from boom point maximum radius 

10. Minimum load line maximum radius 
11. Boom angle maximum radius 
12. Maximum boom angle 
13. Boom swing speed 
14. Maximum single line hoist speed 
15. Maximum single line pull main hoist 
16. Crane engine type 
17. Crane engine cylinders 
18. Crane engine horsepower 
19. Crane engine revolutions per minute 
20. Standard carrier engine type 
21. Standard carrier engine cyhnders 
22. Standard carrier engine horsepower 
23. Carrier speed 
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Table 2.13 Independent Variables for the Crawler Crane Data Base 

1. Boom maximum capacity 
2. Boom on boom length 
3. Boom at radius 
4. Boom length 
5. Maximum hoisting speed on single line 
6. Boom type 
7. Minimum boom length with type of boom top 
8. Maximum boom length 
9. Maximum fly-jib length 

10. Crawler width retracted 
11. Crawler width extended 
12. Crawler pad width 
13. Crawler pad length 
14. Crawler weight 
15. Ground bearing pressure 
16. Cab height with crawlers 
17. Total crane weight with boom and counter-weight 
18. Counterweight 
19. Tailswing radius 
20. Cab length without counterweight 
21. Cab width 
22. Cab height without counterweight or crawlers 
23. Crane engine type 
24. Crane engine horsepower 
25. Crane engine revolutions per minute 
26. Crane engine drive 
27. Crane maximum travel speed 



Table 2.14 Simple Correlation Coefficients from Hydraulic Crane Data Base (Includes Both Self-Propelled and Carrier Mounted Cranes) E 
(1) (2) (3) (4) (5) ( 6 )  (7) (8) (9)  (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) 

1 1 .OW .Mi6 .687 .A04 .738 .5Y6 ,476 ,597 ,735 ,749 ,651 ,550 ,606 ,634 ,795 ,675 ,048 ,313 ,311 ,655 SY2 .05Y .WY -645 ,814 -170 -991 
2 l.o(X) ,863 .Y70 ,969 ,943 ,785 ,976 .Y73 ,962 ,957 ,941 ,934 ,916 ,811 ,978 ,241 ,842 ,862 ,995 ,979 ,206 ,228 ,918 ,943 ,094 ,655 
3 1.ooO ,795 ,940 ,819 ,659 ,784 ,925 ,925 -878 ,714 .780 ,861 -770 ,876 ,117 ,742 ,776 ,855 .800 ,154 ,177 ,918 ,794 ,059 ,662 
4 1.OM -992 .954 ,791 .990 ,932 ,916 ,930 ,980 ,947 ,891 ,755 ,965 ,327 ,865 ,871 ,984 .W4 ,199 ,217 ,878 ,941 ,101 ,597 
5 1.000 ,884 ,758 ,918 ,997 ,996 ,946 ,866 ,900 .904 ,843 -962 ,198 .799 ,810 .9ho ,925 .21S ,241 .941 ,925 -081 ,722 
h 1.000 .726 ,944 .879 ,882 -921 ,928 .90Y ,881 ,770 .Y4Y ,278 ,842 ,857 ,949 ,952 ,164 ,181 M Y  .Y79 .OY6 ,588 
7 l.O(x) ,779 ,763 ,751 ,754 ,766 ,725 ,901 ,569 ,768 ,204 ,675 ,702 ,781 ,785 ,161 ,116 ,711 ,724 ,067 ,467 
8 1.OOO ,929 ,914 ,924 ,977 ,942 376 -748 -967 ,382 -870 -869 -982 .995 -204 ,222 .868 ,949 .099 -590 
Y 1 .OW .987 -944 -882 .Y11 .YO6 ,845 .Y6Y ,211 300 ,817 .Y67 ,945 ,214 ,238 .‘I41 ,940 .OX0 ,721 

10 1.OOO ,941 ,862 ,893 ,898 ,854 ,960 ,197 ,781 ,797 ,955 ,919 ,215 ,241 ,947 ,925 ,084 ,745 
11 1 .OOO ,884 ,902 ,892 -784 ,938 .196 ,806 ,842 ,952 ,928 ,189 ,210 ,911 ,886 ,084 ,649 
12 1 .OM) ,945 ,944 ,701 ,926 ,358 ,844 ,835 ,951) ,977 ,196 ,212 . X l Y  .YO4 ,100 ,548 
13 1.ooO ,844 ,714 ,919 ,262 ,809 ,814 ,954 ,949 ,248 ,245 ,858 ,889 ,076 ,592 
14 1 .ooO ,726 .9OS ,171 .767 ,799 ,907 ,884 ,195 ,216 ,882 ,844 ,072 .619 
15 I .(MI ,835 ,048 ,577 ,584 ,801 ,747 ,216 ,246 .XoU ,845 ,144 ,788 
16 1.ooO ,292 ,850 ,856 ,981 ,969 ,207 ,229 ,918 ,947 ,108 ,666 
17 1 .OM) .4S4 324 -274 3.56 ,246 ,326 -970 ,295 .IS4 ,645 
18 1.000 ,962 .85 1 ,956 ,214 ,219 ,805 ,756 ,180 ,651 
19 1.ooO ,864 ,882 ,244 ,250 ,842 ,712 ,141 ,621 
20 1 .Mw) -984 -1 47 .157 .892 .942 .086 . M S  
21 1.ooO ,201 ,219 ,880 ,942 ,104 ,584 
22 1.ooO ,999 ,444 ,977 ,091 ,582 
23 l.(XK) ,485 -941 .I17 ,641 
24 1.ooO A42 ,071 ,625 
25 1.OOO ,176 ,812 
26 1.ooo ,216 
27 I .ooO 
28 
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Table 2.15 Self-Propelled Hydraulic Cranes 
A. Linear Regression Coefficients 

Quality Variables^ 

Lifting capacity 

Coefficients 

2169.2600 
Maximum lifting height 31.2995 
Boom topping speed 
Boom swing speed 
Engine horsepower 

B. 

Company'' 

Intercept*^ 
Bantam 
Broderson 
Bucyrus-Erie 
Drott 
Galion 
Grove 
Hyster 
Lorain 
PandH 
Pettibone 
Warner and Swasey 

287.6940 
9193.0200 

34.2335 

Standard Error 

201.0189 
5.9601 

121.0072 
1608.7750 

39.4713 

Linear Estimate of Intercept and Company Effects 
from Self-Propelled Hydraulic Crane Regression 

Coefficients 

-9255.4560 
81.2964 

-1671.6920 
10713.9900 
11015.8100 
14260.3400 
2156.7110 
2223.1710 
2473.0400 
7965.3620 
2367.5810 

-6406.1480 

Standard Error 

19826.890 
5825.198 

12078.040 
7140.533 
5551.588 
9606.422 
4549.937 
7957.227 
7511.479 
5154.097 
7340.416 
9418.650 

^-Statistics 

10.790 
5.251 
2.377 
5.714 
0.867 

r-Statistics 

-.4668 
.0140 

-.1384 
1.5000 
1.9840 
1.4840 
.4740 
.2794 
.3292 

1.5440 
.3225 

- .6802 

/?2 = 94331 
Standard error of residual = 845.71 
Sample size = 61 

Crane price (dependent variable): mean = 111,227 
Standard deviation = 62,406 

^Estimated without company dummies which were, as a whole, insignificant. 
*These companies were derived from the **Green Guide" and in no way reflect actual 
companies that are priced in the PPL 
"^Austin-Western was included in the y-intercept. 
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Table 2.16 Carrier-mounted Hydraulic Cranes 
A. Log-Log Regression Coefficients 

Quality Variables^ 

Lifting capacity 

Coefficients 

.3443582 
Maximum lifting height .0003310 
Boom topping speed 
Boom swing speed 

B. 

Company'' 

Intercept" 
Bantam 
Bucyrus-Erie 
Drott 
Grove 
Link Belt (FMC) 
Lorain 
PandH 
Pettibone 
Warner and Swasey 

.0136750 

.2141211 

Linear Estimate of Intercept 

Standard Error 

.067681250 

.000141158 

.005049586 

.022945020 

and Company Effects 
from Self-Propelled Hydraulic Crane Regression 

Coefficients 

10.06874000 
- .02443212 

.24878560 

.06297117 
- .03281932 

.16683410 

.14671190 

.08088108 

.07826455 
- .02088442 

Standard Error 

.31394700 
- .07376190 
- .06548293 

.09278927 

.06307050 

.10007760 

.14406750 

.07017277 

.10504100 

.07259642 

/-Statistics 

5.088 
2.346 
2.708 
9.332 

/-Statistics 

32.070 
-.331 
3.799 

.679 
-.520 
1.667 
1.018 
1.153 
.745 

-.228 

The dependent variable is the natural logarithm price. 

R^ = .9820268 
Standard error of residual = .0751401 
Sample size = 31 

Crane price (dependent variable): mean = 76,770 
Standard deviation = 6,441 

^Estimated without company dummies which were, as a whole, insignificant. Intercept data 
came from a different regression estimate. 
*These companies were derived from the "Green Guide" and in no way reflect actual 
companies that are priced in the PPL 
''Austin-Western was included in the >'-intercept. 
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Table 2,17 Crawler Cranes 
A. Log-Log Regression Coefficients 

Quality Variables 

Lifting capacity 

Coefficients 

.421730700 
Maximum lifting height .001109538 
Engine horsepower 

B. 

Company^ 

Intercept'' 
Bucyrus-Erie 
Koehring 
Lima 
Link-Belt (FMC) 
Lorain 
Manitowoc 
Northwest 
PandH 
Unit 

.001107087 

Standard Error 

.0399051800 

.0002065855 

.0003046310 

Log-Log Estimate of Intercept and Company Effects 
from Crawler Crane Regression 

Coefficient 

6.3136880 
.1209202 

- .0169128 
.0033107 

- .0253000 
.2443997 

-.1787732 
.5968208 
.0182433 
.0035194 

Standard Error 

.38374550 

.05201461 

.06094477 

.06549748 

.04507097 

.12301540 

.05913360 

.04105696 

.05508285 

.12373360 

r-Statistics 

10.57 
5.37 
3.63 

/-Statistics 

16.450 
2.330 

-.278 
.050 

-.455 
1.990 

-3.020 
1.450 
.331 
.028 

The dependent variable is the natural logarithm price. 

R^ = .9761163 
Standard error of residual = .1139354 
Sample size = 80 

Crane price (dependent variable): mean = 226,080 
Standard deviation = 154,189 

These companies were derived from the "Green Guide" and in no way reflect actual 
companies that are priced in the PPL 
'̂American was included in the >'-intercept. 
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Table 2.18 Truck Cranes 
A. Log-Log Regression Coefficients 

Quality Variables 

Lifting capacity 

Coefficients 

.388152900 
Maximum lifting height .000974499 
Engine horsepower 

B. 

Company^ 

Intercept'' 
Bantam 
Bucyrus-Erie 
Lima 
Link-Belt (FMC) 
Lorain 
Manitowoc 
Northwest 
PandH 

.001334569 

Standard Error 

.0969392800 

.0004301725 

.0006628524 

Log-Log Estimate of Intercept and Company Effects 
from Truck Crane Regression 

Coefficient 

9.77262500 
- .62374620 

.21800800 
-.05877054 
- .25938990 

.06346180 

.13640830 
-.13694970 
- .07919773 

Standard Error 

.43826080 

.16769490 

.10344780 

.08425340 

.07657147 

.07583306 

.17467810 

.12073060 

.08635810 

f-Statistics 

4.00 
2.27 
2.01 

/-Statistics 

22.300 
-3.720 

2.110 
-.689 

-3.390 
.862 
.781 

-1.130 
-.917 

The dependent variable is the natural logarithm of price. 

R^ = .9638091 
Standard error or residual = .1700581 
Sample size = 37 

Crane price (dependent variable): mean = 247,203 
Standard deviation = 138,920 

^These companies were derived from the "Green Guide" and in no way reflect actual 
companies. 
^̂ American was included in the y-intercept. 



138 

Table 2.19 Testing for Best Functional Form 
Using Box-Cox Power Transformation Test̂  

Type of Crane 

Hydraulic Cranes 
1. Self-propelled*' 

Linear 
Semi-log 
Log-log 

2. Carrier-mounted 
Linear 
Semi-log 
Log-log 

Truck Cranes 
Linear 
Semi-log 
Log-log 

Crawler Cranes 
Linear 
Semi-log 
Log-log 

Standardized 
Sum of 
Squared 
Residuals 

.4973005 

.7321062 

.5482269 

.2030923 

.1976967 

.1832833 

.9757013 
1.7095040 
.9254327 

2.2006408 
2.6330330 
1.2611700 

Â x̂  test was used to test for a difference between all the functional forms. In all instances 
the x̂  value was significant at .01 level. 
''Notice the linear functional form had the smallest sum of squared residuals for "self-
propelled" hydraulic cranes. 

Table 2.20 Net Specification Changes from Old 
to New Model for Five Specific Cases 

Boom Boom Boom 
Lifting Point Swing Topping Engine 
Capacity Height Speed Speed Horse-

Case (tons) (inches) (rpm) (sec) power 

V 
2" 
3" 
4" 
5" 

+ 10 
+ 10 
+ 7 
+ 5 

+ 120 
+ 96 
+ 102 
-16.25 

- 1 
+ 5 + 1.5 

+ 44 
+ 24 

^Self-propelled hydraulic crane. 
*Truck cranes. 
"^Carrier-mounted hydraulic cranes. 
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Table 2.21 Quality Changes for Producer-Cost Methodology 
and Three Hedonic Function Forms (Percent) 

Case 

1 
2 
3 
4 
5 

(1) 
Producers 
Cost 

1.30 
1.18 

10.43 
1.89 

30.26 

Best Functional Form* 

(2) 
Lx)wer 
Limit 

-2.71 
4.09 
3.36 
6.49 
8.75 

(3) 
Point 
Estimate 

2.88 
8.12 
6.69 

11.33 
11.68 

(4) 
Upper 
Limit 

8.47 
12.30 
10.13 
16.40 
14.69 

Point Estimate 
Other Functional Forms 

(5) 

Linear 

2.88" 
20.88 
18.50 
16.50 
21.78 

(6) 
Semi-
Log 

3.81 
24.08 
20.19 
18.88 
11.17 

(7) 
Log-
Log 

.027 
8.12" 
6.69" 

11.33" 
11.68" 

^The best functional form as determined by Box-Cox test. 
^95% confidence interval. 



Table 2.22 Actual and Hedonic Crane Index for Five SpeCiSc Cases 

January February March April May June July August September October November December 

Case 1 (self-propelled 
hydraulic) 

1971 actual index 119.6 119.6 119.6 119.6 119.6 119.6 119.6 119.6 119.6 119.6 119.6 119.6 
1971 hedonic index 119.6 119.6 119.6 119.6 119.6 113.1" 113.1 113.1 113.1 113.1 113.1 113.1 

1976 actual index 221.0 221.0 221.0 221.0 221.0 226.6 230.1 230.1 230.1 230.1 230.1 230.1 
1976 hedonic index 221.0 221.0 221.0 221.0 221.0 226.6 230.1 230.1 232.6' 232.6 232.6 225.9" 

Cases 2 and 3 (truck crane): 

Cases 4 and 5 (carrier-mounted 
hydraulic) 

1977 actual index 147.4 147.4 147.4 149.8 149.8 150.6 150.6 150.6 150.6 151.6 151.6 151.6 
1977 hedonic index 147.4 147.4 147.4 159.0' 159.0 154.6" 154.6 154.6 154.6 155.6 155.6 155.6 

"Month in which quality adjustment took place and implicit link price was substituted for producer-cost link price. 



Table 2.23 "All" Cranes Index Original and Hedonic (1972 = 100) 

January February March April May June July August Seplember October November December 

1971 original 
1971 hedunic 
1972 original 
1972 hedonic 
1973 original 
1973 hedunic 
1974 original 
1974 hedonic 
1975 original 
1975 hedwnic 
1976 original 
1976 hedonic 
1977 original 
1977 hedonic 

94.2 94.2 
94.2 94.2 
97.5 98.8 
97.4 98.7 
loo. I loo. I 
100.0 100.0 
106.2 107.1 
106.1 107.0 
135.9 137.9 
135.8 137.8 
153.7 153.8 
'153.6 153.7 
163.6 163.4 
163.4 163.2 

94.2 
94.2 
95.8 
98.7 

101.2 
101.1 
108.2 
'108.1 
139.5 
139.4 
153.8 
153.7 
163.4 
163.2 

94.3 
94.3 
98.8 

101.5 
101.4 
110.6 
110.5 
143.7 
143.6 
153.8 
'153.7 
164.1 
164.5" 

98.7 

94.4 
94.1 
98.5 
98.7 

101.5 
lc11.4 
114.5 
114.4 
143.7 
143.6 
1S4.2 
154.1 
104.7 
165.3 

94.4 
94.2" 
99.3 
99.2 

102.7 
102.6 
115.3 
115.2 
144.9 
114.8 
156.0 
255.9 
165.9 
165.8" 

9d.h 
96.1 
99.3 
99.2 

102,8 
102.7 
119.8 
119.7 
146.9 
146.8 
151.8 
1.57.7 
lM.2 
166.1 

96.6 
96.1 
99.3 
99.3 

102.8 
102.7 
12'1.9 
121.8 
147.2 
147.1 
158.3 
158.2 
167.4 
167.3 

96.6 
96.4 
99.4 
99.3 

102.8 
102.7 
'125.1 
125.0 
147.9 
147.8 
159.0 
'159.2a 
167.4 
167.3 

96.9 
96.7 
Y9.4 
99.3 

102.8 
102.7 
126.8 
126.7 
150.8 
150.7 
159.6 
1 S9.8 
167.9 
167.R 

9h.h Y6.4 
96.4 96.2 

100.0 100.u 
99.9 99.9 

103.3 106.2 
103.2 1M. 1 
129.2 133.1 
129:1 '133.0 
15'1.0 153.7 
150.9 153.6 
159.7 159.9 
'159.9 159.7" 
168.7 168.9 
168.6 168.8 

. .. . - . - . -. 

"Month in which actual quarter adjustment occurred for cranes under invcstigatiun. 
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Comment Zvi Griliches 

The paper consists roughly of three parts: first, there are some introduc-
tory comments explaining the current philosophy of quality and adjust-
ment in the PPI; second, there is a survey of the frequency and type of 
quality adjustment in 1976 and a more detailed listing of quality adjust-
ments for 10 selected commodity groupings during the 1970-76 period; 
and, finally, there is a report on an exploratory hedonic regression study 
of power cranes. The three parts are only barely Unked, and I shall 
comment on each of them separately, 

The first section describes current practice in the PPI without necessar-
ily endorsing it. The current practice is based on the assumption that 
quality change is to be valued by the difference in the cost of production 
that it induces. I have both conceptual and practical objections to this 
procedure. First, I believe this to be an inappropriate definition of quaUty 
change. The appropriate measure is one based on the utility to the 
purchaser of the item. I understand that one may use producer cost for 
lack of anything better or because of the unwillingness to enter the 
treacherous waters of utility estimation, but I do not understand its 
elevation to dogma, to the status of a ''desirable" definition of such 
indexes. If such a procedure were followed consistently for all quality 
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changes, it would come close to abolishing this source of productivity 
growth by construction (except for differences between beginning and 
end period weights) since it would recognize only those changes in output 
per commodity unit (quality per model) in the producing industry which 
correspond to measurable changes in production costs. But then output 
per unit of input will not have changed. The argument that all this will 
work out in equilibrium does not wash as far as I am concerned. The 
essence of price and productivity measurement is the evaluation of transi-
tions between equilibria. There are also problems with the empirical 
implementations of this notion. Conceptually, as far as I can tell, the 
relevant notion must be of marginal production costs. In practice they 
also include the "standard mark-up for return to investors and entre-
preneurship." But that assumes away the possibility of price change that 
comes from the erosion of such margins over time. 

Perhaps an example will help here. Imagine a change in Bayer Aspirin 
bottles from 50 to 75 pills per bottle and a change in price from 50 cents to 
70 cents per bottle. If a true production cost notion were taken, one 
would use the information that marginal cost of an aspirin pill does not 
exceed .3 cent and that the difference in the bottle and associated trans-
portation cost is not larger than 5 cents per bottle (all these numbers are, 
of course, invented but are illustrative of the right orders of magnitude). 
Thus the total production cost change per bottle due to the new package 
is 7.5 + 5 - 12.5 cents, implying a 7.5 cents increase in the price of a 
bottle of aspirin. But the actual price per pill has come down (from 1 to 
.93 cent per pill). Obviously, the BLS will not use the above producer-
cost calculation but will rather accept the pill as the relevant unit here. 
But how does it know that the pill is the relevant unit without an impUcit 
utility analysis? 

I have also a more mundane objection to the producer-cost concept. I 
believe that it leads to a too great reliance on crude accounting data 
provided by firms and to a serious downward bias in the index (for those 
items), since it has been in the interest of firms and industries to claim that 
various changes have been very costly. I do not believe that the BLS has 
adequate resources for checking and challenging such claims in appropri-
ate detail. 

The section on the actual prevalence of various adjustment practices is 
very valuable in what it describes but falls short of what I would have 
liked to see. There is no independent examination of a sample of cases to 
see how many changes were not identified and how many of the identified 
changes were treated correctly. That is, we do not learn anything directly 
about the quality of such quality adjustments. What we do learn indi-
rectly is quite disturbing. 

In 1976, out of 108,756 price observations, only 455 were reported as 
creating a comparison problem. The incidence appears to be very low. It 
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implies that out of about 10,000 different commodities and varieties 
priced one encountered only 455 comparabiUty problems during one 
year. Either many true comparabihty problems are not reported or the 
PPI by design excludes most of the rapidly changing commodity areas 
from its purview, I assume that both are true. Of those examined 31 
percent were presumed not to show any quality change, while 40 percent 
were assumed to show no improvement in quality relative to price. The 
remaining 28 percent were adjusted using the producer-cost method with 
a preponderance of positive quality change estimates (91 out of 129). My 
guess is that in this period of inflation ''quality change" is probably 
overestimated in a sector where it is measured by the producer-cost 
method and underestimated everywhere else. 

Looking at table 2.1 we find most of the producer-cost valued-quahty 
changes concentrated in the machinery and equipment and transporta-
tion equipment industries. In the latter industry, many of these changes 
arise from mandated changes in the products and probably represent a 
serious overestimate of such change from the user's point of view. Surely 
the recent laws have led to a significant increase in the cost of automobile 
ownership, per year or per passenger mile, which is not reflected ade-
quately in the official indexes. 

There are other disturbing aspects of these tables. More than half of 
the ''links," of direct substitutions, involve changes in commodities which 
differ by more than 10 percent in their price. More than a quarter of all 
links differ by more than 20 percent in their prices. One wonders how 
comparable such links really are. 

Looking at the more detailed data for the 1970-76 period for 10 
detailed commodities the same kinds of questions arise. The bulk of the 
adjustments occur for passenger cars and trucks where the rate of adjust-
ment is roughly on the order of one per model per year. Since the 
adjustments there are based primarily on producer-cost estimates, I 
suspect that they overestimate quaUty change in this particular time 
period. The other categories (e.g., tractors, valves, and builders hard-
ware) exhibit a rather low rate of adjustment, implying that many 
changes in quaUty are not being caught by the current procedures. 

The last section shows that it is easier to criticize the PPI than to 
propose effective alternatives. It presents estimates of hedonic price 
regressions for several types of power cranes and uses the estimated 
coefficients to adjust the actual price quotations in the PPI. Since these 
regressions are based on data for only one year, there is some doubt 
about the propriety of applying the estimated coefficients to the whole 
1971-77 period. Moreover, the instability observed in the estimates of the 
various coefficients might have been alleviated by expanding the regres-
sion sample to cover more years. One can always test, later on, whether 
such pooling of observations over time is legitimate. 
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The resulting estimates are used to evaluate five cases of producer-cost 
adjustments. The individual estimates based on the hedonic regressions 
are subject to so much uncertainty, however, both because of sampling 
error and because of ignorance of the appropriate functional form, that 
Uttle can be concluded from such a comparison. It appears that producer-
cost adjustments underestimate slightly the quality change that occurred 
in these particular cases. There were, however, only five such specifica-
tion changes for all crane models in the seven-year period that was 
examined by them. This is rather surprising and may indicate how little I 
know about cranes, but it also might lead one to wonder about the 
representativeness of the crane models being sampled by the PPI. 

I learned a great deal from reading the Early-Sinclair paper, and I am 
grateful to the authors for providing all this information, even as I hanker 
for more. We need more such studies, however, before we can start 
generalizing about the role, magnitude, and direction of the ''quality 
error in the PPI." 
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Deflation of 
Defense Purchases 
Richard C. Ziemer and Karl D. Galbraith 

3.1 Perspective 

This paper discusses the deflation of federal government purchases that 
are classified as national defense in the national income and product 
accounts (NIPAs). The paper is divided into five sections. The first 
section, Perspective, reviews the relationship of national defense pur-
chases in the NIP As, the history of the deflation effort, the summary 
results, and their impact on the gross national product. The second 
section. Concepts, Measurements, and Problems, discusses the general 
approaches involved in developing price indexes for defense purchases. 
The third section. Specific Approaches to Defense Purchases, discusses 
the approaches taken in measuring the prices of four types of purchases: 
compensation, new aircraft and missiles, new ship construction, and 
mihtary construction. These types are considered in detail because they 
are of considerable relative importance in defense purchases and pre-
sented significant measurement problems. The fourth section. Compari-
sons with Private Sector Measures of Price Change, compares price 
changes for defense purchases with those for similar goods purchased by 
the private sector. The fifth section. Future Plans, looks ahead at how the 
work can be extended to other types of government purchases. 

3.1.1 Background 

National defense purchases include Department of Defense (DOD) 
mihtary functions, mihtary assistance to other nations, atomic energy 
defense functions, stockpiUng of strategic materials, and certain other 
small items. DOD mihtary functions and mihtary assistance to other 
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nations generally account for over 95% of total national defense pur-
chases. The relationship of national defense purchases to GNP is shown 
in table 3.1. 

Prior to the 1980 GNP benchmark, current-dollar estimates of national 
defense purchases appeared in the NIP As, but constant-dollar estimates 
were not available. The primary reason for this was that price indexes 
applicable to national defense purchases had been lacking. The deflation 
of federal government purchases in the NIP As had been carried out only 
for the total of defense and nondefense purchases. Of necessity, the 
Bureau of Economic Analysis (BEA) placed heavy reUance on compo-
nent price indexes from the Producer Price Index (PPI), which excludes 
goods specific to the mihtary, and the Consumer Price Index (CPI). 
While reliance on the use of the PPI and CPI was necessary and might be 
satisfactory for the total, BEA felt that it certainly would not be satisfac-
tory at a more detailed level of government purchases, particularly for 
national defense purchases. Indeed, the lack of defense purchases in 
constant dollars had long been a serious shortcoming of the NIP As. 

Substantive work on developing constant-dollar estimates of defense 
purchases began in February 1973, when the BEA initiated a study, 
sponsored by the U.S. Arms Control and Disarmament Agency, to 
determine the requirements and the feasibility of measuring the prices of 
defense purchases (Commerce 1975) The study concluded that the ap-
plication of standard pricing techniques to existing data taken from actual 
DOD transactions would allow the development of price indexes for 
purchases of goods and services related to the defense function. The 
study also concluded that such a measure could be constructed for de-
fense purchases in constant dollars. 

Subsequently, with the urging of the Joint Economic Committee of the 
U.S. Congress, and with the presentation of a proposal prepared by BEA 
in August 1975, DOD entered into an agreement with BEA to conduct 
research and develop measures for estimating defense purchases in con-
stant dollars within the framework of the NIP As, and to publish an 
official defense deflator. That study has now been completed. (Com-
merce 1979) These data have not only improved the accuracy of real GNP 
but they also make it easier for poUcymakers in government to measure 
the attainment of real growth objectives. The president, for example, 
recently estabUshed a real growth objective for the defense budget. 
Without appropriate measures of real defense purchases and of changes 
in the prices of defense purchases, the meeting of such an objective 
cannot be adequately assessed. 

It should be noted that total DOD purchases as well as the estimates by 
major type of product shown in this paper differ from estimates of 
national defense purchases published in the Survey of Current Business. 
These differences arise from the somewhat different coverage of the two 
series as well as the use of more extensive information not earlier avail-
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able. The data derived in this study were statistically integrated into the 
NIP As at the time of the 1980 benchmark revision. 

3.1.2 Summary Results 

Table 3.2 provides summary measures of DOD purchases in current 
and constant dollars as well as imphcit price deflators for major product 
types and for the total from 1972 to 1978. More detailed results, some of 
which are contained in Section 3.3, are available from BE A. The uni-
verse of DOD purchases was stratified into 26 categories and 87 relatively 
homogeneous subcategories. These subcategories and their relative im-
portances are shown in Appendix B for 1972 and 1977. Table 3.3 shows 
how incorporation of the new DOD series would change various implicit 
price deflators (IPD). 

3.2 Concepts, Measurements, and Problems 

Current-dollar defense purchases consist of compensation of em-
ployees and goods and services purchased from the private sector and 
valued at market prices. Most but not all goods and services purchased 
for national defense are reasonably constant in quahty over time and 
consequently are susceptible to the statistical methodologies associated 
with the price indexes pubhshed by the Bureau of Labor Statistics (BLS). 
Even major technological breakthroughs such as jet aircraft can be 
considered new products and can be introduced into price indexes with 
these statistical methodologies. Still, matching desired concepts with 
actual transactions involved the many problems associated with using 
data that have been created for purposes other than incorporation into 
the NIPAs. 

A few measurement conventions are worth noting before specific 
pricing procedures are taken up. For many types of defense contracts the 
value of defense goods produced but not delivered is reflected as an 
increment in business inventories. When these goods are delivered to 
DOD there is an offsetting increase to national defense purchases such 
that GNP is not changed. Thus, to the extent that defense goods had 
entered private inventories, a current period delivery to DOD should 
have no current period effect on GNP as a whole because of the offsetting 
effects of the decrease in business inventories and the increase in national 
defense purchases. In principle, constant-dollar GNP as well as current-
dollar GNP is to remain unchanged when defense goods are shipped from 
business inventories. The defense goods treated in such fashion are 
durable goods with long production times, such as aircraft and tanks, but 
ships and mihtary construction are important exceptions. 

Another measurement convention arising from the structure of the 
NIPAs distinguishes the value of transfer payments such as retirement 
pay from the current-dollar value of defense purchases. Transfer pay-
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ments are considered financial flows that are additions to personal income 
and do not represent an increment to the value of current production. 

The measurement of current-dollar defense purchases is also compli-
cated because of numerous intra-DOD transactions that appear in DOD 
financial reports and would cause double counts in the NIPAs if not 
removed. Such transactions are consohdated into a single DOD financial 
statement so that only the value of transactions with the private sector 
and the compensation of employees enter the NIPAs. 

3.2.1 Measurement of Price Change 

The NIPAs concept of valuing purchases at market prices has been 
interpreted to mean transaction prices, that is, the price that was actually 
paid to a supplier for a specified good or service. 

The measurement of price change for defense purchases as defined in 
the NIPAs is difficult for many reasons. One difficulty arises because 
many prices are frequently unknown, even after the good is delivered, 
because of cost-sharing agreements and disputed costs. In addition, at 
any point in time there exists an array of values to which the term "price" 
is or can be applied. There are list prices, order prices, shipment prices, 
fixed prices, escalated prices, and many other types (National Bureau of 
Economic Research 1961, pp. 32-34; Council on Wage and Price Stability 
1977, pp. 1-9-20; Department of Defense 1975, pp. 2C1-2C27). BEA has 
chosen to use those prices, by whatever name, which are closest to the 
price finally paid. For example, where a good is bought under a firm-
fixed-price contract the contract prices could be used. However, if the 
contract had an escalator clause, then the escalated contract price finally 
paid by DOD would be used. 

Another measurement problem of pricing goods arises from the need 
to price repetitive purchases, that is, a good with an identical physical 
specification purchased in different time periods. For many goods this is 
difficult because many types of available records do not separate recur-
ring and nonrecurring components of a purchase. Nonrecurring compo-
nents of a purchase might include technical drawings that will appear only 
in the initial purchase contract. These drawings could be priced as a 
separately specified item, or, alternatively, their value could be spread 
over all units made from those technical drawings. If such nonrecurring 
items are not excluded from contracts where a good with a fixed specifica-
tion is being priced, they can seriously distort subsequent price change. 
Consequently, in order to price the identically specified good over time it 
is necessary to strip out such nonrecurring items from contracts. 

Defense purchases are typically for components of a complete good. A 
round of ammunition, for example, may be purchased with separate 
contractors supplying the metal casing, fuse, powder, and assembly of the 
finished round. Virtually every durable good is bought in pieces that are 
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provided to a prime contractor who assembles the components into a 
ship, tank, missile, or aircraft. In addition, a single contractor may have 
numerous contracts related to the assembled good, for example, for 
research and development, technical services, and production compo-
nents. Each contract is considered by BE A as the basis for a separate 
transaction that is individually priced. 

Many separable goods and services may be bought as part of one 
contract with one contractor, but not every item within a contract is 
necessarily priced by BE A. It is not possible or necessary to price every 
item within a contract, particularly if prices can be expected to move 
similarly. Therefore, prices were generally obtained for finished items 
that were separably specified within contracts. The number of pricing 
specifications that were directly priced is shown in Appendix C for each of 
the 26 categories into which DOD purchases were stratified. 

3.2.2 Specification versus Functional Pricing 

Specification pricing and functional pricing are the two major 
approaches to measuring price change (United Nations 1977, p. 11). 
Specification pricing, which conforms to other government statistics 
(e.g., PPI), is the general approach used to measure price change in the 
NIP As. 

Specification pricing defines a commodity by its physical characteris-
tics; functional pricing, in contrast, defines a commodity by attributes 
that serve a particular purpose regardless of physical characteristics. 
What is a quantity change under the specification pricing approach will 
frequently be a price change under the functional approach. 

A specification pricing approach was used to adjust for quality change 
in DOD purchases. It is similar to the technique used by the Bureau of 
Labor Statistics for the PPI and CPI (Commerce 1975, pp. 41 ff.). A 
change in specifications is the key to the determination of quaUty change; 
once the existence of quality change has been determined, it must be 
evaluated. The value of a quality change is defined as the production cost 
associated with the specification change. For example, if a combat boot is 
changed at some cost to make it waterproof, a changed specification, then 
the value of the quality change is defined as the cost of the specification 
change. In calculating the pure price change in combat boots, it is 
necessary to adjust for the improved quality. It is important to remember 
that the valuation of the quality change is based on the cost and not the 
usefulness of the quality change to the user. 

"Costless quahty change" is a special problem that was treated in this 
study with the traditional approach. If the quality of a good has improved 
but there is no associated change in factor cost, the valuation of the 
quality change is defined as zero. If the quality of an item has improved 
and the cost has decreased, the procedure is to treat the good as though 
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no quality change had occurred. The price change is a simple comparison 
of prices. By making no quality adjustment and using the two unadjusted 
prices, a price decrease and unchanged quality are reflected. 

3.2.3 Other Measurement Problems 

Many measurement problems are of concern because the nature of 
actual purchases makes implementation of the concepts difficult. For 
example, in some cases quantities could not be associated with certain 
types of purchases, primarily because they were of a unique nature. The 
output of research and development purchases could not be specification 
priced in quantifiable units. Space satellites were another defense pur-
chase that were not directly priced because rapid technological advances 
of satellites have brought about numerous physical differences that make 
specification pricing very difficult. 

Another measurement problem arises because of what is known as the 
"warm production base" or purchase of readiness. Briefly, a warm pro-
duction base reflects a situation where DOD buys a small quantity of a 
good from a contractor at an extremely high price in order to maintain a 
production capability in case the good is needed in large quantities in the 
future. Excess capacity in the aircraft industry has been the subject of a 
recent study and cited by some as an example of a ''hidden" and pervasive 
warm production base (Department of Defense 1977ft). This situation 
occurs principally, however, in the areas of unique defense goods. Iden-
tification of a readiness purchase is not always easy. They were not 
specifically identified and treated in this study. 

The base year for price deflators in the accounts is 1972. However, the 
selection of this or any base period will present problems if all prices are 
not at equilibrium. Those prices that have not reached their equilibrium 
position are over- or underweighted relative to the prices that are at 
equihbrium in the base period. This problem is found in any statistical 
series but is accentuated in the case of new weapon system purchases. As 
production of a new system increases, these purchases generally experi-
ence sharp decreases in the quantity of labor inputs per unit and in output 
prices. That is, cost and price per unit display what is known as a learning 
curve. Any weapon system that is introduced during or slightly before the 
base period will be overweighted in the series because its base period 
price will be unusually high. 

3.3 Specific Approaches to Defense Purchases 

The universe of purchases was stratified into 26 categories and 87 
relatively homogeneous subcategories. These subcategories and their 
relative importances are shown in Appendix B for 1972 and 1977. Var-
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ious approaches to deflating these categories reflect the nature of the 
purchases, available information, and limits of measurement techniques. 
In order to illustrate a range of problems, results are discussed for five 
major items: aircraft, missiles, compensation of employees, ships, and 
miUtary construction. 

3.3.1 Aircraft 

The aircraft subcategories discussed in this section are those relating to 
the separately purchased components of new aircraft procurements such 
as the airframe, engine, and electronic equipment. 

The approach used to measure price change of new production aircraft 
was to use specification pricing techniques on components such as air-
frames and engines. Major components such as engines are usually 
purchased by DOD from separate contractors and are furnished to the 
airframe contractor for installation. Such components, plus the airframe 
and assembly, were separately priced to develop deflators for purchases 
of aircraft. 

The three most important characteristics determining price change for 
military aircraft appear to be the number of years a particular model has 
been in production, the quantity produced in a fiscal year (including 
non-DOD, i.e., foreign military sales), and the specific component group 
(engines, electronics, etc.). 

The age of an aircraft system influences price change because a 'iearn-
ing curve" dominates price behavior early in the life of a particular model 
or specification. The learning curve reflects the decreasing costs per unit 
of production associated with a repetitive operation as the operation is 
continued. These decreasing costs may apply to several inputs, but they 
are usually expressed in terms of manhours. 

Learning curve theory is not new (Wright 1936). Basically, learning 
curve theory states that over a wide range of output marginal man-hour 
requirements per unit can be described by a straight line on log-log paper. 
Learning curves vary from aircraft to aircraft and from specification to 
specification. 

As the number produced continues to rise, the rate of decline in unit 
costs will gradually diminish and the unit price approaches a constant. 
Regardless of the particular learning curve, by the time production 
reaches the one-hundredth unit, man-hour requirements per unit are 
nearly constant. This point can be reached by high production rates for a 
short period of time, or low production rates for a longer time. After this 
point, the price changes of labor and materials will ordinarily increase as 
inflation more than offsets the effect of increases in the productivity of 
labor. 

The second characteristic affecting price change is the number of units 
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ordered in a contract. Changes in the quantity of aircraft purchased in a 
contract have significant effects on unit prices, even if the quantity does 
not accrue to DOD. "There will be a savings on the order of $90 to $100 
million to the U.S. Air Force fiscal year 1980 and fiscal year 1981 F-15 
procurements if potential Foreign Military Sales to Israel and Saudi 
Arabia are consummated and current estimates of delivery schedules and 
buy quantities remain unchanged" (United States Senate 19786, 
p. 4611). Low production rates are typical of current DOD aircraft 
procurements. Low production rates keep production lines going, avoid 
start-up and close-down costs, which can be substantial, and keep pro-
curement costs within annual DOD budgets. On a unit cost basis, how-
ever, low production rates are costly and reduce possibilities for automa-
tion. 

The third characteristic affecting price change is the specific compo-
nent group, that is, airframe, engines, or electronics. Price changes of 
these major component groups differ because these components are 
produced with significantly different mixes of labor and capital equip-
ment and reflect differential price movements in the mix of materials. 

Direct consideration of these characteristics in the sample selection 
procedure could result in more efficient samples. However, it was easier 
to price more aircraft models than it was to develop an efficient sample. 

New aircraft were initially stratified into air force, army, and navy 
purchases, and a sample (shown below) was systematically selected with 
probability proportional to the estimated value of deliveries. However, 
the sample is now judgmental and is virtually the universe of new aircraft 
purchases. Each new aircraft model entering production is added to the 
sample with certainty. The specifications selected for pricing within a new 
aircraft, such as the airframe, engines, and electrical equipment, gener-
ally account for most of the value of the system, 

Air Force Navy Army 

A-7D 
A-lOA 
C-5A 
C-12A 
C-130E/H 
CH-47C 
E-3A 
F-4E 
F-5E 
F-15A/B 
F-16A 
F-lllD/F 
UH-ID/H 

A-4M 
A-6E 
A-7E 
AH-IG/J/T 
E-2C 
EA-6B 
F-14A 
P-3C 
S-3A 
UH-IN 

AH-IG/S 
C-12A 
CH-47A 
UH-IH 
UH-60A 
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The value of delivered aircraft, as required for the NIP As, is not 
available from any known source. Therefore, the current-dollar value 
of new aircraft purchases was estimated for each quarter based upon 
the value of deliveries of the priced components (Commerce 1979, 
pp. 57-58). 

A current-dollar value of deliveries was developed for each directly 
priced component from the product of delivered units times the compo-
nent unit price. Within each system this value of deliveries was blown up 
to the total value of the system to account for any nonpriced components 
in that system. For systems not in the sample the value of deliveries was 
estimated as being proportional to those systems that were priced within 
the military service. Since most systems are included in the sample, the 
value of unpriced systems is very small relative to the total value of 
purchases for aircraft. 

Aircraft components are frequently purchased at prices that are not 
fully known until the rewards, penalties, and engineering changes are 
determined and negotiated at contract completion. The prices generally 
used were ones which reflect the ultimate total payment by DOD for a 
good with a given physical specification. Estimated prices at completion 
were derived from data routinely found in contract control documenta-
tion and used whenever they were available. Although these prices at 
completion are only estimates at any point in time, they are frequently 
the best of the available prices because they reflect profit adjustments and 
contractual cost-sharing agreements. 

A combination of reports was vital to ensuring that the values used to 
develop prices related to goods with the same physical specification. 
Estimated prices at completion were derived from Cost Performance 
Reports (CPR) after prorating cost sharings, profit, and overhead across 
the total contract. Cost Information Papers were then used to identify 
nonrecurring costs that are not shown in CPRs and which, if not re-
moved, would distort the price change. 

The previously described specification pricing approach was the basis 
for the quality adjustment guidelines applied to military aircraft. These 
guidelines are shown in Appendix D. The results of quality adjusting 
aircraft of the same model (e.g., A-lOA) were surprisingly slight. While 
the number of engineering changes was great, especially for new models, 
most changes did not require quality adjustments and those that did made 
only a slight difference. It was found that most engineering changes did 
not involve a physical change to the specific item priced, or were under-
taken to remedy a design defect, or were done at no change to the 
contract price. Contracts frequently had clauses that provide for changes 
at no additional cost if they were below a certain threshold, that is, 
$25,000. A great deal of the costs usually announced with engineering 
changes involved nonrecurring items that were not priced, that is, tool-
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ing, training, changes to technical manuals, special tools, and modifica-
tion kits for aircraft already delivered. Such nonrecurring items were 
treated as separate purchases. 

Although the values involved in quahty adjusting an existing aircraft 
model were generally insignificant, when a new model replaces another 
the differences in costs are substantial. The process of introducing new 
aircraft involves a procedure known as linking. 

Introducing the price of a new model is an extension of the quality 
adjustment problem that confronts all compilers of price indexes. The 
following discussion illustrates the methodology as it was applied to the 
Hnking of the F-15A to the F-4E. 

The F-15 replaced the F-4. Often it is not clear what the new product is 
replacing, and this obviously can greatly complicate an attempt to link a 
new product to specific existing products. However, according to the 
DOD, 'The F-15 is an advanced tactical fighter developed for the air 
superiority mission. It will replace the F-4 as the primary air superiority 
aircraft" (Department of Defense 1911a, p. 22). 

The F-15 had a substantially higher cost, and the question arose as to 
how much of the higher cost represented quahty improvement. The F-15 
clearly outperforms the F-4. The F-15, for example, has a hghter basic 
takeoff weight, shorter takeoff distance, faster sea level rate of climb, 
quicker time to climb, quicker acceleration time, higher maximum ceil-
ing, higher sustained load factor, slower approach speed. When there is a 
quality improvement at a higher cost, such as between the F-15 and F-4, 
then the correct procedure is to value the quality difference and Unk the 
two weapon systems, component by component. Linking allows only that 
part of price change not associated with quality change to be reflected as a 
price increase. The following is an example of linking in which prices that 
had been used in the past were quality adjusted so as to be comparable 
with current period prices. (This is called ''back price" linking as distinct 
from "forward price" hnking). 

Time 
Period 

1 
2 
3 
4 
5 

Unadjusted 
Prices 

$5.00 
5.00 
5.60 
5.88 
5.88 

Adjusted 

Prices 

(5.40) 
(5.40) 
5.60 
5.88 
5.88 

Indexes 

100.0 
100.00 
103.7 
108.9 
108.9 

Between periods 2 and 3 the unadjusted price increased 60 cents, with 
20 cents judged to be a price increase and 40 cents attributed to quality 
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change. Under the back price method of linking, the period 2 price is 
made $5.40 and the current price is left unchanged, so that between 
periods 2 and 3 only a 20-cent price increase is shown in the index. 

The value of the quahty difference between the F-15 and F-4 is defined 
as the difference in overlap prices in a particular time period. By valuing 
the difference in models, it is possible to relate the two specifications in 
terms of each other. These prices should reflect not only the same general 
price level but also the same relative position on the respective learning 
curves if serious problems are to be avoided. F-4Es had been delivered by 
the hundreds before the contract for the first F-15 A was signed in 1972. 
The same point on the learning curve of the F-15A is the proper basis for 
overlap price measurement of the quality difference. However, in the 
absence of such an overlap, the one-hundredth unit of the new model was 
compared to one of the last units of the old model. Both models are 
represented by points where the learning curve has flattened and addi-
tional production is judged to have relatively Httle effect on the unit price 
change. 

The overlap time period used for valuing the quahty difference was 
taken to be the time at which the first production contract for an F-15 was 
signed. The F-4E price in the overlap period had the virtue of being an 
actual transaction price. The F-15 A price, however, had to be derived 
from estimates of future production costs. This calculation was carried 
out with the DOD estimates of future program costs that are used for 
their own cost analyses and budgeting for the Congress. This was done for 
each component; in addition, the inflation factors built into the DOD 
estimates were removed. What remained is an estimated F-15 A compo-
nent specification price that represents a similar state of learning for the 
time period of the last F-4E. 

The table below shows the airframe deflator for the F-4E and F-15A 
without adjustment for quality differences and with the adjustment. The 
Total columns are weighted averages of the F-4E and F-15 A series using 
the quantity of airframes delivered in each year as weights. The index for 
the F-15A without quahty adjustment is based on the functional pricing 
approach, that is, one F-15 A is the same quantity of airframe as one 
F-4E. Because the initial F-15As that were delivered in 1974 were ap-
proximately 3̂ 2 times as expensive as the F-4Es, they enter with an index 
level of 433.3. Adjusting for quality by the procedures described above 
reduces the F-15A index to 296.8 in 1974. Approximately 40% of the 
difference in cost between F-4Es and F-15As in 1974 was considered a 
quality improvement, the remainder a price difference. It should be 
noted that the percentage decline in price for the F-15As from 1974 to 
1977 is the same in both series and mostly represents movement along the 
learning curve. 
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Year 

1972 
1973 
1974 
1975 
1976 
1977 
1978 

Airframe Deflator (1972 = 

Without 
Quality Adjustment 

F-4E 

100.0 
127.2 
126.1 
130.1 
134.7 

F-15A 

433.3 
418.7 
329.3 
326.6 
334.9 

Total 

100.0 
127.2 
330.9 
260.6 
285.4 
326.6 
334.9 

100) 

With 
Quality Adjustment 

F-4E 

100.0 
127.2 
126.1 
130.1 
134.7 

F-15A 

296.8 
286.8 
225.5 
223.7 
229.4 

Total 

100.0 
127.2 
253.3 
215.7 
210.4 
223.7 
229.4 

The results of pricing new aircraft are shown in table 3.4. The pro-
nounced contrasts between the IPD movements of navy and air force 
aircraft especially from 1972 to 1975 are the result of the introduction of 
new weapon systems. The navy IPDs declined because the first deliveries 
of the F-14A, S-3A, and E-2C happened to occur during the base year. 
This caused the base year prices for navy aircraft to be exceptionally high 
on average, because actual deliveries were those of aircraft produced 
early in their respective learning curves. This overstates the constant-
dollar value of subsequent deliveries of F-14As, S-3As, and E-2Cs to the 
navy. The air force series, in contrast, had relatively low base year prices 
because only the older systems were still being delivered in 1972. There-
fore, the air force aircraft index moved upward after 1972 when the first 
deliveries began of the F-15A and A-lOA, which were high on their 
learning curves. The sharp changes in the IPDs for the air force in the 
fourth quarter of 1973 and navy in the second quarter of 1976 were caused 
by a change in the mix of deliveries of aircraft components with quite 
different price indexes. 

3.3.2 Missiles 

Missile series were developed using the same concepts and measure-
ment conventions as aircraft. The sample selection shown below and the 
derivation of current-dollar estimates and prices were also similar. The 
missiles subcategories included in this section are for components of new 
missiles. The unit of purchase appropriate to measure the price change of 
missiles was determined by the contractual procedures used by DOD to 
purchase different missiles. Although some missiles are purchased as 
complete units, for example, army's Dragon and air force's Maverick, 
most missiles are purchased as components. These components, such as 
the missile body, guidance and control unit, and rocket motor are assem-
bled into a final product by the main contractor or by a faciUty owned and 
operated by the federal government. In all cases, the particular items 
priced represented actual purchases from non-DOD sources. 
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Army and 
Marine Corps 
Missiles 

Chapparal 
Dragon 
Hawk 
Lance 
Pershing 
Tow 

ICBM and 
SLBM 

Minuteman 
Poseidon 
Trident 

Other 
Air Force 
Missiles 

Maverick 
Shrike 
Sidewinder 
Sparrow 
SRAM 

Other 
Navy 
Missiles 

Harpoon 
Phoenix 
Shrike 
Sidewinder 
Sparrow 
Standard ER 
Standard MR 

The implicit price deflators for missiles shown in table 5 were quite 
surprising. The army and marine corps missile series showed sharp de-
cUnes, because early contracts of the Dragon and Tow systems had high 
base year prices similar to those of navy aircraft. However, the decHne 
was further accentuated because of price competition for relatively large 
numbers of assembly-line production units. Normally the DOD buys 
from a single contractor, but DOD is sometimes able to seek a second 
source for missile production because the number of units involved is so 
much greater than for aircraft. The army realized large price saving on 
the Dragon as did the air force and navy on Sparrow missiles, because two 
contractors were competing for the production contracts. Thus, missile 
prices moved sharply downward because of both the effect of learning 
and competition. 

3.3.3 Compensation 

Compensation of civilian and military employees is the largest category 
of DOD purchases. It consists of wages, salaries, supplements, benefits, 
and payments in kind to DOD employees. 

Purchases of compensation, like other goods and services, are 
specification priced. The units of compensation being purchased by the 
government are hours worked with specified characteristics. The charac-
teristics of education and experience of the employee have been deter-
mined to be the major price-determining characteristics of employees in 
the U.S. economy. It should be noted that Denison (1974) also used sex 
of the employee as a price-determining characteristic, but this was not 
deemed necessary for federal government compensation because of the 
antidiscrimination poHcies in effect during the period under considera-
tion. Any violations of these poUcies would represent misclassifications 
that were not identifiable in the data used. The correct base price mea-
sure then is the base period average compensation for each hour worked 
by individuals who are stratified by education and experience. Since 
current data on the education and experience of DOD employees are not 
available, proxy measures for these characteristics were developed 
through the use of Civil Service grade and step classifications. 
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The Civil Service classification system (and to a considerable extent the 
wage grade system for blue-collar workers) provides a built-in measure of 
these strata because requirements for each grade are based on the educa-
tion or experience of the employee. In addition, promotions to steps 
within a grade reflect additional employee experience. "Grade creep," a 
gradual increase in the average grade of employees that is not commensu-
rate with their education and experience represents an overstatement of 
employee ''quality." However, no data were available on the extent of 
this or other misclassifications. This study adhered to the NIP A conven-
tion of making no adjustments for changes in employee productivity. 

Employment data on civilian employees were available by grade and 
step for each time period. Data on hours worked were not available, so 
data on "weekly hours paid for" were substituted. These were appUed to 
the employment data to generate the number of hours paid for in each 
quarter. Data were developed on the average hourly compensation by 
grade and step for the base period and were multipHed by the number of 
hours in each grade and step to develop the quarterly estimate of hours 
paid for valued at base period prices. 

A similar but somewhat modified procedure was used for military 
personnel. Employment was stratified by rank and by years of service as a 
measure of education and experience. Adjustments were not made for 
average hours worked, since military personnel are considered to be on 
duty 24 hours a day, except during actual periods of leave. 

Certain allowances (e.g., basic allowance for quarters, uniform and 
clothing allowance, family separation allowance) were treated as part of 
basic pay; changes in rates for these allowances appear as price changes. 
It was assumed that increases in these allowances do not relate to experi-
ence and education and, thus, do not reflect increased employee quahty. 
Using this same assumption, the value of food and clothing furnished to 
employees were also treated as part of basic pay. However, certain types 
of pay (e.g., flight pay, jump pay) represent additional training or experi-
ence of the employee. These types of pay are deflated separately and 
added to real compensation to reflect the additional quality to DOD. 

The military and civilian compensation IPDs are quite different (table 
3.6). Although the military and general schedule (GS) civiUans have been 
given the same basic salary increases, the total civiUan IPDs increased 
more rapidly because of the impact of higher pay raises to ''wage-board" 
or blue-collar workers. Wage-board workers are given increases on the 
basis of local wage surveys; this has resulted in substantially greater 
increases than those given to military personnel and GS civiHans. 

3.3.4 New Ship Construction 

New ships, like other major weapon systems, are generally purchased 
as components. Major components, such as propulsion systems and 
electrical equipment, are often separately contracted for by the navy and 
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delivered to a private shipyard for integration with the hull. The private 
shipyard constructs the hull, procures some equipment, and installs the 
government furnished equipment (GFE) to complete the ship for deliv-
ery to the navy. 

Although purchases of GFE components were separately priced and 
deflated with standard techniques, ship construction at private shipyards 
was deflated with a method of pricing different from that used for the 
other weapon systems. Ship construction is included in the NIP As on a 
work put-in-place rather than on a delivery basis, that is, work on ships is 
recorded on the books of contractors as sales as the work progresses. 
With other weapon systems involving lengthy production periods, the 
work done is charged to inventory, which is Uquidated only when the 
completed item has been delivered. 

Most attempts to develop prices for ship construction in the past have 
rehed on an input approach. The input method has two drawbacks. First, 
since the output is not being measured, it is virtually impossible to 
measure the quahty change in the product being produced. Second, any 
changes in productivity are difficult to measure and incorporate into the 
estimate of price change. In order to circumvent these problems the BE A 
decided to select the physical design of several ship models that were kept 
constant, that is, ''frozen." The ''frozen" physical design became the 
pricing specification that was repriced over time at shipyards. In this way 
the many engineering and design changes that occur during ship construc-
tion were assumed to experience the same price change as the basic 
design. The "frozen" ship approach overcame the drawbacks of a tech-
nique based on a fixed set and quantity of inputs. The problems of 
productivity change and capital/labor substitutions were overcome be-
cause the constant specifically defined output permitted variations in 
inputs. 

The exact specification for a frozen ship was developed by BEA in 
conjunction with selected private shipyards to ensure that the data on 
labor hours, labor rates, materials, and overhead costs related to an 
appropriate design that could be reconstructed over time. The ship 
models whose designs were frozen were an attack submarine (SSN 688 
class), surface combatants (FFG-7 class and DD-963 class), and support 
ship (auxiUary oiler). Once the basic hours, labor rates, materials, and 
overhead costs were developed for the frozen ship, these data were then 
reestimated in each succeeding time period to calculate price change for a 
fixed output. 

Total labor hours changed as a result of skill levels at shipyards and the 
impact of regulations imposed by the Environmental Protection Admin-
istration (EPA), Occupational Safety and Health Administration 
(OSHA), and the navy. The overhead rates used were those prevaiUng in 
particular time periods at private shipyards for work on navy ships. 

IPDs for materials actually purchased by shipyards for navy ships were 
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not developed because similar materials were bought infrequently and to 
different specifications. Most material costs were associated with major 
equipment items such as propulsion turbines, reduction gears, and gen-
eral classes of goods such as pumps. The contract prices that shipyards 
actually negotiated with producers of major pieces of equipment and the 
navy are frequently escalated by the movement of PPIs. Consequently, 
until a contract is renegotiated, the price change to DOD for many 
important pieces of equipment will be equal to the movement of particu-
lar PPIs. In these instances, weighting of PPIs provided the correct 
measurement of price change for these items to the shipyard. 

A total frozen ship price should include not only the cost of labor, 
material, and overhead but also profits. Profit, however, relates to the 
completed ship, and the ship's actual price remains uncertain until deliv-
ery is made and the rewards, penalties, engineering changes, and any 
claims are settled. Moreover, the frozen ship methodology assumes that 
shipyards are compensated for their costs. If shipyards are not fully 
compensated because of disputes over cost-sharing or claims made at 
time of settlement, a frozen ship index will probably overstate the actual 
price change to the navy. The overstatement, however, relates only to the 
difference between reported shipyard ship construction costs and the 
amount paid under the navy contract including any claim settlement. If 
claims are not reflected in the frozen ship data, then the price change to 
the navy will be understated to the extent that final claims will be greater 
than anticipated. As a result of these considerations, no exphcit incor-
poration of profit in frozen ship prices was made, and the direction of any 
measurement error is unclear at this time. 

The price change for the ship category was the net result of significantly 
different deflators for new ship construction at shipyards and GFE as 
shown in table 3.7. The relatively low deflator for ship GFE is attributed 
to the high relative importance of electronic equipment. The prices of 
many pieces of electronic equipment have decUned as a result of new 
technology and lower labor inputs. The upward price movement of new 
ship construction reflected declining productivity at several shipyards. 

3.3.4 Military Construction 

This category includes all construction purchased by the military ser-
vices on contract from the military construction appropriation. Construc-
tion activities included in other categories are those performed in-house 
by DOD employees, government purchases of construction materials, 
family housing, and the construction portion of the Minuteman Force 
Modernization Program. 

Purchases of construction in the NIPAs are recorded on a work put-in-
place basis. Thus DOD is assumed to purchase the construction as it is 
performed, even though they do not take title until the contract is 
completed. During the period of construction, payments are made to the 
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contractor on the basis of an estimate of work completed. While at any 
given time these payments will not exactly correspond to the total amount 
of work that has been completed, they are a good approximation. 

The definition and measurement of an appropriate price for construc-
tion purchases poses many difficult problems. As was indicated in the 
pricing of ships, input pricing is generally considered to be unsatisfac-
tory in that it does not allow for changes in the productivity of labor, 
capital/labor substitution, or output quality change. 

An attempt was made to bypass these problems and directly price the 
unit of construction that was being purchased by DOD. The price per unit 
(i.e., square foot, linear foot, cubic yard, etc.) of a specified type of 
construction (e.g., barracks) was defined to be the appropriate market 
price of construction purchased by DOD. Generally, physical changes 
that were made during the construction period did not affect either the 
quality or function of the structure. This is because the approach of DOD 
to construction is to specify functional requirements rather than to 
enumerate detailed material or structural specifications. For example, 
the specifications for troop housing center around the number of bath-
rooms for each intended occupant and requirements such as sound-
proofing. Deviations from the basic physical specification which affected 
utilization, for example, a bathroom for every two occupants in place of 
one for every four, would require quaHty adjustment. The average unit 
price, therefore, accurately measures the purchase price of a particular 
construction type to DOD. The measure of price change derived from 
these data reflects any changes in productivity, capital/labor substitution, 
material substitution, etc., that occur during the construction period as 
well as changing profit margins. 

It should be noted that the regional differences in factor costs for the 
same specification are considered price change to DOD. However, dif-
ferences in construction performance requirements based on climate 
(e.g., a storage facility for JP-4 in Alaska vs. Southern California) were 
considered quality differences. 

Generally construction was purchased on fixed-price contracts; there-
fore, the price was constant for each project through the duration of the 
construction period. Only changes to the work being performed or legal 
claims altered the price for a given project. Wherever feasible, the final 
price paid for a project was used. This price, calculated on a per unit 
basis, included all changes or modifications during the life of the project. 

Mihtary construction purchases were stratified into nine classes (see 
table 3.17). Reports on selected projects were not always available within 
these classes, and it was assumed that within each class the project prices 
moved similarly. 

The number of units of construction (square feet or cubic yards) 
put-in-place per quarter was determined by dividing total units by the 
number of quarters between contract award and contract completion. In 
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many cases, construction started or ended during a quarter rather than at 
the beginning or end. Therefore, the nearest one-third of a quarter was 
determined from the starting month, and quarter units were allocated for 
one-third or two-thirds of the total. 

Expenditures by project were estimated by multiplying the total units 
put-in-place per quarter on the project by the unit price of the project. 
Total units per quarter and total current-dollar expenditures for that 
quarter were aggregated by class and divided to arrive at a weighted 
average price per quarter stated in dollars per unit put-in-place during 
that quarter. These average prices by class were used to develop price 
indexes and then to deflate the current-dollar estimates of the value of 
construction put-in-place. 

Unit price differences relating to geographic area or to project size 
were assumed to be price differences and not unit quaUty differences. 
The concept of quality change used in construction may be illustrated by 
some specific examples. If the requirements for troop housing were 
changed from open dormitory sleeping facilities on each floor to private 
rooms for each occupant, a quality change occurred. If, however, brick 
exterior walls were used in one facility and concrete block with stucco 
walls were used in another, there would be no quaUty difference if both 
met construction standards with respect to load-bearing, sound-
deadening, etc. 

Table 3.8 shows implicit price deflators for military construction, which 
has just been discussed, as well as the somewhat more comprehensive 
category ''structures." 

3.4 Comparisons with Measures of Price Change in the Private Sector 

In the short run, price changes of goods purchased by the DOD need 
not be the same as those for similar goods priced in the PPI. These 
potential differences provided one basis for BEA concern that use of 
PPIs might provide unreliable estimates of national defense purchases in 
constant dollars. 

The DOD and government in general are considered by the private 
sector as a distinct market, with its own set of paperwork and special 
specifications, together with political and social overtones. Products may 
be similar, but they may be subject to different demands purchased in 
different lot sizes under different terms of sale and with different spec-
ifications as compared to those purchased in civilian markets. Therefore 
price change in this market may be quite different from the price change 
experience of the private marketplace. Although the price-determining 
forces in civilian and military markets are different in a number of 
respects, they are similar in other respects. For example, materials and 
labor are drawn from the same sources of supply, the composition of 
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products is roughly the same, and manufacturers may use the same or 
similar capital equipment in the production of these products. 

There has been little information available to test whether price in-
dexes representing goods in civilian markets can be relied upon to repre-
sent price trends of articles purchased for military programs. There have 
been fewer doubts concerning goods Hke missiles and tanks, which have 
no civilian counterparts. The use of civihan market price trends for 
materials (steel, engines, chemicals, etc.) and labor rates as inputs were 
discussed earher in the paper. So long as price trends of defense pur-
chases had to be estimated through proxy indexes such as the PPI, which, 
by definition, excludes sales of unique mihtary purchases, the questions 
remained largely unresolved. However, when the BEA began to con-
struct price indexes for military purchases, the question could be 
answered at least in part. 

The comparisons made herein are limited but indicate the nature of the 
problem. Comparisons are made between PPIs and DOD price indexes 
for petroleum products, citrus fruits, clothing, and hot rolled carbon 
steel; broader indexes are used for construction. The PPI has been the 
subject of numerous reviews (Stigler and Kindahl 1970; Council on Wage 
and Price Stability 1977). One conclusion of the COWPS report that the 
data reaffirm is that ''the scope and coverage of the body of wholesale 
price data are not adequate for the uses made of the data." 

The BEA IPDs are constructed by means of the Paasche formula—that 
is, weights for each current quarter are used in the calculation of the index 
change from the base period (1972) to the current period. The PPIs, on 
the other hand, utilize the Laspeyres formula whereby weights are fixed 
for relatively long periods of time (five or more years). In order to remove 
the effect of different price index formulas, the BEA indexes were 
recalculated at the lowest feasible level as Laspeyres indexes using fixed 
weights. 

All of the price indexes in this section are fixed weighted by base period 
quantities, as is usual for the Laspeyres price index formulation used by 
the PPI. Other differences in the methods used by the PPI could not be 
adjusted for in the DOD data available for this paper. The PPI, for 
example, frequently uses price as of a single day of each month. The 
DOD data are generally an average of the transation prices for specifica-
tion for an entire quarter. The PPI generally represents sellers' prices; the 
DOD data usually refer to buyers' prices. Further, the PPI makes the 
seller or buyer part of the pricing specification, that is, if company X 
provides a price for specification y, the price of company X for Y is only 
compared to itself. In calculating transaction prices for DOD, the seller 
was not part of the pricing specification because the objective was to 
measure what DOD had to pay for the same specification in different 
time periods. The BEA indexes are developed quarterly. Since the PPIs 
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are monthly, quarterly indexes for each commodity were computed as 
simple averages of the three monthly indexes and then put on the refer-
ence base of the corresponding BEA series. Despite these differences, a 
comparison with the PPI is made because they are the government 
statistics used to represent price change in the private sector, and histor-
ically they have been used imphcitly to estimate national defense pur-
chases, which are part of federal purchases in constant dollars in the 
pubUshed national income and product accounts. 

3.4.1 Petroleum Products 

Petroleum products are a major nondurable purchase of the DOD and 
an especially good series in the PPI, since petroleum prices were over-
hauled to reflect (recent upgrading that introduced direct pricing of) 
major market transactions of refiners. Regular gasoHne, kerosene base 
jet fuel, and diesel fuel are purchased by the DOD and are also priced in 
the PPI. Each of these goods is rather homogeneous so that a comparison 
of the PPI and prices of defense purchases is greatly faciUtated. 

Price indexes and specifications are shown in tables 3.9 and 3.10, 
respectively. Figure 3.1 shows the price change for regular gasoHne. The 

Price Index y^^ \ y \ . 

300.0-1 
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100.0 ^"^—I ' '—'—I—'—^-^—\—^—'—' [ '—^—'—r 

1973 1974 1975 1976 1977 1978 
Calendar year by quarter 

Fig. 3.1 Comparison of price indexes for regular gasoline (July-
September 1973 = 100.0) 
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indexes were put on a third quarter of 1973 (73-III) base because compa-
rable data at this level of detail were not available for earlier periods. 

The PPI data are collected as monthly sales (revenue and volume) for 
each of the Census Bureau regions for specified products from refiners 
and deep water terminal operators. The use of monthly sales data results 
in a one-month reporting lag to the BLS. This lag was removed in the 
comparisons. The PPI fixes the weight of these petroleum products below 
the product specification level, that is, each seller of these petroleum 
products has its weight fixed at a regional level regardless of actual sales in 
current time periods. 

The DOD average specification price, in contrast, is a delivered price 
(the quotient of disbursements divided by delivered quantities) for the 
national stock number specification in each quarter. Available DOD data 
did not allow fixing weights at a regional and company level as is done in 
the PPI so that the effect of such weighting differences is unknown. 

The price indexes for these petroleum products indicate that the price 
change to the DOD was much greater than it was to industrial and 
commercial consumers in the PPI. 

The DOD began having problems obtaining bids for petroleum 
products as early as September 1972, a full year before the Arab embargo 
of October 1973. Growth of refinery capacity slowed in the United States 
during the late 1960s, in part from decUnes in domestic crude oil produc-
tion capacity and environmental legislation. By late 1972, many domestic 
refiners no longer had surplus refining capacity. Quantities offered by 
domestic refiners to DOD for delivery in the first half of 1973 fell far 
below historic experience. Foreign offers did not exhibit a similar trend 
until the second half of 1973. As nonmilitary demand rose and surplus 
refining capacity diminished, price freeze regulations enacted in May 
1973 froze price levels for petroleum products to the mihtary at levels far 
below those in commercial markets (United States House 1974). Many 
contracts that had been negotiated at much higher prices for delivery 
beginning in July 1973 were faced with a government edict to roll prices 
back to the level in earlier contracts. Consequently, many suppliers 
exercised their legal right to refuse delivery, and DOD was forced to 
draw down their inventories. The embargo imposed by the Arab states in 
October 1973 further reduced supply, and DOD inventories dropped 
sharply. The inventory reductions halted in December 1973 as a result of 
temporary restrictions on consumption and increasing supply resulting 
from legislative allocations. DOD was then able to start rebuilding inven-
tories, but at considerably higher prices than earUer. 

Measures of price change say nothing about average prices. This fact is 
often forgotten and is especially reveaUng for these petroleum products. 
Average prices of regular gasoline sold to the DOD and commercial 
consumers appear below for 1973-III and 1978-1V in cents-per-gallon. 
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73-III 

PPI 18.0 
DOD 12.2 

Galbraitfa 

78-IV 

43.9 
37.3 

1 

73-III/78-IV 
Difference 

25.9 
25.5 

Both sets of prices exclude taxes and include transportation charges to 
the consumer which can change over time. The absolute difference in the 
price change of regular gasoline seems insignificant given the measure-
ment differences of the two series. The DOD price index increased more 
than the PPI because its base period price was lower. The same absolute 
change, therefore, yields a greater percentage change to DOD. 

Jet fuel purchased by DOD had a smaller price change than that 
reflected in the PPI. Both the airlines and the DOD are large consumers 
eagerly sought by refiners. JP-4 is a kerosene base jet fuel that is virtually 
the same as reflected in the PPI. JP-5 is a naptha base jet fuel which is 
made about equally from gasohne and kerosene components of crude 
petroleum and accounts for most of DOD jet fuel. JP-5 experienced price 
change less than that of the kerosene base jet fuel and greater than that 
for regular gasohne, which is what one would expect. 

Average prices for jet fuel are shown below for 73-III and 78-IV in 
cents-per-gallon. Both series include some transportation charges and 

73-III 78-IV Difference 

PPI (kerosene base) 12.5 39.2 26,7 
JP-4 (kerosene base) 13.2 38.7 25.5 
JP.5 (naptha base) 14.2 39.5 25.3 

exclude taxes. Despite the effect of different methodologies, a one-cent 
per gallon difference in price change for jet fuel is substantial. The impact 
of the price increase to DOD was reflected eariier because of the decHne 
of surplus refining capacity and the frequency and method by which DOD 
solicits competitive bids. Some airUnes were fortunate to have bought 
under multiyear contracts that resulted in lower average prices, even 
though surplus refining capacity was disappearing and petroleum export-
ing countries were setting higher crude oil prices. 

Diesel fuel prices as shown in table 3.9 increased dramatically more to 
DOD than shown in the PPI. Prices in cents-per-gallon are shown below. 

73-III 78-IV Difference 

PPI 13.8 38.7 24.9 
DOD 10.6 39.2 28.6 



169 Deflation of Defense Purchases 

The absolute difference in price changes between PPI and DOD is 
significant and represents the loss of surplus refining capacity. The price-
per-gallon differential in 78-1V is probably not significant. The DOD is 
no longer sought as a market to sell off production needed to keep 
refineries at full capacity. 

3.4.2 Citrus Fruits 

Citrus fruits have volatile price changes that are greatly influenced by 
the weather, season, and competitive markets. 

The PPI prices reflect only the spot market prices in Chicago and New 
York. Prices are taken from trade pubhcations on the Tuesday of the 
week containing the thirteenth of the month. The DOD price in contrast 
reflects both the spot and contract market throughout the United States. 
The DOD average price each quarter is a self-weighted average of prices 
paid in all geographical regions and types of transactions (spot, contract). 
The DOD price indexes are quarterly averages of the three months 
weighted by purchases in each month. The PPI quarterly average, in 
contrast, is an equally weighted average of spot market prices, for geo-
graphical points, on a single day. These differences in methods are 
significant because of the substantial swings in the price of these products 
over a three-month period. Price indexes and detailed specifications for 
citrus fruits are shown in tables 3.11 and 3.12, respectively. 

Figure 3.2 shows the movement of the two composite price indexes 
over time. The long-term trend is clearly evident, and the short-run 
differences in the magnitudes of price change are significant. The use of 
PPIs would generally have understated constant-dollar citrus purchases 
because the price index is generally greater than that shown for DOD 
purchase prices. 

3.4.3 Clothing 

Comparisons for groups of clothing and footwear were made with 
similar PPI groupings. The composite indexes for men's apparel and 
footwear are shown on a fixed-weighted basis in table 3.13. The detailed 
specifications making up the two composite indexes are shown in table 
3.14. Figure 3.3 shows the price change of men's footwear in the PPI and 
DOD. 

An unpublished study by Allan Searle (1977) made an item-by-item 
comparison of DOD and PPI price indexes for similar clothing, textiles, 
and footwear. Searle found greater price dispersion of DOD apparel and 
footwear prices than was reflected in the PPI. He also found that substitu-
tion of DOD for PPI weights had no effect on PPIs. However, the 
substitution of PPI for DOD weights had an appreciable downward effect 
on the DOD indexes because of the impact of greater price dispersion of 
DOD items. 
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Fig. 3.2 Comparison of price indexes for citrus fruit (July-September 
1973 = 100.0) 

Both the DOD and PPI indexes were put on a base of first quarter 
1972 = 100 to make them comparable. No attempt was made to weight 
similar specifications equally within the composites. Although the more 
rapid rise of DOD clothing prices cannot be attributed to any one factor, 
several influences were isolated. The DOD items frequently represented 
the purchase of a service, for example, the materials were supplied by 
DOD to the contractor who manufactured the shirt. The DOD series 
would then have a higher labor component than the PPI price, which 
includes the producers' cost of materials. 

Another factor is that DOD is required to purchase combat boots 
produced at certain federal prisons. In many cases, these prices were 
higher than bid prices from private producers, which accelerated the 
change in the price of footwear to DOD. 

If composite PPI indexes were used to deflate defense purchases, they 
would have overstated constant-dollar purchases of men's apparel in 
almost every time period. Using proxy indexes for DOD clothing and 
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Fig. 3,3 Comparison of price indexes for men's footwear (January-
March 1972 = 100.0) 

footwear seems unlikely to provide a correct estimate of constant-dollar 
purchases or price change. 

3.4.4 Hot Rolled Carbon Plate 

Hot rolled carbon plate is purchased by the DOD under a variety of 
detailed specifications. These specifications are shown in table 3.15. The 
prices for these various specifications were converted to a price per ton, 
and then a weighted average price for delivered hot rolled carbon plate to 
DOD was calculated. The PPI is a list price less usual discounts. The price 
change to DOD is greater for most periods for which data were available, 
as shown by the indexes in table 3.16 and figure 3.4. The Cost of Living 
Council also found that average realized prices for hot rolled carbon 
sheets increased more than those shown by the PPI (Council on Wage 
and Price Stability 1977, p. IV-19). 

Although the price change reflected in the DOD data is greater, the 
average price for 100 pounds was very similar in the base period (72-1V). 



172 Richard C. Ziemer/Karl D. Galbraith 

Price Index 

1 8 0 . 0 T 

160.0H 

140.0H 

120.0 

100.0 

1977 

Calendar year by quarter 

Fig. 3.4 Comparison of price indexes for hot rolled carbon plate (Octo-
ber-December 1972=100.0) 

This is in sharp contrast to the petroleum products where base period 
average prices were significantly different. These average prices in dollars 
per 100 pounds are shown below for 1972-IV and 1977-1. 

PPI ($) DOD ($) Difference ($) 

72-IV 8.657 8.578 .079 
77-1 13.364 15.212 1.848 

The increase in DOD average prices does not seem due to a change in 
mix, that is, to the use of several national stock numbers (NSN) or the 
method used to combine them. This is supported in that the only product 
to be delivered in both 72-IV and 77-1 was NSN 9515-00-153-3310 and 
was close to the average. The differences appear more likely due to 
changes in discounts and extra charges which accompany changes in 
market conditions, 
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3.4.5 Construction 

There is no reasonable comparison between the PPI and the DOD 
construction series. The PPI contains only price indexes of construction 
materials, while the DOD series includes the total construction cost 
(labor, materials, and overhead) and profit. There exist many other 
measures of price change for construction, most of which are based on 
input costs of materials and labor. The Engineering News Record Build-
ing Cost Index (ENR) is used by DOD as a guide in evaluating cost 
changes of military construction. The ENR index includes labor costs as 
well as materials costs (see table 3.17) but contains no adjustments for 
changes in labor productivity, competitive conditions, or other intangi-
bles. 

The ENR was rebased to 1972, and the DOD construction series was 
recalculated on a fixed-weight Laspeyres basis for comparison purposes 
(see fig. 3.5 and table 3,18). The two series show a remarkably similar 
trend over the entire period. There are, however, large differences in 
short-term changes, especially during 1973 and from mid-1977 to 
mid-1978. 

3.4.6 Summary of Detailed Comparisons 

Detailed comparisons of PPIs and DOD indexes have been made 
showing differences and similarities that are striking. The differences are 
short term, while the similarities are long term. The nature of the DOD 
market makes it likely that it will experience price changes that will be 
significantly different from these prevailing in the private sector. It seems 
obvious that the precision of short-term estimates of price change of 
defense purchases cannot be reliable unless actual DOD transactions are 
measured. 

3.5. Future Plans 

The direct pricing of DOD purchases for the purpose of deflating 
national defense in the NIP As has just begun. A set of historical statistics 
has been prepared and is updated on an ongoing basis. These data were 
fully incorporated into the December 1980 benchmark revision of the 
NIP As and are updated each quarter in the Survey of Current Business. 

The program is unique in many respects. One aspect is the effort to 
extract information from massive amounts of data on actual transactions 
contained on computer tapes. Such an approach is quite different from 
the usual manner in which price indexes are compiled, and the price data 
base rapidly becomes too large to be individually handled and under-
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Fig. 3.5 Comparison of price indexes for construction (calendar year 
1972 = 100.0) 

stood. More reUance is placed on conventions and edit steps, which arc 
established to process data and reveal problems with the basic inputs. 

Deflation of DOD purchases has been of primary interest in this 
project. However, there is no reason why the rest of government (i.e., 
federal, state, and local) cannot be directly priced and deflated. There is 
evidence that records or prices paid exist at all levels of government. Only 
the lack of resources prevents the assembly of an appropriate data base. 

Deflation at this time has been done primarily for the purpose of 
deflating the NIP As. Other users of statistics have interests that might be 
better served by price indexes based on approaches other than specifica-
tion pricing and aggregations other than the NIP As. Aggregations by 
appropriations or military force structures seem to have special appeal to 
the DOD. The future may well inaugurate a time when the price index 
techniques and principles will be known widely enough that individuals 
and organizations will create their own measures in order to facilitate 
their analysis. The Office of Management and Budget, for example, 
could examine budgets with much greater sophistication if programs were 
deflated by actual and not proxy measures of price change. The life cycle 
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costs of various programs (i.e., the research and development, produc-
tion, and maintenance) could all be integrated and deflated to reveal the 
true price change and cost of existing and planned programs. 

Individuals and organizations have reUed too long on existing price 
indexes. Indexes based upon government documents are attractive be-
cause they impose no direct paperwork or reporting burden on the 
private sector. The knowledge and resources are already in place to 
create comprehensive price indexes relating to government activity. 



Table 3.1 Relationship of National Defense Purchases to the GNF' 

1972 1973 1974 1975 1976 1977 1478 

$ I3 i 11 i Q n s 

GNFJ 
Govt. purchases goods and services 
Federal 
National defense 

1185.9 1326.4 1434.2 1549.2 1718.0 1918.0 2156.1 
253.1 270.4 304.1 339.9 362.1 394.5 432.6 
101.7 102.0 111.0 122.7 129.2 143.9 153.4 
73.1 72.8 77.0 83.0 86.0 93.3 100.0 

GNP 
Govt. purchases goods and services 
Federal 
National defense 

% GNP 

100.0 100.0 100.0 100.0 100.0 100.0 100.0 
21.4 20.4 21.2 21.9 21.2 20.6 20.1 

8.6 7.7 7.7 7.9 7.5 7.5 7.1 
6.2 5.5 5.5 5.4 5.0 4.9 4.6 
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Table 3.2 Department of Defense Purchases, NIPA Basis 
by Mdor Type of Product ($Millions) 

Non- 
Calendar Total Durable durable Struc- Compen- 
Year Purchases Goods Goods Services tures sation 

Current-Dollars 

1972 72,053 14,921 5,006 15,223 
1973 72,743 14,350 4,663 16,005 
1974 78,072 15,723 5,886 17,649 
1975 81,288 17,360 5,454 17,266 
1976 83,601 18,064 4,931 18,479 
1977 90,700 20,873 5,643 20,107 
1978" 98,126 22,873 6,160 21,826 

1,671 
1,987 
2,081 
2,166 
2,044 
2,088 
2,098 

35,232 
35,738 
37,033 
39,042 
40,083 
42,009 
45,169 

Constant 1972 Dollars 

1972 72,053 14,921 5,006 15,223 
1973 68,268 13,938 4,107 15,115 
1974 67,845 14,737 3,595 15,172 
1975 65,259 15,113 2,941 13,214 
1976 63,160 14,588 2,531 13,026 
1977 63,925 15,443 2,646 13,051 
1978" 64,593 15,665 2,649 13,331 

1,671 
1,773 
1,693 
1,655 
1,443 
1,396 
1,302 

35,232 
33,335 
32,648 
32,336 
31,572 
31,389 
31,646 

Implicit Price Deflators 
~~ ~ ~ 

1972 100.00 100.0 
1973 106.56 103.0 
1974 115.07 104.7 
1975 124.56 114.9 
1976 132.36 123.8 
1977 141.92 135.2 
1978" 151.9 146.0 

100.0 
113.5 
163.7 
185.4 
194.8 
213.2 
232.5 

~ 

100.0 100.0 100.0 
105.9 112.1 107.2 
116.3 122.9 113.4 
130.7 130.9 120.7 
141.9 141.7 127.0 
154.1 149.6 133.8 
163.7 161.1 142.7 



L 
4 
W 

Table 3.3 Comparison of Published Implicit Price Deflators and New Estimates Incorporating DOD Data 

Previously 1973 Previously 1974 Previously 1975 
Published New Differ- Published New DilIer- Published New Differ- 
Estimate Estimate ence Estimate Estimate en= Estimate Estimate ence 

Index Numbers, 1972= 100.0 

GNP 
Govt. purchases goods and services 
Federal 

Less compensation 

105.80 105.86 .06 116.02 115.95 -.07 127.15 127.02 - .13 
106.7 107.0 .3 117.5 117.1 -.4 128.9 128.3 - .6 
105.8 106.6 .8 115.9 115.1 -.a 127.5 125.9 -1.6 
104.0 105.4 1.4 219.0 117.1 -1.9 133.5 130.1 -3.4 

GNP 
Govt. purchases goods and services 
Federal 

Less compensation 

% Change from the Preceding Year 

5.8 5.9 .1 9.7 9.5 - .2 9.6 9.5 - .1 
6.7 7.0 .3 10.1 9.4 - .7 9.7 9.6 - .1 
5.8 6.6 .8 9.6 8.0 -1.6 10.0 9.4 - .6 
4 ,o  5.4 1.4 14.4 11.1 -3.3 12.2 11.1 - 1.1 



Previously 1976 Previously 1977 Previously 
Published New Differ- Published New Differ- Published New Differ. 
Estimate Estimate ence Estimate Estimate ence Estimate Estimate ence 

Index Numbers, 1972= 100.0 

GNP 133.76 133.70 -.06 141.61 141.64 .03 152.09 152.07 - .02 

Federal 134.4 133.6 - . 8  142.7 143.2 .5 153.3 153.0 - .3 
Less compensation 140.3 138.7 -1.6 148.7 149.6 .9 160.8 160.2 - .6 

Govt. purchases goods and services 136.8 136.5 -.3 146.3 146.5 .2 157.8 157.7 - .1 

?i Change from the Preceding Year 

GNP 5.2 5.3 .1 5.9 5.9 0 7.4 7.3 - .1 

Federal 5.4 6.1 .7 6.2 7.2 1.0 7.4 6.8 - .6 
Govt. purchases goods and services 6.1 6.4 .3 7.0 7.3 .J 7.9 7.6 - .3 

Less compensation 5.1 6.6 1.5 6.0 7.9 1.9 8.1 7.1 - 1.0 

Source: Bureau of Economic Analysis. 
Nofe: All estimates are based on data prior to the 1980 GNP benchmark revision. 
"Preliminary. 
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Table 3.4 

Calendar 
Year/ 
Quarter 

1972 
1973 
1974 
1975 
1976 
1977 
1978" 

1972-1 
II 
III 
IV 

1973-1 
II 
III 
IV 

1974-1 
II 
III 
IV 

1975-1 
II 
III 
IV 

1976-1 
II 
III 
IV 

1977-1 
II 
III 
IV 

1978̂ -1 
II 
III 
IV 

Implicit Price Deflators for DOD Purchases 
of Aircraft (CY 1972 = 100) 

Total 

100.0 
101.8 
97.6 

107.9 
117.5 
132.3 
146.2 

96.2 
101.9 
100.7 
101.0 
102.5 
103.2 
104.1 
97.9 
99.6 
97.9 
98.7 
94.5 

104.5 
105.9 
111.3 
109.4 
117.3 
119.6 
116.3 
116.9 
123.9 
132.3 
133.6 
139.8 
141.0 
146.7 
147.1 
149.4 

New Army 
Aircraft 

100.0 
104.4 
116.0 
127.8 
144.4 
142.4 
147.2 

98.7 
99.9 
99.9 

101.5 
101.8 
104.7 
107.5 
110.4 
113.2 
116.1 
118.8 
121.8 
124.6 
127.4 
127.5 
128.8 
136.7 
144.8 
154.1 
146.4 
142.3 
141.9 
142.2 
143.2 
142.6 
141.3 
141.0 
157.4 

New Air Force 
Aircraft 

100.0 
107.4 
113.4 
132.2 
135.2 
153.9 
155.7 

91.1 
104.6 
101.9 
102.4 
105.3 
110.0 
113.6 
103.0 
115.6 
109.7 
110.8 
117.8 
132.2 
138.5 
134.4 
127.4 
127.5 
139.3 
139.3 
136.1 
145.6 
155.0 
151.2 
163.5 
153.8 
154.3 
155.0 
158.6 

New Navy and 
Marine Corps 
Aircraft 

100.0 
97.8 
87.9 
92.4 

102.7 
121.8 
142.2 

99.4 
100.1 
100.1 
100.2 
101.0 
102.0 
99.7 
92.2 
93.2 
89.7 
90.5 
79.7 
89.4 
89.3 
95.2 
95.7 
99.7 

102.9 
103.2 
104.8 
113.5 
122.4 
123.5 
127.5 
133.1 
147.1 
146.1 
142.1 

Source: Bureau of Economic Analysis. 
Note: The total for the aircraft category includes subcategories not shown separately for 
aircraft modifications, spare and repair parts, support equipment and facihties. Engineering 
services, other contractual services, and government-furnished materials are excluded from 
the aircraft category. 
^PreHminary. 
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Table 3.5 Implicit Price Deflators for DOD Purchases of New Missiles 
Systems Components, by M^or Subcategory (CY 1972 = 100) 

Calendar 
Year/ 
Quarter 

1972 
1973 
1974 
1975 
1976 
1977 
1978" 

1972-1 
II 
III 
IV 

1973-1 
II 
III 
IV 

1974-1 
II 
III 
IV 

1975-1 
II 
III 
IV 

1976-1 
II 
III 
IV 

1977-1 
II 
III 
IV 

1978''-I 
II 
III 
IV 

Total 

100.0 
98.6 
96.0 

104.2 
115.3 
122.0 
128.1 

100.5 
100.3 
100.4 
99.2 
99.6 
98.9 
99.4 
96.5 
92.9 
93.3 
97.1 

101.0 
102.5 
101.0 
106.9 
107.6 
114.4 
115.3 
117.4 
114.2 
116.4 
123.1 
120.5 
129.2 
121.1 
123.0 
133.5 
134.2 

Army and 
Marine Corps 
Missiles 

100.0 
98.9 
90.1 
92.0 
74.9 
75.1 
85.2 

105.1 
98.2 
98.8 
98.7 
98.6 

100.8 
99.7 
97.3 
89.5 
90.2 
88.7 
91.8 
94.1 
92.4 

100.4 
80.0 
71.0 
66.3 
85.4 
79.5 
72.0 
77.2 
74.1 
78.5 
82.6 
86.8 
85.6 
85.3 

Air Force 
Other 
Missiles 

100.0 
84.3 
69.8 
70.2 
80.9 

128.7 
118.2 

102.6 
102.7 
100.9 
92.7 
93.3 
93.3 
87.0 
76.5 
71.1 
71.1 
69.9 
65.6 
64.7 
67.9 
74.4 
75.1 
83.0 
81.4 
79.4 
80.5 

127.7 
126.9 
127.2 
135.2 
129.2 
121.1 
113.7 
115.1 

Navy 
Other 
Missiles 

100.0 
106.8 
106.5 
102.8 
128.0 
107.7 
131.4 

104.6 
105.0 
105.3 
92.3 
95.4 

104.0 
107.7 
116.8 
92.5 
94.5 

110.4 
120.1 
89.4 
97.8 

109.1 
125.4 
148.6 
163.0 
118.3 
103.8 
104.7 
104.7 
107.0 
113.3 
132.7 
125.6 
130.0 
137.8 

Intercontinental 
and Submarine 
launched Ballistic 
Missiles 

100.0 
95.6 
98.3 

111.7 
141.0 
162.4 
173.6 

100.5 
100.2 
100.1 
99.6 
99.3 
95.1 
92.3 
93.6 
97.4 
97.3 
97.5 

101.2 
109.8 
110.0 
112.6 
116.7 
135.7 
140.2 
142.2 
146.2 
152.6 
160.0 
165.1 
172.1 
179.5 
171.5 
177.1 
167.1 

Source: Bureau of Economic Analysis. 
Note'. The total for the missile category includes missile modifications, spare and repair 
parts, support equipment and facilities which are not shown separately. Engineering and 
other contractual services, components produced in industrially funded activities, and the 
construction portion of the Minuteman force modernization program are excluded from the 
missiles category. 
^Preliminary. 
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Table 3.6 Implicit Price Deflators for Compensation of DOD 
Military and Civilian Personnel (CY 1972 = 100) 

Calendar 
Year/ 
Quarter 

1972 
1973 
1974 
1975 
1976 
1977 
1978 

1972-1 
II 
III 
IV 

1973-1 
II 
III 
IV 

1974-1 
II 
III 
IV 

1975-1 
II 
III 
IV 

1976-1 
II 
III 
IV 

1977-1 
II 
III 
IV 

1978̂ -1 
II 
III 
IV 

Total 

100.0 
107.2 
113.4 
120.7 
127.0 
133.8 
142.6 

98.4 
98.6 
99.1 

104.1 
105.3 
105.5 
107.0 
111.1 
111.1 
111.4 
113.1 
118.2 
118.8 
119.2 
120.2 
124.8 
125.3 
125.6 
125.9 
131.0 
131.4 
131.7 
132.2 
140.0 
140.5 
140.8 
141.0 
148.3 

Milita 

100.0 
107.0 
113.1 
118.7 
123.7 
129.5 
137.3 

99.0 
98.9 
98.4 

103.7 
104.8 
105.7 
106.6 
111.1 
111.2 
111.2 
112.4 
117.5 
117.5 
117.5 
117.5 
122.3 
122.3 
122.3 
122.6 
127.5 
127.5 
127.5 
127.5 
135.4 
135.4 
135.7 
135.6 
142.5 

Civilian 

100.0 
107.5 
114.1 
124.0 
132.2 
140.7 
151.0 

97.3 
98.0 

100.2 
104.6 
106.3 
105.1 
107.7 
111.0 
110.9 
111.8 
114.3 
119.3 
120.9 
122.0 
124.5 
128.7 
130.1 
130.8 
131.2 
136.7 
137.6 
138.4 
139.6 
147.4 
148.6 
148.8 
149.5 
157.2 

Source: Bureau of Economic Analysis. 
"Preliminary. 
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Table 3.7 

Calendar 
Year/ 
Quarter 

1972 
1973 
1974 
1975 
1976 
1977 
1978̂  

1972-1 
II 
III 
IV 

1973-1 
II 
III 
IV 

1974-1 
II 
III 
IV 

1975-1 
II 
III 
IV 

1976-1 
II 
III 
IV 

1977-1 
II 
III 
IV 

1978̂ -1 
II 

III 
IV 

Implicit Price Deflators 
for DOD Purcliases of Sliips (CY 

Ships 

100.0 
109.2 
125.5 
139.7 
146.1 
157.8 
171.5 

99.7 
100.1 
100.1 
100.1 
106.5 
107.9 
111.1 
112.5 
117.7 
122.0 
128.7 
132.4 
134.9 
137.9 
143.2 
144.0 
143.3 
145.7 
146.8 
148.8 
155.3 
160.9 
156.1 
158.9 
168.4 
171.0 
172.5 
173.9 

New Ship 
Construction at 
Private Shipyards 

100.0 
113.4 
133.2 
155.0 
165.7 
186.1 
199.5 

99.7 
100.0 
100.1 
100.2 
111.7 
113.0 
114.0 
115.2 
123.1 
127.8 
138.8 
142.1 
150.2 
152.4 
157.7 
160.7 
160.8 
161.8 
166.1 
174.7 
184.4 
185.5 
186.3 
188.3 
195.4 
200.0 
200.6 
201.7 

1972=100) 

Government furnished 
Equipment for 
New Ship Construction 

100.0 
103.5 
113.4 
117.8 
118.9 
124.8 
137.7 

99.8 
100.1 
100.0 
100.1 
99.5 

101.3 
106.5 
108.3 
109.8 
112.5 
113.2 
117.4 
113.2 
116.9 
121.9 
120.1 
118.0 
121.5 
118.0 
118.4 
122.1 
130.7 
121.7 
124.9 
135.6 
136.6 
138.6 
140.0 

Source: Bureau of Economic Analysis. 
Note: The ship category also includes conversions at private shipyards and govern-
ment-furnished equipment for conversions. 
Preliminary. 
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Table 3.8 Implicit Price Deflators for DOD Purchases 
of Structures and Military Construction (CY 1972 = 100) 

Calendar 
Year/ 
Quarter Structures 

Military 
Construction 

1972 
1973 
1974 
1975 
1976 
1977 
1978^ 

1972-1 
II 
III 
IV 

1973-1 
II 
III 
IV 

1974-1 
II 
III 
IV 

1975-1 
II 
III 
IV 

1976-1 
II 
III 
IV 

1977-1 
II 
III 
IV 

1978''-I 
II 
III 
IV 

100.0 
112.1 
123.0 
131.0 
143.8 
151.8 
161.1 

98.0 
98.7 

101.6 
101.9 
104.6 
108.4 
115.4 
119.6 
124.1 
124.9 
126.7 
116.7 
120.9 
129.4 
137.3 
136.3 
139.4 
145.8 
146.1 
144.8 
136.9 
158.8 
155.5 
158.2 
158.9 
162.1 
161.3 
162.1 

100.0 
112.8 
124.0 
132.0 
144.1 
152.5 
162.1 

97.2 
98.3 

102.3 
102.2 
104.7 
108.6 
116.0 
120.7 
126.0 
126.4 
127.5 
116.4 
121.5 
129.7 
137.7 
137.7 
139.7 
146.3 
146.5 
145.1 
136.8 
160.4 
156.2 
158.9 
159.6 
163.9 
162.6 
162.2 

Source: Bureau of Economic Analysis. 
Note: Structures include, in addition to military construction, family housing, missile silos, 
and net purchases of existing structures. 
^Preliminary. 
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Table 3.9 Petroleum Products Comparisons (CY 1973-111=100) 

Calendar 
Year/ 
Quarter 

1973-III 
IV 

1974-1 
II 
III 
IV 

1975-1 
II 
III 
IV 

1976-1 
II 
III 
IV 

1977-1 
II 
III 
IV 

1978-1 
II 
III 
IV 

Regular 
Gasoline 

PPI 

100.0 
105.6 
133.7 
160.6 
176.4 
168.3 
169.6 
179.0 
201.6 
207.5 
201.0 
198.3 
215.5 
215.7 
213.2 
223.6 
228.5 
224.6 
222.0 
225.1 
238.8 
245.4 

DOD 

100.0 
119.5 
237.3 
230.4 
248.2 
272.7 
286.3 
289.1 
289.5 
289.7 
304.2 
313.3 
308.6 
309.6 
319.8 
321.7 
321.4 
317.6 
309.6 
330.2 
327.9 
309.7 

PPI 

100.0 
107.8 
132.6 
165.2 
190.0 
197.8 
205.5 
218.2 
230.0 
237.2 
245.6 
240.7 
240.9 
250.1 
262.8 
276.7 
283.3 
298.0 
305.2 
308.6 
312.9 
315.0 

Jet Fuel 

DOD 
(JP-4) 

100.0 
115.8 
198.8 
207.1 
245.4 
249.9 
237.2 
234.8 
240.9 
236.6 
239.2 
237.3 
241.5 
246.3 
250.6 
263.5 
270.3 
277.4 
283.9 
282.6 
286.1 
293.8 

DOD 
(JP-5) 

100.0 
106.9 
183.4 
204.2 
227.0 
233.8 
227.5 
226.7 
220.1 
228.5 
230.8 
221.0 
227.2 
234.2 
243.3 
252.3 
256.7 
270.4 
268.1 
267.7 
273.0 
227.8 

Diese 

PPI 

100.0 
110.1 
156.0 
189.4 
210.2 
206.6 
203.8 
206.1 
219.5 
230.0 
234.1 
230.5 
234.4 
240.5 
254.3 
266.3 
268.3 
269.8 
272.8 
270.8 
271.0 
279.4 

1 Fuel 

DOD 

100.0 
139.3 
248.3 
250.9 
272.0 
288.8 
290.0 
289.4 
307.1 
288.7 
300.3 
306.2 
298.1 
292.7 
299.9 
321.5 
337.7 
334.9 
345.3 
338.6 
341.8 
369.5 

Source: Bureau of Economic Analysis. 
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Table 3.10 Petroleum Product Specifications 

Regular gasoline 
PPI 

PPI 05-71-02-03, gasoline, regular grade, monthly sales to commercial 
consumers 

DOD 
NSN 9130-00-160-1818, gasoline, automotive, combat type I, MIL-
G-3056, NATO code no. F-46, MGl 

Jet fuel 
PPI 

PPI 05-72-03-01, jet fuel, kerosene base, commercial type, monthly 
sales to airline industry, bonded fuel excluded 

DOD (JP-4) 
NSN 9130-00-256-8613, turbine fuel, aviation, grade JP-4, (naptha 
base), MIL-T-5624 

DOD (JP-5) 
NSN 9130-00-273-2379, turbine fuel, aviation, grade JP-5 (kerosene 
base), MIL-T-5624 

Diesel fuel 
PPI 

PPI 05-73-03-01, diesel fuel, no. 2 or standard diesel, monthly sales to 
large consumers 

DOD 
NSN 9140-00-273-2377, diesel fuel, MIL-F-16884 (NATO symbol 
F-76) 

Source: Bureau of Economic Analysis. 
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Table 3.11 

Calendar 

Year/ 
Quarter 

1973-III 
IV 

1974-1 
II 
III 
IV 

1975-1 
II 
III 
IV 

1976-1 
II 
III 
IV 

1977-1 
II 
III 
IV 

1978-1 
II 
III 
IV 

Citrus Fruits 

Citrus Fruits 

DOD 

100.0 
86.7 
78.3 
77.8 
98.2 
82.7 
77.3 
91.4 
86.4 
94.3 
79.2 
90.2 

104.7 
94.2 
81.7 
83.9 

113.5 
108.8 
96.1 

103.7 
137.6 
150.5 

PPI 

100.0 
80.0 
91.3 
91.9 
97.6 
87.6 
90.9 

100.8 
98.7 

106.8 
81.7 
91.7 
94.7 
84.4 
89.2 

100.5 
116.4 
104.3 
106.1 
115.8 
151.5 
125.5 

Grapefruit 

DOD PPI 

100.0 
66.8 
60.9 
61.0 
82.4 
63.8 
62.1 
82.3 
82.2 

112.5 
60.5 
74.3 

104.2 
86.5 
74.7 
82.7 

128.2 
88.6 
74.7 
74.3 
82.9 

126.4 

100.0 
74.4 
57.1 
64.2 
73.7 
62.3 
67.5 
75.4 
91.8 
61.9 
63.7 
70.1 
97.7 
76.3 
64.4 
71.3 

110.5 
79.7 
81.2 
82.8 

106.6 
122.2 

Lemons 

DOD 

100.0 
95.0 
91.4 
90.3 

108.3 
89.8 
82.7 
94.8 
86.2 
93.2 
87.8 

103.7 
105.0 
90.8 
70.0 
66.0 

100.0 
104.0 
89.9 

106.5 
166.1 
144.2 

PPI 

100.0 
77.6 

103.4 
94.8 

102.6 
91.1 

100.5 
115.2 
106.8 
135.0 
86.8 

105.1 
90.9 
85.2 
99.7 

106.4 
117.3 
83.0 
97.4 

136.1 
180.4 
95.9 

Oranges 

DOD 

100.0 
93.1 
72.6 
72.3 
96.2 
90.1 
83.9 
95.0 
91.7 
75.8 
83.6 
81.8 

104.7 
109.7 
112.3 
120.1 
123.2 
140.9 
132.4 
131.3 
144.0 
190.0 

PPI 

100.0 
91.2 

106.6 
117.5 
114.8 
109.3 
98.6 

101.6 
90.5 

102.6 
92.2 
90.0 
98.7 
91.9 
96.8 

122.1 
124.6 
173.7 
151.4 
113.4 
172.8 
187.7 

Source: Bureau of Economic Analysis. 

Table 3.12 Citrus Fruit Specifications 

DOD 
NSN 8915-00-126-8804, oranges, fresh any variety except temple 
NSN 8915-00-582-4071, lemons, fresh 
NSN 8915-00-616-0198, grapefruit, fresh 

PPI 
01-11-01-01, grapefruit, Florida, white, seedless, sizes 32,36,40, N.Y. Auction, 4/5 

bushel 
01-11-01-04, lemons, California, sizes 115, 140, 165, half box, Chicago Auction 

marted 
01-11-01-11, oranges, California, Naval or Valencia, sizes 88 and 113, half box, 

Chicago Auction market 

Source: Bureau of Economic Analysis. 
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Table 3.13 Men's Clothing and Footwear 

Calendar 
Year/ 
Quarter 

1972-1 
II 
III 
IV 

1973-1 
II 
III 
IV 

1974-1 
II 
III 
IV 

1975-1 
II 
III 
IV 

1976-1 
II 
III 
IV 

1977-1 
II 
III 
IV 

1987-1 
II 
III 
IV 

Men's 

DOD 

100.0 
102.2 
103.5 
104.7 
105.7 
105.6 
108.8 
121.2 
136.3 
138.0 
153.1 
164.8 
161.5 
147.2 
143.9 
145.3 
144.9 
148.3 
147.8 
154.9 
156.7 
159.6 
160.2 
167.3 
164.8 
162.5 
163.1 
163.8 

Apparel 

PPI 

100.0 
100.3 
100.9 
102.1 
103.1 
104.6 
105.7 
108.6 
112.6 
117.7 
121.8 
124.5 
124.5 
123.5 
123.8 
126.5 
129.4 
131.1 
135.2 
138.6 
142.4 
143.8 
146.0 
147.2 
148.4 
149.3 
151.1 
154.0 

Men's 

DOD 

100.0 
101.8 
106.7 
122.3 
128.7 
133.5 
146.5 
139.4 
141.8 
147.6 
148.1 
150.8 
152.2 
150.2 
144.8 
144.5 
140.4 
140.0 
145.7 
154.5 
159.7 
167.7 
164.5 
171.8 
173.2 
175.2 
184.3 
185.1 

Footwear 

PPI 

100.0 
104.7 
107.7 
110.8 
114.1 
115.6 
115.6 
118.3 
120.9 
125.7 
128.2 
130.8 
131.6 
132.8 
134.2 
136.9 
140.8 
145.9 
148.9 
150.8 
153.7 
157.1 
159.4 
161.7 
166.6 
172.1 
175.5 
183.2 

Source: Bureau of Economic Analysis. 
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Table 3.14 Men's Clothing and Footwear Specifications 

Men's Apparel 

DOD 
NSN 8405-00-082-6609, trousers utility cotton sateen, OG-107 
MIL-T-833 k (class 1) dtd 11 Feb 71 and am. #2 dated 16 Feb 72 
NSN 8405-00-614-9938, shirt, utility, durable press, army shade 507 
NSN 8405-00-935-2714, trouser, mens, poly/wool, tropical blue shade 3346, 

type 1, class 5 
NSN 8415-00-163-7701, trouser, food handlers, cotton drill white 
NSN 8415-00-177-4834, cap, hot weather, OG-106 
NSN 8415-00-268-7871, gloves, leather, work, cream heavy M-1950 
NSN 8415-00-394-3598, trousers, flying men's, cotton warp and nylon fining 

oxford USAF shade 1509, sage green (modified F-18) 
NSN 8415-00-491-2679, coveralls, flying men's cotton 
NSN 8415-00-634^4794, gloves, shell, leather, black M-1949 
NSN 8415-00-753-6483, coveralls, cold weather mechanics 
NSN 8415-00-782-2916, cap, cold weather (A-2) navy 
NSN 8415-00-904-5134, undershirt, men's winter lightweight 
NSN 8420-00-166-5850, drawers, men's ctn thigh length white type 1, class 1 
NSN 8420-00-543-6643, undershirt, man's ctn, quarter sleeve 
NSN 8440-00-872-2171, socks, men's, ctn/nyl/wl, OG-408, stretch type, cush. 

sole 20%/30%/50% 
PPI 

PPI 03-81-02 men's appareP 

Men's Footwear 

DOD 
NSN 8430-00-554-4228, shoe, dress, men's, black, oxford 
NSN 8430-00-620-0520, shoe, service, chukka 
NSN 8430-00-782-3077, boot, combat, men's leather, DMS 

PPI 
PPI 04-31 men's and boys' footwear^ 

Source: Bureau of Economic Analysis. 
^These PPIs are based upon numerous eight-digit codes, roughly 18 for men's apparel and 
five for men's footwear in 1978. Prior to December 1977 there were about 27 eight-digit 
codes for men's apparel. The codes and their short descriptions can be seen in the appropri-
ate monthly Bureau of Labor Statistics report for Producers Prices and Price Indexes, 



190 

Table 3.15 Hot Rolled Carbon Plate Product Specifications 

DOD 
NSN 9515-00-153-3183, steel plate, carbon, hot rolled, 10.2 Ib/sq ft, 60 inches wide x 

240 inches long, 1,020 Ib/pm 
NSN 9515-00-15:3-3185, same as 3184 except 348-inch width, 60 inch long and 10.2 Ib/sq 

ft, 1,479 Ib/pm 
NSN 9515-00-153-3214, same as 3184 except 0.25 inch thick, 96 inches wide x 348 inches 

long, 2,368.6 Ib/pm 
NSN 9515-00-153-3223, same as 3184 except 15.30 Ib/sq ft, 60 inches x 240 inches long, 

1,530 Ib/pm 
NSN 9515-00-153-3224, same as 3184 except 15.3 Ib/sq ft, 60 inches x 348 inches long, 

0.375 inch thick, 2,218.5 Ib/pm 
NSN 9515-00-153-3236, same as 3184 except 0.500 inch thick, 60 inches wide x 240 

inches long, 2,042 Ib/pm 
NSN 9515-00-153-3255, same as 3184 except 0.75 inch thick, 60 inches wide x 240 inches 

long, 3,060 Ib/pm 
NSN 9515-00-153-3262, same as 3184 except 35.7 Ib/sq ft, 72 inches wide x 348 inches 

long, 6,212 Ib/pm 
NSN 9515-00-153-3264, same as 3184 except 1.0 inch thick, 60 inches wide x 240 inches 

long, 4,083 Ib/pm 
NSN 9515-00-153-3280, same as 3184 except 2.0 inches thick, 60 inches wide x 240 

inches long, 8,167.6 Ib/pm 
NSN 9515-00-153-3310, same as 3184 except 0.375 inch thick, 72 inches wide x 240 

inches long, 1,837 Ib/pm 
NSN 9515-00-153-3341, same as 3184, 30.6 Ib/sq ft, 96 inches wide x 240 inches long, 

4,896 Ib/pm 
PPI 

10-13-02-61, hot rolled carbon steel sheets, commercial quality, cut lengths, .1271 inch 
minimum (TMW) x 48 inches wide x 120 inches long, cut edge, not pickled, base 
chemistry, base quantity (40,000 or over of an item) mill to user, f.o.b. mill. 
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Table 3.16 Hot Rolled Carbon Plate 

Calendar 
Year/ 
Quarter PPI DOD 

1972-IV 
1973-1 

II 
III 
IV 

1974-1 
II 
III 
IV 

1975-1 
II 
III 
IV 

1976-1 
II 
III 
IV 

1977-1 

100.0 
100.0 
100.0 
100.0 
100.0 
105.3 
115.5 
139.3 
139.3 
138.9 
136.6 
135.8 
143.6 
143.6 
146.4 
152.1 
155.2 
161.3 

100.0 
101.3 
112.5 
112.5 
112.5 
120.3 
131.9 
123.4 
122.1 
161.1 
161.7 
164.4 
161.6 
168.7 
161.5 
182.3 
180.8 
177.3 

Source: Bureau of Economic Analysis. 

Table 3.17 Construction Specifications 

DOD. The nine classes of construction which comprise 
military construction are: 

1. Airfield pavements 
2. Training facilities 
3. Maintenance facihties 
4. Covered storage facihties 
5. Administrative buildings 
6. Troop housing 
7. Facihties for personnel support and services 
8. Research, development, and test buildings 
9. Roads and streets 

ENR. The ENR is based on four specifications: 
1. Structural steel shapes base mill price 
2. Bulk Portland cement, 20-city average 
3. 2 X 2 lumber, 20-city average 
4. Skilled labor, 20-city average 

Source: Bureau of Economic Analysis. 



Table 3.18 Construction Comparisons (CY 1972 = 100) 

Calendar 
Year/ 
Quarter 

1972 
1973 
1974 
1975 
1976 
1977 
1978 

1972-1 
II 

III 
IV 

1973-1 
II 
III 
IV 

1974-1 
II 
III 
IV 

1975-1 
II 
III 
IV 

1976-1 
II 
III 
IV 

1977-1 
II 
III 
IV 

1978-1 
II 
III 
IV 

DOD 

100.0 
116.8 
129.6 
142.2 
154.9 
162.2 
166.6 

96.9 
97.8 

102.1 
103.2 
106.5 
112.9 
121.0 
126.6 
128.4 
128.3 
129.6 
132.2 
137.3 
138.2 
145.7 
147.4 
149.0 
154.1 
158.3 
158.0 
160.7 
162.4 
162.6 
163.0 
169.3 
165.6 
165.5 
166.0 

ENR 

100.0 
108.5 
114.9 
124.5 
135.9 
147.3 
159.7 

96.9 
99.0 

101.0 
103.1 
106.2 
108.5 
109.1 
110.3 
110.1 
113.0 
118.0 
118.4 
119.9 
122.8 
126.5 
128.9 
130.7 
133.7 
138.2 
141.1 
142.8 
144.1 
148.8 
153.6 
154.1 
157.1 
162.8 
164.9 

Source: Bureau of Economic Analysis. 
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Appendix A 

Relation of Unified Budget Outlays to NIPA Purchases for DOD and MAP 

The relationship between outlays in the unified budget and NIPA pur-
chases is determined by the definition and magnitude of the adjustments 
made for coverage and timing. This reconciliation is shown in table 3. A. 1 
for fiscal year 1974. 

Outlays require coverage adjustments for DOD outlays that are out-
side the scope of national defense purchases in the national accounts. 
These include net lending, payments to U.S. territories (geographical 
exclusions), foreign currency conversion, capital gains, land and netting 

Table 3.A.1 Relationship of DOD Outlays 
in Unified Budget and NIPA National Defense 

Fiscal Year 
1974 

Unified Budget DOD and outlays of Military Assistance Programs (MAP) 78,445 
Less: 

Net lending 
Geographic exclusions 
Foreign currency conversion 
Capital gains 
Land 

Plus: 
Netting and grossing 
Timing: Progress payments 

Foreign military sales 
Accounting adjustments 

Equals NIPA DOD and MAP expenditures 
Less: 

Grants-in-aid to state and local governments 
Military retirement transfer payments 
Transfers to foreigners 
Net interest paid 
Subsidies less surplus PXs and commissary 

Equals NIPA DOD and MAP purchases 
Plus: 

Social Security 
Atomic Energy Activities 
General Service Administration sales 
Civil Service Commission 
Special programs 
Other agencies 

Equals NIPA national defense purchases 

251 
18 
1 

(4) 
20 

29 
291 
534 
300 

78,813 

180 
5,061 

54 
40 

(142) 

73,620 

60 
1,417 

(1,289) 
419 

(198) 
32 

74,061 

Source: Bureau of Economic Analysis. 
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and grossing. Timing adjustments to outlays to reflect current purchases 
are largely for the increase in advances net of payables (i.e., progress 
payments), foreign military sales, accounting adjustments, and Military 
Assistance Programs (MAP). 

DOD and MAP expenditures are further adjusted for transfer pay-
ments, which are not included in defense purchases in the NIP As, by 
removing grants-in-aid to state and local governments, military retire-
ment transfer payments, transfers to foreigners, net interest paid, and 
subsidies less current surplus of government enterprises (i.e., PXs and 
commissaries). 

NIPA DOD and MAP purchases are also adjusted for activities of 
other federal agencies that are included in the definition of national 
defense purchases. These include atomic energy activities by the Depart-
ment of Energy and sales by the General Service Administration. Small 
adjustments are also made for Social Security, Civil Service Commission, 
special programs, and other agencies. 

Appendix B 
Defense Price Index: Relative Importance 
of Purchases in Current Dollars 

Total defense purchases 

Compensation 
Civilian 
Military 

Structures 
Construction 

Family housing construction 
Family housing improvements and minor construction 
Family housing maintenance 
Military construction 
Missile silos (force modernization 

Net purchases of existing structures 

Services 
Communication services 

Base communications 

program) 

Communications services industrial fund 
Postage 

Depot maintenance 
Air Force 
Army 
Navy 

Installation support services 
Contract operation installations 

1972 

1.000 

.490 

.180 

.310 

.023 

.019 

.002 

.001 

.002 

.014 
a 

.004 

.211 

.008 

.002 

.004 

.002 

.015 

.006 

.002 

.007 

.002 

.002 

1977 

1.000 

.465 

.189 

.276 

.023 

.025 

.002 

.001 

.003 

.018 

.001 
-.002 

.221 

.007 

.002 

.003 

.002 

.019 

.004 

.005 

.010 

.026 

.003 
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Equipment maintenance 
Housepeeking services 
Maintenance, repairs and minor construction of 

real property 
Rents 
Training and education 

Medical services 
Other services 

Automatic data processing contractual service 
Automatic data processing leased equipment 
Consulting, engineering, and technical services 
Indirect hire 
Miscellaneous services 
Printing and reproduction 

Research and development 
Transportation of things 

Air 
Rail 
Sea 
Terminal services 
Truck 

Travel and transportation of persons 
Air 
Bus 
Rail 
Reimbursable expenses 

Utilities 
Electricity 
Gas 
Sewage services 
Steam and hot water 
Water 

Weapons services 
Aircraft 
Missiles 
Ships 

Durable goods 
Aircraft 

Air Force new aircraft 
Army new aircraft 
Modification equipment, spares, and support equipment 
Navy and Marine Corps new aircraft 

Ammunition plant modernization 
Communication and electronics equipment 

Air Force 
Army 
Marine Corps 
Navy 

Defense stock funds (durable goods) 

1972 

.005 

.007 

.005 

.002 

.001 

.005 

.029 

.003 

.004 

.005 

.011 

.005 

.001 

.079 

.024 

.003 

.003 

.009 

.001 

.008 

.012 

.006 
a 

a 

.006 

.005 

.004 

.001 
= 
a 

a 

.012 

.002 

.009 

.001 

.203 

.081 

.031 

.002 

.029 

.019 

.002 

.013 

.003 

.003 

.001 

.006 

.009 

1977 

.006 

.006 

.006 

.003 

.002 

.006 

.030 

.003 

.003 

.004 

.014 

.004 

.002 

.081 

.022 

.001 

.003 

.006 
a 

.012 

.015 

.006 
a 

a 

.009 

.010 

.007 

.001 

.001 
a 

.001 

.005 

.003 

.001 

.001 

.234 

.083 

.027 
^ 
.029 
.027 
.003 
.015 
.004 
.004 
a 

.007 

.013 



Appendix B (continued) 

Industrial funds purchases (durable goods) 
Military services stock funds (durable goods) 

Air Force 
Army 
Navy 

Missiles 
Air Force other missiles, 
Army and Marine Corps 

new missiles 
missiles, new missiles 

ICBM/SLBM new missiles 
Modification equipment, 
Navy other missiles, new 
Satellites 
Special activities 

Other equipment 
Air Force 
Army 
Marine Corps 
Navy 

Ship construction 
New ship construction 
New ship GFE 
Ship conversion 
Ship conversion GFE 

Vehicles 
Combat 
Noncombat 

Weapons 

Nondurable goods 
Ammunition 

Air Force 
Marine Corps 
Navy 

spares, and support equipment 
' missiles 

Defense stock funds (nondurable goods) 
Bulk petroleum 
Clothing and textiles 
Other nondurables 
Subsistence 

Military services stock fund (nondurable goods) 

1972 

.007 

.015 

.006 

.005 

.004 

.023 

.002 

.003 

.001 

.004 

.010 

.002 

.001 

.018 

.010 

.002 

.001 

.005 

.025 

.014 

.007 

.003 

.001 

.009 

.003 

.006 

.001 

.073 

.028 

.009 

.001 

.005 

.004 

.026 

.004 

.002 

.012 

.001 

1977 

.007 

.026 

.008 

.013 

.005 

.024 

.002 

.004 

.004 

.004 

.003 

.002 

.005 

.022 

.012 

.003 
a 

.007 

.029 

.019 

.009 

.001 
a 

.012 

.007 

.005 
a 

.057 

.011 

.005 
a 

.004 

.043 

.029 

.005 

.003 

.006 

.001 

= less than .0005. 
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Appendix C 
Number of Price Specifications by Category 

Category 

Aircraft 
Ammunition 
Communications 
Compensation 
Construction 
Depot maintenance 
Electronic equipment 
Installation support services 
Medical services 
Missiles 
Other equipment 
Other services 
Research and development 
Ship construction 
Stock funds: defense stock fund 
Stock funds: military services 
Transportation of things 
Travel and transportation of persons 
Utilities 
Vehicles 
Weapons 

Total 

Number of 
Price 
Specifications 

73 
171 
542 

4,332 
201 
450 
890 
50 
32 

104 
377 
72 
90 

105 
1,200 
4,500 

99 
218 
124 
20 
9 

13,659 

Appendix D 

Guidelines for Quality Adjusting Aircraft 

Quality changes for which price adjustments were made include all 
physical changes that have cost and performance consequences. 

Improved performance is recognized as an enhancement of the air-
craft's mission, for example, close air support, electronic warfare, anti-
submarine warfare. It assumes that expected or specified performance 
characteristics are associated with the physical configuration of aircraft in 
production. The remedy of unexpected physical defects is considered 
price increases and not quality improvements because production aircraft 
are expected to fit together properly and to work. Aircraft enter produc-
tion after considerable research and development that includes full-scale 
development models and prototypes. 
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A. QuaHty adjustments are made for: 
1. Changes in design or materials which change the aircraft's 

a) Length of service 
b) Need for repairs 
c) Ease of repair 
d) Weight 
e) Quality of materials in relation to their function 

2. Changes in mechanical features that affect the aircraft's 
a) Overall operation 
b) Efficiency 
c) Ability of a component to perform 

3. Engineering changes that affect the aircraft's probability of 
mechanical failure with respect to particular systems 

4. Safety features, for example, better seat ejection systems 
5. Antipollution, noise abatement equipment, etc., installed for 

norimiUtary objectives 
B. No quality adjustments are made for physical changes associated 

with 
1. Style 
2. Appearance 
3. Design solely to make the aircraft seem new or different 
4. Comfort 
5. Convenience 
6. Remedy of production compatability deficiencies 

C. New technology may make it possible to achieve recognizably 
better quahty at lower cost. No satisfactory technique has been 
developed for adjusting for quahty change in such situations. 
Therefore, rather than reflect erroneous quality deterioration no 
adjustments were made. Prices before and after the change are 
directly compared in order to give at least partial credit for quahty 
improvement. 
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C o m m e n t Marilyn E. Manser 

In their paper, Ziemer and Galbraith discuss the deflation of defense 
purchases. The recent pubhcation of implicit price deflators (IPD) for 
Department of Defense (DOD) purchases of goods and services is the 
culmination of an effort which began in 1973. (Commerce 1979). A 
forthcoming article in the Survey of Current Business will present the IPD 
for all defense purchases based on these new price data, and they will be 
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fully incorporated into the national income and product accounts (NIPA) 
at the time of the next benchmark revision. 

The importance to budget planning and to public policy debate of 
satisfactory constant-dollar measures of total government expenditures 
for various types of defense purchases needs no comment. A project 
similar to this one for nondefense purchases would clearly be desirable, 
and, as the authors note, it could be done in a manner similar to this one. 
But before doing so, attention should be paid to evaluating the results of 
this project. 

By far the major portion of the Ziemer-Galbraith paper, specifically 
Sections 3.2 and 3.3, is devoted to summarizing the results of the project 
to develop deflators for defense purchases and to describing in detail the 
construction of the deflators for certain categories of defense expendi-
tures. Much of this material is presented elsewhere (Commerce 1979) and 
will, it is hoped, be readily available from government sources to users of 
these deflators. It is useful that such extensive discussion of methodology 
and data has been provided by the Bureau of Economic Analysis (BEA) 
on these indexes; however, this conference paper would, in my opinion, 
have been more usefully devoted to comprehensive analysis of the im-
portance of the various issues and problems noted below for the resulting 
measures. 

The first thing to think about in assessing these new IPDs is what 
questions we want to ask about price increases for defense and how useful 
this new index is for answering them. Ideally, we might want to have a 
deflator for the output of national defense. Appropriately, constructing 
such an index was ruled out for the present because of the problems of 
measuring ''national defense." Clearly, measuring the output of non-
defense government goods would also be highly complex, and the 
approach taken here is consistent with the usual treatment of government 
in the NIPA. 

The authors say that the results of this project are instead measures of 
the real volume of inputs used to provide national defense. That does 
seem to be an appropriate construct to measure for defense. The compo-
nents of DOD purchases are labor compensation and material goods in 
various states of production (However, the theoretical construct that an 
implicit price deflator is generally taken to correspond to is not an input 
price index [Fisher and Shell 1972, pp. 49-59].) 

Previous work on price measurement has identified a number of 
methodological and statistical problems. One methodological problem 
given a great deal of attention in previous work on price measurement is 
the choice of the form of the index. (Presumably, as has been done 
recently in the Survey of Current Business for the major category IPDs, 
alternative index formulations will eventually be presented for defense 
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purchases.) Other major problems and issues concern choice of transac-
tion versus Hst prices, sample selections, timing problems, quality change 
and introduction of new goods.̂  Choices that were employed in this 
project are described, but more discussion of their rationale and alterna-
tives considered would have been useful. Choices made regarding use of 
specification pricing and treatment of quahty change and introduction of 
new goods are akin to those used for the PPL This effort to construct a 
deflator for DOD purchases attempts to obtain exclusively transaction 
prices. No consistent criteria for sample size were appHed. Section 3.2 of 
this paper considered in detail the measurement of prices for five catego-
ries. For aircraft, missiles, and ship construction, the sample coverage of 
prices was extremely high. Thus, while there may be a problem of 
inefficiency, there is unhkely to be a problem of their being misrepre-
sentative. For compensation, collection of wage data was comprehensive 
and straightforward. However, for construction, the price coverage was 
erratic. 

The problems that arise with respect to aircraft and missiles, both of 
which are included in the NIP As on a delivery basis, are similar to one 
another. The major conceptual problem arising here is the method of 
hnking into the index a new aircraft or missile which is intended to replace 
an older type. The conceptually appropriate measure of the price of the 
old type to use for the link is the marginal cost of the last unit produced; 
the choice made here, to use ''one of the last old aircraft model units," is 
therefore reasonable. In order for the state of technology to be compara-
ble, the choice was made to price the new unit at the point at which the 
new learning curve reaches the flattening out stage; a reference or discus-
sion in the paper to explain and justify the method used to estabUsh the 
learning curve estimate used for new models would have been helpful. 

It is well known that in price index construction the choice of the base 
year will generally affect the values. Here, for aircraft and missiles, the 
base year is especially important. This is because high base year prices 
that occur for items produced early in their respective learning curves 
can, as noted by the authors on page 152, cause the base year prices to be 
exceptionally high on average and thus to overstate the constant dollar 
value of subsequent deliveries of the item. It would have been useful if 
the authors could have included, in addition to their verbal discussion, 
some calculations of how different these price indexes would have been if 
(1) a different base year has been chosen, or (2) a different method of 
handling the problem had been adopted. 

For the ship construction category, the approach taken is to pick a 
particular physical design of a ship and use it as the specification to reprice 
over time at shipyards. The nature of the item does seem to warrant a 
somewhat different treatment than that employed for aircraft and mis-
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siles, which are produced in larger quantities of identical products. 
Nonetheless, more frequent change of ship design than that mentioned— 
10 years—^would seem to be clearly desirable. 

On the surface, the development of a price index for defense might be 
thought to entail special measurement problems and methodological 
issues only for those defense goods which have no counterpart in the 
civilian marketplace. Consequently, the authors' comparison in Section 
3.4 of the IPD for selected DOD goods for which markets may be the 
same as for nondefense goods with what appears to be a corresponding 
PPI is very useful. (In fact, these comparisons are the major contribution 
of this paper, since the description of this new IPD series has been 
released elsewhere.) 

For this purpose, the DOD price data are used to construct a Laspeyres 
index which is then compared to the PPI. Thus, the discrepancy caused by 
use of different index formulations is removed. It would also be interest-
ing to see a comparison of the DOD Laspeyres index with the IPD, but 
the IPDs for the categories on which the DOD-PPI comparisons are 
made are not published separately in the BE A reports. (This raises the 
question of whether the DOD coverage for these categories is sufficient 
to make the comparisons undertaken in Section 3.4 statistically 
meaningful.) 

Assuming that the indexes for these selected defense categories are 
statistically reUable, I would state their conclusion somewhat more 
strongly than they did—the DOD and PPI price series are quite different. 
Although they find one similar pair, namely, the DOD index for military 
construction and the PPI for construction, as they note, the DOD index is 
much more comprehensive, since the latter measures only the price of 
construction materials. Thus, these data provide no evidence that the 
DOD and PPI prices are the same for comparable categories. 

Other categories of market goods they consider are three types of fuel, 
four types of citrus fruits, men's apparel and men's footwear, and hot 
rolled carbon plate. Only for one of these categories—that for men's 
footwear—do the two indexes show a nearly identical change over the 28 
quarters for which the data are given (1972-1 to 1978-IV), and even for 
that category one cannot say the indexes are similar, since some of the 
movements within that period are considerably different. 

Prior to discussing sources of differences in the DOD and PPI indexes 
for specific categories, the authors note that the DOD measurement of 
prices as the average of many transactions over a quarter, and the 
measurement of prices for many categories of the PPI on the basis of 
prices on a single day of each month, provide a general source of dis-
crepancies. Similarly, sources of discrepancies they note with respect to 
specific categories—for example, the exclusive use of spot prices in 
particular markets versus an average of types of transactions (spot and 
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contract) in many geographic areas for the period of interest—are general 
issues in price measurement. Presumably, they have concluded that these 
sources of differences are important only for those categories where they 
are specifically noted, but a more unified framework for discussing 
sources of differences would help the assessment. 

Other types of discrepancies noted by the authors arise from special 
aspects of DOD purchasing; an example of this is the requirement that 
DOD make certain purchases from noncompetitive suppliers, for exam-
ple, the purchase of combat boots produced at federal prisons. An 
attempt to assess the quantitative importance of this factor would be 
useful.̂  

The final source of discrepancies they discuss from use of different 
weights for the two indexes. The authors cite an unpublished study by 
Allan Searle which found that substitution of PPI for DOD weights had 
an appreciable downward effect on the DOD indexes for clothing. Such a 
comparison would be useful here for other categories. 

Notes 
1. For a detailed discussion of problems in price measurement see, e.g., Triplet! (1975). 
2, If a large portion of expenditures on combat boots is in fact a subsidy to federal 

prisons, then that component might more appropriately be included elsewhere in the 
accounts. In any case, it is not clear that this should result in consistently higher price 
increases than faced for privately produced boots, even though the price level may be 
higher. 
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Energy Efficiency, User-Cost 
Change, and the 
Measurement of Durable 
Goods Prices 
Robert J. Gordon 

4.1 Introduction 

4.1.1 User-Cost Changes and the Quahty Change Debate 

Energy price increases in the 1970s have induced producers to supply 
more energy-efficient automobiles, appHances, aircraft engines, and 
structures. Technological advances in response to higher labor costs have 
resulted in reduced maintenance requirements for many types of durable 
goods. Other changes in efficiency, particularly those associated with 
environmental legislation, have had an adverse effect on user cost. Users 
value the savings in energy consumption and repair costs that new, more 
efficient models make possible, just as they would pay to avoid a shift to 
less efficient models. Yet the literature on price measurement has con-
centrated on the dimensional or performance characteristics of goods and 
contains httle explicit discussion of the procedures by which price changes 
should be measured when new models embody changes in operating 
costs. 

In price measurement the proper treatment of changes in energy 
efficiency and other aspects of user cost is related to the more general 
problem of adjusting for quality change. Data on the real output of 
consumer and capital goods, on real capital input, and on productivity at 
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both the aggregate and industry level require accurate price deflators that 
are adjusted for changes in quality.^ Just as a price increase due solely to 
larger size or improved performance should not be allowed to raise the 
aggregate price index, but rather should be subject to a quality adjust-
ment, so a price increase due solely to an engineering change that 
improves fuel economy should be subject to a similar quality adjustment 
rather than being treated as an increase in the aggregate price level. 

Quality adjustments for changes in energy efficiency and other changes 
in user cost raise an important conceptual issue already familiar from the 
debate on quality changes in dimensional or performance characteristics 
of goods: should the criterion for quality adjustment bo production cost 
or user value? Under the production (or resource) cost criterion, goods 
are considered of equal quality if they cost the same to produce. A 
difference in price between two models of a product would be adjusted 
for any difference in quality by subtracting from the price of the more 
costly model the amount by which its production cost exceeds that of the 
cheaper model. Under the user-value criterion, goods are considered of 
equal quahty if they provide the same value to the user. A difference in 
price between two models would be subject to a quality adjustment based 
on the relative value of the two models to users, without regard to 
differences in the production cost of the two models. 

In many cases the production-cost and user-value criteria lead to the 
same result. A competitive market leads to the production of ''quality," 
for example, dimensional or performance characteristics, up to the point 
at which the real marginal cost of producing each characteristic is equal to 
the present value of its marginal product. A quahty change resulting from 
a shift in the marginal value product of a characteristic, due to a change in 
product price or in the quantity of other inputs, takes place up to the point 
where the higher marginal value product is balanced by a higher produc-
tion cost. In such cases quahty adjustments based on the production-cost 
and user-value criteria are identical, and either method yields the same 
price deflator. 

No new problems are posed for price measurement when there are 
changes in energy efficiency or other elements of user cost that take the 
form of proportional changes in production cost and in the present value 
of marginal product net of operating costs. A change in electricity prices, 
for example, tends to induce firms to produce more energy-efficient 
refrigerators, up to the point where the added production cost of insula-
tion and other energy-saving devices is balanced by the present value of 
energy savings to users. The adjustment of a price difference between old 
model A and a more efficient model B can be handled by comparing 
production cost, and this difference in cost represents the difference in 
user value as well. 
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In such cases the normal "specification pricing'' procedure of the U.S. 
Bureau of Labor Statistics (BLS) can handle changes in operating 
efficiency easily and routinely. If refrigerator model A is replaced by 
model B, which consumes less electricity but is otherwise identical, and if 
the manufacturer states that the entire price difference between the two 
models is due to the higher production cost of the better efficiency 
characteristics of model B, then the BLS would correctly record an 
absence of price change. What, then, justifies an entire paper devoted to 
the subject of the treatment of user-cost changes in price measurement? 

4.1.2 Nonproportional Changes in Cost and Value 

Numerous examples of quality change occur in which production cost 
does not change in proportion to user value, thus creating a difference 
between measures of quaUty change based on the production-cost and 
user-value criteria. In the past such quality changes have been mis-
leadingly labeled "costless" but in fact are better termed "nonpropor-
tional." As seen below, the best way to characterize a nonproportional 
quality change is as a downward shift in the supply curve of user-desired 
characteristics. Examples of such shifts include the increased calculation 
ability of electronic computers of given size and resource content, the 
superior performance of the jet aircraft engine compared to the propeller 
engine it replaced, improvements in the picture quality of color TV sets 
without increases in cost, and improved fuel economy of automobile 
engines of given size and performance characteristics. These examples of 
nonproportional quahty changes suggest that improvements in perform-
ance characteristics rarely occur without simultaneously involving 
changes in operating cost. The computer, jet aircraft, home appHance, 
and automobile industries all achieved savings in energy and mainte-
nance requirements at the same time that performance innovations 
occurred. 

The central issue in the quality change debate is the proper treatment 
of nonproportional changes in the construction of official price deflators. 
The "production-cost criterion" was originally set out by Edward Den-
ison: "If the cost of two types of capital goods were the same (or would 
have been the same were both newly produced) in the year in whose 
prices the measures are expressed, they are considered to embody the 
same amount of capital regardless of differences in their ability to con-
tribute to production" (1957, p. 222). The U.S. Department of Com-
merce has adopted the Denison production-cost criterion for purposes of 
deflating output.^ Thus, if there is an innovation in the computer industry 
that doubles the calculation capacity of a computer without changing its 
production cost, the Denison criterion would treat both computers as the 
same quantity of investment and capital. 
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The contrasting position has been that user value should be the crite-
rion for quality adjustment in those situations where quahty change 
occurs but production cost and user value do not change in proportion.^ 
Proponents of the user-value criterion often point to the computer indus-
try as an important example in which use of the production-cost criterion 
leads to an understatement of increases in quality, in real investment, and 
in real GNP, together with an overstatement of increases in the aggregate 
price level/ 

The distinction between the two criteria, however, is misleading. If the 
unit of measurement in the computer example were changed from ''one 
computer" to "one calculation," then the production-cost criterion 
would correctly capture the reduction in cost per calculation and would 
lead to the same answer as the user value criterion. Recently, Triplett 
(see Chap. 5 this volume), building on the earher work of Fisher and Shell 
(1972), has set forth a new analysis of quahty change in which the units of 
measurement are a good's characteristics, for example, "calculations." 
He concludes that the production-cost criterion is correct for the con-
struction of an output price index, while the user-value criterion is correct 
for the construction of an input price index. The effect of his analysis for 
the computer example is to yield a price index that accurately captures 
the reduction in the price of a calculation achieved by technical innova-
tion and which thus satisfies those who have previously criticized the 
production-cost criterion for missing such reductions in price. The ex-
position in this paper, based on Triplett's analysis, shows that in many 
practical applications there is no longer any need to distinguish between 
the production-cost and user-value criteria of quality measurement.^ 

4.1.3 Plan of the Paper 

A preliminary conceptual section sets the subsequent theory in the 
context of recent debates in the area of quality measurement. Among the 
topics treated are the meaning of the production-cost and user-value 
criteria, the distinction between input and output indexes that is central 
to the work of Fisher and Shell (1972) and Triplett (this volume), the 
conditions necessary for the prices of individual goods to be adjusted for 
changes in user cost, and the implications of the approach for productiv-
ity at the aggregate and industry level. 

The theoretical analysis of operating cost changes involves a simple 
model in which producers' durable equipment varies along two dimen-
sions, a composite performance characteristic, and a composite operating 
cost characteristic. Firms design each vintage of equipment to have a 
level of operating efficiency that is optimal, given the expected prices of 
operating inputs. Changes in specifications can respond to both changes 
in technology and changes in the expected prices of energy and other 
inputs and can lead to proportional or nonproportional changes in cost 
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and user value. The model is used to analyze problems of extracting 
information on ''true" price changes from observed changes in the price 
of a unit of equipment when changes in performance and operating 
efficiency characteristics occur. 

The model can be applied not only to the measurement of price 
changes for new models but also to the analysis of changes in the prices of 
used models. Changes in operating characteristics, and in the prices of 
operating inputs, can alter both the prices and the service lifetimes of 
used assets. As a result the relative price of used and new assets may 
change, an effect that must be taken into account in any attempt that uses 
price data on used assets as a proxy for the unobservable transactions 
prices of new goods. 

The ideas in the theoretical section are appUed to the detailed practical 
problems involved in measuring the prices of an important type of pro-
ducers' durable equipment—commercial aircraft. An apphcation of the 
theoretical index formula yields a new deflator for the commercial air-
craft industry that is radically different from the present official deflator. 
Although the new index mirrors the 6.2% annual rate of increase in the 
official index between 1971 and 1978, during the period 1957-71 its 
annual rate of increase is minus 7.5% annually, as opposed to the official 
increase of plus 2.6% per year. Among the implications of the new index 
is that as now measured productivity growth in the aircraft industry has 
been understated, and total factor productivity growth in the airline 
industry has been overstated. 

4.2 Central Conceptual Issues 

4.2.1 Input and Output Price Index Concepts 

Triplett (this volume) has made Fisher and Shell's (1972) distinction 
between input and output price indexes the centerpiece of his analysis of 
quality change. Measures of real capital used as a productive input should 
be calculated using an input price index, according to Triplett, and 
measures of the output of the capital-goods producing industry should be 
calculated using an output price index. The following exposition, based 
on Triplett's analysis and concepts, examines the input and output price 
concepts in the case of technical innovations like those in the computer 
industry. 

We begin by assuming that output (y) is produced by a vector of input 
characteristics (x). Since the primary focus of this paper is on the 
measurement of capital input and of the output of capital goods, hence-
forth we ignore labor input. One may think ofy as ton-miles per truck per 
year and of x as including horsepower and truck size, or of y as the 
calculation services provided by a computer and x as including its mem-
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ory size and abihty to perform multipHcations per unit of time. The flow 
of output that can be produced by a single unit of the durable good 
containing the vector of performance characteristics x can be expressed in 
a conventional production function: 

(1) y-yix). y.>o.y,,<o, 

where y^ represents the partial derivative of y with respect to x. 
The producers' durable good is manufactured under competitive sup-

ply conditions, according to a cost function that exhibits constant returns 
in the quantity of goods produced, and diminishing returns in the number 
of embodied units of the performance characteristic:^ 

(2) Vix) = Cc{x), c ,>0,c, ,>0. 

Adopting the convention that lower-case letters represent ' 'real" vari-
ables and upper-case letters ''nominal" variables, we use c to represent 
the real unit cost function, C to represent shifts in the cost of producing a 
given product due to changing profit margins and/or input prices, and V 
to stand for the total value of each unit produced. 

For any given level of technology, say that obtaining at time t, more 
inputs are required to produce more output. The input demand function 
depends on output and on the prices of inputs: 

(3) x, = x ( y „ Q . 

When the input demand function from (3) is substituted into the cost 
function of the supplying industry (2), it is seen that there is an indirect 
dependence of the cost of the good on the output produced by its user: 

(4) V{x,) = V(y,,Q) = Qc[x{y,,Cdl 

The criterion of comparison upon which the input price index (Pf) is 
based is that prices are compared holding constant output at a given level, 
say y*. The optimal set of input characteristics (jc*) is defined by the 
demand functions for the characteristics at the given output level (j*) 
and the differing input prices: 

(5) xf = x ( y * , Q and XQ* =x(y*,Co). 

The input price index can now be compared as the ratio of the cost (V) of 
obtaining the optimum (minimum-cost) combinations of the vector of 
input characteristics sufficient to produce output level j * in the reference 
and comparison-period input price regimes. Thus the input price index is 
simply the ratio of (4) for the two price regimes, evaluated at the constant 
output level y*: 

(6) px^ y(xr) Qc[x(j*,Q] 
V{x^) Coc[x{y^Co)] 

Because a change in input prices (C) between regimes can cause substitu-
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tion in the quantities of the various input characteristics, the input price 
index allows for such substitution. 

In this discussion the inputs into the production function are the 
individual characteristics of goods, the vector x, so that a quality change 
involves a change in the quantity of one or more productive characteris-
tics, which in turn must change the level of output. Since any such quality 
change would thus violate the criterion of constant output (>'*) on which 
the input price index is based, price measures must be adjusted ''for 
changes in input characteristics that result in changed output (or reduced 
cost to the user), and the correct quality adjustment is exactly equal to the 
cost change or the value of the output change that they induce. In the 
Hterature, this is known as the user-value rule'' (Triplett, this volume, 
p. 286). 

In contrast to the input price index, the output price index uses a 
standard that compares prices by holding constant the economy's endow-
ment of productive factors and its production technology. Now we write 
the output symbol (y) as representing a vector of output characteristics. 
Triplett defines the output price index P]' as the ratio of the revenue (/?) 
obtained from the optimum (maximum-revenue) combination of output 
characteristics in the reference and comparison-period output price re-
gimes, holding constant both input quantities (jc*) and production func-
tions [j*=y(x*)]: 

Note that the numerator and denominator of the output price ratio differ 
both in the price regime and in the quantities of output characteristics 
(y*) that are optimal, given the fixed input quantities (x*) and the fixed 
production functions that estabUsh the various output combinations that 
can be produced from those inputs. 

A quality change now implies an increase in one or more output 
characteristics.^ If we assume that the resources devoted to increasing 
quality are obtained by decreasing the output of some other good, in 
order to remain on the same production possibility frontier the output 
price index must be adjusted for the resource cost of the added output 
characteristics. 'The [quality] adjustment required is equal to the value 
of the resources required to move the set of output characteristics in-
cluded in the index back to the same production possibihty curve. This is 
precisely the resource cost quality measurement rule that has been 
argued in the literature" (Triplett, this volume, p. 299). 

4.2.2 Measuring the Input Price Index 
When Quality Change is Nonproportional 

Nonproportional technical innovations raise the performance of a 
good by increasing its built-in quantity of characteristics {x) relative to the 
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resources used by the supplying industry. Thus such innovations take the 
form of a downward shift in the real cost of producing a given quantity of 
characteristics, say computer calculations. 

The idea of nonproportional quality change can be brought into the 
measurement of the input price index by introducing a shift term X̂  into 
the cost function (4): 

(8) V(y,,CM = Qc[x(y,,C,)Xl 

It is important to note that there is no shift in the using firm's produc-
tion function (1), since a single calculation still produces the same amount 
of output in the using industry. Thus the units of characteristics to be 
defined as x must be those which directly enter the using firm's production 
function, for example, a computer's *'calculations per second" and not its 
dimensions. 

In this framework the total change in input cost consists of four terms: 

(9) dV = dC(c + Qc^xc) + Q{c^Xydy + c^dX). 

These terms represent, respectively, the direct and indirect substitution 
effect of changing prices of the inputs to the supplying industry, the effect 
of changing input requirements due to changing output (Xydy), and the 
effect of technical change in shifting the real cost function (c^dk). Since 
the input price index (Pf) is the ratio of (8) evaluated for the comparison 
period to (8) evaluated for the reference period—holding the output level 
constant aty*—the change in Pf can be written as the total change in cost 
minus the contribution to cost of the change in output: 

..^v dP^ dV - CfC^Xydy dC{c + CtC^Xc) + C^Cy^dX 

~P^^ V(y\CoM) V(y\Co^o) 

Here the middle expression indicates that the change in price would be 
measured by adjusting the observed change in cost of a new model for the 
change in its quantity of characteristics (Xydy) multiphed by the marginal 
cost of producing characteristics (QCj^). The right-hand expression shows 
that the price change can be caused either by changes in input prices or 
profit margins in the supplying industry (dC) or by a technical shift (dk). 
Because the middle expression is used in actual measurement, the tech-
nical shift itself (dk) does not have to be observed directly, 

Figure 4.1 illustrates the measurement of changes in the input price 
index in the presence of nonproportional quality change. The two upward 
sloping lines plot the unit cost function (eq.[8]) for two different values of 
the technical shift parameter X. Initially, output level y* is produced at an 
input unit cost of VQ at point A. The technological shift represented by the 
higher value of X improves quality by raising the quantity of input 
characteristics relative to their cost. This raises the demand for character-
istics and the level of output, depicted by yi in the diagram. The unit cost 



213 Energy Efficiency, User-Cost Change, Durable Goods Prices 

v(y./xo) 

Fig. 4.1 Effects on input cost and output of a technological shift that 
raises the quantity of input characteristics relative to their cost. 

of the durable good (Vi) could be either higher or lower than in the initial 
equation (VQ)-

According to equation (10), the change in the input price index is equal 
to the change in unit cost (minus line segment AC) minus an adjustment 
factor equal to the change in output (CB) times the marginal cost 
(CD/CB) of building extra input characteristics capable of producing the 
extra output along a new supply schedule. Thus the change in the input 
price index is - ^ C - CD = -AD, that is, the vertical downward shift in 
the supply schedule itself. Note that the change in the real input quantity 
is measured by the change in output times the marginal cost of producing 
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extra output under the new supply conditions. The change in an index of 
the real quantity of input characteristics (dQ^) can be written formally as 
the proportional change in the number of units of capital {dulu), plus the 
change in cost per unit {dVIV), minus the input price index: 

...V dQ^ du dV dP^ du CfCj^x^dy 
(11) = + = + "" ^ -" 

Q" u V P' u V(y*,CoAo) 

Because it is the marginal cost of producing characteristics that is used 
to make the actual quality adjustment in (10), the distinction between the 
''user-value" and ''production-cost" criteria for the measurement of 
quality change is misleading, since both are used in (10) and in the 
corresponding figure 4.1. User value is the criterion used to define jc, that 
is, the choice of calculations rather than dimensions as the characteristic 
desired by the user. And production cost is the criterion used to make the 
actual quahty adjustment. The earlier literature (as exemplified by the 
Denison quote in Section 4.1.2, e.g.) did involve a meaningful distinction 
between the two criteria, because the production-cost criterion was being 
applied to units of goods (w) rather than user-desired characteristics (jc). 
Now, however, with the quality measurement procedure stated in terms 
of characteristics, we have a hybrid criterion in which both the user-value 
and production-cost criteria are integral parts. 

For the purpose of quality adjustment in practice several alternative 
methods of estimating the marginal cost {c^ are available. For instance, if 
an auto manufacturer were to make automatic transmission standard at 
no increase in price, and the BLS had information either on the price of 
automatic transmission when it was an option, or a manufacturer's esti-
mate of the cost of producing an automatic transmission, then the present 
BLS pricing methodology would be adequate to measure the marginal 
cost. Often, when quality change involves continuous rather than discrete 
change, for example, a change in automobile acceleration and dimen-
sions, or in computer performance, it is more convenient to use the 
hedonic regression technique to estimate the shadow price of a given 
characteristic, that is, its marginal cost. Clearly the proper technique to 
use in each case is independent of whether the nature of the quality 
change is "cost increasing" or "nonproportional." 

4.2.2 Measuring the Output Price Index 
When Quality Change is Nonproportional 

We now turn to the output price index and ask whether it gives a 
consistent treatment to an identical technological innovation. We imag-
ine that the input price reduction depicted in figure 4.1 occurs because of 
a cost-saving technological innovation in the electronic computer indus-
try. In this case, what happens to the output and price indexes for the 
value added of the computer industry, a component of real GNP? The 
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nonproportional quahty change can be introduced into the discussion of 
output price indexes by allowing the same shift term (\) to enter the 
production function of the computer industry. A vector of output charac-
teristics (y) is now produced in an amount that depends on the quantity of 
input characteristics (x), the relative prices of output characteristics (P), 
and the shift term (X): 

(12) y=y{x,P^), J.>0,>^x>0. 

The output price index is now the ratio of revenue in two periods when 
output prices are allowed to change, holding constant the level of re-
sources (inputs) and production technology: 

(13) py ^ Riyt.Pt) P,>'(A:*,P„X*) 

The total change in revenue between the reference and comparison 
periods is the total derivative of the revenue function: 

(14) ^/? ^ dPjy + P,yp) + Pjy.dx + y^d\) 

R " Poy(x\PoX) 

where the terms represent, respectively, the direct and indirect substitu-
tion effects of changes in the output price, the effect on real output of 
increasing input usage, and the effect on real output of the technological 
shift itself. 

The change in the output price index (13) consists of only two of the 
four terms in (14), since both input usage (x*) and technology (X*) are 
being held constant: 

(15) ^P^ dR- Pjy.dx + y^d\) ^ dPjy + P,yp) 

py "" Poyix^Po^"") ' Poyix^Po.k') 

The corresponding quantity index based on the output price index con-
sists of the residual change in revenue: 

(16) ^6^ _ Ptjy^dx + y^dX) 

Qy " Poyix^Po^'^) 

What is the relationship between changes in the output price index and 
input price index defined by (10)? Figure 4.2 illustrates the calculation of 
changes in the output price index and quantity index when there is a 
technological change represented by a shift from XQ to Xi. The increase in 
the output that can be produced by the initial resource endowment raises 
output directly by the termy^^^ ^^ equation (15), and indirectly by raising 
the marginal product of inputs and hence the demand for inputs (the term 
yxdx). If the higher level of output is to be sold, the output price (P) must 
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R(Po,y) 

R(P,,y) 

R(P,y) 

Fig. 4.2 Effects on revenue and output of a technological shift that 
raises the level of output relative to the quantity of input 
characteristics. 

drop, as indicated along the appropriate industry demand curve. The 
downward sloping total revenue line in figure 4.2 is drawn on the assump-
tion that demand is price inelastic. The upward sloping fines indicate the 
revenue that would be obtained from varying levels of output if the price 
level were fixed. Starting from an initial equilibrium at point ^ , the 
innovation-induced increase in output leads to a new equilibrium at point 
B, where the price level has dropped from PQ to Pi, and total revenue has 
declined from RQ to Ri. According to equation (15), the change in the 
output price index is measured by the change in revenue (minus the fine 
segment AC) minus the new price level {CDICE) times the change in 
output {CB), or the distance -AD. 

Now the connection between figures 4.1 and 4.2 becomes evident. 
When we consider the output of a capital good, for example, an elec-
tronic computer, a technological shift causes a decrease in price measured 
by the vertical distance AD in figure 4.2. We note that this vertical 
downward shift ^ D also appears in figure 4.1 as the change in input prices 
as viewed by the user of the electronic computer. Once again, the input 
and output price index concepts are equivalent and would include in both 
real GNP and in real capital input technological shifts that raise the 
output capacity of capital goods relative to their production cost. 
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The model is equally applicable to ''resource-using" or ''cost-
increasing" quality change. Imagine an upward shift in the demand for 
computers, without any change in technology. The previous equations 
are appropriate for measuring price and output change if we set the dX 
terms equal to zero. In figure 4.1, imagine an initial equilibrium at point 
D, where the lower supply curve meets an initial demand curve (not 
drawn). Then let the demand curve shift upward sufficiently to move the 
new equilibrium position to point B. The change in unit cost (dV) is 
exactly offset by the increase in the marginal cost of the additional 
characteristics, leaving the input price index as measuring shifts in the 
price of producing a given output; in this case there has been no such 
shift. The same conclusion applies to the output price index, which would 
be measured as unchanged, since the price of utilizing the initial level of 
resources has remained unchanged. 

The major conclusion of this section has been that in principle both 
input price indexes and output price indexes treat quahty change con-
sistently, and the user-value and production-cost criteria lead to the same 
measures of prices and real output. This has always been recognized as 
true for "resource-using" quality change, where an increase in quality 
requires an increase in production cost. The novelty in this section is the 
demonstration that "nonproportional" quality change is also treated 
consistently by properly defined input and output indexes. Thus a tech-
nological change that raises the user value of a durable good relative to its 
production cost will be measured in exactly the same way in indexes of the 
real output of the industry producing the durable good and of the real 
capital input of the industry using the durable good. 

4.3 A Model Incorporating Operating Costs 

4.3.1 Energy Embodiment and Separability 

Some recent research on the production technology of energy use, for 
example, Hudson and Jorgenson (1974), assumes that energy (e) enters 
the production function symmetrically with labor hours (/i) and capital 
input {x)\ 

(17) y = y{h,x,e), y;,>0, y^>0,3;,>0. 

Thus changing relative prices, in particular the rising relative price of 
energy observed during the 1970s, can cause substitution both between 
energy and capital, and energy and labor. Because the price of labor 
influences the amount of labor used per unit of capital, there is no 
presumption in this framework that changes in energy efficiency call for 
adjustments in the prices of capital goods. Indeed, in his Comment on 
this paper Triplett prefers that changes in energy efficiency be reflected in 
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measures of the user cost of capital (including interest, depreciation, 
energy, and labor usage), but not in price indexes needed to create 
estimates of the output and productivity of industries that produce capital 
goods. 

Yet Triplett's position appears to prevent the consistent treatment of 
performance-increasing and energy-saving technological change in the 
measurement of prices, output, and productivity. The previous section 
shows why a technological shift in the performance of a capital good per 
unit of resources used in capital-goods-producing 'Tirm A" should be 
treated as an increase in real investment and real GNP. Now let us 
assume that another capital-goods-producing "Firm B" achieves a tech-
nological improvement in one of its products, yielding energy savings to 
users of equal value to the performance improvement achieved by Firm 
A. Should not the criteria for price measurement be designed to treat 
both types of technological change symmetrically? 

In order to adjust the price of a capital good for changes in energy 
efficiency, it is necessary to assume that energy usage is ''embodied" in 
capital goods and that the production function (17) can be rewritten in the 
separable form: 

(18) y^y[hMx.e)l 

where k(x,e) is a subfunction with two inputs, performance characteris-
tics (jc) and energy (e), which produces capital input (k). Berndt and 
Wood (1979) describe the subf unction as follows: 

For example, consider the production of industrial process steam of 
given specified physical characteristics. In such a context utilized capi-
tal services (k) refers to the quantity of steam produced per unit of time 
using capital . . . and fuel inputs. This assumption of a separable 
utilized capital subfunction impUes that the optimal e/x ratios . . . 
depend solely on (the prices of x and e and not on the other input 
prices) or the level of gross output y.^ 

Is this assumption of separability, which is essential to the discussion of 
price measurement in this paper, a reasonable one or, as Triplett claims, 
arbitrary and ''unrealistic"? Three arguments can be presented to sup-
port the procedures proposed here: 

1. Berndt and Wood (1979) have reexamined previous econometric 
studies in an attempt to reconcile disparate findings regarding the degree 
of substitution or complementarity between capital and energy. In these 
reconciUations "separabihty has played a prominent role" (p. 350), and 
their own empirical (1975) appears to support the separability assump-
tion. 

2. The study below makes the assumption not only that the production 
function is separable but that technology is "putty-clay," so that energy 
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usage is ''designed in" when the capital good is built. In some industries 
the assumption that energy requirements are embodied in capital goods 
seems more reasonable than in others. The ability of a user to improve 
the energy consumption of an automobile, commercial airplane, electric-
ity generating plant, or appliance is relatively minor compared to the 
latitude available to the manufacturer. Thus, a Cadillac owner might 
improve his gas mileage from 14 to 15 miles per gallon by careful driving 
habits, but to achieve 40 miles per gallon he would have to buy a Chevette 
or Honda. 

3. Although users can alter energy consumption even when technol-
ogy is putty-clay, for example, an automobile driver can save gasoline by 
careful avoidance of sudden starts, the techniques described below in-
volve measuring an energy requirements function that holds constant the 
characteristics of users. In addition, performance characteristics are held 
constant, yielding a function translating energy into performance that 
fairly can be said to be under the control of the capital-goods manufac-
turer. 

4.3.2 Adapting the Input Price Index to Incorporate 
Nonproportional Changes in Net Revenue 

We now assume that the production of output (y) requires not only the 
acquisition of durable goods having productive input characteristics (x) 
but also involves a variable operating cost, the consumption of other 
inputs (e) times their price (S). In the present discussion e may be taken to 
represent the yearly consumption of energy of a capital good having 
performance characteristics x. The energy requirements function is taken 
as given by the equipment user, reflecting our assumption of a separable 
putty-clay technology: 

(19) e = e(x,a), e^>0,e,<0, 

where the parameter a represents a technological shift factor that can 
alter the energy consumption of a given set of input characteristics. 

The net revenue (A )̂ of the durable good user consists of gross revenue 
less variable operating cost. Gross revenue is the output price times the 
production function (eq. [1] above) that allows for technical change, and 
operating cost is the price of the operating input (S) times the consump-
tion of operating inputs (e): 

(20) N = Py(x)-Se(x,(j), 

An expression for real net revenue (n) can be obtained by dividing (20) by 
the output price: 

(21) n = y{x) - se(x,(j), 

where s is the real price of the operating input (s = S/P). 
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Recall that the input price index was previously defined as the ratio for 
two time periods of the nominal cost of inputs that are capable of 
producing a given level of output (>?*). A natural extension of this 
concept in the presence of variable operating costs is to hold constant 
between the two periods the level of real net revenue (n*). This criterion 
reflects the assumption that users of durable goods do not care about the 
gross output produced but rather about the net revenue that the durable 
goods provide. Thus a user is assumed to be indifferent between 10 units 
of real net revenue obtained from a situation with 15 units of output and 
five units of real operating cost, and an alternative situation with 16 units 
of output and six units of real operating cost, holding constant his invest-
ment in capital goods. 

The introduction of variable operating costs makes the demand for 
input characteristics depend on real net revenue (n), the vector of prices 
of input characteristics (C), the real price of operating inputs (s), and the 
technological shift parameter (a):^ 

(22) Xr = x(n,,C,,s,,(j,), x„>0, x,>0, x^<0. 

Comparing the arguments here to the previous input demand function in 
equation (3) above, we note that real output has been replaced by real net 
revenue and that the two parameters of variable operating cost have been 
added (s and a). The signs of the derivatives of (22) assume that the firm is 
operating in the region in which additional net revenue requires extra 
input to produce more gross output. ̂ ^ An increase in operating cost 
requires an increase in gross output (and hence capital input) to yield any 
fixed level of net revenue; hence the derivative is positive with respect to 
the relative price s and negative with respect to the technological parame-
ter a. 

When the new input demand function in (22) is substituted into our 
input characteristic cost function that allows for technical change (equa-
tion 8 above), we obtain an expanded equation for the cost function: 

(23) V{n,,Q,s,,GtX) = C,c[x(n„C„5„a,)\J. 

Now the input price index is defined as the ratio of the cost function in the 
comparison period to that in the reference period of producing the same 
real net revenue, holding constant the relative price of operating inputs: 

^24) px _ ^(^*.Q?'5'o,0-^Ar) 

y(AZ*,Co,5o.^oAo) 

The decision to hold constant the relative price of operating inputs (s) in 
the numerator and denominator reflects the desire to limit changes in the 
input price index to factors internal to the firm manufacturing the durable 
good—its input prices and profit margin (C) and the level of technology 
built into the good (o-,X). In this way changes in the relative price of an 
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operating input like energy are not treated as changes in the price of 
capital input. 

Now the change in the input price index can be written in two equiva-
lent ways: 

dP^ dV - CtCj^{Xndn + x^ds) 
(25) 

dC{c + CfC^Xc) + Cf(CxX^d(T + c^dX) 

y( / l * ,Co,5o ,CToAo) 

The extended model incorporating operating costs can be illustrated in 
figure 4.3, which repeats the axes of figure 4.1. The upward sloping 
schedule plots equation (23) and shows the increasing unit cost of input 
characteristics required to generate additional net revenue. The initial 
equilibrium position, where the quantity of output is chosen to make 
marginal net revenue equal to marginal cost, is shown at point A. 

We consider first the proper treatment in price measurement of an 
improvement in quality that occurs when an equiproportionate increase 
in the prices P and S relative to C leads users to demand higher quality 
capital goods. Because the higher prices P and S shift the nominal 
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marginal net revenue schedule upward, the equihbrium position shifts 
from ^ to 5. If the manufacturer reports to the BLS that the entire 
addition to the price of the good from VQ to Vi is due to the higher cost 
(CA) of raising the specification of characteristics embodied in the good, 
the BLS would correctly conclude that there has been no price change. 
We note that the manufacturer's cost estimate does not represent simply 
the effect of higher x holding constant operating cost but rather the net 
extra cost of raising x while allowing energy consumption to increase 
along the e(x) function. There is no danger that the substitution toward 
greater operating cost will be misinterpreted as a change in input price as 
long as the marginal cost (CA/CB) of the extra quantity of input charac-
teristics is correctly measured. 

Does the general formula (25) for the change in the input price index 
correctly conclude that there has been no price change? From the change 
in the cost of the durable good (CA) is to be subtracted the marginal cost 
(CA/CB) of the extra input characteristics required to raise real net 
revenue by the actual observed amount (CB). Thus the observed change 
in input cost (CA) minus the correction factor (CA) equals zero. 

A second case, a reduction in the relative price of energy, is illustrated 
in figure 4.4. A decrease in the price of energy from SQ to Si, while the 
product price is held constant at PQ, shifts the unit cost schedule right-
ward, since a smaller nominal operating cost must be deducted from gross 
revenue for any given quantity of the input characteristic jc, thus raising 
net revenue for any given value of V. The new equilibrium position is 
assumed to shift from point Ato B. The input price index subtracts from 
the observed change in price (CA) the marginal cost (CDICB) of the 
extra input characteristics required to raise real net revenue by the 
observed amount (CB) adjusted for the effect on input cost ( +AD) of 
lower energy prices (ds) when real net revenue is constant. Once again, 
the observed change in input cost (CA) minus the correction factor 
( - CD + AD) equals zero. 

As an example of this second case, we note that lower relative gasoHne 
prices in the 1950s and 1960s induced firms and consumers to shift to 
larger automobiles that consumed more fuel.̂ ^ But if an automobile with 
given horsepower had maintained its previous fuel consumption along a 
fixed e(x) schedule, then no change would be imputed to the price of 
automobiles as a result of this substitution toward greater fuel consump-
tion. (Wilcox [1978] has found, however, that during this period the fuel 
requirements function was not fixed.) 

As a third example, let us consider a technological innovation that 
allows a given quantity of the input characteristic (x) to be used with a 
smaller consumption of fuel. To simplify the illustration in figure 4.4, it 
will be assumed that the shift takes the special form of reducing the 
marginal energy cost of a change in input quantity by the same amount as 
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V(n,So,ob] 

V(n,S,,ao) or 

/ V(n,So,cr,) 

Effects on input cost and net revenue of (a) a reduction in the 
relative price of energy, and (b) an innovation that improves 
fuel efficiency. 

the decrease in the relative energy price examined in the previous two 
paragraphs: 

(26) Soe{x,(Ji) = Sie(x,(To). 

Now the lower schedule in figure 4.4 is relabeled to correspond to the 
new, more efficient consumption schedule in which ai replaces OQ. 

In this third case, as in the first two cases, the equiUbrium position 
moves from point A to point B. But now the input price index registers a 
decline in price instead of no change in price. From the change in the unit 
cost of the input characteristic (dV = CA) is subtracted the marginal cost 
{CDICE) of the extra input characteristics required to raise real net 
revenue by the actual observed amount {CB). Thus the observed change 
in input cost {CA) minus the correction factor {CD) equals the change in 
the input price index {-AD). 

4.3.3 Implementation of Operating Cost Adjustments 

In each of the cases considered in the previous section, the observed 
change in unit cost of a durable good was adjusted for changes in net 
revenue caused by a shift in either an exogenous price or technological 
parameter. In each case the adjustment involved determining the mar-
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ginal cost of whatever extra quantity of input characteristics would have 
been required to yield the observed increase in net revenue in the absence 
of the observed parameter shift. How is this adjustment factor to be 
measured in practice? 

The discussion of measurement can usefully be set in the context of a 
competitive firm that uses capital goods to produce net revenue. Its user 
cost of capital multipUes the unit price of a durable good (V) times the 
interest rate r (representing some combination of borrowing costs and the 
opportunity cost of the firm's own funds), plus a geometric depreciation 
rate 8 that measures the rate of decay with the asset's age of the stream of 
services that it provides. The capital market is assumed to set only a single 
interest rate that each firm takes as given.^^ 

Firms using the durable good are price takers in both input and output 
markets. They have no influence on the price of the durable assets they 
purchase (V), on the price of the output they produce (P), or on the price 
of operating inputs (5) or cost of ownership (r + 8) they must pay. They 
simply choose the level of output that maximizes yearly profit (TT), the 
difference between nominal net revenue (from eq. [20]), and the user 
cost of capital: 

(27) TT ^N-{r + h)V=Py{x) - Se{x,(j) - {r + h)V{x). 

The only choice variable in the simplified structure of (27) is the 
quantity of input characteristics (x). If all producers and users of the 
durable asset are identical, then there will be a single model produced 
that embodies enough of the durable input characteristic to equate its real 
marginal cost of production to the present value of its real marginal net 
revenue: 

(28) V u) _ >̂ x(̂ ) - se^{x,(j) ^ n^(x,s,(j) 

r + 8 r + 8 

where Vj^{x) = Vx(x)/P. The fact that the market usually provides numer-
ous varieties containing different quantities of input characteristics has 
been explained by Rosen (1974) as resulting from the different tastes of 
consumers and technologies of producers.^^ 

Figure 4.5 illustrates the equihbrium described in equation (28), with 
the real unit cost of durable goods on the vertical axis and real net 
revenue on the horizontal. As in figures 4.3 and 4.4, the purchase of 
additional input characteristics raises both unit cost (v) and net revenue 
(n), but the response of net revenue exhibits diminishing returns, both 
because of diminishing returns in the production function relating output 
to input characteristics, and also because of the increasing marginal cost 
of producing input characteristics. When the technical level of operating 
efficiency is represented by CTQ, the initial equilibrium occurs at point ^ , 
where the v(n,a) function is tangent to a straight line having the slope 
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l/(r+8). The v() function also depends on CIP and s, but these parame-
ters are held constant in the present discussion of adjusting capital input 
prices for changes in operating efficiency, du. 

If the level of operating efficiency were to shift to the improved level 
represented by <Ji, the firm would move to a new equilibrium position at 
point B, where the new v(n,(r) function again has the slope l/(r + 8).'* The 
change in the input price index, as in figure 4.4, is the observed change in 
unit cost {dv = line segment CA) minus an adjustment factor equal to the 
observed change in net revenue {dn = CB) times the marginal cost of 
producing input characteristics capable of providing that amount of net 
revenue, the slope CDICB. Although points A and B can be observed, 
and thus dv and dn can be measured, point D cannot be observed 
directly. How can the slope CDICB be calculated in practice in order to 
compute the quality change adjustment factor ADl 

As figure 4.5 illustrates, the problem of estimating point D arises 
because of the curvature of the v{n,a) function. If the function were a 
straight line, then the unobservable point D would coincide with point 
D', which lies along a ray from the origin to point B having the slope 

V(n,<r,) 

Fig. 4.5 The calculation of a quality adjustment when there is an in-
novation that improves fuel efficiency. 
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Vi/nj. But, as long as there are either (a) diminishing returns in producing 
net revenue in response to an increase in the quantity of input characteris-
tics or (b) an increasing marginal cost of producing input characteristics, 
then the curvature of the function will always make point Z)' lie above 
point D, and will make the segment AD' an underestimate of the re-
quired quality adjustment, segment AD. 

Since the exact form of the function is unobservable, and because data 
are unlikely to be available to estimate it in many cases, the estimation of 
the quality adjustment factor must inevitably be based on some assump-
tion about the function. Consider, for instance, the particularly simple 
relationship: 

(29) V = pn", 

where the curvature of the function depends on the parameter a. Tech-
nological changes that alter the position of the function are represented 
by shifts in the p parameter. 

To use this function in the estimation of changes in input price, we first 
rewrite the basic formula (25) for a comparison in which the price of 
operating inputs (ds) is held constant: 

(30) ^ _ ^v - Vndn 

where the real unit cost (v) of the capital input replaces nominal cost (V) 
on the assumption that the output price can be held constant while 
comparing the new and old types of durable goods. Converting (30) from 
continuous to discrete changes, we obtain: 

(31) ^P"" _ ^ v - [v(ni,ai) - v(no,ai)] 

v(no,ao) 

v(nQ,cTo) 
- 1 . 

When the assumed functional form (29) is substituted into the general 
formula (34), the resulting expression depends only on observable vari-
ables and the "curvature" parameter: 

(32) ^ ^ Pi^o'' _ _ l^i^o] / « o \ " " ' - 1 . 

To make sense of the right-hand side of (32), imagine first that the v{n,(j) 
function is linear, that is, that a = 1, so that the second term in paren-
theses becomes unity. Then the remaining expression states that the 
"real" price change will be zero if both unit cost and net revenue grow in 
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proportion in the shift to the new model, (VI/VQ) = (ni/no). This is the case 
of ''resource-using" or ''cost-increasing" quality change. A nonpropor-
tional quality change, as illustrated in figure 4.5, would raise net revenue 
relative to cost and would result in an estimated change in the "real" 
input price index that is less than the observed change in price of models 
that remain identical. 

When the v(/i,o-) function is nonlinear, then a > 1, and the second term 
in parentheses in (32) becomes a fraction less than unity, corresponding 
in figure 4.5 to the fact that the unobservable point D lies below point D'. 
There seems to be no alternative in the estimation of equation (32) to 
making an arbitrary assumption about the value of the a parameter, or to 
presenting results for several alternative assumptions regarding the cur-
vature of the v(n,a) function. 

It is important to note that (32) is to be used to calculate a quality 
adjustment when comparing two different models, while holding con-
stant output prices and the prices of operating inputs. Since this means in 
practice that the net revenue performance of two models must be com-
pared in a particular year when both are in operation, equation (32) must 
imphcitly be holding constant any factors that change the cost of manu-
facturing a given model in the given year of comparison, that is, changes 
in profit margins and/or the prices of inputs into the manufacturing 
process. Thus for practical measurement, equation (32), which computes 
the price change involved in the shift from one model to another, must be 
combined with an index of changes in the cost of producing identical 
models. Changes in the nominal input price index, then, are equal to 
changes in the real input price index plus changes in the cost of producing 
identical models: 

(33) AP- _ ^p^ ^ AC[Qc,(x*)] 

P^ /7^ Coc(jc*) 

Thus, if there is a 10% annual increase in the price of identical models, 
and all quahty change is resource using as in figure 4.3, the quality change 
adjustment in equation (32) will be zero, and the nominal input-cost 
index in (33) will be recorded to increase at a 10% annual rate. But if the 
real quality change adjustment were minus 5%, then the increase in the 
nominal input-cost index would be reduced to a 5% annual rate. 

4.4 A Case Study of Innovations in the 
Commercial Aircraft Industry 

4.4.1 General Procedures 

Most empirical work in the quality change literature in the past two 
decades has involved the estimation of hedonic regression equations in 
which the price (unit cost) of durable goods is the dependent variable. 
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More recently the appearance of new econometric studies has become 
less frequent, while the Hst of critical interpretations and survey papers 
has been growing/^ In none of this hterature, however, is there any 
significant discussion of the treatment in price measurement of changes in 
operating efficiency. 

This oversight is easily understood in the context of our present sim-
pHfied model of the production and operation of durable goods. At any 
given level of technology (a constant), operating cost and particularly 
energy consumption tends to be a function of the quantity of input 
characteristics (x) embodied in each durable good. Any given cross-
section hedonic regression of price on the quantity of input characteristics 
can provide no useful information about the effect on price of changes in 
energy efficiency, if the fuel consumption and input quantities are col-
Hnear, and if shifts in the level of fuel efficiency take place on all models at 
the same time. 

There is another and perhaps more fundamental reason why the tradi-
tional hedonic regression approach cannot identify the value of changes 
in fuel economy, even if shifts in the level of fuel efficiency do not take 
place simultaneously on all models. As we shall see in the aircraft exam-
ples below, the net revenue advantage of new, more fuel-efficient models 
has not been fully reflected in a higher price, but rather the small price 
differentials set by firms have transferred the benefits of the efficiency 
advantage to the airlines and ultimately to their customers in the form of 
lower prices and lower load factors. Thus the dependent price variable in 
the hedonic regression does not exhibit sufficient variation to allow the 
analyst to capture the full value to users of improvements in fuel econ-
omy. 

The aircraft example in this section is provided to suggest practical 
methods of implementing the rather general and abstract measurement 
framework outhned earlier in the paper. The basic formula for quality 
adjustment, equation (32), requires the comparison of the observed 
change in the price of a new model with the extra net revenue that the new 
model provides relative to the old model, holding constant the prices of 
output and operating inputs. Because data on changes in net revenue are 
required, ideal testing grounds for the methodology are regulated indus-
tries in which the government requires the publication of detailed in-
formation on the operating costs of given pieces of capital equipment. 

The case study of airlines presented below can be duplicated for other 
regulated industries, particularly for the generating plants used by elec-
tric utilities. Other types of capital goods, for example, automobiles, 
raise different problems of estimation, because no data are available on 
the output of automobile services to consumers, and thus the level of net 
revenue cannot be calculated. The conclusion to the aircraft case study 



229 Energy Efficiency, User-Cost Change, Durable Goods Prices 

suggests means of deahng with the problems of quality adjustment in 
other industries. 

4.4.2 Index of Sale Prices of Identical Models 

The commercial aircraft industry has all the qualifications to be a 
perfect case study of our methodology. The major customers of the U.S. 
commercial aircraft industry are the U.S. airUnes, which have been 
subject to government regulation throughout the postwar period and 
have been required to make available to the public incredibly detailed 
information on traffic by route as well as operating costs by airplane type 
and station location. Further, the airline production function clearly 
meets the separability requirement discussed above; the predominant 
determinant of fuel consumption per airplane seat-mile is the basic design 
of the manufacturer, and the pilot has only minor latitude to alter fuel 
consumption by varying speed and shutting down engines while taxiing. 

Finally, the dramatic nature of the transition from piston airplanes to 
jet aircraft makes the aircraft example an interesting one. This innovation 
simultaneously increased gross revenue by raising aircraft size and speed, 
while reducing operating costs per seat-mile. In fact, any estimate of the 
value to users of the transition to jet aircraft will inevitably be too 
conservative if it concentrates solely on the net revenue of the airlines and 
omits the value to users of the time savings made possible by increased 
speed and the comfort value of reduced vibration. Yet this paper eschews 
these subjective areas in the behef that a careful treatment of objective 
revenue and cost data is sufficient to establish the presence of previously 
unmeasured quality change. 

The existing national income accounts deflator for the aircraft category 
of purchases of producers' durable equipment is compiled by the U.S. 
Civil Aeronautics Board (CAB), Bureau of Operating Rights.̂ ^ Since 
airUnes are required to report regularly the historic cost for each indi-
vidual aircraft in their fleet, and since these aircraft are identified on CAB 
form 41 by their month of acquisition and exact type (e.g., Boeing 
707-331-B), the CAB has been able to construct an aircraft price index by 
measuring the year-to-year change in the unit price for each type of 
equipment delivered in both of two adjacent years. Because only identical 
pieces of equipment are compared in adjacent years, the index ignores 
any ''true" price change involved in the transition from one aircraft type 
to another. As an example, the substantial price reduction involved in the 
switch by Douglas in 1958-59 from the manufacture of the DC-7 to the 
DC-8 is completely ignored, and the price index for the years of transition 
is based only on price changes for planes that were manufactured in both 
of the adjacent years. Thus the CAB index corresponds to the dC/C term 
in equation (33). Because the CAB methodology ignores technical 
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change, it is not surprising that from 1956 to 1977 the aircraft deflator rose 
97%, Httle different from the 117% increase of the aggregate GNP 
deflator over the same period. 

The methodology proposed above adjusts changes in prices of identical 
models by comparing changes in price per unit across model changes with 
changes in the net revenue provided. Unit prices of commercial aircraft 
are obtained from the same source as the official deflator, CAB form 41.^^ 
Because only a sample of prices has been collected for the period 1946-
78, rather than all of the information available at the CAB, we first 
display as the lower solid line in figure 4.6 an index constructed from our 
sample of price data using the CAB methodology. Because different 
airlines paid different prices for the same aircraft, our index compares 
only identical plane types purchased by the same airline in successive years. 
For the years 1957-77 our solid-Hne index tracks the CAB index (dashed 
line) extremely well, with respective annual rates of increase of 3.41% 
and 3.55%. Before 1957 our index exhibits a slower rate of increase than 
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Fig. 4.6 The new quality-adjusted price index for commercial aircraft 
compared with a new index for identical models and with the 
BEA/CAB index. 
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the official deflator, which is extrapolated by the Bureau of Economic 
Analysis (BEA) for the earlier period when the CAB index is unavail-
able, by using a collection of producer price indexes that are unrelated to 
aircraft manufacture,^^ Thus our index indicates that during the interval 
1946-57 aircraft prices increased less than the prices of the products used 
by the BEA in its proxy index, with annual rates of increase of 3.55% and 
5.81%, respectively. 

4.4.3 Quality Adjustments Based on Net Revenue Data 

The technique of price measurement proposed in this paper adjusts 
price differences between models of a given product for changes in net 
revenue yielded by new models. Holding constant the prices of un-
changed models, if a 10% increase in the price of model B compared to 
model A is accompanied by a 10% increase in net revenue, no quality 
adjustment is required to an index of the prices of identical models. But a 
disproportionate increase in net revenue made possible by embodied 
improvements in technology is valued by users and should be subject to a 
quality adjustment. 

Table 4.1 presents the basic data required to compute the net revenue 
yielded by the most important types of commercial aircraft manufactured 
during the postwar period. Twelve comparisons appear in the table, 
involving 15 different aircraft models, including long-range, medium-
range, and short-range models. In size the aircraft range from the small, 
two-engine piston short-range Convair 440, with 44 seats, to the large 
wide-bodied long-range turbofan Boeing 747, with 317 seats and capable 
of providing 28 times the annual capacity. In chronological time the 
aircraft models span the entire period 1946-78, beginning with the staple 
of early postwar air travel, the Douglas DC-6, and continuing through the 
planes that have carried the vast majority of U.S. air travelers in the late 
1970s—the Boeing 747, Douglas DC-10, Boeing 727-200 and 727-100, 
and the Douglas DC-9-30. The major types of aircraft that are excluded 
(to limit the time devoted to the analysis) include planes that are virtual 
dupUcates of those analyzed here, and a few planes that had short 
production runs or have been used mainly by local-service carriers.̂ ^ 

Table 4.1 is divided into three sections, according to the range of the 
various plane models, to correspond with a central fact of aircraft operat-
ing economics—both revenue and cost per seat-mile are extremely sensi-
tive to the average ''stage length," or ''length of hop." A very short flight 
mainly consists of expensive take-off and landing operations, with a slow 
average speed, whereas a long flight amortizes the take-off and landing 
over a multihour flight segment at cruising speed. Thus every comparison 
in table 4.1 represents an attempt to compare the revenue and operating 
costs of planes flying the same stage length, in order to hold constant this 
crucial operating variable. 
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Our basic unit of measurement—the characteristic x in the above 
theoretical discussion— îs an aircraft's ability to produce "available seat-
miles per unit of time." Three basic figures are estimated in table 4.1 for 
the two planes in each comparison—total annual available seat-miles 
(asm), revenue per seat-mile, and cost per seat-mile. To control for the 
varying routes and operating practices of the airUnes using each plane, 
annual utilization (col. 2) is held constant for each pair of planes, and 
speed is held constant when both planes in a comparison are jets. The 
number of seats, of course, is allowed to vary, since this is a major 
determinant of the differing productivity of the various plane types. The 
product of columns 2, 3, and 4, is annual available seat-miles (col. 10). 

The fifth column displays the average stage length used for the calcula-
tion of revenue and operating costs. In the comparisons designated by the 
superscript ' 'b," the actual recorded stage length of the second-listed 
("newer") plane is chosen, and published cost curves are used to adjust 
the operating costs of the first-Hsted plane. For the comparisons desig-
nated by the superscript "e," arbitrary stage lengths of 250, 500, or 750 
miles are employed to allow the use of the careful comparative study of 
Straszheim (1969), which provides a detailed cost breakdown of several 
major plane types for these standard stage lengths. In all comparisons the 
revenue figures refer to the particular year and stage length selected, with 
column 6 recording gross revenue per revenue passenger-mile, and col-
umn 7 recording revenue per available seat-mile after deducting from 
revenue the "overhead" costs of aircraft and traffic service, sales, res-
ervations, advertising, administrative, and depreciation of nonflight 
equipment. 

The measurement of revenue for a particular stage length and year in 
column 6 must be handled with extreme care. Published fares overstate 
the true revenue received by the airline, because of various categories of 
discounts that are available. Further, each aircraft, stage length, and year 
differs in the fraction of first-class and coach traffic carried. The method 
of revenue estimation employed in the construction of table 4.1 takes as 
its point of departure a yield curve of 1971 constructed by Douglas and 
Miller (1974, p. 90) that is adjusted for the incidence of discount fares. 
Then the revenue yield for earlier years is based on changes in observed 
average first-class and coach yields, adjusted for changes in the slope of 
the yield curve (over time the price of short-haul flights has increased 
substantially relative to long-haul flights). The mix of first-class and coach 
fares is available for each plane separately from CAB records. 

The aircraft operating cost figures in column 8 exclude all capital costs, 
since our basic formula calls for the calculation of net revenue available to 
"cover" capital costs. The major categories of operating cost included are 
flight crew wages, fuel, insurance, and aircraft maintenance expenses. 
The operating cost estimates marked with the superscript "b" are based 
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on the actual recorded experience of the U.S. domestic trunk airlines, 
with the costs of the first-hsted plane type adjusted to correspond to the 
stage length of the second-listed plane type (thus the costs of the second-
fisted plane type are those actually recorded in CAB records). The 
operating cost estimates marked with the superscript ' 'e" are based on 
Straszheim's comparisons, in some cases adjusted for wage changes 
between Straszheim's year of study (1969) and the comparison year. 

Finally, adjusted revenue minus operating cost provides an estimate of 
net revenue per available seat-mile (col. 9), and this figure times annual 
seat-miles provides the basic computation of annual net revenue, needed 
for the comparison in equation (32) with the price of each plane type. We 
note that table 4.1 makes each pairwise comparison for a single year, thus 
holding constant output prices and the prices of operating inputs, particu-
larly fuel and the wages of flight crews and maintenance labor. The plane 
that appears to have provided the highest level of net revenue per 
available seat mile is the short-range Douglas DC-9-30, while the highest 
absolute level of net revenue is provided by the largest plane, the Boeing 
747. 

Table 4.2 combines these net revenue estimates with data on the sales 
price of the various plane types to aUow computation of the quality 
adjustments using equation (31) developed above. The prices are the 
same as those used in the development of the price index for identical 
models displayed as the lower sofid fine in figure 4.6. In most cases the 
"old" and ''new" models being compared were not actually constructed 
simultaneously, requiring the adjustment of the "old price" for changes 
in the price of identical models between the year of its disappearance and 
the first sales year of the new model. In this way the sales prices of the two 
planes in each comparison are computed for the same year, thus allowing 
the price of output and operating inputs to be held constant. 

One indication of the enormous profitability of the jet planes, com-
pared to the piston planes they replaced, is given in column 5, which 
shows the ratio of net revenue in the comparison year to the replacement 
price of the plane in the same year. Because most airlines depreciated 
their piston planes over short seven- or eight-year intervals, it is apparent 
that the DC-7B and the Convair 400 barely covered depreciation ex-
pense, much less any interest cost or allowance for profit. On the other 
hand, some of the jets appear to have been extremely profitable, espe-
ciaUy the "stretched" long-range DC-8-61 and short-range DC-9-30. 

An interesting pattern in column 5 is the deteriorating profitability of a 
given model over its fifetime. For instance, the niv ratio for the DC-8-61 
declined from as much as .475 in 1967 (line 4) to .238 in 1972 (fine 1). 
Similar declines occurred for the Boeing 727-100 (from .225 in 1963 to 
.173 in 1968), the Lockheed Electra L-188 (from .388 in 1959 to .243 in 
1963), and DC-9-10 (from .340 in 1965 to .314 in 1967). This pattern 
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makes sense if new models are continually introduced and allow the 
reduction of average operating costs and fares, while the costs of operat-
ing any given model are driven up by rising wages. 

As discussed above, these estimates of the quality adjustment factor 
require an assumption to be made regarding the curvature of the function 
Unking the price of the aircraft to their capabiHty of earning net revenue, 
holding technology constant. There appears to be no direct way of 
estimating this function by examining the cross-section of planes built at 
any given time, because the planes built in the long-range, medium-
range, and short-run categories are really separate products that defy 
comparisons. Further, at any given time, typically only the most ad-
vanced plane in each category is constructed. In Heu of any direct evi-
dence on the curvature of the v(n, a) function, the curvature parameter 
has been assigned a value of 1.2 in table 4.2, implying diminishing returns 
in the provision of net revenue from increases in aircraft size (the 
assumed elasticity of net revenue to increases in cost is 1/1.2 = .833). The 
resulting correction factor for curvature is Hsted in column 8; if the 
assumption of diminishing returns is incorrect, then the real price reduc-
tions in column (9) would be smaller. On the other hand, if the ''true" 
function were to have a greater degree of curvature, then the real price 
reductions would be correspondingly greater. 

Ironically the first comparison between the ''stretched" DC-8-61, 
manufactured during 1966-69 and in continued use today, indicates that 
the introduction of the controversial wide-bodied DC-10-10 represented 
a "quality deterioration," in the sense that the price of the new model 
increased substantially more than the net revenue it was capable of 
providing. Thus the quality adjustment formula indicates a "real" price 
increase of 10.8%. All of the other comparisons indicate a quality im-
provement in the transition from the old to the new model, requiring the 
downward adjustment in the inflation rate recorded by the CAB index 
recording the change in prices of identical models. 

It is not surprising that the largest indicated quality adjustments in 
column 9 are for two piston planes, the DC-7B and Convair 440. A 
considerably smaller adjustment is indicated for the transition from the 
medium-range DC-6B to the turboprop Lockheed Electra (L-188). It is 
well-known that the DC-7 series was a particularly inefficient airplane, 
representing the ultimate level of resources that could be usefully em-
ployed, given the obsolete piston-engine technology. The DC-7 may well 
have been incapable of making a profit at the time of the introduction of 
jets in 1959, only six years after the first commercial flight of the DC-7 in 
1953; this interpretation is consistent with the precipitous decUne in the 
prices of used long-range aircraft during the period 1958-62. 

Among the other transitions between models documented in table 4.2, 
we note that the medium-range piston DC-6B, although not as inefficient 
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relative to subsequent aircraft as the DC-7 and Convair 440, nevertheless 
was much less efficient than the ''transition" turboprop Lockheed Elec-
tra. Further, the Boeing 727-100 represented very httle further techno-
logical improvement over the Lockheed Electra, at least from the point 
of view of the airhne operators; thus the subsequent disappearance of the 
Electras must at least partially reflect the favorable verdict of passengers 
regarding the speed and comfort of the Boeing 727. 

We note that the transition from the first-generation to second-
generation jets has resulted in efficiency improvements that in some cases 
are almost as important as the earher transition from the pistons to 
turboprops and first-generation jets. Particularly important was the 
"stretching" of the DC-8, DC-9, and Boeing 727, yielding roughly a 
doubUng of net revenue at only 10%-25% additional resource cost. In 
contrast, the shift to the wide-bodied DC-10 and 747 does not appear to 
have represented a major breakthrough in operating efficiency, and this 
fact is reflected below in the failure of our aggregate quality adjustment 
for aircraft to exhibit a major decline in the final 1970-71 transition 
period. 

4.4.4 A New Deflator for Commercial Aircraft 

The changes in ''real" price in column 9 of table 4.2 can be used to 
create adjustment factors for each aircraft included in the comparisons. 
Because the current national income accounts deflator uses 1972 as its 
base year, the aircraft produced in that year are treated as having adjust-
ment factors of 1.00. These planes include the long-range DC-10-10, the 
Boeing 747, the "stretched" Boeing 727-200, and the ''stretched" DC-9-
30. Then earUer planes are attributed quality relatives based on the 
change in "real" price in column 9 of table 4.2 between them and their 
successors. 

How should these "quality relatives" for individual planes be com-
bined into a "real" price-change index to be combined (as in eq. [33]) 
with the existing index of price change for identical models? First, prices 
and numbers of units sold were obtained for every important type of 
plane produced by U.S. commercial aircraft manufacturers and sold to 
U.S. airlines (both domestic and international) during 1946-78.̂ ^ Then a 
method had to be devised for weighting together the changes in the 
"real" price index for individual planes when a transition was made from 
an old model to a newer model. Neither the conventional Paasche nor 
Laspeyres methods could be used to weight the relatives, since there were 
no years when all of the planes in a given group (long-, medium-, or 
short-range) were manufactured simultaneously. Instead, a variant on 
the Divisia index method was employed. Changes in quality relatives 
from one plane to a succeeding model were not weighted by sales in the 
transition year, because often sales of a discontinued model in its last 
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year, or sales of a new model in its first year, were too small to properly 
represent the importance of the particular plane. Instead, the weights for 
planes involved in the transitions were based on their nominal sales 
during time intervals spanning periods when a particular group of planes 
was manufactured simultaneously. As an example, in the long-range 
group the transition in 1969-71 between the DC-8-61, and Boeing 707-
100 and 707-300, on the one hand, and the Douglas DC-10-10 and Boeing 
747, on the other hand, was handled by weighting changes in quality 
relatives between the individual old and new models by sales of each of 
the three old models during the entire 1966-69 period when they were all 
manufactured simultaneously. The resulting average change in the qual-
ity relative was phased in partially in 1970 (when the B747 was first 
delivered) and partially in 1971 (when the DC-10 was first delivered), 
with the weight on each year in proportion to the relative sales of the two 
new models in the 1970^75 interval. 

The resulting indexes of changes in the quality relatives for the three 
major groups of planes were in turn weighted together to form an 
aggregate index of these changes, using as weights the nominal sales of 
each group in the three years surrounding the change.̂ ^ These methods of 
weighting help to smooth out the final index and protect it from spurious 
changes due simply to the fluctuating nominal sales of different types of 
planes. Any index based on weighting the levels of the quality relatives by 
current year sales, as opposed to weighting changes in the quality rela-
tives by sales over an interval, tends to give the appearance of marked 
year-to-year fluctuations in quality that in fact did not occur. 

Table 4.3 and figure 4.6 illustrate the final index that results from these 
calculations. In table 4.3 the two sources for the current official national 
income accounts deflator for aircraft are shown in columns 1 and 2, and 
our new index for identical models purchased by identical airlines is 
displayed in column 3. The aggregate index of the weighted average of 
changes in the quality relatives is added together with the changes in 
column 3 for 1946-57 and 1977-78 and column 1 for 1957-77, as in 
equation (33) above. When the resulting sum of previously unmeasured 
quality change (dp^/p^) and the price change of identical models (dC/C) is 
added together to create the nominal input price-change index (dP^/P^), 
we obtain the index displayed in column 4. The timing of the newly 
measured quality change is apparent in column 5, which displays the ratio 
of the new index based on equation (33) to the existing CAB index from 
column 1. 

As might have been expected, the most dramatic drop in the average 
adjustment factor in column 5 occurred in 1957-60, as a result of the 
replacement of the piston DC-6 and DC-7 series by the turboprop Lock-
heed Electra and pure jet Boeing 707 and 720, and the Douglas DC-8. 
Then the average adjustment factor remains essentially constant until 
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1966, when the first of the short-range DC-9-10 aircraft was phased in. 
Further rapid reductions occur in 1967-69, when the ''stretched" second-
generation jets replaced their earlier counterparts. Only a relatively small 
reduction in the adjustment factor is recorded in 1969-71, when the 
transition to the wide-bodied DC-10 and Boeing 747 occurred. 

4.4.5 Possible Biases in the New Index: Evidence from the Used 
Aircraft Market 

The new index in column 4 of table 4.3 is radically different from the 
official deflator. We naturally are led to ask. Which should we believe? 
The official deflator, based on the prices of identical models, excludes any 
comparison between successive models that are not identical. Implicitly 
this procedure involves treating successive models as differing in quality 
in exact proportion to their prices (adjusted for price changes in identical 
models). Thus if Douglas discontinued producing the $1.6 million DC-7 
in 1958 and began producing the $4.4 million DC-8 in 1959, and other 
identical planes sold in both years remained unchanged in price, then the 
official deflator treats one DC-8 as equal to 4.4/1.6 (or 2.75) DC-7s. In 
constrast, our index imputes a 76% reduction in price to the transition, 
based on the observation that the new plane yielded 7.89 times as much 
net revenue and on an assumption about the nonlinearity of the technol-
ogy relating net revenue to price. 

To choose between the indexes, we are aided by the ample data 
available on the prices of used aircraft. If users considered a new 1959 
DC-8 to be identical to 2.75 1958 DC-7s, we should see something hke 
that ratio between the price of the two planes on the used aircraft market. 
On the other hand, if our new approach is more appropriate, we should 
find that a DC-8 was valued at an amount equal to 10 or 11 DC-7s. The 
first year in which both planes were sold simultaneously on the used 
market was 1966, and the observed price ratio was not just 10:1 but rather 
22:1.̂ ^ In the same source the price spread between the Lockheed Electra 
and Douglas DC-6 is not the 1.7:1 dictated by actual prices, or the 3.5:1 
indicated by our quality adjustment, but rather 7.8:1. 

Scattered evidence is also available to indicate that users concurred in 
our evaluation of the poor operating efficiency of the first-generation jets 
relative to the second-generation jets. For instance, in 1971 Eastern was 
wiUing to sell a fleet of 15 Boeing 720s for $2.1 million each in order to buy 
the same number of Boeing 727-200 models for about $6.5 million each 
(note the comparison in table 4.2, hne 8). At the same time Eastern was 
able to sell its DC-8-61 aircraft at about 90% of the purchase price, while 
being forced to sell Lockheed Electras at 30% of the purchase price and 
Convair 440 aircraft at less than 10% of the purchase price.̂ ^ 

Quite recently a reasonably comprehensive report has compared prices 
of used aircraft in 1977. In table 4.4 are listed the ratios of used price to 
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the new price in the most recent comparison year as well as our ''quahty 
relatives" derived from column 9 of table 4.2. Several interesting features 
stand out in table 4.4. First, we note that the top-listed plane in each 
category has a used/new relative of about 1.38. In the case of the DC-10, 
where the new price refers to 1972, this used/new ratio corresponds 
closely to the 37% increase in the official deflator between 1972 and 1977 
(table 4.3 col. 1), indicating that used and new planes are regarded as 
perfect substitutes. For the other top-listed planes, the new prices refer to 
1968 and 1967; since the national income accounts deflator increased by 
about 60% between 1968 and 1977, the used market indicates that the 
used versions of the Boeing 727-200 and Douglas DC-9-30 were not 
regarded in 1977 as perfect substitutions for new planes. 

There is no reason why the ratios in the two columns of table 4.4 should 
correspond exactly. The year of the used price quotations is later than the 
year of the comparisons of successive models in table 4.2; the fact that the 
used market undervalues the older planes in comparison to our quality 
relatives may simply indicate that the older planes become progressively 
less profitable over time. A plane that the market overvalues in relation 
to our comparison is the DC-9-10; the source to table 4.4 indicates that 
this model is relatively scarce, due to the expansion of the local-service 
airlines. The DC-8-61 seems to be valued by the used market as much less 
efficient than the DC-10-10, in contrast to our conclusion. This verdict of 
the market appears to stem from the fact that, according to the source for 
table 4.4, this model has been affected adversely by U.S. government 
antinoise regulations, being '*one of the most difficult aircraft to hush." 

Passenger comfort is another factor that may explain why the used-
aircraft market tends to establish greater differentials between old and 
new models than our comparison. This paper expUcitly avoids any 
attempt to attribute dollar values to the value of consumer comfort or 
time. Nevertheless, one reason that the new wide-bodied jets may hold 
their value relatively well is the greater degree of comfort they offer. The 
seating configurations for the DC-10-10 and Boeing 747 used in table 4.1, 
column 4, allow for wider seats than for the ''narrow-bodied" jets. 
Subsequent to the date of our comparison, most U.S. airhnes have added 
an extra row of seats to all of their wide-bodied aircraft, thus reducing 
seat width to the narrow-bodied standard.̂ ^ And, of course, the greater 
speed and comfort of jet aircraft induced a shift of passengers in the 
1958--60 transition era that inevitably had to depress the used market for 
piston aircraft, independent of their operating cost disadvantage. 

The used-aircraft market seems to provide no evidence that our com-
parisons exaggerate the true quality difference among old and new mod-
els and, in fact, indicates that our comparisons may understate these 
differences. If we review our comparison techniques to ask whether there 
is any consistent tendency that might understate the differences among 
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old and new models, our attention is drawn to the amazingly high ratios of 
net revenue to aircraft price arrayed in table 4.2, column 5. Imagine that 
the real interest rate is 3%, and assume that aircraft are depreciated over 
10 years at a 10% straight-Hne rate (many airiines use lives of 14-18 
years). Then the cost of capital would be 13%, and yet the net revenue 
percentages for some of the newer models in table 4.2 range as high as 
50%. It is possible that the resources used in tables 4.1 and 4.2 may 
systematically overstate revenue or understate costs, leading to exagger-
ated estimates of net revenue. If this tendency were uniform, all net 
revenue figures would be squeezed and the older planes would be pushed 
closer to break-even status, thus increasing the relative net-revenue 
advantage of the newer models. One systematic source of bias in our 
estimates is imparted by our assumption that future prices and costs are 
assumed to be the same as in the present. This conflicts with the observed 
tendency of net revenue to decline over the life of a plane, as operating 
costs rise relative to revenue yield. A slightly different conceptual 
framework in which the input price index held constant discounted 
expected net revenue (over the life of the plane), rather than actual 
first-year net revenue, would yield narrower margins for all planes and 
thus increase the advantage in table 4.2 of the more profitable models. 

Another important source of conservatism in our estimates is the 
decision to use the same utilization rates for the old and new models (see 
source notes to table 4.1, col. 2). The actual utilization rates for piston 
aircraft were uniformly lower than for jets, allowing them to earn even 
less net revenue than indicated in table 4.1. Similarly, revenue yields on 
jets were higher than on propeller aircraft during the 1959-63 period due 
to the imposition of a ''jet surcharge" on fares, while table 4.1 conserva-
tively assumes that the propeller models had the same revenue yield as 
the jets that replaced them. 

4.5 Conclusion 

4.5.1 Potential for Application to Other Products 

My own previous research and that of others suggests that there is a 
considerable potential for applying the techniques developed in this 
paper, together with other related methods, to the construction of new 
price deflators for types of equipment other than commercial aircraft. 
Another regulated industry, the generation of electricity, creates many of 
the same opportunities for improved measurement as in the case of 
airlines, because of the detailed operating data available. A preliminary 
analysis (Gordon 1974) indicates that the manufacturers of generating 
equipment achieved improvements in operating cost during the 1947-70 
period that were extremely large relative to the value of the equipment, 
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although there was a marked deceleration in this form of technological 
innovation after 1962. Just as in the aircraft case, the new deflator 
declined markedly during the 1947-70 period, unlike the official deflator, 
which in the case of electric generating equipment increased by a factor of 
2.5. 

Another appealing field of application is the whole range of consumer 
durables, including appUances and automobiles. Just as the operating 
costs of commercial aircraft were reduced by innovations that lowered 
fuel consumption and real maintenance input per unit of output, so 
consumer appliance manufacturers have evolved new models with lower 
energy and maintenance requirements than their predecessors. Color 
television sets require less electricity and have drastically lower repair 
frequencies than previously. Refrigerators and air conditioners use less 
energy, while air conditioners have become Hghter and easier to install 
per unit of cooHng capacity.̂ ^ 

Econometricians have devoted more attention to quality changes in 
automobiles than in any other single product. At least two studies are 
now available that measure the extent of technical improvement in the 
level of automobile fuel consumption over time. Long ago Fisher, Gri-
liches, and Kaysen (1962, p. 446) created an index of the fuel usage of a 
constant-quality 1949 automobile and found a 12.8% improvement be-
tween 1949 and 1961. Using a different methodology to hold constant the 
quality attributes of automobiles, Wilcox (1978) has found an improve-
ment similar to that of Fisher, Griliches, and Kaysen for their 1949-61 
period (16.2%) and a further 12.5% improvement during the 1961-68 
interval. Subsequently there was a deterioration in fuel economy that 
Wilcox relates to federal environmental legislation. 

How can the value of the savings in operating cost in the appliance and 
automobile examples be converted into adjustments to the official price 
indexes for the same goods? Since no net revenue data are available, a 
different approach is required. In the above analysis we asked, ''How 
much was the change in the price of the capital good needed to yield the 
same net revenue?" Instead we could ask, ''How much would the price of 
the capital good have to be reduced to yield the same saving as the present 
value of the observed operating cost saving involved in the shift between 
the old and new model?" Wilcox's paper on automobiles estimates that 
improved fuel efficiency during the 1949-68 period was equivalent to a 
10% reduction in the price of new automobiles, enough to eliminate 
about one-third of the observed inflation in new automobile prices over 
that interval. 

4.5.2 Implications for the Measurement 
of Output and Productivity 

Since real output for an individual commodity is measured as a residual 
by dividing nominal product by the appropriate price index, any conclu-



241 Energy Efficiency, User-Cost Change, Durable Goods Prices 

sions reached above regarding the prices of durable goods have their 
counterpart in symmetric conclusions regarding the real output of dur-
able goods as well as the productivity of those industries. The new 
deflator developed for the aircraft industry in table 4.3, column 4, can be 
applied to the official national income accounts figure on nominal pur-
chases of aircraft as producers' durable equipment to yield a new real 
output series. In contrast to a 1957-72 annual growth rate of the official 
real aircraft output series of 6.2% the new output series grows at an 
annual rate of 16.9%. Productivity growth in the aircraft industry would 
also be increased at a corresponding rate. And, while labor productivity 
in the airline industry would not be altered, any index of the growth of 
total factor productivity in the airhne industry would be much slower with 
a capital input series derived from the new deflator than with the existing 
official deflator. This shift of total factor productivity improvement from 
the airline industry to the aircraft industry makes sense, since it was the 
aircraft industry that invested the research and development resources to 
obtain the technological advances that made more modern aircraft possi-
ble (all these statements treat aircraft engine and fuselage production as 
occurring in a single industry). 

Since this paper contains only a single detailed case study, it is impossi-
ble to determine whether aggregate official figures on real investment or 
real GNP are subject to minor or major revisions. The aircraft industry is 
so small that acceptance of our new deflator would raise the 1957-72 
growth rate of real producers' durable equipment purchases from 4.52% 
only to 4.63% per annum. Any major impact on real investment data, not 
to mention real GNP data, would require a finding that corrections for 
nonproportional quality change apply to a broad range of industries. 
Thus a conclusion regarding the importance of potential revisions must 
await a more comprehensive study.̂ ^ 

While we are not yet in a position to assess the aggregate quantitative 
significance of the new measurement techniques proposed in this paper, 
nevertheless it is apparent from the aircraft example that the potential for 
revision in the official deflators for durable goods may be considerably 
greater than from the first round in the 1960s of econometric studies using 
the hedonic regression technique. Because improvements in operating 
efficiency by definition occur for durable goods, but not nondurable 
goods or services, a more comprehensive study would presumably yield 
the conclusion that the price of durable goods relative to other goods has 
declined in comparison to the relative prices registered in the national 
accounts. 

Critics may protest that the process of correcting for changes in operat-
ing efficiency is inevitably so subjective that the resulting deflators have a 
wide margin of error. The detailed analysis of the airline case does indeed 
confirm that the estimation requires numerous steps, any one of which 
might be wrong, and also requires an arbitrary assumption about the 
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shape of the function Hnking aircraft net revenue to capital cost. In 
contrast to our finding that the new 1972-base deflator in 1957 is about 
four times the official deflator, another investigator might find a ratio of 
three or six. Yet it would be unwise to reject the new index as subjective 
while chnging rigidly to the existing deflator, because the latter is based 
on the equally subjective evaluation that successive models of aircraft 
differ in quality in exact proportion to observed differences in price. 
Among the many pieces of evidence that deny the validity of this assump-
tion is the observed behavior of the prices of used aircraft. In fact, the 
existing national income accounts are riddled with subjective decisions, 
including the continuing adherence to the procedure of setting per-
manently at unity the price index for producer purchases of electronic 
computers. 

Finally, it must be recognized that any attempt to correct durable 
goods prices for changes in operating efficiency requires acceptance of 
the production separability assumption outlined at the beginning of Sec-
tion 4.3. It must be assumed that improvements in fuel efficiency are 
achieved by manufacturers of the durable good and not by their users. 
Yet some assumptions are required to perform any kind of measurement 
work, and the most crucial assumptions employed in this paper can be 
validated by various pieces of outside evidence. Berndt and Wood (1975) 
provide evidence to support the separability assumption. The notion that 
users care about operating efficiency seems to be validated by the be-
havior of prices in the used aircraft market, not to mention the response 
of the prices of various types of used automobile models to changes in the 
price of gasoline. Similarly, the verdict that electronic computer prices 
should be based on prices per unit of computer service, and not on the 
production price per computer, is validated by the rush of users to shift to 
new-model computers with higher performance/price ratios. It may now 
be appropriate for critics to drop the accusation that new techniques of 
measurement are inherently subjective and to admit that the Umited 
scope of quality adjustments in the present official deflators for durable 
goods conflicts with ample evidence that real-world users place a positive 
value on improvements in performance and operating efficiency. 



Table 4.1 Basic Revenue and Operating Cost Data for U.S. Aircraft Efficiency Analysis 

(7) 
Rev. (8) (11) 

(5) (6) after Aircraft Annual 
(1) (2) (3) Stage Gross Over- Operating (9) (10) Net 

Comparison Plane Rev. Speed (4) Length Rev./ head Cost/ Cols. Annual Revenue 
and Year Types HriYr (mph) Seats (miles) rpm asm asm 7-8 am ' s  ($million) 

Long Range 

1. 1972 DC-8-61 
DC-10-10 

2. 1972 B707-300B 
B747-100 

3. 1967 B707-100B 
DC-%61 

4. 1967 DC-8-50 
DC-8-61 

5. 1959 DC-7B 
DC-%50 

6. 1959 DC-7B 
B707-100B 

3073 463 
2836' 483b 
3457 485 
3146b 507b 
3599 489 
3990' 485' 
3836 479 
3990' 485' 

248d 
3325' 410d 

248d 
3084' 410d 

175.0 942" 
224.6 1067 
143.0 1429" 
317.1 1962 
124.6 1166" 
195.5 1223 
130.7 873" 
195.5 1223 
79.1' 750" 

120.8' 750' 
79.1' 750' 

121.9' 750" 

.0682 
,0682 
,0601 
,0601 
,0546 
,0546 
.0546 
,0546 
,0590 
,0590 
,0590 
,0590 

,0176 
,0176 
,0169 
,0169 
,0159 
.0159 
,0164 
,0164 
,0207 
,0207 
,0207 
,0207 

,0093" 
,0082 
.0106" 
,0087 
,0094" 
,0070 
.0086" 
,0070 
,0172' 
,0098" 
.0172" 
,0098' 

,0083 249 
,0094 320 
.0063 240 
,0082 532 
,0065 219 
,0089 344 
.0078 240 
.0094 359 
,0035 65 
,0109 165 
,0035 60 
,0109 154 

2.067 
3.008 
1.512 
4.362 
1.424 
3.062 
1.872 
3.375 
0.228 
1.799 
0.210 
1.679 

Medium Range 

7. 1971 B727-100 2537 
B727-200 2610b 

8. 1971 B720 2576 
B727-200 2610b 

9. 1963 L-188 2409' 
B 727- 100 c 

10. 1959 DC-6B 
L-188 2409" 

433 
429' 
45 1 
429' 
290d 
376d 
216d 
290d 

96.2 
124.3 
116.6 
124.3 
75.1 
96.2 
65.5' 
75.1' 

556" 
518 
847" 
518 
500' 
500' 
500' 
500' 

,0797 
,0797 
,0797 
,0797 
,0718 
,0718 
,0708 
,0708 

,0242 
,0242 
.0242 
,0242 
.0218 
.0218 
,0248 
,0248 

,0149" 
.0110 
,0169" 
,0110 
,0134" 
,0117' 
.0176' 
,0121' 

~ 

,0093 
,0132 
,0073 
,0132 
,0084 
,0101 
.0073 
,0127 

~ 

106 
137 
135 
144 
52 
87 
34 
52 

0.986 
1.808 
0.986 
1.901 
0.437 
0.878 
0.248 
0.660 



Table 4.1 (continued) 

(7) 
Rev. (8)  (11 )  

(5) (6) after Airwaft Annual 
(1)  (2) (3) Stage Gross Over- Operating (9) (10) Net 

Comparison Plane Rev. Speed (4) Length Rev./ head  Cost/ Cols. Annual Revenue 
and Year Types HrlYr (mph) Seats (miles) rpm asm asm 7-8 asm’s ($million) 

Short Range 
~ ... . 

11. 1%7 DC-9-10 2621 378 66.6 280” 4831 ,0290 .0157a ,0173 66 0.878 
DC-9-30 2047b 34gb 47.4 257 .0831 ,0290 ,0117 ,0173 96 1.660 

12. 1%5 CV-440 ‘ 165d 43.7 250’ .0848 ,0296 .0242‘ ,0048 19 0.091 
DC-+lO 2621‘ 37Sd 66.6 250” .0848 ,0296 ,0155’ ,0141 65 0.917 

Source by col.: 
(2) Revenue hours per year. From United States Civil Aeronautics Board, Aircraft Operating Cost and Performance Report for the year in question (U.S. 

Federal Aviation Agency for 1963 and prior years). No figures are shown for piston planes, which are allocated the same utilization as the jet plane 
used in each comparison. 

(3) Speed. All comparisons except those marked with superscript “d” are from the same sources as col. (2). Those marked with superscript “d” are from 
_ I  

Siraszheim (1969, p. 76). 
(4) Seats. All comparisons arc from thc samc sources as col. (2). For those marked with supcrscript “c,” hgurcs from thc 1963 FAA document were used 

for tYS9 as wcll. 
(5) Stage length. All comparisons except thosc markcd with superscript “e” are from the same sources as col. (2). For those marked with superscript “e ,”  

operating cost comparisons are taken from Straszheim (1Y6Y, p. 86) for the stage lengths indicatcd. 
(6) Fare data are based on a yield curve adjusted fordiscounts displayed in Douglas and Miller (1974, p. W). For earlier years, e.g. ,  1967, the 1971 dataarc 

multiplied by the following three ratios that, when multiplied together, adjust for the changing role of discounts and the gradually changing tilt of the 
yield curve: (a )  the ratio of the 1967 to the 1971 published fare for the stage length in question, from the Official Airline Guide; ( b )  the ratio of the 1971 
to the 1967 published coach fare for the 740-mile stage length; (c) the ratio of the 1967 coach yield to the 1971 coach yield, from the CAB Handbook of 
Airline Srat&tics (1973). First-class fare data are calculated by the same procedure independently and are weighted together with coach data using the 
ratio of first-class to coach-class revenue passenger miles for each year, from the Handbook of Airline Statistics. 



(7) Gross revenue data are multiplied by two ratios to provide figures on net revenue attributable to a given aircraft per available seat mile: ( a )  load factor 
for the given plane in the given year, from the same sources used for col. ( 2 ) ; ( b )  the ratio of direct cost to total cost. taken as a percentage (57.2) of the 
direct cost categories (Bying operations, maintenance, depreciation, and capital costs) to total costs (also including aircraft and traffic servicing, 
passenger service, promotion and sales, general administrative, and depreciation of nonflight equipment), as given for the year ending June 30,1971, 
in Douglas and MilIer (1974, table 2-1, p. 8). 

(8) Except for comparisons designated by the superscript “e,” cost figures (including flying operations and maintenance but excluding depreciation) were 
taken from the source of col. (2). Comparisons designated by superscript “e” were taken from Straszheim (1969, pp. 24%51), where the figures shown 
from 1965 were adjusted to the year shown by multiplying crew wages and maintenance expense by the ratio between the earlier year and 1965 of the 
BLS economy-wide nonagricultural average hourly earnings index. 

(9) Col. (7) minus col. (8). 
(10) &Is. (2) times (3) times (4) (expressed in millions of am’s per plane-year). 
(11) Cols. (9) times (10). 
Note: asm = available seat mile. 
aCost per asm was caiculated using the stage length of the other plane in the comparison, adjusting the stage length shown for this plane by the cost curves 
illustrated in Straszheim (1969, p. 86). 
bAnnual asm’s (col. 10) were calculated by using figures in cols. (2) and (3) for the other plane in the comparison. 
‘Seat totals used for 1950 are those listed for the particular plane in the USFAA volume for 1963. 
dSpeeds shown for the relevant stage length in Straszheim (1969, p. 76). 
=Costs per asm adjusted from 1965 figures listed in Straszheim (1969. pp. 24%51) using the BLS average hourly earnings index for the nonfarm private 
economy. 



Table 4.2 Comparisons of Purchase Price and Net Revenue for U.S. Aircraft Emciency Analysis 

Long Range 

1. 1972 DC-841 7.7 (1969) 
DC-1@10 

2. 1972 B707-300B 6.7 (1968) 

3. 1967 B 707-1OOB 5.7 (1967) 

4. 1967 DCXi-50 5.4 (1966) 

5. 1959 DC-7B 1.6 (1958) 

6. 1959 DC-7B 1.6 (1958) 

B747-100 

DC-8-61 

DC-8-61 

DC-8-50 

B707-100B 

8.7 2.M7 ,238 1.736 1.455 ,928 ,108 
1.5.1 3.008 .199 

19.7 4.363 ,221 
5.7 1.424 ,249 1.245 2.150 ,858 - ,503 
7.1 3.062 ,431 
5.6 1.872 .334 1.26s 1.803 .889 - .375 
7.1 3.375 ,475 
1.6 0.228 .143 2.750 7.890 ,662 - ,769 
4.4 1.799 ,409 

4.6 1.679 -365 

7.5 1.512 ,202 2.627 2.885 ,809 - ,263 

1.6 0.210 ,131 2.875 7.995 ,660 - ,762 



Medium Range 

7. 1968 B727-100 
B727-200 

8. 1968 B720 
B727-200 

9. 1963 L-188 
B727- 100 

10. 1959 DC-6B 
L-188 

4.6 (1968) 4.6 0.794 

3.7 (1961) 4.4 0.794 

1.7 (1959) 1.8 0.437 

5.2 

5.2 

3.9 

1.7 
1.1 (1958) 1.1 0.248 

.1?3 
1.455 
,180 
1.530 
,243 
0.878 
,225 
0.660 

1.130 1.832 ,886 - ,453 
,280 
1,  I82 1.927 .877 - ,462 
,294 
2.167 2.009 ,870 - ,062 
,225 
1.545 2.661 ,822 - ,523 
,388 

Short Range 

11. 1967 DC-el0 2.7 (1966) 2.8 0.878 ,314 1.107 1.891 ,880 - ,485 
DC-%30 3.1 1.660 ,535 

DC-9-10 2.7 0.917 ,340 
12. 1%5 cv40  0.6 (1957) .65 0.091 ,140 4.154 10.077 ,630 - .740 

Source by coi.: 
(2) USCAB form 41; 1967 and earlier observations from schedule 3-43 dated December 31. 1967. 
(3) Price in col. (2) for the first plane listed is multiplied by the change between the year shown in col. (2) and the year of the comparison of the CAB price 
index shown in table 4.3, col. (1). The price for the second-listed plane in each comparison is obtained for the comparison year from the same source as is 
listed in col. (2). 
(4) Table 4.1, col. (11). 
(5) CoI. (4) divided by col. (3). 
(6) The ratio of price in col. (3) for the second-listed pIane to the price in col. (3) for the first-listed plane. 
(7) The ratio of the net revenue listed in col. (4) for the second-listed plane to the net revenue listed in col. (4) for rhe first-listed plane. 
(8) The inverse of col. (7), raised to the .2 power. 
(9) Cols. (6)  times (8) divided by (7) minus 1.0. 



Table 4.3 

Year 

1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 

(1) 
CAB 
Index 

68.5 
69.6 
72.1 
72.3 
73.2 
75.5 
78.7 
77.1 
78.7 
80.0 
83.0 
85.6 
88.7 
94.0 
98.1 

100.0 
103.6 
108.5 
118.4 
129.3 
136.9 

Alternative Price Indexes 
for Commercial Aircraft, 1946-1978 
(1972 = 100) 

(2) 
BEA 
Extrapolation 

36.8 
41.9 
44.7 
46.5 
49.0 
55.9 
55.6 
56.8 
57.5 
59.8 
65.2 

(3) 
New Index 
for 
Identical Models 

48.0 
48.0 
48.0 
54.4 
60.9 
60.9 
60.9 
66.5 
68.3 
69.0 
70.1 
70.4 
70.4 
70.4 
70.4 
70.4 
68.8 
75.6 
75.6 
77.8 
78.6 
81.0 
84.2 
88.7 
94.0 
98.9 

100.0 
106.0 
109.0 
119.5 
122.1 
137.7 
151.2 

(4) 
New Index 
Based on 
Eq. (33) 

196.3 
196.3 
196.3 
222.8 
249.3 
249.3 
249.3 
272.5 
279.8 
282.6 
287.2 
288.1 
259.3 
133.0 
128.1 
128.6 
132.6 
136.9 
134.2 
137.1 
119.9 
116.4 
106.0 
105.4 
103.4 
98.1 

100.0 
103.6 
108.5 
118.4 
129.3 
136.9 
150.3 

(5) 
Cols. 
(4) 
^ (1) 

4.206 
3.726 
1.845 
1.772 
1.757 
1.756 
1.740 
1.740 
1.740 
1.499 
1.402 
1.238 
1.188 
1.110 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 

Source by col.: 
(1) and (2) CAB (1977). 
(3) and (4) See table 4.2 and text explanation. 



Table 4.4 Comparison of Used/New Price Ratios 
and Quality Relatives for Commercial Aircraft (1977) 

Aircraft 

DC-10-10 
Boeing 747-100 
DC-8-61 
Boeing 707-300B 
Boeing 707-lOOB 
DC-8-50 

Boeing 727-200 
Boeing 727-100 
Boeing 720B 
Lockheed L-188 

DC-9-30 
DC-9^10 
Convair 440 

(1) 
Used/New 

Long Range 

1.39 
1.19 
.67 
.51 
.35 
.31 

Medium Range 

1.38 
.65 
.27 
.23 

Short Range 

1.37 
.82 
.08 

(2) 
Quality Relative 

1.00 
1.00 
1.11 
.74 
.55 
.69 

1.00 
.54 
.54 
.51 

1.00 
.52 
.13 

Source by col.: 
(1) The used price is from Sweetman (1977). The new price is the second price shown for 
each aircraft in col. (3) of table 4.2. 
(2) Based on table 4.2, col. (9), 
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Notes 

1. For a general review of the central issues involved in the measurement of real output 
for productivity analysis, see the Panel to Review Productivity Statistics (1979, chap. 5). 

2. The Denison criterion is also addressed in the debate between Denison (1969; 1972) 
and Jorgenson and Griliches (1967, 1972). 

3. See Gordon (1971a, 1974). 
4. This criticism was first made in Gordon (19715). 
5. In some applications involving departures from free competition, e.g., smog control 

devices, the two criteria do yield different measures. This paper is entirely concerned with 
examples in which choices of quality characteristics are made freely by business firms, 

6. The assumption of costs that are constant in quantities, but increasing in quality 
characteristics, has been adopted by most previous papers in this literature, including Parks 
(1974) and Rosen (1974). 

7. The vector of output characteristics (y) might be imagined to consist of m-1 
homogeneous goods, plus an "mth" good having n separate characteristics: y = 
CVij2. • • • . >'m-ijmij'm2» • • • , ^mj-N^w quality changc Involvcs an Incrcase in onc of 
the characteristics of the '*mth" good. If resources and technology are fixed, this would in 
turn require a reduction in the output of one of the m-1 other goods. 

8. Berndt and Wood (1979, p. 344), with the notation of the present paper substituted for 
that of the authors. 

9. In what follows expected future values of the exogenous parameters are implicitly 
assumed to remain equal to their current values. 

10. If the firm maximizes profit, which consists of net revenue less the user cost of its 
capital stock of durable input characteristics, it must be operating on the upward sloping 
segment of the net revenue function. This is evident in fig. 4.5 below. 

11. During the two-decade period 1953-72, the nominal price of gasohne in the Con-
sumer Price Index (CPI) increased 34% compared to 56% for the all-items CPI, represent-
ing a reduction in the relative price of 14.4%. 

12. The depreciation rate should depend both on the built-in durabiUty characteristics of 
the good and the user-chosen intensity of repair and maintenance services. In the simple 
version of the model considered here, with only a single composite operating cost character-
istic, the depreciation rate is assumed to be fixed. 

13. For some quahfications, see Muellbauer (1974). 
14. Imagine that point B lies along an extension of the ray OA. Then the new level of net 

revenue per dollar of capital (ViB/OVi) would be the same as before (VQA/OVO)^ Since the 
percentage user cost per dollar of capital (r + 8) is constant, the rate of return on capital 
would remain constant. 

15. Among the most important are Griliches's (1971) notes on technical problems in the 
hedonic literature, and the debate between Gordon (1971a, 1974) and Triplett (1976) on the 
extent of a significant quahty bias in existing official price indexes. 

16. This description is based on the United States Civil Aeronautics Board (1977). This 
document was kindly provided to me by Don Eldridge of the Bureau of Economic Analysis. 

17. To minimize the burden of copying the required data, prices for all planes during 
1968-78 were based on form 41 dated December 31,1978, and during 1946-67 were based 
on schedule B-43 dated December 31,1977. Data for the following sample of airlines were 
collected: American, Braniff, Delta, Eastern, TWA, United. Price quotations were 
obtained for 802 separate aircraft from the 1978 form, for 767 aircraft from the 1967 sheet. 

18. Prior to 1957 the official deflator is based on a weighted average of the Producer Price 
Index component indexes for diesel engines, fabricated metal products, metalworking 
machinery, and electrical machinery. None of these indexes contains any components 
manufactured by the aircraft industry. 
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19. More specifically, the excluded Lockheed L-1011 duplicates the Douglas DC-10; the 
Convair 880 and 990 were high-cost jets that had short production runs and were phased out 
by their main users by the end of the 1960s; the short-range piston Martin 404 mirrors the 
performance of the Convair 440; and the Lockheed "Constellation" series (749,1049,1649) 
duplicates the Douglas DC-6, DC-6B, and DC-7 series. 

20. Major sources are Avmark (1976, and earlier issues) and Douglas Aircraft annual 
reports. 

21. If a change between models occurred in a group, say long-range aircraft, between 
1969 and 1970, this change was weighted together with the changes recorded for the two 
other groups (medium- and short-range) using the nominal sales in the respective groups in 
1969, 1970, and 1971. 

22. The source is Aircraft Exchange and Services, Inc., (1966, p. 1). The average price 
quotation on the two DC-8-30s listed is $4,000,000, and of the nine DC-7s listed $183,000. 
Of course the DC-7s were somewhat older, being manufactured between 1953 and 1959, but 
this age difference cannot account for the price spread. 

23. These price quotations are all from Watkins (1971). 
24. In 1979 the average seat width on United's DC-8 aircraft was 16.89 inches and on its 

747 and DC-10 aircraft 17.00 inches, from United brochure '*Great Seats in the Friendly 
Skies." 

25. Some crude adjustments to the prices of consumer appHances for savings in operating 
costs are contained in Gordon (1974, chap, 6). 

26. This study is underway. The draft monograph (Gordon 1974) is under revision to 
update the figures, to incorporate the measurement techniques discussed in this paper, as 
well as other improvements suggested by reviewers and critics. 
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C o m m e n t Jack E . Triplett 

In the section dealing with Input and Output Price Index Concepts, 
Gordon suggests that we have reached substantial agreement on the 
major issue: quality change should be accounted for by user value in input 
price measures, but by a resource-cost rule for output price indexes. Yet, 
in subsequent sections exploring what he refers to as ''nonproportional 
quahty change," he presents an alternative that would be employed for 
both input and output price measures. Actually, it corresponds closely to 
one method currently used by the Bureau of Labor Statistics (BLS)—the 
use of manufacturers' cost data to make quality adjustments for some 
kinds of durable goods. 

In this comment, I first describe briefly the BLS use of cost data for 
making quality adjustments and the rationale that has been used to justify 
it. The other sections address aspects of Gordon's paper. 

What Does the BLS Do and Why Does It Do It? 

It is well known that the BLS uses manufacturers' cost data to adjust 
prices of some goods for quality changes. This is documented for the 
Producer Price Index (PPI) in the Early and Sinclair paper in this volume. 
New cars are also handled this way in the Consumer Price Index (CPI), as 
are federal safety standards for a few other products. 

Jack E. Triplett is assistant commissioner for research and evaluation, Bureau of Labor 
Statistics. 
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It is important to emphasize that use of manufacturers' cost data is not 
the only method for handling quality change in the indexes and is not 
necessarily even the preferred way of treating quality change. If equilib-
rium selUng prices of new and old varieties were available in the same 
situation or time, one could Unk the index over from old to new varieties; 
in this case, the price ratio between the two becomes the impUcit quaUty 
adjustment. If equilibrium price data are not available (and as Early and 
Sinclair note, they seldom are) an appropriate alternative for input prico 
indexes would be measures of user value for the two varieties, again 
taken for the same situation. Gordon and I, as well as official BLS poHcy, 
all agree on this. 

Still considering input price indexes, what is done if neither equihbrium 
price relatives nor user-value information is available? In practice, a 
quality change may be handled in one of several ways. 

1. When there are no data available for making an explicit quahty 
adjustment (the majority of cases), one of two options is employed. 

a) Where quality change is deemed "small" (according to procedures 
adopted on a product-by-product basis) it is neglected.^ This leads to the 
so-called direct price comparison, which means that all of the observed 
price change will be recorded as pure price change, with no allowance for 
quality change. The usual presumption is that quahty changes are on 
balance improvements; if so, direct comparison imparts an upward bias 
to the indexes. 

b) On the other hand, if the BLS finds that the quality change is 
greater than the cut-off value and so therefore cannot be ignored, this 
leads to one of two forms of '"finking" procedure. The procedure used in 
the PPI takes the entire price differential between the new and old 
varieties as the measure of quality change.^ Obviously, when all of the 
observed price differential is counted as quality change, the BLS misses 
any price change that may have accompanied the introduction of a 
changed item. The error could in principle go in either direction. If price 
changes are more fikely to be made when new models are introduced, 
during an inflationary period the PPI linking procedure would tend to 
produce a downward error in the indexes; this downward error will occur 
regardless of whether quality changes are improvements or deteriora-
tions. This reasoning depends on the presumption that producers try to 
''mask" price increases by coupUng them with new model introductions, 
which may not be true even in inflationary times, and is even less likely 
when prices are faUing.̂  

2. In some cases, the BLS obtains the cost of the quahty change from 
the manufacturer who provides the price data to the BLS and uses cost as 
an explicit quality adjustment. The actual process involves two steps. 

a) The first is a rule or criterion for judging whether or not a particular 
change in specifications reported by the manufacturer is or is not to be 
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accepted as a quality change for the purposes of the index. The criterion 
used depends explicitly on whether the BLS index is interpreted as an 
input price index or as an output price index. In practice, both CPI and 
PPI indexes have been treated as if they were input price indexes; for 
input price indexes the quality criterion is user value. 

As an example of the operation of the quality criterion, several years 
ago an auto manufacturer submitted as quality improvements a change 
from conventional to digital clock faces and a redesigned speedometer 
which did not register extremely high speeds. Both were disallowed 
because the BLS commodity speciahst judged that neither change repre-
sented increased transportation value to the user of the automobile."* 

b) If it is determined that a specification change does represent in-
creased or decreased value to the user, the second step is to estimate that 
value. Using resource-cost data to estimate user value rests on the princi-
ple that in equiHbrium the marginal cost of any change will approximate 
its incremental value to the user. Where manufacturers' cost data are 
used as quahty adjustments in a BLS index that is interpreted as an input 
price index, they are explicitly regarded as an approximation to the 
user-value data that are considered theoretically appropriate for the 
index. 

Thus, in using manufacturers' cost data the BLS distinguishes between 
the quahty criterion and the quality adjustment estimator. The criterion 
for measuring quality change in a BLS input price index is always user 
value—the correct theoretical quality adjustment method for input price 
measures (see Sec. 5.3 of my paper in this volume). The estimator, on the 
other hand, is sometimes manufacturing cost because that may be the 
only information obtainable, and because cost should have an equilib-
rium relationship to the theoretical quahty criterion of user value. 

Any estimator may contain error, relative to the correct measurement. 
It happens that this particular estimator has some unique problems. One 
manifestation is the occasional manufacturer's report of increased quality 
at reduced cost, an obvious case where the estimator is in error (though 
one should not conclude that error is absent just because cost and 
user-value information move in the same direction). Second, "downsiz-
ing" and other complex changes in automobiles in recent years have 
caused the cost-based procedure to break down at times, so that some 
new automobile models have been handled in both CPI and PPI by 
imputation to quality adjusted price movements of cars which were less 
drastically changed. 

The preceding has concerned input price measures. Output price mea-
sures have only recently become operational. In the output price index 
case, the correct quahty criterion would be resource cost. Manufacturers' 
cost data do measure that.^ However, for this case a resource-cost rule 
must also be applied as a decision rule for judging whether a particular 
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product change is a quality change. One would not employ a user-value 
criterion to judge whether a particular specification change should be 
accepted as quahty change for an output price index. Thus, there is no 
reason for using a "mixed" quahty adjustment rule for output price 
measures. 

Hedonic techniques are an alternative method for adjusting for quality 
change. A full discussion of the merits and disadvantages of hedonic 
methods is beyond the scope of the present note (on this, see Griliches 
1971). No BLS index currently incorporates hedonic quality adjustments, 
despite extensive internal BLS research on hedonic methods over the last 
decade or so. That research suggests that they are probably best suited for 
products where conventional specification pricing is unworkable (com-
puters, e.g., or aircraft [see Archibald and Reece 1977,1979]), or to solve 
particular pricing problems (housing prices being an example [see Gil-
Ungham 1975]), or as a check on the vaHdity of conventional procedures 
(Triplett and McDonald 1977; and the Early-Sinclair article in the present 
volume). It is well estabhshed that hedonic methods may break down for 
the same reasons that conventional methods fail, with automobiles a 
major case in point (Triplett 1969; Ohta and Griliches 1976). 

Gordon's Alternative Method 

In his section on nonproportional quahty change, Gordon says that 
'*the distinction between the 'user-value' and 'production-cost' criteria 
for the measurement of quality change is misleading, since both are 
used. . . . User value is the criterion used to define . . . the characteristic 
desired by the user. And production cost is the criterion used to make the 
actual quality adjustment" (p. 214). This proposal matches almost ex-
actly what the BLS actually does with cost-based data in input price 
indexes—a user-value rule for defining quahty change, with resource-cost 
data used as an estimator. Gordon's proposal appears in conflict with the 
results of my paper, and with the BLS rationale for what it is doing, but 
does not really amount to that.^ 

To clarify the matter, consider the first two equations from my paper in 
this volume (Chap. 5): 

(1) G = G(C,Ko.L) 

(2) C=C(Kc.L) 

The objective is to compute an input price index for, say, computers, or 
for computer services (C)—that is, a measure of the price paid for 
computers by the using industry (which I named ''gadgets"). As an input 
price index, the computer index is one component of an index for the 
right-hand side of equation (1). An output price index for computers is a 
price index for the left-hand side of equation (2). 
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In my paper, the analytical technique for handling quality change in 
input price index numbers involves respecification of the right-hand side 
of equation (1), so that the input price index is defined in terms of input 
characteristics of computers rather than in terms of the good ''comput-
ers." For output price indexes, the left-hand side of equation (2) is 
similarly respecified so that the "computer" variable is replaced by 
measures of computer output characteristics. 

Essentially, respecification from goods space to characteristics space 
serves to transform the discussion from an argument over how to treat the 
computer "box" (the form the quality change Hterature has taken in the 
past) to an analysis of the properties of computers that are important in its 
own production function and in the production functions for using indus-
tries. However, even in characteristics space there remain two theories— 
input and output price indexes have separate theoretical justifications 
and require separate, and different, theoretical treatments of quality 
change (see Sees. 5.3 and 5.4 of my paper). It is a misunderstanding of the 
theoretical result to suppose that shifting the unit of analysis from 
"boxes" to the characteristics of boxes yields a single method of quality 
adjustment, applicable to both input and output price indexes. 

Consider the input case. Any input cost index (whether in goods space 
or characteristics space) depends only on the using industry's technology 
and the costs of acquiring inputs. To implement the theoretical quality 
adjustment method for input price indexes discussed in Section 5.3.3 of 
my paper, one would collect the following information from the gadget 
producer: (1) the list of computer characteristics important to gadget 
production; (2) the production function for transforming computer char-
acteristics and other inputs into gadgets; and (3) the costs or prices paid 
for all inputs, including computer characteristics. 

BeUeving that the second and third pieces of information are probably 
not available from the buyer of computer services, Gordon instead 
proposes to collect data from the seller. This can be justified by the same 
rationale that motivates the BLS introduction of production-cost data 
into the PPI and CPÎ —in equihbrium the marginal manufacturing cost of 
a computer characteristic will approximate its incremental value when 
used in the production of gadgets. This, then, is the basis for Gordon's 
equation (4)—^which was obtained by substituting the input demand 
functions from the using industry (here gadgets) "into the cost function of 
the supplying industry" (Gordon, this volume, p. 210). The same 
rationale underhes his input price index (computed as the ratio of two 
valuations of eq. [4]), and the "shift-term" analysis that culminates in an 
input price index for computer service characteristics that is "measured 
by adjusting the observed change in cost of a new model for the change in 
its quantity of characteristics (Xydy) multipUed by the marginal cost of 
producing characteristics ( Q O " (Gordon, this volume, p. 212). 
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The pure theory of an input cost index contains nothing on the technol-
ogy of the supplying industry. Gordon's use of production cost data in an 
input price index is best interpreted as an empirical approximation to 
what is wanted in theory, exactly the rationale that motivates the BLS 
empirical procedures. 

To be sure, a cost-reducing innovation in the computer-producing 
industry may be expected to reduce the cost of computations performed 
in the gadget industry. And an economist wants not simply to measure 
prices but also to analyze them. It is clearly true that a shift in the suppling 
industry, or an increase in demand from the using industry, will change 
the market prices for computers measured in computation units. But such 
shifts should not appear in the price index formula because that would 
tend to factor them out of the price measure. One wants to be sure that 
cost reduction in the computer-producing industry does show up as a 
measured reduction in the costs of computations performed in the gadget 
industry. 

In conclusion, it is not true that the theory specifies a single treatment 
for quahty change in both input and output price indexes. What Gordon's 
argument says is that under certain conditions the two theoretical quahty 
adjustments will give similar estimates, and for this case one can use 
either adjustment and obtain the same result. 

The "Resource-using" and ''Nonproportional" 
Dichotomy of QuaUty Change 

I have reservations about taxonomies of quality change. Most have not 
been very enlightening, primarily because they have often been con-
structed around examples that contained only part of the economic 
information needed to evaluate the cases being classified. 

A ''nonproportional" quality change is defined by Gordon as one 'in 
which production cost does not change in proportion to user value" 
(p. 207), or as a situation where there is ''a downward shift in the supply 
curve of user-desired characteristics" (p. 207). These two definitions can 
be inconsistent. 

On the ''supply shift" definition, a quahty change from A to either B or 
C in figure 5.3 of my paper involves a shift in the supply schedule (F^ to 
F2), and so is classified as "nonproportional." This is similar to points A 
and B in Gordon's figure 4.1. On the other hand, a quality change such as 
i? to C in my figure 5.3 implies an unshifted supply function; this change is 
classified as "resource using," or "proportional." 

However, neither my figure 5.3 nor Gordon's figure 4.1 contains 
information about user value. Accordingly, one does not know whether a 
downward shift in the factor requirements function, F, or in Gordon's 
unit cost function, V, does or does not create a situation where user-value 
and resource-cost rules diverge. One can read from my figure 5.3 two 
alternative resource-cost quality adjustments, dLi and dL2 (on Gordon's 
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fig. 4.1, the latter one is equivalent to the vertical distance on the F-axis 
corresponding to the movement from points Dto B). But the user-value 
measure cannot be obtained from resource-cost information, and there is 
therefore no way of knowing whether the user-value change corresponds 
to either dLi or dL2. 

Similarly, one cannot determine whether user-value and resource-cost 
rules agree solely from knowledge that the supply curve did not shift. The 
movement from point B to point C in my figure 5.3 might have been 
caused by a shift in the using industry's production function that raised 
the demand for characteristics. Thus, an unshifted supply curve could be 
consistent with deviation between resource-cost and user-value rules, 
creating inconsistency in Gordon's alternative definitions of ^'nonpropor-
tional" quality change. 

What we do know is that in equihbrium the incremental value to the 
user of a quality change equals the increment to the cost of producing the 
additional characteristics. Thus, for small changes around the point of 
equihbrium, and on the assumption of a competitive world where func-
tions are smooth and where government or other nonmarket forces do 
not intervene, one would get approximately the same values from re-
source-cost and user-value measures. 

Shifting functions, whether on the demand or supply side, represent 
one case where the two quality change criteria can yield different 
answers. Characterizing quality change by whether the supply curve has 
or has not shifted may be useful for some purposes. But it is not necessar-
ily the same thing as a situation where user-value and resource-cost 
quality adjustment rules diverge. Identifying the latter situation requires 
information on both the cost schedule for the supplying industry and the 
using industry's production function. 

Handhng Fuel-Efficiency Changes in Price Indexes 

There is no question that fuel efficiency changes should be reflected in 
some way in a measure of the using industry's input costs, or in a measure 
of the consumer's consumption costs. It is not true, however, that the 
fuel-efficiency effect must necessarily enter into the measurement in the 
form of an adjustment to the price of the durable good whose fuel 
efficiency changed.^ In fact, the theory of index numbers suggests just the 
opposite—that the theoretically appropriate method for incorporating 
fuel efficiency changes into the index normally involves an adjustment 
other than to the price of the durable good whose fuel efficiency changed. 

Suppose the manufacturer of a durable good introduces a fuel-saving 
innovation. That is, the new product provides the same service as the old 
but requires less fuel to do it. 

First consider the theoretical input cost index that encompasses all of 
the inputs used by a particular firm or industry (eqq. 4 and 4a from my 
paper in this volume). Recall that this index measures the change in cost 
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between two collections of inputs—one set of inputs represents the 
minimum-cost method of producing a particular output level in the initial 
period, the other is the minimum-cost input set in the comparison period 
that can produce the same output level. 

If a fuel-efficiency improvement occurs in the second period, then the 
cost of the collection of inputs necessary to produce a given output level 
will fall by the decrease in expenditure on fuel (net of any price increase 
charged for the new durable good). That is, an improvement in, say, 
aircraft fuel economy will be picked up in the airUne industry's input cost 
index in the form of a decrease in quantities of fuel. No additional 
adjustment to the price of aircraft is necessary. The reason lies in the 
nature of the theoretical input cost index: the theoretical index permits 
quantities to adjust to find a minimum-cost combination, and the cost 
saving from an improvement in fuel efficiency occurs precisely from an 
adjustment in quantity of fuel required for a fixed amount of output. 
Therefore, in the total input cost index, adjusting the price of airplanes 
for fuel savings would double-count the effect of increased fuel efficiency, 
for that saving already shows up in decreased quantities of fuel purchased 
by airiines. 

However, a measure of the total cost of all the airUne's inputs is not the 
only relevant price index. For some purposes, it may be appropriate to 
ask how prices of some components of the full set of inputs are moving. 
One may want a price index only for the airplanes used by airiines, or a 
price index for producer durable equipment used as inputs to the airiine 
industry. PoUak (1975) referred to indexes encompassing less than the 
full set of inputs as ''subindexes." 

If the objective is to produce a subindex (such as a price index for 
airplanes), then one must deal with the question. What subindex is 
justifiable in theory? Pollak (1975) distinguishes several kinds of subin-
dexes, but the kind most relevant to the present discussion depends for its 
justification on the theory of separability, as applied to production 
functions.* It is convenient to approach the subindex question by refer-
ence to Gordon's treatment. 

Gordon writes the production function (his eq. [18], p. 218): 

y = y[h,k{x,e)], 

where inputs h and e are labor and energy, respectively, and x is defined 
to be ''performance characteristics" (which also implies that x is to be 
interpreted as a vector). As the notation makes clear, Gordon is discus-
sing an input price index (a price index for jc) and not output price indexes 
(which would refer to the price of >̂ ). Thus, what is wanted is a subindex 
of the full input-cost index for the }^-industry's inputs. 

Gordon cites Berndt and Wood (1975) to confirm that capital and 
energy may be treated as an aggregate, separable from labor, as he has 
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written the equation. Realism, however, is not the difficulty with Gor-
don's use of equation (18). 

The theory of separability states that the assumption made in equation 
(18) permits constructing a consistent index of wages ̂  without worrying 
about capital or energy, or an index of some aggregate of capital and 
energy, without requiring data on labor. But equation (18) does not 
permit forming an index of capital goods prices, independent of energy— 
which is, of course, what Gordon proposes to do. For that, one would 
have to be able to write the vector of x's separable from e—that is, to 
maintain that marginal rates of substitution between aircraft characteris-
tics (such as between speed and fuel economy) were independent of fuel 
usage. That is not a plausible specification at all. Gordon seems to have 
misunderstood what separabiHty theory says about forming subindexes.^ 

Instead, the assumption embodied in Gordon's equation (18), and 
justified by Berndt and Wood's empirical work, specifies that the theoret-
ically appropriate subindex is an index for airplanes combined with fuel. 
An input subindex for airplanes alone is not theoretically justifiable. 
Treating fuel-efficiency changes in the airplane-fuel subindex gives a 
result similar to the one for the overall input cost index: because the input 
cost subindex is defined on airplanes combined with fuel, the effect of fuel 
efficiency improvement is again completely accounted for by the reduc-
tion in fuel quantities. No airplane price adjustment is called for. 

Thus, neither the overall input cost index nor the subindex implied by 
Gordon's equation (18) calls for a quaUty adjustment to aircraft prices for 
increases in fuel efficiency. The reason is that economic input cost in-
dexes (whether the full index or the subindex) are ratios of costs; the 
change in cost caused by increased fuel efficiency enters the cost calcula-
tion directly in the form of reduced expenditure on fuel. No additional 
quality adjustment to the price of the durable good is necessary.̂ ^ Fuel-
efficiency changes pose index number problems only when the objective 
is to compute fixed-weight approximations to input cost indexes, such as 
by use of Laspeyres or Paasche formulas. For these cases, fuel is entered 
with a fixed weight, and no quantity adjustments occur. 

Consider this problem within the context of the Consumer Price Index. 
The BLS now prices a durable good (cars) and also other inputs (gaso-
hne, repairs, etc.) necessary to use the car. Because the CPI is a Las-
peyres index, there are fixed expenditure weights that apply to all of these 
things. 

Suppose manufacturers introduced more fuel-efficient cars without 
reducing their size or performance characteristics. Any higher price 
changed for a more fuel-efficient automobile is offset by a decrease in the 
quantities of purchased fuel. 

The problem the index maker faces is that the fixed-weight index does 
not permit adjustment of any quantities. This reaUstic problem is the one 
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that concerns Gordon. It is important to understand, however, that the 
theory provides no guidance. The theory of index numbers is a theory of 
the exact or theoretical index, and in that index fuel-efficiency adjust-
ments to durable goods prices are not required. The problem arises in the 
fixed-weight index precisely because of the condition (fixed weights) by 
which the Laspeyres or Paasche formula differs from the true index of 
input costs. 

One could make the argument that in the fixed-weight framework 
adjusting the price of the durable good for increased fuel efficiency is at 
least going in the right direction and is better than no adjustment at all. I 
would not be unsympathetic to an argument along that line. 

I would strongly prefer, however, a different approach to the problem. 
It has long been established that a consumption measure should pertain 
to the services of durable goods and not to the quantities of durables 
purchased. In that context, the BLS would be pricing the cost per mile of 
a constant quality automotive service (constant quaUty being defined in 
terms of comfort, carrying capacity, and other use characteristics). If the 
BLS were to price the services of durable goods, then fuel efficiency 
changes would appear, appropriately, as simple changes in the cost of the 
service. In that context, they would not present themselves in the form of 
a "quality problem" at all (see Triplett 1971ft). One may rationalize 
Gordon's empirical work on fuel efficiency as an approximation to this 
alternative approach. The rationalization, however, is quite different 
from the one that appears in his paper. 

In summary, the theory of index numbers provides scant support for 
fuel-efficiency adjustments to the prices of durable goods, for the reason 
that the theoretical input price indexes (including the input cost index 
discussed in my paper in this volume as well as the cost-of-living index 
concept) already admit into the measurement adjustments in fuel quanti-
ties occasioned by increases in the fuel efficiency of durable goods. In 
fixed-weight indexes, quantity adjustments do not enter into the 
measurement. Consequently, anything done in the fixed-weight context 
amounts to an ad hoc procedure, quite outside index number theory, 
justifiable on the hope that the adjustment will go in the right direction, 
and is of approximately the right magnitude. That does not necessarily 
condemn the empirical work; measurement can sometimes be done 
without tight theoretical support. But the theoretical rationale for such 
work is not the one Gordon gives and, so far as I can determine, does not 
really exist. 

Conclusion 

These comments have been concerned exclusively with the theoretical 
sections of Gordon's paper, and the paper is primarily an empirical one. 
Because the empirical work does not stand or fall on the particular 
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formulations used in the theoretical section, my comments are not to be 
interpreted as strictures on the empirical work, which can stand on its 
own, and should be studied and absorbed by anyone interested in the 
empirical side of the quaUty measurement question. 

I am more concerned about the interpretation to be given to empirical 
work of this kind than I am with the numbers actually produced. To 
observe that most empirical work on quality change and on hedonic 
methods has proceeded with little or no reference to the theory of index 
numbers is no new insight. But it is also true that a good part of the 
theorizing on this subject served up to the empirical workers has been 
beside the point, or worse. We are a long way, as Gordon notes, from 
having a good empirical grasp of the magnitude of the quality problems in 
our economic measurements. But unless we have a better grasp of what 
we want to measure—that is, of the theory and the economic concepts— 
we will not be able to tell whether empirical work has improved the 
measurement. 

Notes 
1. The procedures imply a rule or criterion exists for specifying which product changes 

are to be accepted as quality changes. The criterion for this case is the same as the one stated 
in 2(a), below. 

2. In comparable situations, the CPI uses a different linking procedure that implicitly 
imputes to the good whose quality changed the price movement of similar goods whose 
quaUty did not change. As with the PPI procedure, one expects CPI linking to impart a 
downward bias when prices are rising, but this presumption has not been tested empirically. 

3. A more extended discussion is in Triplett (1971a). Empirical attempts to evaluate the 
PPI linking procedure are Triplett and McDonald (1977) and Early and Sinclair (in this 
volume). A survey of studies on quahty error in price measures is contained in Triplett 
(1975). 

4. That such judgments may sometimes be arbitrary is an unavoidable flaw with the 
procedure, but judgment always plays a role in the construction of price measures. The 
cost-based quaUty measures are not unique on that score. 

The complexity of the role of the automobile in modern society has required some 
controversial interpretations of the user-value criterion. For example, in 1971 Commis-
sioner Geoffrey Moore, responding to the recommendations of a U.S. Government Inter-
agency Committee, decided that legally mandated changes (smog devices, safety equip-
ment, fuel economy standards and the Uke) would be treated as quality changes in all BLS 
indexes on the grounds that Congress had made a political judgment that the value of these 
changes was worth their cost. The price index treatment of some of these items remains 
controversial, with arguments marshaled on either side, but that issue cannot be explored 
fully here. 

5. This does not say that they always conform precisely to the theoretical resource-cost 
rule. For a variety of reasons the data reported may be imperfect (see Triplett 1971a). 

6. Conversations with Prof. Gordon have been valuable in resolving points discussed in 
this section. 

7. This question was first raised by Fisher and Shell (1972). 
8. Blackorby and Russell (1978) subsequently argued that indirect separability or separa-

biUty of the cost function is the appropriate starting point for constructing input price 
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indexes. To preserve the notation of Gordon's paper, we merely note that fact, without 
incorporating it. 

9. On p. 242, Gordon identifies the separability assumption as having something to do 
with whether "improvements in fuel efficiency are achieved by manufacturers of the durable 
good and not by their users." Separability of a using industry's production function is simply 
a way of depicting technology in the using industry; it does not depend on the supplying 
industry's cost or production function, nor does it depend on the sector in which fuel 
efficiency changes originate. 

10. An additional effect may occur in the input cost index for changes in usage of other 
inputs that may be complements or substitutes with fuel. Also, we have not explicitly 
considered whether increased fuel efficiency of the durable good was a response to rising 
fuel prices, which would of course also be included in the input cost index. 
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Reply 

Triplett's constructive set of comments helps to clarify the relation of my 
new work on energy—efficiency adjustments to the traditional literature 
on index numbers. Our sole remaining disagreement concerns his doubt 
that energy-efficiency adjustments to the prices of durable goods are 
useful or appropriate in input indexes. But for my area of concern, the 
measurement of net investment in the national income and product 
accounts, changes in the service price of durable goods must be decom-
posed to determine the portion attributable to the manufacturer of the 
durable goods. This is achieved by my proposed quaUty adjustment 
procedure, which leads to a price index for durables that moves in 
proportion to Triplett's service price when the price of fuel is held 
constant. 

Criteria versus Estimators for QuaUty Change 

The first half of Triplett's comment provides a correct interpretation of 
my framework for quality adjustments. The approach that I advocate for 
input cost measurement is not the pure theoretical concept that Triplett 
develops in his paper. As Triplett states, the pure concept would require 
for its implementation a set of data collected only from purchasers of 
durable goods, including details on their production functions for every 
product and on the prices paid for all inputs. I reject the pure concept on 
grounds of practicality. The collection of price data from buyers has 
proven feasible only in selected pilot projects (esp. Stigler and Kindahl 
1970). Since the sellers' side of the market for most manufactured goods 
is so much more concentrated than the buyers' side, virtually all efforts to 
measure prices by both official agencies and outside investigators have 
involved the collection of data from the seller. This leads to my hybrid 
concept for input cost measurement. Here the quaUty criterion is user 
value (e.g., the characteristic valued by the computer user is its calcula-
tions rather than dimensions of the computer box); the estimator used to 
adjust computer price indexes for differences in characteristics across 
models is based on the seller's marginal cost. Because this distinction 
between the criterion and the estimator is identical to that used by the 
Bureau of Labor Statistics, my criticism of their price indexes does not 
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involve a theoretical dispute but rather concentrates on sins of omission 
(e.g., the failure of BLS to develop a price index for computers or 
commercial aircraft), and on detailed procedures (e.g., the BLS decision 
in 1970 to treat electronic calculators as a new product rather than as a 
price reduction for existing desk calculators). In fact my strongest criti-
cisms are directed not at the BLS but at the Bureau of Economic 
Analysis. 

It is the BE A that has chosen to deflate electronic computers by a price 
index (always equal to LO) that ignores the rapidly dechning price of 
computer calculations, and to deflate commercial aircraft by an index that 
ignores the improvement represented by the invention of the jet engine. 

Energy Efficiency Adjustments 

The main criticism in Triplett's comment concerns my proposal to 
adjust the price indexes of durable goods for nonproportional quality 
changes taking the form of improvements in energy efficiency. In prefer-
ence to my approach, Triplett prefers that the input service price of 
durable goods be measured, for example, the flow price per unit of time 
of the costs of capital, fuel, and maintenance ('The BLS would be pricing 
the cost per mile of a constant quality automotive service"). In this 
comment I make a two-step argument that, first, my proposed quahty 
adjustments lead to durable goods price indexes that move in proportion 
to Triplett's service price when the costs of other inputs (fuel, mainte-
nance labor) are held constant, and, second, that these other input costs 
must be held constant in performing quality adjustments if our national 
income accounts are to make any sense. 

In the case of a ''proportional" quality change taking the form of an 
improvement in energy efficiency, neither the service price nor my dur-
able goods price index would register any change. Consider a situation in 
which a change in relative prices leads a refrigerator producer to add the 
quality characteristic "energy efficiency" up to the point where its mar-
ginal cost equals its value in energy saving to the consumer. There will be 
no change in the service price of the new-model refrigerator compared to 
that of an old model in the new energy price regime, since the reduction in 
the annual value of energy consumption will offset the increase in the 
annual depreciation and interest cost of the higher quality refrigerator. In 
exactly the same way, my own procedure would find that there had been 
an increase in net revenue measured at constant fuel prices that was 
proportional to the higher unit price of the equipment, and consequently 
no quality adjustment would be called for. 

Now consider a "nonproportional" innovation that cut annual expend-
itures on energy by $20, while increasing the annual capital cost of a 
refrigerator by only $10. Triplett's service price of refrigerators would 
register a decline, as would my price index for refrigerators based on a 
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finding that net revenue had increased by more than equipment cost.̂  
Either measure of price would be adequate for a study of the demand for 
refrigerators in a period of constant energy prices and would be far 
preferable to an index that failed to register any decHne in price. In the 
case of commercial aircraft, the subject of the empirical study in my 
paper, a demand study for the 1950s and 1960s (a period of roughly 
constant fuel prices), would be highly misleading if it used the official 
BE A price index. 

Despite the equivalence of the service price concept and my quality 
adjusted price index in this example, for general purposes the two con-
cepts are not equivalent in periods Uke the 1970s when fuel prices have 
changed. The second part of my argument is that, while the service price 
measure must be used in demand studies to reflect the adverse impact of 
rising fuel prices on the demand for aircraft, the national income and 
product accounts must be based on a quality adjusted price index that 
holds the costs of fuel and maintenance labor constant. Since our basic 
measures of net national product and aggregate productivity include net 
investment as a major component, price indexes used for deflation in the 
national accounts should incorporate a quality adjustment procedure that 
decomposes changes in the service prices of durable goods into a portion 
''caused" by the manufacturer and a remaining portion (including chang-
ing fuel prices) that occurs after the equipment is acquired by the user. If 
we are only interested in an input index like the CPI, a comprehensive 
service price concept would be sufficient. But for the measurement of net 
investment in the national accounts, changes in service prices must be 
split between manufacturers and users. 

Why is it important to measure changes in energy efficiency achieved 
by the manufacturer? Consider a hypothetical nonproportional innova-
tion that doubled aircraft speed with no increase in aircraft price. This 
would represent a decline in the price of aircraft seat-miles per unit of 
time, an increase in the real capital represented by the new-model air-
craft, and thus an increase in net investment and net national product. 
Let us imagine instead that the same research expenditures in the aircraft 
industry were invested in lower fuel usage rather than in faster speed, and 
let us assume that a hypothetical energy-saving innovation yielded pre-
cisely the same increase in airiine net revenue as a doubling of aircraft 
speed, with no increase in aircraft price. The service price of aircraft 
(including capital cost and fuel expense) measured per seat-mile would 
fall by the same amount in either case, and a price index for aircraft 
services that held constant the price of fuel would fall in proportion. My 
justification for energy-efficiency adjustments is that changes in service 
price that occur with fixed input prices should be credited to the manufac-
turer of the equipment, reflecting the observation that major nonpropor-
tional shifts in both performance and energy efficiency tend to be ''em-
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bodied" in capital goods by their manufacturers rather than achieved by 
their users. When fuel prices are held constant, a service price criterion 
and my net revenue criterion lead to the same quahty adjustment, be-
cause they are two different methods of measuring the same thing. 

My quality adjustment procedure is essential not only to capture the 
higher level of net investment and the higher level of aggregate produc-
tivity resulting from energy-saving innovations, but also to allocate cor-
rectly the credit for the innovations to the industry achieving them—the 
airframe and aircraft engine industries in my example rather than the 
airline industry. The importance of a correct allocation is obvious for 
those who are attempting to trace the current U.S. productivity slow-
down to changes in capital and R&D input in particular industries (Gri-
liches 1980). Such studies will be hopeless failures if they credit the 
achievements of the research-intensive aircraft industry to the airUne 
industry, which does no research at all! 

Note 
1, Consider the following division of annual operating revenue: (a) annual labor cost, (b) 

annual fuel cost, (c) annual capital cost (interest plus depreciation), (d) annual profit. 
Triplett's service price includes b plus c. A nonproportional improvement in energy effi-
ciency by definition reduces b more than it raises c, thus reducing the service price. My ''net 
revenue" is c plus d. A nonproportional improvement in energy efficiency by my definition 
raises net revenue (c plus d) by more than capital cost (c) when calculated at fixed prices of 
output, labor, and fuel. Thus both criteria give the same answer; the reduction in service 
price parallels the decline in the equipment price index that results from my method. 
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Concepts of Quality in Input 
and Output Price Measures: 
A Resolution of the 
User-Value 
Resource-Cost Debate 
Jack E. Triplett 

5.1 Introduction 
The appropriate treatment of quahty change is a very old issue in the 
analysis of productivity, the measurement of capital, and in many other 
areas of economic measurement. 

Many economists have advocated a ''user-value" criterion. Under this 
concept, a new computer which does more calculations would be taken as 
a higher quaUty machine (provided this aspect of performance is valuable 
to the computer user). Price indexes would be adjusted for the value to 
the user of the performance difference, regardless of what it cost to 
produce the new computer. Because the performance difference has 
been removed from the price measure, it shows up in quantity measures. 
Despite the wide acceptance of the user-value criterion (based on my own 
informal poll), to my knowledge no explicit theoretical justification has 
ever appeared. 

The alternative ''production-cost" criterion is associated with Edward 
Denison^ and accepted in the national accounts. This concept requires 
that quality differences among various computer models be evaluated 
using data on the resource cost of building computers, regardless of their 
relative performance in use. 

Jack E. Triplett is assistant commissioner for research and evaluation, Bureau of Labor 
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One might suppose the conceptual issue to be of small practical impor-
tance. In equilibrium the two methods should yield similar numbers; and 
whether at equihbrium or not, most practical quality adjustment propos-
als make use of market price information (hedonic methods and tradi-
tional ''linking" methods share this property). Prices reflect, obviously, 
both value and cost, rendering a distinction between them inoperative. 

Yet counterexamples abound. GriUches (1964) and Jaszi (1964) dis-
cussed an example (birth-control pills) for which resource cost and user-
value treatment of a technical change gave different measures. More 
recently, a controversy over the appropriate price index treatment of 
legally mandated smog control and safety devices again showed that the 
conceptual treatment of quaUty change has a perceptible impact on 
economic measurements, and that resolving the conceptual and theo-
retical issues has clear practical importance. Such examples provide the 
motivation for the present paper. 

The approach followed combines theoretical specifications that have 
been developed for input price indexes (among which are closely related 
theories of the ''true cost-of-living index" and the "true input cost in-
dex") and for output price indexes (sometimes known as "true output 
deflators") with previous work of the author (Triplett 1971^, 1973,1976). 
The latter argues that "quality," in economics, can best be understood by 
shifting the analysis from goods space to characteristics space, along Hues 
proposed by Lancaster (1971). The results show that the Denison-
Bureau of Economic Analysis production-cost criterion is correct if what 
is wanted is a measure of the output of capital goods (as the numerator, 
e.g., in a productivity measure for a machinery-producing industry). 
However, the user-value criterion is correct if one wants to construct an 
input measure—for example, a measure of capital services for incorpora-
tion into a production function. 

The plan of the paper provides separate treatments for input and 
output price indexes. The distinction between the two is made in the first 
section, along with some discussion that sets the stage. Section 5.3 sets 
out the input price index case, with output price indexes discussed in 
Section 5.4. Each of these two central sections is organized along parallel 
lines—a first subsection which sets out the basic theory of input and 
output price indexes (these sections could be skipped by readers who are 
familiar with the technical index number literature), followed by a second 
section which explains the concept of characteristics (done separately for 
input and output price indexes because the characteristics concepts differ 
according to their use). Subsections 5.3.3 and 5.4.3 contain the core of 
the paper—the statements of input and output price index theory in 
characteristics space and the demonstration that theory leads to two 
different treatments of quality change. Section 5.5 concerns two argu-
ments the protagonists of alternative approaches have made against each 
other's positions; the characteristics-space price index theory developed 
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in this paper shows that both are false, thus illustrating its utility for 
clearing up many of the murky disputes that have so long dominated the 
Uterature on quahty change. The final Section 5.6 contains an overall 
perspective on the paper and its conclusions. 

5.2 Some Preliminary Observations 

The distinction between input and output price indexes has been 
present in the price index Uterature for some time, at least implicitly, but 
Fisher and Shell (1972) were the first to work out the relationship be-
tween them.^ It will be useful to discuss the setting in which the distinction 
is important. 

Consider a simple two-sector model. Suppose a production function 
for ''gadgets," in which computers, gadget-making machinery, and labor 
are inputs, and another production function for computers, which uses as 
inputs computer-making machinery and labor: 

(1) G = G(C,Ka.L), 

(2) C==C(Kc.L). 

An output price index for computers is a price index for the output of 
the computer industry—that is, a price index for the left-hand side of 
equation (2). One might want an output price index for use in calculating 
measures of output and productivity for the computer industry, or in the 
computation of the national accounts. 

An output price index for the computer industry presupposes that 
there are different kinds of computers (otherwise, there would be no 
aggregation problems in computing the industry's output price, and 
therefore no need for index numbers). Clearly, the interesting case 
occurs at the level of aggregation where one must deal with aggregation 
over products and with quality variations within a single "product." The 
former is a standard index number problem; the latter is the concern of 
the present study. 

When computers figure in an input price index, it is a price index for the 
inputs to the gadget industry—in other words, a price index for the 
right-hand side of equation (1) where computers are one of three compo-
nents in the input-price index. One might also wish to calculate a price 
index for computers used in the gadget industry. For example, the 
computer price index might be wanted for purposes of estimating the 
production function for gadgets. This would be a "subindex" (the term 
originates with PoUak [1975]) of the full input-price index. Another 
subindex would involve measures of wages. The theory of subindexes is 
relevant for many problems that arise in treating quality change. 

In principle there are all kinds of economic differences between input 
and output price measures. The example involves a capital good—as does 
much of the quality change literature. The production function use really 
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concerns the flow of capital services; an output measure is, of course, a 
flow of capital goods.^ However, the distinction between a durable good 
and the flow of services is not central to the quality measurement issues 
the present paper addresses. And either case—output of goods or input 
of services—will probably be measured either directly or indirectly by 
deflating a value aggregate by a price index/ 

Thus, in the actual computation of either an output measure or an 
input measure of capital goods, the point at issue comes down to the 
choice of the appropriate price index to deflate value data. This is, in fact, 
the issue on which the quality measurement debate has focused. 

One point deserves emphasis. One frequently encounters in the litera-
ture some functional notation for the ''production" of, say, computer 
services—that is, a measure of computer services is written as the "out-
put" of a process in which the stock of computers, or the characteristics of 
the stock of computers, is taken as the "input." Whatever value such 
notation has for some purposes, this is not the meaning of inputs and 
outputs as used in the present study. 

As a matter of practical computation, input and output price indexes 
for a commodity, industry, or sector may involve numerous other distinc-
tions. Even at relatively detailed levels, a price index is still an aggrega-
tion, and even if the prices were all measured in the same way, the 
weights for input and output price indexes for a similarly named com-
modity would make them different measurements. A price index for the 
output of steel mills has weights that differ from those of an input price 
index for steel used in the auto industry. This paper's concern for input 
and output price measures is, however, limited to theoretical implications 
and to the quahty measurement question. We pursue no other issues (see 
Early 1978). 

5.3 A Theory of Quality Adjustment 
for Input Price Indexes 

An input price index has many appUcations. For a firm or industry 
using a ''KLEM" production process (capital, labor, energy, and mate-
rials), an input price index measures the price change of these four 
productive factors. The Bureau of Labor Statistics (BLS) Employment 
Cost Index is a form of input price index, in this case an index for only the 
labor portion of total inputs (in PoUak's [1975] term, it is a ''sub-index" of 
the full input price index). Another example is the Consumer Price Index 
(CPI), which is an input price index for consumption. 

Very Httle has been published on input price indexes for production. 
However, the theory can be developed by analogy to the theory of the 
cost-of-living index, on which the literature is voluminous (see PoUak 
1971; Fisher and Shell 1972; Samuelson and Swamy 1974). 
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Section 5.3.1 states the theory of production input price indexes, 
drawing on the cost-of-living index Uterature. The standard theory ap-
pUes to goods (or services), on the implicit assumption that they are 
homogeneous and the quality problem does not exist. In Section 5.3.2 
quality change is defined as variation in the quantities of characteristics 
embodied in heterogeneous goods. Section 5.3.3 combines the first two 
sections, extending the theory of input price indexes from goods space 
into characteristics space; this extension proves the result that quality 
change in an input index must be handled by a measure of user value. 

Readers who are famiUar with theoretical index number literature may 
wish to turn directly to Section 5.3.2. 

5.3.1 Input Price Indexes for Goods 

The consumption price index literature distinguishes a cost-of-living 
index (sometimes termed a ''true cost-of-living index") from the conven-
tional fixed-weight price index formulas normally used by statistical 
agencies (the Laspeyres or Paasche formulas). We follow this practice, 
and define an ''input cost index"^ as a measure which answers the ques-
tion: What is the cost change, between two periods, of collections of 
inputs sufficient to produce some specified output level? In the following, 
we speak of this as the "theoretical" or the "economic" input price index, 
in distinction to fixed-weight formulas. 

The rationale for the input cost index definition is analogous to the one 
for the cost-of-living index. We begin with a production function, 

(3) Z = /(Xi, . . . , Z , , . . . , Z J , 

where the X's are identified as quantities of market-purchased inputs 
(i.e., as goods). We ignore possible complications by assuming there is 
only a single output, or if there are multiple outputs that they may be 
aggregated into a suitable scalar measure. The theory does not require 
profit maximization (or any particular market structure on the output 
side) but does assume that the firm minimizes production cost. 

Let Z* be some output level relevant to the comparison, and designate 
the reference period as time 0. There is a cost-minimizing set of inputs 
(X\Q, . . . , X'jQ, . . . , X*o), or, more compactly, [X%], for the refer-
ence period's set of input prices (PIQ, . . . , Pjo, . . . , Pno)^ which we 
write alternatively as [PQ\. The cost, Co, of acquiring the optimal set of 
inputs can be determined from the cost function that is dual to the 
production function, /, but can also simply be added up: 

n 

We now consider some comparison period, t, with input prices 
(Pi(, . . . , Pjt, . . . , Pnt)' F^r the same output level, Z*, the production 
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problem may again be solved for the cost-minimizing set of inputs, [X*]. 
Wherever substitution is possible among factors, [X%] is not the same as 
[X\], unless relative factor prices are the same in [PQ] and [FJ. The cost of 
the set of inputs which minimizes the cost of producing Z* in period t is 
Cf, and the input cost index is: 

Cf "^Xl Pi, 
(4) / = — ^ = — ^ ^ - ^ . 

In words, the index is the ratio of the minimum cost of acquiring inputs 
sufficient for producing output Z* in the comparison period {t) to the 
minimum cost of producing the same output in the reference period (0). 

The input cost index can be thought of as pricing two sets of inputs 
which He on the same production isoquant, with each set corresponding 
to the cost-minimizing point for one of the two periods. The isoquant for 
which the index comparison is made (output level Z*) may correspond to 
the actual output of the reference period (ZQ in fig. 5.1), or of the 
comparison period (Z^), or to some other output.^ 

Consider the input cost index with Z* defined to be the actual output of 
the reference period {Z^. Designate this form of input cost index as 7̂ ,̂ or 
as the ''Laspeyres-perspective" input cost index (because it takes the 
perspective of the initial period as the basis for the comparison). For this 
input cost index, point A of figure 5.1 provides the denominator and point 
B the numerator of equation (4). 

For actual computation, [XQ], or point ̂ ' s inputs, are obtainable from 
survey data, Census of Manufactures, and other sources, and CQ, the 
denominator of equation (4), is reference period actual costs. Determin-
ing [X% and therefore C*, however, requires knowledge of the produc-
tion function—point B in figure 5.1 is not observed directly but must be 
estimated. 

For this reason, one normally approximates the theoretical input cost 
index //̂  by some traditional fixed-weight formula, such as the Laspeyres 
index (dropping the / subscripts): 

(5) L = l A ^ . 

The only difference between L and /̂ ^ (i.e., between eqq. [4] and [5]) lies 
in the quantities in the numerator—([^f] in 7/̂ , as opposed to [XQ\ in the 
L index). Note that neither index 7/̂  nor L uses the actual inputs pur-
chased in period t (in figure 5.1, period fs actual inputs are those corre-
sponding to point C). The reason, of course, is that the index computa-
tion requires Z* to be held constant in order to obtain a price measure; 
for various reasons, actual output and therefore actual inputs may 
change. 
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It is well known that the Laspeyres fixed-weight index provides an 
upper bound on the Laspeyres-perspective input cost index (the theoret-
ical input cost index based on the reference period ZQ). This also implies 
that the Laspeyres index is an upward-biased measure of the true index, 
with the extent of the bias depending on the amount of substitution that 
takes place in response to changes in relative factor prices/ The mathe-
matical proof of this proposition is identical to that provided by PoUak 
(1971) for the consumption case and need not be repeated here. How-
ever, for heuristic reasons, it is worth relating the result to the diagram of 
figure 5.1. 

We have already noted that the Laspeyres-perspective input cost index 
of equation (4) compares the cost of point ^ ' s inputs at [PQ] prices with 
point J5's inputs at [P^] prices. Moreover, the actual cost (in prices [PQ]) of 
point A's inputs provides the denominator of both the input cost index /^, 
and of L, its fixed-weight approximation. 

Using the Laspeyres formula to obtain a measure of the change in the 
cost of inputs involves pricing point A at the new set of relative prices [PJ, 
giving I^P^XQ, the numerator of L. The dashed line passing through point 
A shows combinations of inputs that could be acquired for the same cost 
as S P^ ^0 (i-^- 5 the same cost in period t as input bundle A evaluated at 
period t's prices). However, ZQ could be produced more cheaply in 
period t by substituting from point A to point J5, an input substitution 
which would realize a cost saving shown by the distance between the 
parallel fines passing through A and through B. This cost saving is equal 
to the ''substitution bias" in the fixed-weight Laspeyres index. 

An alternative fixed-weight price index frequently employed is 
Paasche's formula, which is based on reference-period output level 
(Z* = Z^) and input quantities: 

(6) P^^IJJS. 
^ ^ XPQ Xt 

The national accounts imply this price index formula. 
Corresponding to the Paasche fixed-weight index is an input cost index 

which uses the isoquant and input quantities of period t (the comparison 
period) rather than of period 0. We designate this input cost index as /p, 
or the "Paasche-perspective input cost index." It is computed by compar-
ing points C and D from figure 5.1. That is, Ip can be computed from 
equation (4) by specifying that Z*—and therefore [Zf] and [XQ[—be 
defined in terms of the isoquant which actually obtains in period t, 

Thus, there are two economic indexes of input costs. They have 
orientations analogous to the differing orientations of Laspeyres and 
Paasche fixed-weight indexes: The Ii^ input cost index (in common with 
the Laspeyres formula) computes the change between periods 0 and t 
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from the perspective of the actual situation in period 0. The Ip index, on 
the other hand, derives from the perspective of the actual situation in 
period t, which likewise forms the basis for the weights for the Paasche 
fixed-weight formula.^ 

Except for special cases, these two input cost indexes will have differ-
ent values, since they look at the change from different perspectives. This 
is the ''index number problem" in its purest form. 

A standard index number result is that the fixed-weight Paasche index 
understates the 'Taasche-perspective" input cost index. In other words, 
in the Paasche index case the substitution bias in index P causes it to 
understate the true cost change, as measured by I p. Index P provides an 
approximation to—and lower bound on—the true index, Ip, This relation 
is analogous to the upper-bound property of the L-index, relative to the 
Ii^ input cost index. 

The relationships among the two true, or economic, indexes and their 
two fixed-weight bounds invalidate the widespread notion that the eco-
nomic index must lie between values computed from Paasche and Las-
peyres formulas. Liviatan and Patinkin (1961) give a particularly clear 
statement of the correct relation. The same relationships imply as well 
that the full difference between the fixed-weight Paasche and Laspeyres 
indexes cannot be taken as a measure of substitution bias or biases in 
fixed-weight indexes—some of the difference between L and P may be 
accounted for by the difference between /^ and /p. 

Comment. The approach to input cost indexes followed in this section 
amounts to a direct analogy to the cost-of-living index concept. Hence, 
the economic theory on which it is erected consists solely of the firm's 
cost-minimizing behavior, and ignores the fact that changes in input 
prices may cause the competitive firm to alter its output level as well as its 
factor proportions. Whether output effects should or should not be 
ignored in constructing an economic measurement depends, it seems to 
me, solely on the nature of the questions the economic measurement is 
supposed to answer. It does not necessarily depend, or certainly does not 
solely depend, on the nature of the maximization problem that the firm 
faces. These issues are too complex to be explored here; but comment is 
required because alternative approaches have been followed (see n. 18, 
and "Comment," p. 292). Note also that the theory is static and therefore 
abstracts from technical change. Fisher and Shell (1972) explore index 
number theory in the presence of taste and technical change. 

Summary and Conclusions to Section 5.3.1 

The section has discussed two input cost indexes and two associated 
fixed-weight price index formulas. It is conventional to think of these as 
the (two) theoretical indexes on the one hand and two practical indexes 
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on the other hand. The content of the conventional theory of index 
numbers distinguishes a crucial property of these two sets of index 
numbers: it emphasizes that the input cost indexes take account of, as the 
fixed-weight indexes cannot, the effect of factor substitution in response 
to relative price change. 

The purposes of the present paper, however, require emphasis on 
another property of input cost indexes: for either input cost index, /̂ ^ or 
/p, output must be held constant in order to obtain the measure of price 
change. This is very important for the remainder of this paper. In the 
following, we refer to this property as the constant-output criterion for an 
input price measure. 

The notion that the theoretical input price measure requires a constant-
output criterion suggests an alternative interpretation of the role of fixed 
weights in conventional Paasche and Laspeyres index numbers. Text-
books usually explain that the quantity weights are held constant in a 
fixed-weight price index in order to decompose a value aggregate into 
price and quantity terms. The economic reason for fixed weights is quite 
different. Holding the quantities of inputs fixed is one way of holding 
output fixed, and it is output constancy that is required for an input price 
measurement. The bias introduced into fixed-weight indexes by substitu-
tion stems from the fact that they only hold output approximately fixed; 
the deviation from the constant-output criterion that both Paasche and 
Laspeyres indexes permit is the substitution bias of the fixed-weight 
index. 

Thus, constant output is the guiding rule for constructing any input price 
measure, whether one of the true economic indexes, or one of the 
approximations. The concept of the index ''criterion" plays a major role 
in this paper. We return to it in Section 5.3.3. 

5.3.2 Modeling QuaUty Change: Input Characteristics 

Conventional index number theory implicitly assumes that quaHty 
variation does not exist—it applies to a world of homogeneous goods. I 
incorporate quality change into the theory of index numbers by making 
use of the following proposition: when we use the term "quality" in 
economics, we are really making a kind of shorthand reference to the 
quantities in a vector of ''characteristics." Under this way of looking at it, 
"quality change" is intrinsically quantifiable. It can be measured or 
evaluated in terms of quantities of characteristics—units that resemble in 
essential ways the goods whose quantities enter into conventional eco-
nomic measurement. 

Over the past decade or so, the term "characteristics" has been used in 
economics in a variety of ways. Moreover, in the present paper, we 
distinguish "input characteristics" from "output characteristics." For 
these reasons, some definitions and assumptions are required: 
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a) ''Characteristics" are properties or attributes of goods. A house, for 
example, has characteristics such as floor space, number of bathrooms, or 
whatever is relevant. A machine's characteristics may include lifting or 
hauling capacities, cutting speeds, core size, and so forth. Labor services 
may also be described in terms of characteristics: standard human capital 
analysis distinguishes education and experience as productive character-
istics of labor, and strength, dexterity, and other elements are frequently 
cited in the labor literature. 

b) As the examples imply, characteristics are defined to be a lower 
level of aggregation than goods. That is, goods are aggregates of charac-
teristics, not the other way around. 

c) We assume that quantities of characteristics are the true inputs into 
the production function, and not quantities of goods or any other quan-
tity obtained by reaggregating characteristics in some manner. This is 
primarily a simplifying assumption, intended to rule out a number of 
alternatives that have appeared in the literature but which are not espe-
cially relevant for present purposes and would greatly comphcate the 
exposition of the basic theory. For example, much of the empirical 
hterature is written as if labor, once disaggregated into human capital 
elements, must be reaggregated into some 'labor aggregate," with the 
labor-aggregator function entering the production function. In this pa-
per, we assume that labor characteristics enter the production function 
directly, without the necessity for any intervening "aggregator function." 
Another example concerns services of capital goods. For some purposes, 
investigators have combined a truck, let us say, with its associated labor 
and fuel inputs to produce a measure of "trucking services." That is, they 
have assumed a "production function for trucking services" (with trucks, 
labor, and fuel as inputs), and used the output of this secondary "produc-
tion function" as the input into the primary production function. Parallels 
with the household production literature on the consumption side are 
obvious. 

In the present paper, we dispense with all intervening aggregator 
functions. The basic reason is that these subproduction aggregator no-
tions, even where relevant, unduly obscure and confuse the exposition, 
without adding much of consequence (though other reasons could also be 
cited).^ 

d) Input characteristics are defined by the following process. For a 
multifactor production function having at least one factor which is nonho-
mogeneous, consider substituting one example of this nonhomogeneous 
factor for another example of the same factor. That is, if the factor is 
labor, substitute Ms. B for Mr. A; if it is a machine, substitute the XYZ 
Go's model 200 for the ABC Go's model 55. 

The substitute differs in quality from the original if there is a change in 
output when the substitution occurs, or if the substitution affects other 
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factor usage in such a way that there would be a change in the value of the 
dual cost function if the substitute and the original were available at the 
same price. Another way of putting it is to say that quality variation in an 
input exists if substitution of different varieties or examples of this input 
creates variations in output or cost that are not explained by the factors 
included in the production or cost function. A quantity is an input charac-
teristic if it reduces that unexplained variation. Years of education is a 
labor input characteristic if its use in the production or cost function 
accounts for all or part of the unexplained variation associated with the 
substitution of Ms. B for Mr. A; cutting speed is a machine input charac-
teristic if its use in the production or cost function accounts for all or part 
of the unexplained variation associated with the substitution of the XYZ 
200 for the ABC 55. 

This definition of an input characteristic amounts to saying that some-
thing is an input only if it makes a contribution to production. A formal 
definition is warranted largely because the quahty change literature has 
been filled with various taxonomies, and in order to make more clear the 
distinction between input characteristics and output characteristics (see 
Section 5.4.2). 

e) We assume that only the quantities of characteristics matter, and 
not how they are embodied in goods. This means that a two-ton truck is 
assumed to provide equivalent hauHng capacity to two one-ton trucks. 
This has sometimes been referred to as ''linear" characteristics; ''additive 
characteristics" is a more suitable term. The assumption is a very restric-
tive one. 

The assumption is made primarily for the sake of simplicity. Obviously, 
even if two tons of hauhng capacity makes an equivalent contribution to 
output whether in one vehicle or two, the number of vehicles used may 
imply variation in the labor input (one driver instead of two). But this is a 
compHcation to the basic characteristics theory rather than (as has some-
times been thought) an objection. Elsewhere (Triplett 1973) I have 
referred to it as the "package-size" problem, as it arises also in the 
consumption case. A recent paper by Trajtenberg (1979) has reopened 
this issue. 

/ ) To avoid misinterpretation, a few disavowals must be listed. First, 
nothing in the present paper impHes any linearity assumptions on the 
production function or on any other function or relationship. One could 
write a lengthy treatise attempting to straighten out what critics of differ-
ent parts of the characteristics literature have put under the "linearity" 
rubric. This is not the place to deal with these matters; I have discussed 
some of them elsewhere (1980). 

Second, nothing in the paper has anything directly to do with the form 
of hedonic functions or with their interpretation. In particular, the dis-
tinction between input characteristics and output characteristics has 
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nothing whatever to do with the function Ohta-Grihches (1976) posited 
to exist between what they described as ''engineering characteristics," 
such as "memory size", on one hand, and "performance characteristics," 
such as "computational capacity," on the other. Any engineering relation 
between "engineering" and "performance" characteristics, if it exists, is 
not one that is relevant for the theory of price indexes. The distinction 
arose from alternative empirical specifications for the variables in he-
donic functions. This paper is not concerned with the empiricist tradition 
of hedonic studies. 

Neither does the paper relate to the common technique of forming 
"hedonic price indexes" from the ratio of two period's regressions, as is 
so often done. One might use hedonic functions to help identify the 
characteristics that are wanted for input and output price indexes and, 
perhaps, to measure their costs as well (I say "perhaps" because of the 
problems of applying and using hedonic results, problems that will not be 
explored here [see Triplett 1971a; and Pollak 1979]). But how this has 
been done in the past, or how it should be done, is outside the scope of 
this paper. 

5.3.3 Quality Change and Input Price 
Indexes for Characteristics 

This section combines results of Sections 5.3.1 and 5.3.2 in order to 
examine the treatment of quahty change in input price indexes. The 
method involves translating the "goods-space" index number theory of 
Section 5.3.1 into the notion of "characteristics space" developed in 
Section 5.3.2.̂ ^ 

Four results from Section 5.3.1 are required for this section: 
1. An input cost index prices a collection of inputs in two periods that 

represent minimum-cost points on the same production isoquant. 
2. For any comparison, a number of different input cost indexes can be 

computed, depending on which isoquant is used for the comparison; 
indexes based on isoquants appropriate to reference and comparison 
periods were designated, respectively, as "Laspeyres-perspective" (7/̂ ) 
and "Paasche-perspective" (Ip) input cost indexes. 

3. The usual fixed-weight Laspeyres and Paasche index formulas may 
be viewed as approximations to the true economic indexes, /^ and I p. The 
Laspeyres index provides an upper bound to 7/̂ , whereas the Paasche 
index is a lower bound to Ip. 

4. Whether the economic index or the fixed-weight index is used, 
computing an input cost index requires that output be held constant over 
the span of the comparison; this condition was referred to as the "con-
stant-output criterion" for the input cost index. 

Carrying through the input cost index number analysis in characteris-
tics space requires that characteristics—not the units in which market 
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transactions are carried out—enter the production function. For certain 
advantages in the exposition (and no loss in generality), assume that only 
one input (the yth input) in the production function of equation (3) is 
nonhomogeneous and that this input has m characteristics. For a capital 
good (properly speaking, the services of a capital good; we use the terms 
synonymously), these characteristics may be thought of as cutting speeds, 
storage capacities, and so forth, as described in Section 5.3.2. 

Substituting the m characteristics (xyi, . . . , Xjm) embodied in the 
nonhomogeneous good Xj for the good itself, we can rewrite (3) as 

(3a) Z = g(^i, . . . , Xju Xj2. . • . . X/m. • • • , ^n). 

so that the production function contains not n but n + m-1 inputs 
(including the m characteristics of input;). Suppose input/, in equation 
(3), is a truck. In (3a), the input that enters the production function is no 
longer thought of as a quantity of trucks; rather, if characteristic/2, say, is 
a capacity measure, hauling capacity is the input. The firm chooses the 
number of units of truck capacity (as well as other truck characteristics, 
such as fuel economy, etc., and other labor, material, and capital inputs) 
that are optimal for its production process and output level.̂ ^ 

The Input Cost Index in Characteristics Space 

The characteristics input cost index starts from the production func-
tion, g, from equation (3a). The index theory proceeds along similar lines 
to the formulation for the goods-space input cost index developed in 
Section 5.3.1. 

We adopt the convention that a homogeneous input is itself a charac-
teristic whose cost is equal to the market price, so that all n + m - 1 inputs 
in equation (3a) can be thought of as characteristics. With this conven-
tion, let [xo] designate the minimum-cost set of inputs, at time 0, suf-
ficient to produce output level Z. The cost of acquiring this set of inputs 
can be written as: 

(7) C% = C(x*o). 

The ''characteristics production cost" function, C, is interpreted as the 
minimum cost of producing output level Z*, where the inputs to the 
production function are input characteristics rather than conventional 
goods. 

The characteristics space cost function may be considerably more 
comphcated than is the case of the analogous relation in the goods index 
section (the denominator of eq. [4]). In goods space, the input cost for 
any desired level of output can be determined from knowledge of the 
production function, /, and the prices of input goods (i.e., from the cost 
function that in conventional production theory is dual to the production 
function,/). The input characteristics case is more comphcated because 
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in general the costs of acquiring characteristics are not simple parameters 
(as are prices in the goods-space case), but are themselves determined by 
functional relations involving the market prices of input goods and the 
quantities of characteristics they contain. Because the purpose of this 
paper requires only the most general formulation of the notion of a 
characteristics input cost index, we will not extend the discussion to 
explore the complexities that arise in a more exact formulation (on this, 
see PoUak 1979). 

The characteristics input cost index is defined analogously to the goods 
input cost index of Section 5.3.1: it is the ratio of the minimum-cost 
combination of inputs (characteristics) sufficient to produce output level 
Z* in the reference and comparison period price regimes. Thus, it is the 
ratio of two values of equation (7)—the denominator embodies the cost 
regime of period 0, the numerator reflects period fs costs. This can be 
thought of as a modification of equation (4) to incorporate the character-
istics production cost function of equation (7): 

(4a) 1= ^ = jSxli . 
C% C(x*o) 

The notation emphasizes that the cost function, C, is to be evaluated for a 
constant output level, Z*, and for price or cost regimes corresponding to 
periods 0 and t. 

In terms of index theory itself, the characteristics input-cost index has 
form, derivation, and properties similar to the conventional input-cost 
index for goods. In effect, the basic theory is identical—we merely adjust 
our thinking to let characteristics such as carrying capacities, cutting 
speeds, and so forth, play the roles conventionally assigned to "goods." 

In particular, differences in characteristics quantities [xo] and [x*] 
arise from the same source as analogous effects in the goods index: 
changes in relative costs of acquiring inputs (characteristics) may lead the 
firm to substitute among inputs (characteristics). For example, changes in 
wages and in the price of fuel may lead to change in the optimal quantity 
of truck-carrying capacity in production function (3a). The characteristics 
input cost index would allow for such shifts, pricing a set of minimum-cost 
inputs that would produce constant output for the new structure of 
relative characteristics costs. 

As with the goods input cost index, the characteristics input cost index 
can be based on the isoquant prevaiUng in the initial or reference period, 
the one for the comparison period, or some other one. If Z* equals the 
reference period output level, ZQ, the characteristics input cost index is 
designated the "Laspeyres-perspective" index. The comparison period 
output level (Z )̂ gives a 'Taasche-perspective" index. In the goods index 
section, these alternative input cost indexes were referred to as the /^ and 
Ip indexes. 
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Quality Variation in the Characteristics 
Input Cost Index 

In the ordinary meaning of the term, two varieties of a nonho-
mogeneous good may be thought to differ in quality whenever they are 
not exactly identical. The task of this section is to show that the only 
differences which matter in an input cost index are differences in input 
characteristics—that is, that only the user-value implications of goods 
need to be accounted for in the input cost index. 

Suppose the Ii^ version of the input-cost index is to be computed and 
the nonhomogeneous input in equation (3a) is a machine. The denomina-
tor of the /^ index is the cost of the reference period's vector of inputs 
[XQ]. This vector implies a particular machine or combination of 
machines. 

The theoretical input cost index of equation (4a) permits shifts in 
characteristics quantities in response to changing relative costs of acquir-
ing characteristics. Accordingly, if the cost-minimizing characteristics in 
the numerator of equation (4a) differ from those in the denominator, this 
impHes either a shift to some other machine, a shift in the mix of machines 
employed, or both. 

This relation can be illustrated by supposing that the nonhomogeneous 
input of equation (3a) has two characteristics and that the relations 
between the two can be portrayed in figure 5.1. That is, the axes of figure 
5.1 are interpreted as referring to two characteristics, x̂  and Xb^ instead 
of to two goods, and the soUd and dashed isocost lines represent the 
relative costs of acquiring the two characteristics.^^ Under this interpreta-
tion, point A designates the bundle of characteristics embodied in 
machine A, and point B the characteristics of machine B. As figure 5.1 
shows, a shift in relative characteristics costs (in the figure drawn as 
straight lines) induces a switch from one machine to the other. 

An input cost index compares, as Section 5.3.1 shows, precisely such 
points as A and B. Thus, the characteristics input cost index need not be 
computed on identical varieties of nonhomogenous goods. Generally, an 
index which includes nonhomogeneous goods will encompass changes 
from one variety to another. In the everyday meaning of the term, this is a 
''quality change," and indeed machines A and B embody differing quan-
tities of input characteristics. But in the context of the input cost index, 
the two machines are of equivalent quaUty. They both produce the same 
output level, and if introduced into equation (3a) they both have the same 
implications for the cost of the other inputs included in the production 
function. Thus, for the theory of input cost indexes, we say that machine 
A and machine B are of equivalent quality.̂ ^ 

Notice, however, that machines A and B do not necessarily sell for the 
same price in either period 0 or period t, and in both periods the using firm 
clearly chooses one over the other (a different one in each period). This is 
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worth additional comment, in view of the fact that most of the quality 
change literature takes price equivalence in some period, or some 
''equally likely to be chosen" condition, as a definition of equal quality. 

An intuitive rationale for the production-function definition of the 
present paper can be obtained by following through the analogy between 
the theory of the firm's choice of inputs when those inputs are assumed to 
be homogeneous goods and its choice of inputs when they are characteris-
tics. Whether the theory relates to goods or to characteristics, there are a 
great many different bundles of inputs that are equally satisfactory in 
terms of their output productivity—all those bundles on a given isoquant. 
In both cases, only one of these equivalent bundles is actually chosen— 
the cost-minimizing one. In the characteristics case, this says that there 
may be many different machines that are equivalent in the production 
function; but the firm chooses the one (or combination) that provides the 
minimum-cost bundle of input characteristics. 

In the conventional view, equal quality is inferred from identical selling 
prices for two goods. This amounts to a quality definition that takes all 
machines that lie on the same isocost line (in characteristics space) to be 
of equal quaHty. The characteristics-space analysis followed here shows 
that definition to be inconsistent with the nature of the input cost index. 
Equal quality is determined from equivalence of alternative machines in 
the production function that is the basis for the input cost index and not 
from equality in prices.^^ 

Thus, substitution effects in the characteristics input cost index lead to 
changes in the varieties of nonhomogenous goods included in the index. 
This takes place because characteristics are obtained packaged in bun-
dles; in order to change characteristics proportions, the purchaser must 
choose a different variety of good, or a different mix of varieties. 

Quality ''Adjustments'' in the Input Cost Index 

The preceding section has shown that a new machine whose character-
istics imply that the firm has remained on the same production isoquant is 
treated in the input cost index as equivalent in quality to the old one. If, 
on the other hand, a new machine has characteristics inconsistent with 
remaining on the same production isoquant, some quaHty adjustment is 
called for in the measurement. 

Suppose in period / a machine corresponding to point C of figure 5.1 is 
observed, and machine A (whose characteristics were included in [x o]) is 
unavailable for inclusion in the index. Machine A's "unavailability" may 
simply acknowledge that it is not actually in use in the particular using 
firm or industry for which the input price index is being constructed, or 
that for some reason the agency or investigator compiling the index does 
not have access to data on machine A in time period ?. It does not 
necessarily mean that it has disappeared from the face of the earth.^^ 
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We describe the quality difference between machines A and C by the 
vector of differences in their characteristics, or Ax-̂ ^ The question to be 
answered takes the form: How should Ax be dealt with in the input cost 
index of equation (4a)? 

It is clear that the change in characteristics quantities implies a shift in 
output (in fig. 5.1, from ZQ to Z^). Thus, introduction of machine C in the 
production function g violates the constant-output criterion on which the 
input cost index is constructed. Beyond this, Ax may have implications in 
g that cannot be depicted in the two dimensions of figure 5.1— f̂or 
example, a shift to trucks with greater load-carrying capability may imply 
a reduction of direct labor and increased use of fuel. Adjustments in 
other factor usage may indirectly violate the constant-output criterion. 

The input cost index therefore must be adjusted for the quality change 
in order to maintain its constant-output criterion. Maintaining the con-
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Fig. 5.1 Production isoquants in goods and characteristics spaces (basis 
for computing input price indexes and quality adjustments). 
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St ant-output criterion imphes that the appropriate adjustment is one 
exactly equivalent to the output implications of^x- That is, the appropri-
ate compensation for the difference between machines A and C is equal 
to the difference in output between isoquants ZQ and Ẑ . The correct 
quality adjusted index is one that can be interpreted as the change in cost 
of a collection of inputs just sufficient to produce output level ZQ. 

We have thus reached the conclusion that in a measure of input prices 
the adjustment for quality change must be output oriented. Adjustments 
are to be made only for changes in input characteristics that result in 
changed output (or reduced cost to the user), and the correct quality 
adjustment is exactly equal to the cost change or the value of the output 
change that they induce. In the literature, this is known as the user-value 
rule. 

The conclusion that an input cost price measure requires evaluating 
quality change by an output standard will (experience presenting this 
paper has shown) strike many readers as paradoxical, at first glance. Yet, 
the ordinary goods-space input cost index is based on a constant-output 
criterion. An output-oriented quality adjustment is merely the character-
istics-space application of the constant-output criterion inherent in any 
input cost index. 

It may be helpful to apply the characteristics-space reasoning to the 
ordinary Laspeyres-formula index that will normally be computed as an 
approximation to the true input cost index. To construct the Laspeyres-
price index in characteristics space, we redefine the index in terms of 
characteristics, rather than goods. In the conventional Laspeyres for-
mula—equation (5)—the index weights are defined as quantities of goods 
used in the initial period's production. For the characteristics-space Las-
peyres index, these weights are interpreted as quantities of characteris-
tics, rather than quantities of goods. Thus, the quantity weights for the 
Laspeyres index for characteristics are quantities of the n + m - 1 input 
characteristics from equation (3a)—the actual characteristics quantities 
observed in the base period. 

One could argue that because the characteristics Laspeyres index is 
computed for the purpose of approximating the theoretical characteris-
tics input cost index, the theoretical treatment of quaUty change in the 
latter should be adopted for the fixed-weight index. An alternative argu-
ment that reaches the same conclusion may appeal to traditionalists. 

Consider the interpretation that views the Laspeyres index merely as a 
formula for holding quantity weights constant in order to factor out price 
change from quantity change in a value aggregate. The characteristics 
Laspeyres index uses quantities of input characteristics as weights. We 
have interpreted quality change as a change in the quantities of character-
istics. Thus, when quality change occurs, the quantity weights in the 
Laspeyres formula would no longer be held constant. 
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Making a quality adjustment to the Laspeyres index, therefore, may be 
interpreted as restoring the index quantity weights to their reference-
period values. It has sometimes been said that there is no rationale for 
making quality adjustments within the Laspeyres framework. However, 
in the disaggregation approach to quaUty change the act of seeking a 
quality adjustment for the Laspeyres index has exactly the same signifi-
cance and interpretation as holding constant the weights in the index 
formula—so long as weights are defined appropriately as characteristics 
quantities. 

So far, discussion of quahty change has been conducted within the 
framework of the Laspeyres-perspective characteristics input cost index. 
A similar fine of reasoning holds for the Paasche-perspective index. For 
the Ip index it is, of course, isoquant Ẑ  that provides the constant-output 
criterion; accordingly, the quahty adjustment appropriate to the Ip index 
is one that adjusts the reference period observation to assure that the Ip 
input cost index measures two combinations of inputs lying on the Ẑ  
isoquant. This argument is a straightforward translation of the reasoning 
that has gone before. 

Note that the existence of /^ and Ip versions of the characteristics input 
cost index imphes that there are two possible quality adjustments for an 
input cost index. Both are based on a user-value rule, but one (the Ip 
index) takes the current user value as relevant, the other (the //̂  index) is 
based on the initial period's user valuation. Obviously those two quahty 
adjustments might not give the same answer, but this is nothing more 
than the old index number problem in a new and intriguing form. 

Summary 

The appropriate quality adjustment for an input cost index is one based 
on user value. The input cost index is derived from the cost of bundles of 
inputs that lie on the same production isoquant. Taking contribution to 
output as the quality adjustment for the input cost index assures that the 
inputs in both numerator and denominator of the index do correspond to 
points on the same production isoquant. 

5.4 A Theory of Quality Adjustment for 
Output Price Indexes 

The format of this section parallels the one followed in the section on 
input price indexes. We first sketch briefly the content of the theory of 
output price indexes apphed to goods, then consider the concept of 
output characteristics. Section 5.4.3 extends the price index theory from 
goods space into characteristics space, from which the results on quality 
change emerge. Readers familiar with the theory of ''goods" output price 
indexes may wish to skip directly to Section 5.4.2. 



288 Jack E. Triplett 

5.4.1 Output Price Indexes for Goods 

The theory of output price indexes has been discussed from an econ-
omy-wide perspective by Moorsteen (1961), Fisher and Shell (1972), 
Samuelson and Swamy (1974), and others. The approach requires 
motivation. One method is to ask what properties we wish an output 
quantity measure to have, and to design an output price measure that is 
consistent with the quantity measure. 

The relationship between an economy's fixed stock of resources and its 
output possibilities is represented by the standard textbook production 
possibility frontier diagram. Suppose that in the initial period the econ-
omy is at point A, as shown in figure 5.2, that in the subsequent period the 

Fig. 5.2 Production possibility curves in goods and characteristics 
spaces (basis for computing output price indexes and quality 
adjustments). 
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economy grows, shifting to a higher production possibility frontier, and 
(because of changes in relative prices) moves to point D. 

A natural method for measuring the output change from >l to D is to 
allow for a movement along one production possibility curve, such as 
from A to C, and to take the distance between the curves at this point 
(CD) as a measure of the change in output. Of course, there are many 
such points: one could also move along the higher production possibihty 
curve from D to E, and take the distance EA as the output measure. 
Unless the production possibihty curves are radial displacements of each 
other, these two measures of output change may not agree. As we shall 
show, these alternative output measures correspond to the traditional 
Paasche-Laspeyres "index number problem.'' 

We may wish to compute a price measure that is compatible with CD as 
the output quantity measure. Alternatively, we may wish to produce the 
output measure by deflation; if so, the correct output price index will 
produce CD as the measure of output.^^ Compatibility with CD as a 
measure of output requires the price index to treat two collections of 
outputs lying on the same production possibility curve (such as A and C) 
as equivalent. The theoretical output price index does just that: it com-
pares the value of output collection A in period 0 prices with output 
collection C in period fs prices. This theoretical measure has usually been 
termed the ''true output price deflator" in the price index number htera-
ture. 

It is easy to show that the Laspeyres fixed-weight price index relates to 
the initial situation (point A) and that it understates the price change 
associated with remaining on a constant production possibility curve. 
Hence, when the Laspeyres index is used as a deflator it will produce an 
overestimate of the real output change CD. A geometric proof follows. 

The economy depicted in figure 5.2 produces two outputs, Z^ and Z^. 
For the price set [PQ] (indicated by the slope of the line so labeled), the 
economy will produce at point A, with outputs Z^o ^^d Z ô? which we 
label as the output set [ZQ]. The quantity XPto ZIQ (i= a, b) is the value of 
output for the reference period, which is also the denominator of the 
Laspeyres-formula price index (eq. [5], from the section on input price 
indexes). 

Let the slopes of the dashed lines in figure 5.2 represent relative prices 
prevaihng in the new, or comparison, period (period t). The dashed line 
passing through point A (the reference period's output) corresponds to 
the quantity X P^ ZQ, that is, to the numerator of the Laspeyres-price 
index formula (eq. [5]). This quantity is interpreted as the reference 
period's outputs [ZQ], valued at the comparison period's prices, [PJ. 

Any point on the dashed Une passing through A (such as point B) 
represents an output combination whose value is equal to that of A. With 
resources sufficient to produce point A, however, the economy could 
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attain a collection of outputs having higher value than those on the AB 
line. Any output in the shaded area of figure 5.2 would have greater value 
than the value of A's outputs. The output combination with highest 
value, at period t prices, is point C. 

From the standpoint of resource use or opportunity cost point C is 
equivalent to point A, because they can both be produced from the same 
resource availabihty. The fact that the numerator of the Laspeyres index 
prices a collection of outputs with a value which lies below a portion of the 
production possibihty frontier suggests a bias in the Laspeyres index. This 
bias is indicated by the distance between the Une tangent to point C and 
the parallel Une passing through point A (i.e., the distance BC). The 
output change BC is the ''substitution" bias in the fixed-weight Laspeyres 
price index when it is used as an approximation to the theoretical, or 
''true," output price measure. 

Note that the Laspeyres index is downward biased when used as an 
output price measure, though it is upward biased when used as an 
approximation to an input price index. The downward bias in the output 
deflator creates an exactly equal error of opposite sign in the output 
quantity measure. Using the Laspeyres price index as a deflator gives BD 
as the output measure, which is larger than CD (the correct measure) by 
BC, the substitution bias in the fixed-weight index. 

Thus, an appropriate output-price index is one that compares the value 
of output bundles ^ , valued at prices [PQ], and C, valued at prices [FJ. 
This index is the economic or theoretical output-price index and is 
computed from equation (10), below. It is termed the "Laspeyres-
perspective" output price index. 

The implicit output price deflators emerging from the computation of 
the national accounts are Paasche-formula price indexes. The Paasche-
price index can also be derived from figure 5.2. 

Point D represents the actual output combination in period t. Parallel 
to the "Laspeyres-perspective" output price index is the "Paasche-
perspective" index which compares the ratio of the values of outputs D 
and E (which lie on the same production possibility curve); deflation by 
this index gives EA as the true measure of output quantity change. By an 
analogous line of reasoning to that presented above for the Laspeyres 
case, it can be shown that the fixed-weight Paasche price index, which 
prices output collection D in both periods, gives an upward-biased mea-
sure of price change, compared to the value of the economic output price 
index based on points D and E of figure 5.2. Consequently, a measure of 
output produced through deflation by a Paasche price index will under-
state the true change in output. Note that the fixed-weight Paasche-
formula index is upward biased because of substitution, when it is used as 
an output price index; when used as an input price index the substitution 
bias goes in the opposite direction (see Section 5.3.1). 
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A more formal statement of the ideas so far presented intuitively 
follows. Suppose there are n input quantities, Xi(i = 1,. . . , AI), which are 
available in strictly fixed amounts {Xi = A'*). The production trans-
formation relation between the n inputs and the economy's m outputs is 
given by 

(8) T{Zj, X^) = 0 

where/ = 1, . . . , m, and / = ! , . . . , n. 

We assume that inputs are not specialized, so that different combina-
tions of outputs can be produced from them, and consider only those 
quantities of outputs that will completely exhaust the set of fixed avail-
able input quantities, [^*]. The set of such output combinations (Z: X = 
X*) defines the production possibility curve; for compactness, outputs 
lying on the production possibility curve will be designated as [Z*]. 

The revenue function 

(9) R = R (Z*, P) 

indicates the revenue obtained from the set of outputs produced, given a 
set of output prices, [P]. The optimal set of outputs is determined by 
maximizing (9), with input quantities and output prices specified at levels 
appropriate to the comparison. For prices PQ, for input quantities X* = 
XQ, and assuming a competitive structure, Z* = ZQ (optimal outputs at 
time 0 equal actual outputs). Thus, maximum revenue is S ZJQ PJQ, the 
actual value of output in the reference period. This is point A in figure 
5.2. 

We now pose the question. What output combination would have been 
forthcoming had prices been [FJ, all else remaining as before—that is, 
with input quantities X* =Zo, and unchanged transformation function T 
(which together imply an unshifted production possibility frontier). Max-
imizing the revenue function of equation (9) with reference-period inputs 
and prices [FJ yields a new set of revenue-maximizing quantities, which 
we designate [Z*]. These, of course, are not the quantities actually 
produced in period /, as both resource availability and technology may 
have changed between the two periods (i.e., we are interested in deter-
mining point C on figure 5.2, not point D), 

The output price index / can be found as the ratio of 

(10) / = J^ = 1 ^ A , 

where it is understood that both halves of the ratio are computed using 
equations (8) and (9). When input quantities are fixed for both computa-
tions at the original resource endowment (i.e., X* = XQ), the result is the 
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Laspeyres-perspective output price index, which compares points^ and 
C in figure 5.2. This index is designated /^. 

There are (at least) two interesting output price indexes. The Ji^ index 
takes the perspective of the initial situation, answering the question: 
What is the (maximum) value ratio, between reference and comparison 
periods, of collections of outputs that can be produced using the refer-
ence period's resource endowment? This Laspeyres-perspective output 
price index, /^, is analogous to the //̂  input-cost index of Section 5.3.L 

A Paasche-perspective theoretical output price index can also be de-
fined. We refer to this as J p. The Jp index takes the comparison-period 
resource endowment as relevant, so that actual levels of inputs in time t 
are specified (^* = X^, and the production relations^(eq. [8]) are those 
prevailing at time t. It is therefore computed from equation (10) by letting 
Z* in equation (9) be determined by the level of inputs available in time /, 
or Xf. For the Jp economic output price index, the ordinary fixed-weight 
Paasche price index is an approximation and upperboxxnd (see Fisher and 
Shell 1972, Essay l\)}' 

Comment. There is an interesting anomaly in the price index hterature 
between the treatment of output price indexes, on the one hand, and 
input cost indexes and cost-of-living indexes, on the other. The theory of 
output indexes arose out of the need for international comparisons, and 
therefore its exposition has always proceeded from an economywide 
perspective rather than from that of an individual (multiproduct) firm. It 
is reasonable (though not strictly realistic) to specify that the economy 
has a fixed quantity of productive inputs; but a price index formulation 
based on the production possibiHty curve poses problems in applications 
where it seems inappropriate to assume fixed resource availabiUty. An 
individual firm or a competitive industry faces, for example, not fixed 
amounts of inputs but rather fixed input prices. Fisher and Shell (1979) 
have worked on generalizing the traditional output price index theory to 
fit other situations.^^ This work is not developed far enough to be incorpo-
rated into this paper. 

However, even if a more general theory can be worked out, it does not 
follow that the traditional approach is necessarily rendered obsolete. In 
some situations, it will still be meaningful to ask: How would the re-
sources actually used in the reference period (or in the comparison 
period) have been allocated among the various outputs had relative 
output prices been different from those experienced at the time? 

Summary and Conclusions to Section 5.4.1 

This section has developed two theoretical output price indexes (//̂  and 
Jp) and discussed the relation between these two indexes and the Las-
peyres and Paasche (L and P) fixed-weight formulas. As in the input price 
index case, the economic indexes take account of substitution caused by 
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changes in relative prices, as the fixed-weight indexes do not. However, 
the signs of substitution biases in L and P used as output price indexes are 
reversed, compared to the input price index case presented in Section 
5.3.1. 

All output price indexes hold constant the collection of productive 
inputs employed. We refer to this as the ''constant-input" criterion for an 
output price measure. The theory of output price measures is thus sym-
metric with that of input price indexes, for the latter (as shown in Section 
5.3.1) have a constant-output criterion. 

When used as an output price index, the usual fixed-weight index (L or 
P) may be thought of as holding inputs constant through the device of 
holding base-period outputs constant. The superiority of the theoretical 
output price index arises from the fact that it holds inputs constant 
directly: it specifies a constant production possibility curve, and permits 
output combinations to shift along that curve rather than restricting the 
comparison to a single point on the production possibility curve. Again, 
this result is parallel to the input cost index, where the L and P indexes 
were thought of holding output constant by using fixed weights for inputs. 

5.4.2 Modeling Quality Change: 
The Concept of Output Characteristics 

As was true for the input cost index, I incorporate quality change into 
output price indexes by transforming the theory into characteristics 
space. The present section serves to define the concept of ''output charac-
teristics" required for the theoretical work in Section 5.4.3. 

The term "characteristics," when used in economics, has become 
strongly identified with input characteristics. The well-known work of 
Lancaster (1971), for example, argued that disaggregation of consumer 
goods into characteristics gave a better explanation of consumer behavior 
because characteristics, rather than goods, were the true inputs into the 
utility function. We noted in Section 5.3.2 that a similar interpretation 
could be given to the human capital literature—years of education, of 
experience, and of training can be treated as labor characteristics on the 
specification that these, rather than the number of labor hours, are the 
true inputs into the production function. 

It does not seem to have been recognized that a similar disaggregation 
can be applied to output. Any production function (such as eq. [3]) 
relates a set of inputs to output (usually written as a scalar quantity). If 
output is not a homogeneous good, it may be useful in understanding 
production to disaggregate output into characteristics, treating the pro-
duction process as creating a set of jointly produced outputs (the charac-
teristics). One relevant theoretical precedent for this is Dano (1966). 

The distinction between input characteristics and output characteris-
tics requires elaboration. A variable is an input characteristic if it acts as 
an input in a production or utiHty function. Put another way, one selects 
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input characteristics empirically according to whether they provide some-
thing that is wanted or is valued in use. 

An output characteristic is different. In this case what matters is the 
producing industry's production function, not that of the using industry. 
Referring to the two-sector model of equations (1) and (2), an input 
characteristic of computers is something that contributes to the produc-
tion of gadgets; an output characteristic of computers, on the other hand, 
is something that requires productive activity in the computer industry. 

One can overload the distinction between input and output characteris-
tics. Normally, an output is not produced unless someone wants it, so in 
most cases an output characteristic will also be an input characteristic. 
But that does not invalidate the conceptual distinction between them; 
and there are exceptions—sometimes things get produced that are not 
wanted by users. 

The idea of an output characteristic can be defined by a process 
symmetric to the one used for input characteristics in Section 5.3.2. 

a) The production of a nonhomogeneous good is considered as the 
joint output of a set of characteristics. That is, instead of defining output 
as quantities of goods, such as trucks or boxes of soap, we break these 
goods down into outputs of characteristics, such as ''load-carrying capac-
ity," ''number of ounces in the box," and so forth. 

In principle, treating an output as the joint production of a set of 
characteristics amounts to assuming a production process not materially 
different from other and better known joint production examples (such as 
beef and hides)—except that we assume that characteristics can be pro-
duced in variable proportions, at least over some ranges. As in the 
beef-hide case, there may be limits on the proportions in which character-
istics can be produced—there may be some characteristic which from the 
technological view must be present in every output bundle. So even 
though we treat characteristics as if they were separate outputs, there 
may well be technical reasons why they are bundled together in the first 
place. 

b) As in the input case, output characteristics are a finer level of 
aggregation than are goods, and goods, of course, are the units in which 
market transactions take place. 

c) To define an output characteristic, suppose output is computers. 
Suppose further that the substitution of a model 490 computer for a 
model 390 causes changes in input usage (in the production function of 
eq. [2]) that are not explained by the count of numbers of machines 
produced. Something is an output characteristic if it accounts for, or partly 
accounts for, the unexplained variation in resource usage occasioned by 
changes in the varieties of nonhomogeneous goods produced. 

This definition of an output characteristic says, in effect, that an output 
is something that uses resources. Indeed, that is the reason why the 



295 Concepts of Quality in Input and Output Price Measures 

theory of production is concerned with the transformation of inputs into 
outputs. An output is not an output because someone wants it; being 
useful or desired is the definition of an input (compare the definition of an 
output characteristic with the input characteristic definition in Sec. 
5.3.2). 

d) We assume that only the quantity of characteristics matters in the 
production function and not how the output of characteristics is packaged 
into the output of goods. This assumption implies there are no "packag-
ing size" economies or diseconomies associated with building larger 
quantities of characteristics into a single variety of an output good (an 
equivalent assumption was made on the input side in Sec. 5.3.2). It also 
rules out production complementarities between the "quality" of output 
goods (the amounts of characteristics they contain) and the quality of the 
inputs. Making more comfortable and longer wearing shoes is assumed to 
require more leather and more shoemaking labor, not different kinds of 
materials or more highly skilled shoemakers. The assumption is wholly a 
simplifying one, though it does eliminate interesting, relevant, and reaHs-
tic cases. 

5.4.3 Characteristics Output Price Indexes and 
the Treatment of QuaHty Change 

This section proceeds in parallel with Section 5.3.3 to extend the 
"goods space" or conventional output price index theory to incorporate 
the idea of output characteristics. I first summarize results from Section 
5.4.1 that are required for this section. 

1. The theoretical output price index is constructed from the values of 
collections of outputs in two periods that represent maximum revenue 
points on the same production possibility frontier. 

2. For any comparison, a number of output price indexes can be 
computed, depending on which production possibiUty frontier is used for 
the comparison; indexes based on production possibility frontiers 
appropriate to reference and comparison periods are designated, respec-
tively, as "Laspeyres-perspective" and "Paasche-perspective" output 
price indexes (//̂  and Jp). 

3. The usual fixed-weight Laspeyres and Paasche index formulas (L 
and P) may be viewed as approximations to the true economic indexes. 
The Laspeyres index provides a lower bound to //^, whereas the Paasche 
index is an upper bound to /p (i.e., L < /̂ r̂  and P ^ Jp), 

4. The bounding conditions in (3) are a reversal of the bounds for input 
cost indexes (as noted in Sec. 5.3.1, L > /^ and P ^ Ip). 

5. Computing an output price index, whether the theoretical index or 
the fixed-weight approximation, requires that resource use be held con-
stant over the comparison in order to ehminate from the price measure 
shifts in the production possibility curve—the only unambiguous measure 
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of output change; this condition is referred to as the constant-input 
"criterion" for the output price index. 

6. The output index criterion stated in (5) is a symmetric reversal of 
the criterion for the input cost index; the input cost index required a 
constant-output criterion (Sec. 5.3.1). 

It remains to use the concept of output characteristics from Section 
5.4.2 to extend the basic price index theory from goods space to charac-
teristics space. 

Assuming, for simplicity, that only one of the economy's outputs (eqq. 
8 and 9, above) is nonhomogeneous, we treat that output as the joint 
output of a set of output characteristics. We can, without loss of general-
ity, specify that the first good is the nonhomogeneous one, with r charac-
teristics. Adopting the convention that a homogeneous good is itself a 
characteristic, the production transformation equation (8) is rewritten as 

(8a) T{i3^ii, . . . , 0)1^,0)2, . . . , 0 ) ^ ; ^ / ) = 0 , 

where / = 1, . . . , n. This says that if the good "boxes of soap," for 
example, has output characteristics "size of box," a measure of "washing 
power per ounce," and some sort of packaging convenience element, 
then the economy's outputs are the quantities of these characteristics it 
produces and not the quantity "number of boxes of soap." Once these 
substitutions have been made, equation (8a) relates m + r - 1 attainable 
output characteristics (each co) to the quantities of the available n inputs. 
Note that the definition of an "output characteristic" presented in Section 
5.4.2 is implied by the construction of the production transformation 
function in characteristics space.̂ ^ 

A Characteristics-Space Index for Output Prices 

The transformation of the goods output price index of Section 5.4.1 
into an equivalent price measure in characteristics space is parallel to the 
development of the characteristics input cost index in the subsection 
"The Input-Cost Index in Characteristics Space" under Section 5.3.3. 

Considering the output characteristics in the production transforma-
tion function (8a), a characteristics revenue function can be defined by 
modifying equation (9) to incorporate output characteristics. That is, the 
set of output characteristics is substituted for the nonhomogeneous out-
put, Zi- This function is written: 

(9a) R = R(oy\P). 

The nature of the characteristics concept makes equation (9a) a com-
plex one, because it must depict the maximum revenue obtainable from 
various combinations of characteristics. A similar difficulty has already 
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been encountered in the discussion of the characteristics input-cost index 
and need not, therefore, be discussed a second time. 

Any theoretical output price index is formed out of ratios of maximum 
revenues obtainable, under two price regimes, for collections of outputs 
located on the same production possibility curve.̂ ^ What we will term the 
''theoretical characteristics output price index"^^ is formed by taking 
ratios of equation (9a) under two output price regimes, or 

(10a) / = ^ ^Ri^'^Pt) , 
Ro R{io\Po) 

In words, the characteristics-space output price index amounts to 
pricing points from the same production possibility curve, with the two 
points corresponding to optimal output mixes under two different price 
regimes; the major difference from the output price index for goods is 
that the production possibihty curve and the revenue function are both 
defined on characteristics of goods rather than on the goods themselves. 

To understand the interpretation of the output price index in the 
characteristics context, it may intuitively be helpful to examine the con-
ventional Laspeyres-index formula, where (output) quantities provide 
the weighting structure. 

To construct the Laspeyres output price index in characteristics space, 
the index is redefined in terms of characteristics rather than goods. The 
index weights in the conventional Laspeyres price index formula—equa-
tion (5)—are then reinterpreted to be quantities of characteristics rather 
than quantities of goods. Reverting to our soap example, there is an 
output weight for base-period production of "number of ounces," for the 
measure of "washing power," and for the "packaging convenience" 
element. 

Several points need to be emphasized. First, as in the characteristics 
input cost index, the characteristics output price index has a form, deriva-
tion, and properties similar to the output price index for goods. 

Second, in common with the goods output price index, the characteris-
tics output price index must be computed for a given production possibil-
ity curve.̂ ^ This means that the characteristics output price index is 
computed by holding the input dosage constant, because changes in 
quantities of productive inputs (as well as changes in the technology) 
mean a shift in the production possibihty curve. 

Third, as with the goods index, there may be more than one character-
istics output price index. In effect, figure 5.2 still applies. We wish to 
decompose the change between outputs A and D into a change in output 
and a change in price, and there are (at least) two perspectives—that of A 
and that of D. The argument leads to Laspeyres-perspective (Jj^) and 
Paasche-perspective (Jp) indexes and is the same as the one presented in 
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Section 5.4.1 for the goods output price index. The resulting two indexes, 
/^ and /p, have as counterparts the Ij^ and Ip characteristics input cost 
indexes of the subsection on 'The Input Cost Index in Characteristics 
Space" under Section 5.3.3 (pp. 281-82 above). 

Quality Variation and Quality Adjustments 
in Output Price Indexes 

Much of the present paper involves a series of paralleHsms between the 
output price index and input price index cases; crucial results are often 
reversed in the two cases. Both the paralleHsms and the reversals are 
straightforward consequences of the relations between inputs and out-
puts in the theory of production. As the patterns have become famiUar by 
now, the exposition of the characteristics output price index case can be 
shortened by noting that it amounts to a translation of the parallel 
discussion of the characteristics input cost index (in the second and third 
subsections under Sec. 5.3.3, pp. 283-87), but with the results trans-
formed according to the framework of output price index theory. 

As was true of the characteristics input cost index, the characteristics 
output price index may include a different machine in the numerator and 
denominator of the measure. The theoretical index always incorporates 
shifts (in this case in the output of characteristics) that occur in response 
to relative price changes. Therefore, if the relative revenue a seller 
receives from two characteristics changes, the producer has an incentive 
to change the proportions of those characteristics embodied in the 
machine it sells. In the ordinary view of things, this will take the form of a 
new ''model"; if the "price" of speed has risen in relative terms and that 
of fuel economy has fallen, the new model may have more speed relative 
to its fuel economy. However, if the two machines correspond to rev-
enue-maximizing sets of characteristics in comparison and reference 
periods, respectively, they are included in the numerator and denomina-
tor of the theoretical output price index. The reader is referred to the 
subsection "Quality Variation in the Characteristics Input Cost Index" 
under Section 5.3.3 for a comparable result for the input cost index case. 

One could use figure 5.2 to illustrate the theoretical characteristics 
output price index by supposing that the axes of the figure correspond to 
characteristics co (rather than to goods Z), with the production possibiUty 
curve and revenue lines similarly reinterpreted. Then points such as A 
and C are interpreted as two machines having different combinations of 
characteristics, but which can be produced with the same resources used 
in the reference period. Points such as A and D, on the other hand, 
represent machines using different quantities of resources. The reader is 
cautioned that this use of the figure is heuristic. 

Thus, a constant-quality output price index can be thought of as an 
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index based on two sets of characteristics (two machines) that lie on the 
same production possibility curve but correspond to maximum revenue 
points under two price regimes (the comparison and the reference 
periods). 

If there is a change in output characteristics which, taken together, 
imphes movement to a different production possibiUty curve (compari-
son of points such as C and D in fig. 5.2), some ''quality adjustment" is 
called for in order to restore the constant-input criterion for an output 
price index. The adjustment required is equal to the value of the re-
sources required to move the set of output characteristics included in the 
index back to the same production possibility curve. This is precisely the 
resource cost quality measurement rule that has been argued in the 
Hterature. 

Note that, as in the input cost index case, there are two possible 
adjustments and that they correspond to the Jj^ and Jp forms of the output 
price index. One can adjust the new machine to correspond to a set of 
characteristics that could have been produced with the initial period's 
resource stocks and technology; this gives C-D in figure 5.2 as the 
appropriate quality adjustment, with the price index based on compari-
son of points A and C Because this adjustment corresponds to the Jj^ 
form of the output price index in characteristics space, one could look at it 
as a ''Laspeyres-perspective" quality adjustment. The appropriate qual-
ity adjustment for the Jp index, on the other hand, involves points E and 
A. This quality adjustment yields an output price index based on period 
fs resource utilization and technology, that is, a price index computed 
from comparison of points D and E?"^ 

It may be useful, heuristically, to go through the quality adjustment 
process in terms of the familiar Laspeyres index. The traditional inter-
pretation refers to this index as a formula for holding quantity weights 
constant in order to factor out price from quantity change in a value 
aggregate. Note the similarity of the following to a comparable Hne of 
reasoning in Section 5.3.3. 

In the characteristics Laspeyres output price index, output characteris-
tics quantities are the weights. Quality change is interpreted as a change 
in the quantity of characteristics embodied in a good, which means the 
quality change amounts to a change in the (output) weights in the charac-
teristics Laspeyres index. Making a quality adjustment to the ''goods" 
Laspeyres index can be interpreted as an adjustment which holds con-
stant the weights in the "characteristics" Laspeyres output price index. 
Because in the output characteristics case, characteristics are resource 
using (on the argument pursued in Sec. 5.4.2), the adjustment to the 
Laspeyres output price index is, as in the case of the theoretical index, 
referenced by resource use. 
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Summary 

In output price indexes (the fixed-weight forms as well as the theoreti-
cal ones based on production possibility curves), the quality adjustment 
required is equal to the resource usage of the characteristics that 
changed. Only with a resource-cost adjustment does the index price a set 
of outputs that can be produced with the resources available in the 
reference period (for the characteristics-space form of index Ji). Alter-
natively, only a resource-cost quaUty adjustment assures that the Jp form 
of the output price index prices a collection of outputs that could have 
been produced with comparison-period resources. This resource-cost 
adjustment is precisely the production-cost criterion for quality measure-
ment advocated for price measures by such economists as Denison (1975) 
and Jaszi (1971).̂ ^ 

5.5 Using Characteristics-Space Theory to 
Resolve Quality Change Issues 

Imbedding the analysis of quaUty change in the theory of index num-
bers proves a powerful tool for clearing up confusions found in the quality 
change literature. Two examples are addressed in this section. 

5.5.1 ^'Costless" Quality Change 

Adherents to the user-value view have often presumed that the re-
source cost method could not in principle deal with quaUty changes that 
increase performance but are cheaper to produce—the so-called costless 
quality change argument. This presumption, for example, underUes 
much of the discussion of output measures in the report of the Panel to 
Review Productivity Statistics (1979), and determines the report's con-
clusion that use of a resource-cost quality adjustment rule for output-
price indexes is "not adequate for dealing with changes in quahty that do 
not result from changes in cost" (the report cites improvements in com-
puters as an example; see p. 8). 

The discussion of costless quaUty change in the Panel's report (as 
elsewhere) was marred by confusion over what the resource-cost crite-
rion really said and by considerable ambiguity about what was meant by 
the term ''costless." We address the latter point first. 

For simplicity (in order to permit the diagrammatic presentation of fig. 
5.3), suppose computers have only one output characteristic (call it 
"computations") and are made from only one input (labor). Figure 5.3 
graphs what is known in the production literature as a "factor require-
ments function," showing the minimum input requirements for, in this 
case, computers of different capacities. As figure 5.3 is drawn, in the 
initial period (requirements function ¥{) minimum labor requirements 
per unit of computational capacity occur for computer size Q ; so we 
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Fig. 5.3 Factor requirements function for the output characteristic 
"computations." 

assume that in the initial period available computers cluster around size 
Co. 

If increments to computer capacity were really ''costless" in the initial 
period, the factor requirements function would be horizontal beyond 
some point (such as the line LALQ in fig. 5.3). If this is what was meant by 
"costless" quaUty change, then the argument has a certain vahdity: a 
resource cost method would treat all computers lying on the horizontal 
segment of LALQ as equivalent and would indeed make no quaUty 
adjustments for expansions in computer capacity in this range. 

However, it is doubtful that a horizontal factor-requirements schedule 
was the basis for the ''costless" quality change discussion. Little of value 
is truly costless, and to my knowledge, functions such as LALQ have never 
been encountered empirically. 

If not "costless" in this sense, how does one rationalize the frequent 
observation of technical improvements that cost less than what went 
before? For this empirical observation lies at the root of the "costless" 
discussion, and computers are a favorite example. 
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A better characterization of what its proponents must have meant by 
''costless'' is to suppose a shift of the factor requirements function (cor-
responding to cost-reducing technical advances in producing computers), 
as in F2 in figure 5.3. With minimum average labor requirements per 
computational unit now occurring at 5 , we may observe computer size B 
in the second period. Compared with machine A (produced only in the 
initial period), machine B in the second period requires fewer labor 
inputs to produce (thus it costs less), yet yields more computations. As a 
practical matter, if there are scale economies, or only a small number of 
computer varieties are marketed, something Hke this example may well 
show up in a comparison of different years' data. Without fully specifying 
it, parties to the costless quality change debate undoubtedly had compari-
son of points like A and B in mind. 

There is no sense, however, in which the movement from A to B 
invahdates a resource-cost quahty adjustment, despite frequent contrary 
assertions. In fact, there are two possible resource-cost adjustments. 
From the perspective of the initial period, function Fi gives dLi as the real 
resource cost of the quahty change. Alternatively, one could use F2, 
giving dL2 as the basis for making a quahty adjustment. 

Thus, the charge that a resource-cost criterion could not deal with 
''costless" quality change involved basic confusion between a shift in a 
schedule and a movement along it. The schedules involved are in charac-
teristics space rather than goods space, and the insight which resolves the 
debate emerges from an explicit characteristics-space analysis. The res-
olution of the costless quality change issue is one example of the useful-
ness and power of the characteristics space analysis. 

One or two additional points can be made about the computer exam-
ple. Note that as drawn dL2 < 5Li, which seems realistic: the incremental 
cost of "computations" is lower today than in the past. For this example, 
Fi provides the appropriate adjustment for the "Laspeyres-perspective" 
output price index, /^, of Section 5.4.3, F2 is relevant for the sister Jp 
index. Thus, choice between the two is the classic index number problem. 

The GNP deflators are Paasche-formula indexes (current period 
weights), making F2 the relevant basis for adjustment. This imphes a 
smaller quahty adjustment (and a greater price increase) than if F^ were 
used. Any empirical work using data from Fi (or, alternatively, the 
average of Fi and F2) tends to overstate the quality correction to be 
applied to a Paasche-formula output price index. Empirical work on 
quality change in the deflators has ignored this distinction. 

Although examples of "costless" quahty change have nothing what-
ever to do with the feasibihty or conceptual appropriateness of user-value 
and resource-cost alternatives for making quahty adjustments, there is, 
to be sure, a practical problem facing index makers. Usually, neither 
requirements function is known. If any information is available at all, it 
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may consist only of cost data for two points, such as A and 5, or ̂  and C, 
that He on different functions. That is, there may be data on the cost of the 
old machine under the old technology and the cost of the new machine 
under the new technology, but no data at all on the cost of both under 
comparable technologies. 

In this case, nothing can be done under the resource-cost criterion, for 
the necessary information is not available. Obviously, direct comparison 
of labor inputs for A and B adjusts the index in the wrong direction, 
whether by user-value or resource-cost criteria. And even though re-
source cost for A and C would go in the right direction, using this 
information as a quality adjustment also contains an error, for either 
quality adjustment criterion. However, this very serious practical diffi-
culty has nothing whatever to do with the conceptual one of determining 
the theoretically appropriate basis for making the adjustment. 

5.5.2 The Elimination of Productivity Change Objection 

An objection frequently raised against the user-value criterion was 
cited in the report of the Panel to Review Productivity Statistics (1979, 
p. 13): 'If capital is measured in terms of its output-producing capacity, 
the output capital ratio becomes an uninteresting statistic, since it will 
tend to show no change." 

It is hard to see what is going on in this quotation if one remains in 
goods space.̂ ^ However, moving into characteristics space makes it easy 
to show the Panel's statement to be wrong; it involves (as did the costless 
quality change matter) confusing a shift in a function with movements 
along it. 

Consider the production function defined in equation (3a) from Sec-
tion 5.3.3. In that case, inputs were defined as characteristics. Productiv-
ity change in a characteristics world is defined in the same way as it is in 
goods space—productivity change is a shift in the production function, in 
this case a shift in equation (3a). In the characteristics input cost index, 
quahty change was defined by that same production function: changes in 
quantities of input characteristics embodied in input goods were counted 
as quality change. This means that a user-value measure of quality change 
represents a movement from one isoquant to another along the produc-
tion function (3a). 

Valuing quality change as movements along the using industry's pro-
duction function (as the user-value criterion does) in no way precludes a 
production function shift—no more so than a production function shift is 
precluded by measuring inputs in any other way. Accordingly, productiv-
ity change (a production function shift) is not tautologically eliminated by 
employment of a user-value quality adjustment rule. 

As with the ''costless" issue discussed above, the element of vaUdity in 
the "unchanged productivity" proposition arises when one has observa-
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tions on but two points. If we only know inputs and outputs for two 
periods, and do not know the production function, then of course there is 
no way of partitioning the change between the contributions of increased 
characteristics (movement along a production function) and a shift in a 
production function. Attributing all the output change to input change 
would clearly eliminate measured productivity change. But that is not 
what the user-value criterion is about. 

This section serves to show the power of characteristics-space analysis 
in resolving issues that have plagued the quality measurement literature 
for years. The technique will work profitably on other examples as well, 
but that can be done elsewhere. 

5.6 Summary and Conclusions 

The appropriate theoretical treatment of quahty change has been an 
issue in economic measurement for years. There have long been two 
schools of thought. 

The "user-value" approach looks at the output implications of quality 
change in some productive input; a machine is higher quaUty if it has 
higher productivity when used in producing something else. On the 
"resource-cost" view, the cost of making a machine is the proper basis for 
making quality adjustments, not the productivity of using machines to 
produce other goods. 

The present paper resolves this old debate by noting (1) that there are 
two different uses of the data (input measures and output measures), (2) 
that it is well established in the index number literature that inputs and 
outputs imply different theoretical price index treatments, and (3) by 
showing that the difference in theoretical treatments carries over into the 
issue of adjusting for quaUty change. 

Rather satisfying is the result that the two sides to the quahty adjust-
ment debate are both right, each for the purpose it (impUcitly) had in 
mind—the "user-value" and "resource-cost" positions correspond to 
correct theoretical treatments of quahty change for input-price indexes 
and output-price indexes, respectively. This "you are both right" resolu-
tion extends to prominent researchers on the subject as well as to posi-
tions taken by the major statistical agencies (the Bureau of Economic 
Analysis having taken, historically, the correct theoretical position for 
output measures, while the Bureau of Labor Statistics has historically 
taken different theoretical positions for input uses and for output uses of 
data—both, it turns out, correct for the uses specified). 

The method of this paper is to extend the basic theories of input and 
output price indexes from goods space to characteristics space. That is, 
the usual theory (and the usual index computations) involve prices and 
quantities of goods; the extension redefines the variables of interest to be 
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the costs and quantities of the characteristics of goods (and of labor 
services). The rationale for redefinition is the specification that "quality 
change" involves changes or rearrangements of the quantities of charac-
teristics embodied in goods. Thus, rather than treating "quality change" 
as an ad hoc procedure outside the basic theory of index numbers (as has 
often been true in the past), the paper extends index number theory into 
the dimension in which empirical investigation has taken place. 

The finding that there are two correct methods for making quality 
adjustments, not just one, fits in with other results for input and output 
price indexes. Much of the content of the theory of input cost indexes and 
output price indexes is parallel, except the results are, for the most part, 
essentially reversed. The "reversal" phenomenon is intuitively appeal-
ing, once it is understood that the perspectives of the two economic 
measurements are from opposite ends of the production process. The 
mirror-image view of production one gets from altering perspective from 
the input side to the output side is fundamental to the process of produc-
tion itself. 

The results of this paper preserve in characteristics space index number 
results that are well estabUshed for goods space. A "characteristics" input 
price index requires holding output constant, just as does a "goods" input 
price index; and a "characteristics" output price index, following in 
sequence the "goods" output price index, requires that the resources 
going into the productive process be held constant. These two conditions 
(constant output for input price indexes, constant inputs for output price 
indexes) were referred to in the body of the paper as index "criteria." 

The conclusion that input price indexes require a user-value quality 
adjustment is a consequence of the requirement that input price indexes 
be based on a constant-output criterion. The result that output price 
indexes must use a resource-cost quahty adjustment method flows from 
the fact that output price indexes are based on a constant-input criterion. 

Having established that the theory requires different procedures for 
input and for output price measures, how much difference does the 
theory make for practical measurement? My answer is: For most cases, 
probably not a lot, but more for lack of data to implement the theoretical 
methods than for lack of relevance of the theory. 

One would expect that in equilibrium the marginal cost of producing a 
quality change must approximate the incremental value of it to the 
user—otherwise a reallocation of resources would take place. Thus, real 
differences in the magnitude of the quality adjustments one gets from 
user-value and resource-cost adjustments presumably reflect shifts in 
functions, interference with competitive allocation, or wrong data. That 
does not mean, contrary to assertions made by some participants in the 
quality measurement debate, that working out the theoretical properties 
and appropriateness of the two quality adjustment systems is irrelevant. 
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There are two reasons for theoretical discussion of user-value and 
resource-cost adjustments. First, previous discussion of these issues has 
been so confused that it is worth trying to straighten it out.̂ ^ Had it been 
realized that input measures and output measures call for different treat-
ments of quality change, the past course of debate on this issue would 
have been far different. One might even have seen better decisions in 
statistical measurements. For this purpose, the index number theory 
contained in this paper is in no sense vitiated if empirically the numbers 
would come out about the same, provided quality change amounted to 
small movements around equilibrium points, curves were smooth, and 
we had all of the information necessary to make the theoretically correct 
adjustments in both input and output indexes. 

Second, much of the data on quaUty change, taken at its face value, 
suggests that the world is not so neat as the theoretical model we have in 
our heads. It is of considerable importance to straighten out what the 
right model is in order to understand whether we are getting the wrong 
data, or whether the data that come to us are simply reflecting discon-
tinuities, shifts, and other unfortunate attributes of the real world. 

Ultimately, limitations on implementing the theory come from lack of 
data. Full implementation of the theoretical results requires, at mini-
mum, estimation of production functions on characteristics for both 
supplying and using industries. What we have are, at most, fragmentary 
information about the outcomes. The practical reality is that in most 
actual situations there is not enough information to implement even one 
theoretically appropriate measure. We simply do not have the luxury of 
computing both measures and deciding on theoretical grounds which to 
choose. Nevertheless, it is still important to understand what should be 
done with the data if we were ever to get them. 

Notes 

1. The statement by Denison (1957) is still well worth reading and remains consistent 
with his later writings on the subject, incorporating as they do issues which have developed 
over the past two decades. See, e.g., his debate with Dale Jorgenson and Zvi Griliches 
(Denison 1972), and his article on pollution control and safety regulation expenditures 
(1979). The Bureau of Economic Analysis position is similar. See, for example, Jaszi's 1964 
debate with Griliches. 

2. They were also the first to deal with quaUty change in the context of input and output 
price indexes (see n. 25 below). 

3. In a recent survey, Usher (1980) identified five uses for capital measures. Two of the 
five—*'an argument in an investment function" and "use in the national accounts"—are 
those considered in this paper. An extension of the analysis in this paper to consideration of 
other uses for capital measures could lead to different concepts for quality measurement, so 
it should not be inferred that the alternatives considered here comprise all those that are 
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relevant in other contexts. See Christensen and Jorgenson (1973) for a development of 
measurement concepts of capital for different purposes. 

4. This is not an innocuous step. It is well estabUshed in the economic theory of index 
numbers that deflation by the theoretically appropriate price index will not always produce 
the theoretically appropriate quantity index (see PoUak 1971). 

5. The term "input cost index" has unfortunately also been used in a different way—an 
index of input prices computed in lieu of a measure of the price of output (wage rates and 
materials prices, e.g., as a proxy for a price index for new houses). That has nothing to do 
with the measure discussed in the present paper. 

6. There could be many input cost indexes, for the isoquant one might like to use for 
comparisons is not Umited to those corresponding to actual outputs in reference or compari-
son periods. E.g., one might compare input price change between 1979 and 1980 in terms of 
1972 production levels (1972 being the last Census of Manufactures). This point is made for 
the consumption case in PoUak (1971). 

7. For an empirical estimate of the size of the bias in a fixed-weight index relative to a 
true input price index (of consumption), see Braithwait (1980). 

8. An analogous set of cost-of-living indexes exists for consumption measures; see 
PoUak (1971). The two alternative versions of the cost-of-living index correspond to the 
alternative decompositions of income and substitution effects in the standard theory of 
consumption. 

9. In some forms, these aggregator functions are very restrictive assumptions, which, 
moreover, have mainly computational convenience (such as reducing the number of coef-
ficients to be estimated in a multifactor production function) to recommend them. Others 
are simply not relevant for present purposes. I would interpret, e.g., a "production function 
for trucking services" as having something to do with subindexes (see Pollak 1975, or 
Blackorby and Russell 1978). One never needs to form subindexes in order to compute the 
aggregate index, and the latter is the primary concern of the present paper. 

10. Klevmarken (1977) and Pollak (1979) have also discussed input price indexes de-
fined in characteristics space. Both were concerned with the cost-of-living index (see also 
Diewert 1980). The approach in this section follows a similar methodology but was con-
ceived independently. To my knowledge, the first suggestion that the analysis of quality 
change in index numbers would take the form of redefining the price index in characteristics 
space appears in Triplett (19716). 

11. The reader is reminded of simplifying assumption (d) in Section 5.2.2. 
12. The example could be justified technically if it were possible to form a subindex on 

just the two characteristics, but the two-dimensional representation on figure 5.1 is intended 
to be heuristic. The full set of inputs in eq. (3a) yields a multidimensional production surface 
rather than an isoquant, but the argument is similar. 

13. Production function equivalence, or equivalence with respect to other inputs in the 
cost function, was the quality definition introduced in Section 5.3.2. That definition was 
derived from and motivated by the characteristics input cost index analysis of the present 
section. 

14. For small quaUty changes around point A, two machines whose characteristics lie on 
the same production isoquant will also have approximately the same selling price. Thus, the 
conventional view can be supported for small changes in the neighborhood of equihbrium. 

15. Much of the quality hterature is written as if the problem is to figure out what the 
price of a new (or old) machine would have been had it in fact been available. A change in 
the number and types of machines available would cause changes in relative prices of the 
varieties that were available, so one cannot use data on the varieties that were in fact 
available to infer anything about the price schedules that might exist under some other 
conditions. It seems better to avoid general equilibrium problems by assuming that the task 
of quality adjustment involves only the more limited problem of estimating the price of a 
variety that was offered on the market somewhere, but whose price was not collected by the 
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agency that was responsible for producing the indexes. I owe this distinction to Robert 
GilUngham. 

16. In effect, this amounts to assuming that the new machine embodies simply a 
rearrangement or **repackaging" of characteristics previously available (the '^repackaging" 
term stems from Fisher and Shell [1972]). If the new machine has a truly new characteristic, 
not available anywhere before, the method of analysis breaks down. If the characteristic is 
truly new, we are facing the intractable new product problem. A standard proposal for 
deaUng with new products in the goods index hterature is to use the demand reservation 
price (the lowest price at which none will be demanded) for periods in which the product 
does not exist. One could apply the same solution to truly new characteristics. Fortunately, 
it seems reasonable to assert that most new products do not involve characteristics that have 
never before existed. Burstein (1961) gives a persuasive argument that innovation in 
delivery and distribution methods is far more pervasive than provision of truly new charac-
teristics (Burstein observed that television was just a new method for distributing ball games 
and vaudeville shows). 

17. Note the caveat on forming quantity measures by deflation in n. 4. 
18. Of course, these two are not the only possible relevant indexes since for some 

purposes some other basis for evaluation may be appropriate (a comparison of 1929 and 
1969 prices using 1950 resources and production technology). See also n. 6. 

19. An earlier attempt is an article by Archibald (1977) who follows a different course 
from the rest of the literature. Starting from the observation that the firm's goal is profit 
maximization, rather than optimization with respect to outputs and inputs themselves, 
Archibald constructs what he calls a "price index for profit"—defined as the ratio of the 
profit function under two price regimes. The usefulness of this ''price index for profit" is not 
readily apparent, partly for reasons Archibald himself notes, as well as other considerations 
(it cannot be defined when profits are zero or negative, for instance). Nevertheless, 
Archibald derives the output price index as a "subindex" (Pollak 1975) of the price index for 
profit. 

The notion of deriving a useful index (the output price index) as a component of a 
concept which itself may not be useful is not a very appealing procedure. Moreover, one can 
question the appropriateness of basing the theory on the firm's profit function. It is 
indisputable that the competitive firm maximizes profit and does not maximize revenue for 
its own sake. But the appropriate way to set up price index theory is determined by the 
questions one wants the index to address, and not necessarily by the nature of the optimiza-
tion problem the economic unit is trying to solve. In any event, Archibald's output index 
section, standing on its own, largely duplicates Fisher and Shell (1972). 

20. In Section 5.4.2 an "output characteristic" was defined as an attribute of a good that 
was resource using (as distinguished from an input characteristic, an attribute valued by the 
user). Eq. (8a) determines a production possibility curve in characteristics space; the 
information contained in a production possibiHty curve concerns output combinations that 
can be produced from a stock of inputs. Thus, if there existed a characteristic which was not 
resource using, increasing or decreasing its quantity would have no implications for the 
other outputs that can be produced. Accordingly, a characteristic which uses no resources 
has no role in eq. (8a), even if it were desired by users (color is perhaps an example), 

21. But see the "Comment" on p. 292, above. 
22. Terminology is made difficult by the extra complication of eq. (9a) over eq. (9): The 

revenue received from sale of a good is simply its price, but the values of characteristics are 
in general not fixed quantities (as we normally think of prices) but are themselves variables, 
which may depend on the quantities of characteristics embodied in output goods. Thus, it 
might have been more precise to speak of an "output value index" instead of an output price 
index (in parallel with the input cost index terminology of Section 5.3). This terminology 
was rejected as cumbersome, as it lacks precedent in either the theoretical or pragmatic 
index number literature. As already noted, Fisher and Shell (1972) use the terminology 
"true output deflator." 
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23. Again reference is made to the caveat expressed in the "Comment" on p. 292. 
24. This distinction between reference-period and comparison-period resource-cost 

quality adjustments is elaborated upon in Sec. 5.5 below. 
25. Fisher and Shell (1972) provide the only other theoretical discussion of quality 

change in the explicit context of input price indexes and output price indexes. Fisher-Shell's 
analytic method for incorporating quality change into price index theory is different from 
my own. They consider kinds of quality change that can be represented as a parameter 
shifting (as the case may require) a production, utility or transformation function defined on 
goods. Moving the analysis into characteristics space, as I do, may be considered a more 
explicit representation of one form of Fisher-Shell *'parametrizable" quality change, a 
technique which is more powerful in the sense that it can be brought to bear on specific 
problems, yielding more explicit index number results than they were able to extract. The 
cost of so doing, it must be admitted, is the move into the intrinsically difficult characteris-
tics-space notion, with all the problems that involves. Whichever method is advantageous 
for a particular case, the results of both agree. Speaking of quality change in output price 
indexes, Fisher-Shell write (1972, p. 106): "If more steel, labor, and other inputs are 
embodied in new cars than in old ones, then the production of a given number of cars 
represents a bigger output when new cars are involved than when old ones are. Moreover, 
this is true regardless of how consumers view the change." Thus, an output index requires a 
resource-cost quaUty adjustment rule. 

26. Indeed, Fisher and Shell (1972), working in goods space, find quaUty and technical 
change indistinguishable. 

27. One could note in this regard that the Panel to Review Productivity Statistics 
endorsed, though not without quaUfication, a user-value quality adjustment rule in its 
chapter on output, but a resource-cost criterion in its chapter on capital inputs— ĵust the 
opposite from the theoretically correct output and input price index adjustments. 
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Round Table of GNP Users 

The round table session on the national accounts, chaired by Stanley J. 
Sigel, was designed to elicit views from prominent users of the accounts. 
Each of the panelists submitted in advance a very short written state-
ment, all of which are reproduced here. A discussion then followed, first 
among the panelists and then by members of the audience. Only some of 
the comments from the audience appear in the volume. 

Statements 

Introductory Statement 
Edward F. Denison 

Murray Foss asked me to remain on this panel of users of the national 
income and product accounts even though I have moved from the Brook-
ings Institution to the fount of the estimates. I agreed to participate, but I 
shall speak in my previous capacity as an outsider who uses NIPA data in 
economic analysis. 

Because my chief concern has been studying long-term economic 
growth, my main interest has been in the annual series that the Bureau of 
Economic Analysis (BEA) publishes each July rather than with current, 
more summarized, quarterly and monthly estimates. The interests of 

Edward F. Denison is with The Brookings Institution. 
Written statements by Edward F. Denison, Otto Eckstein, Alan Greenspan, Lawrence 

Klein, Arthur M. Okun. Eckstein was unable to be present but submitted a statement. 
Discussion participants: among panelists—Edward F. Denison, Alan Greenspan, Law-
rence Klein; from the floor—V. Lewis Bassie, Robert Eisner, Saul Hymans. 
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users in my category tend to be overlooked. At one stage of the Creamer 
Committee deHberations, it was even suggested that what were called the 
July "revisions" be skipped in alternate years. People seem to forget that 
most of the data that analysts Hke me require is first pubhshed in the July 
Survey of Current Business. The initial charge to the Creamer Committee 
overemphasized the timing and accuracy of the earliest quarterly esti-
mates, but fortunately the report ended up with recommendations that 
were well balanced as among quarterly, annual, and benchmark data. 

I have used NIP A data in four growth-accounting studies, scattered 
from 1961 to the present. Perhaps the most visible improvement in data 
for this use has been in the measurement of fixed capital. The improve-
ment helped both my measure of ouput—the national income—and 
measures of capital input. In 1961, BEA's current dollar national income 
series was not usable without adjustment because business incomes were 
based on the depreciation charged on tax returns or calculated by BEA 
with original cost valuation. BEA had no series then for constant-dollar 
national income or for the capital stock. I therefore had to turn to outside 
sources for estimates of economic depreciation in current and constant 
prices, and of the capital stock. By my second study, around 1965, BEA's 
capital stock project was providing data for depreciation and capital stock 
in current and constant dollars that were consistent with the NIP As. BEA 
was not itself using these data to measure national income, but it was easy 
for the user to do so. The situation was formally unchanged at the time of 
my third study, about 1971, but the capital stock estimates had been 
improved. One procedural change, introduction of the Winfrey S-3 dis-
tribution of retirements, significantly bettered the gross stock series. By 
my latest study, around 1978, economic depreciation had been incorpo-
rated into the NIP As. National income in current and constant prices can 
now be taken directly from the NIP As. The capital stock data had also 
been further improved. I suspect that they are now about as good as they 
can be made until new data sources, such as surveys of service lives, are 
developed. 

Isolation of a separate housing sector in the latest NIPA revision was 
another change helpful in analyzing capital's role in growth. Since my 
second study, I have measured the contribution of residential capital to 
growth of output directly by finding out how much output the NIPA 
estimates include for the services of housing. Formerly, this required 
tracking through several BEA worksheets. With the new format, it can 
be done easily from pubhshed data. 

Of the many other changes in the NIP As over the same time span, most 
were improvements that provided more information or more reliable 
information. However, in statistics all is not onward and upward. Agen-
cies upon which BEA rehes for data have suffered from falling response 
rates to voluntary surveys. Tabulations of corporate tax returns were 
shifted from complete count to samphng, and then the sampling ratios 
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were reduced. New complexities in the tax laws have also introduced new 
problems. 

Analysts of long-term growth and structural change have been need-
lessly plagued by incessant tinkering with the Standard Industrial Clas-
sification (SIC). So have the agencies that collect data or, like BEA, 
process them. No one would complain if all changes made had truly been 
required by real developments in the economy—although even then one 
might have expected comparability to be maintained at the most detailed 
level feasible, whether that is industry divisions, two-digit industries, or 
whatever. But I have been convinced for 35 years that the reasons for 
most changes in the SIC have ranged from marginal to frivolous, and that 
their effect is wholly mischievous from the standpoint of economic analy-
sis. Assemble 10 people to develop a SIC for an industry division and they 
will come up with one classification. Assemble any other 10 people and 
they will propose a different classification. Reassemble either group a few 
years later and they will arrive at a third classification. The practice of 
reviewing the SIC periodically assures periodic changes having nothing to 
do with changes in the economy. Each new version of the SIC hampers 
time series analysis, the principal analytical tool open to economists. In 
addition, it requires agencies collecting data to spend large sums to 
reclassify respondents, money that could better be devoted to data im-
provement. 

BEA has devoted much effort over the years to adjusting data by 
industry to obtain time series covering long periods. In the last NIP A 
Supplement, BEA managed to get by with two classifications, one cover-
ing 1929-47, the other 1948-74. (Within these periods the series obvi-
ously would have been more accurate if the basic data had been collected 
in accordance with a stable classification.) Now the 1972 SIC has made it 
impossible to continue the 1948-74 classification. Data now are on a new 
classification, with estimates starting only in 1973 so that time series 
against which to appraise current developments are available for only a 
very few years. Nor is this the end. The Statistical Reporter informs its 
readers of plans for still another round of SIC revisions. Why users of 
economic statistics do not rebel is beyond my understanding. 

Let me conclude by affirming my impression, based on use of NIP A 
data in growth accounting, that BEA was doing an excellent job within 
the Hmits of the possible. But much remains to be done. 

The NIPA Accounts: A User's View 
Otto Eckstein 

The national income and product accounts are the central statistical 
construct of the U.S. economy. While there are other important statisti-

Otto Eckstein is chairman of Data Resources, Inc., and Paul M. Warburg Professor of 
Economics at Harvard University. 
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cal systems such as the indexes of production, flow-of-funds accounts, 
and the input-output tables, most short- and long-run economic analyses 
use NIP A as the organizing framework. The United States is blessed that 
she possesses an elaborate and thoughtful system of accounts and that 
imagination and high intelligence continue to be applied to its develop-
ment. 

NIP A has many purposes: to gauge economic performance, compare 
economic welfare over time and across countries, measure the mix of 
resource use between the private and public sectors and between con-
sumption and investment, and to identify the functional distribution of 
income and of the tax burden. Inevitably, these purposes clash and the 
accounts must be a compromise. 

As the builder and user of a large econometric model, my needs are 
narrow, and I would Uke to see a particular emphasis in the accounts 
hardly Hkely to be shared by everyone. Since it is the purpose of this panel 
to identify the desires of a small sample of users, let me plead my case. 

The National Income and Product Accounts as Information 

To the econometrician forecaster, all time series, whether in NIP A or 
elsewhere, are simply information, grist for establishing historical rela-
tions that have predictive value in the future: it is information content 
which matters. Is the series based on reliable reporting systems in the 
economic units? Is it intrinsic to their operations? Is the underlying 
information audited by accountants to assure compUance with an 
accepted and recognizable body of reporting principles? Is it a survey, 
filled out because the respondent is under a legal obhgation or cannot say 
no to an interviewer? Is the series an imputation, constructed by statisti-
cians to fill a gap in coverage, designed for conceptual completeness or as 
a "correction" for some immeasurable effect? 

There have always been some major series in the accounts which had 
Uttle information content. The inventory valuation adjustment is a primi-
tive calculation, fortunately with a known recipe, which can only bear a 
loose relationship to the concept it seeks to measure. The rent imputed 
on owned dwellings also has an ancient history. But in recent years the 
'^conceptual" series have been proliferating, and there is steady pressure 
to add more of them. For example, the capital consumption adjustment 
to approximate replacement cost accounting has loosened considerably 
the relationship between the circular flow of income and observable 
information. When the SEC required the accounting profession to de-
velop corresponding concepts to be included in the exhibits of annual 
reports of pubHc companies, the initial experience was poor, and financial 
analysts feel that the initial figures that are being produced are of little 
value. 

There is much interest in correcting the GNP for environmental fac-
tors, which could lead to a further injection of unmeasured series that 
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would identify, at least as a first approximation, the magnitudes of such 
effects. But I would urge BE A to adopt as one of its main guiding 
principles that it include nothing in the national income and product 
accounts which cannot be measured. 

The Role of Estimation 

Even within the more traditional areas of the accounts, I would urge 
BE A to do less estimating and more measuring. The areas that are 
information intensive provide much of the variation of the data. Many 
areas of the accounts have a weak information base and consequently are 
estimated to move rather gently. As a result, the volatile components of 
the GNP are diluted and the information content dissipated in a picture of 
the economy which is smoother and more regular than the reality. 

At times, I have been tempted to build an econometric model out of 
the primary data that feed into the national income and product accounts, 
to link retail sales to payroll employment, plant and equipment to pub-
Hcly reported returns, sales surveys, and capital costs, and measures of 
markets and output derived from industrial data. But even with its 
hmitations, the NIP A data set adds so much through its logic, consist-
ency, and data interpretation that it is still preferable to use it as the 
organizing principle of the analysis. 

In summary, then, let me engage in some special pleading for informa-
tion content rather than conceptual or theoretical neatness, and for the 
adoption of the principle that the NIP As shall add nothing which cannot 
be measured. But win or lose, the econometric models will continue to 
stand on the firm foundation of the accounts as they are produced by 
BE A, and we will do well to work toward the same kind of soHdity in the 
models as we find in the base on which they stand. 

Weekly GNP 
Alan Greenspan 

I should like to use my opening remarks to recount a particular episode in 
which the GNP accounts, both in concept and in detail, became a critical 
issue in the formulation and, eventually, the implementation of economic 
poHcy. 

In the fall of 1974, as you may recall, the bottom seemed to be dropping 
out of the economy. New orders were slipping, production began to fall 
rapidly, and unemployment started to increase in discontinuous jumps. 
That the economy was heading into a recession (if it were not, in fact, 
already in one) didn't require much debate. The key question for eco-
nomic poUcy at the time was whether we were looking at an inventory 
recession, which meant a sharp but temporary erosion in production and 

Alan Greenspan is with Townsend-Greenspan & Co., Inc., New York. 
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employment, or a far more dangerous, final demand-oriented weakening 
in the economy. 

As 1974 drew to a close, retail sales and home building were soft, and 
much of what we consider final demand was slipping, as was inventory 
investment. By Christmas 1974, the question of whether we were facing a 
sharp, but temporary, decline, or whether something far more profound 
was confronting us, was an up front issue for the president. An answer 
had to be formulated as quickly as feasible. The types of economic policy 
initiatives that one should employ depended on the answer. For a short-
term inventory recession, the optimum policy was to do as little as 
possible and let the natural forces of the economy bring the recession to a 
halt. If it looked as though the bottom were falling out of final demand, 
much more drastic policy options would have to be confronted. 

We don't have, as you well know, even a monthly GNP series, but I 
submit that, starting in December 1974, we had what amounted to a 
weekly GNP. It may not have passed the rigid statistical standards of the 
BE A, but it was more than adequate—in fact quite instrumental—in 
answering the question of whether we had an inventory recession, or a 
final demand recession, or both. 

While the Department of Commerce has since abandoned its presum-
ably poor weekly retail sales series, it nonetheless did yeoman service 
during that period in indicating that personal consumption expenditures 
was not undergoing a downward plunge. Trade sources coupled with the 
latest data on building permits, and housing starts outhned the residential 
sector on a weekly basis. The plant and equipment survey and some 
monthly machinery shipment data were a crude proxy for producer's 
durable equipment. 

From the insured unemployment system we were able to get a rough 
indicator of aggregate work hours, which with a guess at output per 
workhour yielded total real GNP. 

Putting all of these unquestionably ''exact" statistics together indicated 
something which we knew for a fact only much later; that the rate of 
inventory liquidation, that is, the gap between GNP and final demand, 
was exceptionally large by historic standards and was unlikely to get 
wider in the period immediately ahead. Therefore, if final demand con-
tinued to stabilize, as apparently it was doing in the early weeks of 1975, 
the recession's low point was close at hand and a marked recovery from it 
was a statistical necessity. It soon became clear from the insured unem-
ployment data and several qualitative indicators that the worst was over. 

At that point we could conclude that the administration's rather mod-
erate tax-cut proposal was adequate, and further expansionary measures 
would, in the long run, turn out to be counterproductive. Short-term 
emergency GNP monitoring was no longer necessary, and the short 
history of the weekly GNP came to a creditable end. 
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What I beheve this episode demonstrates is that, while our underlying 
GNP data system is less than perfect, it nonetheless sets a structure for 
understanding what is happening in the economy at any particular point 
in time, which considerably facilitates our capacity to make current 
evaluations and short-term forecasts. Without the existence of third-
quarter 1974 detailed data and some rough cuts of the fourth quarter, the 
weekly GNP system would not have been possible for the weeks im-
mediately preceding, and following, Christmas of 1974. 

NIPA Statistics: A User's View 
Lawrence Klein 

I am going to approach this problem from the point of view of a model 
builder. We would say, ''Count your blessings." We are pleased with the 
numbers, but there is no point in telling this group how great they are. 

I prepared a kind of wish list or Christmas Hst of things we would Uke to 
have that follows these remarks. It is very much like trying to find out 
what present to get for the person who has everything. 

There are three kinds of issues in this list that I would like to focus on. 
One set of issues deals with a more complete reconcihation and inte-
grated pubhcation of national income and product accounts, input-
output accounts, and the flow-of-funds accounts. For that purpose I have 
sketched out a set of boxes (fig. 6.1). This is very important in the kind of 
model building we do in the Wharton group, particularly for medium- to 
long-term modeling. We actually do integrate an input-output system of 
intermediate flows, which is the center square, and a rectangular flap at 
one side, which is the GNP, deHneated in columns with the deliveries 
from each of the producing sectors to that final demand category. And 
then the rectangular flap at the bottom is the value added or the national 
income by sector. Each column of that array would give intermediate and 
value added inputs in terms of product originating, and each row would 
give intermediate and final delivery output adding up to gross output in 
terms of delivery. We make use of this very intensively and particularly in 
terms of the things that were discussed at the previous session dealing 
with the vast changes in oil prices, the vast changes in exchange rates 
associated with the floating rate system, and other kinds of relative price 
adjustments in the economy. We find there is a need for making a very 
close monitoring of the shifting of the production process through time. 
The initial goal, of course, is to have such an integrated system of 
technical and expenditure and income accounts on an infrequent basis, 
maybe once or twice a decade. But we would really Hke to see this on an 
annual basis. In fact, we are in the position of trying to interpolate such 

Lawrence Klein is professor of economics, University of Pennsylvania. 
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Fig. 6.1 Relationship between interindustry transactions, final de-
mand, and factor payments. 

annual estimates, in large measure using economic theory, trying to 
estimate, by some surrogates of elasticities of substitution, the way in 
which the input-output table would move through time and also the way 
in which the industrial composition of the GNP or the value added would 
move through time. I find that very important in trying to introduce the 
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concept of more supply side modeUng into our system. I think that our 
models are terribly deficient in this respect, and this is one of the central 
things that we must push for. 

In a similar way, with these kinds of diagrams or accounting statistics 
for things Uke national balance sheets and the NIP A statements, one 
would want an integration between the flow-of-funds accounts and the 
national income accounts. I take the view that we would know as much as 
we want to know about the economic functioning of our system if we 
could put those three accounts (NIPA, input-output, flow of funds) 
together, and, indeed, if one were building up an accounting system for a 
large-scale enterprise we would want a sources-and-uses statement, an 
income statement, an operating statement (physical operations), and a 
balance sheet. Then we would know as much as is needed to be known 
about the financial and physical operations of that enterprise. We would 
Hke to do the same for the nation. I think that this has high priority and is, 
perhaps, one instance where other countries are ahead of us in terms of 
more frequent updating of input-output tables with better integration of 
these accounts. I think we should move very much in that direction. 

One of the items on my wish list, of course, is more frequent pubhca-
tion of the national income accounts. That really follows directly on what 
Alan Greenspan had to say about weekly and monthly GNP. Being a big 
user of the personal income by months, then the wish Ust says. Couldn't 
we have a broader or more comprehensive set of measures at more 
frequent intervals? 

In a vein similar to the integration of the input-output, flow of funds, 
and the national income accounts would be regional integration of 
accounts. That would be an essential item in the concept of trying to 
model the nation or the country by the summation of regional models, 
which is a challenging exercise that I and some of my associates are 
engaged in at the moment. In order to complete that we are lacking two 
fundamental sources of information. (1) Interregional trade on the same 
kind of basis as we have for international trade. This is naturally a thorny 
problem, a messy problem, a lack-of-data problem, but it does seem to be 
one that has high priority. (2) The other issue is the allocation of corpo-
rate profits by region. I feel those two things are the two biggest stumbUng 
blocks to putting together a consistent set of regional accounts that add 
up to the national accounts. Now what do we do? In fact, in our approach 
to regional modeling, we finesse the problem by building systems that 
don't make use of the interregional flows or that don't make use of the 
regional allocations of corporate profits. But, to use the econometric 
hngo, we derive reduced forms and use all other kinds of techniques to 
avoid the issue, although we don't face up to the issue. That certainly 
would be an area for which we need much better accounting information 
and a direction in which the national income accounting activities ought 
to move. 
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A great deal of model building activity that I am engaged in at the 
moment deals with international model building for the world, as a 
whole, treating America as a component of a world system. In that 
respect, the most serious issue is developing appropriate price data for 
valuing exports and imports. Naturally, I am aware and appreciate the 
attempts to move from overall unit value indexes for exports and imports 
to genuine price indexes. But I find that an appropriate kind of modeling 
at the detailed level requires looking at types of exports and imports, in 
particular, by Standard International Trade Classification (SITC) cate-
gories. That may be somewhat arbitrary, but it is a very convenient one 
and the one that has widest international usage at the moment. For that, 
many surrogates are used. Foreign wholesale prices properly marked up 
for duty and exchange rate are used as our estimates of price indexes of 
American imports. Quotations on world markets for basic commodities 
are used in order to find some of our import prices by SITC category. Of 
course, whenever we are engaged in model building we always want a 
long history of these. We want to recover the last 20 or 30 years. This may 
be overcome to the extent that in the last year or two one finds a shift to 
proper indexes by the Bureau of Labor Statistics. But then the individual 
researcher is forced to extend the series back in order to estabUsh the 
basic relationships. It seems to me that a genuine set of price indexes for 
imports and exports by fairly refined classes is needed. I think that this 
country should follow the German practice of publishing these indexes in 
detail. Now we are forced to use a large number of surrogates in order to 
deal with that kind of issue. 

Finally, I would Hke to close this talk about the wish hst to argue that 
we are living in a more interdependent, international world. It seems to 
me that it would be more useful if thinking in this country could be shifted 
to analysis of the GDP instead of the GNP, so as to be more in Une with 
international comparisons. Not that we don't pubhsh it, but that it's not 
our central focus of interest, and I think it ought to be. It ought to be so in 
an era where oil earnings on the international market are so vast that it 
makes a big difference on occasion. 

At the same time, we should try to become more uniform in our 
breaking down of government spending into a current account and capital 
account, because in studying fiscal and other kinds of pohcies across 
countries it is quite important to separate out pubhc spending in those 
two categories. 

Year by year, benchmark by benchmark, the NIP A accounts improve 
both from the viewpoint of the general user and the professional. My 
comments have focused on what I perceive to be the needs of the 
econometrician, who will never be completely satisfied despite the steady 
progress that is being made. 

Standard issues of concern: 
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1. Statistical discrepancies—their size, their instability, their alloca-
tion. 

2. Valuation adjustments—depreciation and inventory change. 
3. Measurement of capital stock. 
4. Government spending—separation into current and capital 

account, especially to study more carefully government capital formation 
and output originating in the pubHc sector. 

5. More complete reconciliation and integrated pubUcation of na-
tional income and product accounts (NIPA), input-output accounts 
(I-O), and flow-of-funds accounts (F/F). 

6. More frequent compilation of I-O accounts. 
7. More frequent publication of main aggregates in NIP A accounts— 

monthly and weekly data for deeper monitoring of business conditions. 
8. Reconsideration of estimation of potential output. 
9. Further analysis of net economic welfare (NEW)—elaborating the 

approach of Tobin and Nordhaus. 
The BEA should be congratulated for paying more attention to sys-

tematic reporting of revision changes and estimated amounts for the 
preliminary releases. Continued expansion of information relating to 
errors in the data is a splendid activity. 

International aspects: the world is becoming more interdependent, and 
the international economic position of the United States should be more 
carefully reported. Relevant issues for the NIP A accounts, in this re-
spect, are: 

1. Our basic measure of gross output should be GDP instead of 
GNP—in accordance with the growing importance of international in-
vestment income for the United States and conformity with practice in 
other countries. 

2. Preparation and use of genuine price indexes of imports and exports 
by SITC classes—to replace unit values. 

3. Speeding up of reporting of international data on current account 
and balance-of-payments account. 

4. Preparation of quick updates of fully balanced matrices of world 
trade/payments—including both merchandise and invisibles. 

5. Publication of comparative NIP A data for main trading partners, 
for the world as a whole, and for indexes of exchange rates. 

The National Accounts in an Inflationary World 
Arthur M. Okun 

I will focus my remarks on a few issues about the national accounts that 
stem particularly from our era of chronic inflation. 

The late Arthur M. Okun was a senior fellow at The Brookings Institution, 
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Output Measurement 

In principle, there are two basic strategies of estimating output: 
(1) direct measurement of physical volume, and (2) indirect inference 
from applying a deflator to a dollar volume of sales. The latter, deflation 
technique, is used for most of the components of real GNP, although the 
former is applied in important areas like home building, mobile homes, 
automobiles, and the gross government product. And I beUeve that 
reflects sound judgment. Most groups of products are too heterogeneous 
and too poorly defined to permit rehable direct measurement of output. 
On the other hand, it is clear why the good data on units provided by 
automobile manufacturers give us a sterner basis for measurement of real 
automobile consumption than could be derived by applying a deflator to 
retail sales data that necessarily combine sales of new cars with those of 
used cars and parts. I suspect that, in a fair number of areas, a case could 
be made for either volume measurement or deflation. 

I want to stress that the more variable and volatile changes in prices 
are, the more attractive physical volume estimation becomes relative to 
deflation. The deflation of flows rests heavily on the assumption that our 
price indexes are good measures of actual transactions made during the 
relevant period. If the P that is measured by price indexes does not match 
the unobserved but ''true" P in the transactions that are reflected in PQ 
flow data, then deflation will introduce errors in the measured growth of 
output that are equal proportionately and opposite in sign to the errors in 
the price index. In the quarterly relationship between percentage changes 
in real product and percentage changes in price, any errors in the price 
indexes will tend to bias the observed price elasticity of demand toward 
- 1 . The quarterly data since 1972 show changes in real food consump-
tion are reduced by .69 percentage point for each one percentage point 
increase in the food deflator during the quarter. Since all the evidence I 
know suggests that the price elasticity of demand for food is far less than 
.7 in absolute value, I offer this as a bit of circumstantial evidence of 
deflation bias. I would urge that similar (and indeed more sophisticated) 
checks be made on all components of GNP to identify suspected areas of 
deflation bias. I would also urge a major effort to develop direct estimates 
of physical volume in ''fringe areas," initially for use as a cross check to 
deflation rather than to supplant it. 

Income Adjustments 

Inflation raises serious conceptual and analytical issues about the 
measurement of income and income shares. Our national accounts show 
two kinds of income adjustments for inflation—the inventory valuation 
adjustment, and the capital consumption adjustment. A number of other 
adjustments have been suggested, but I beheve they are analytical—not 
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accounting—adjustments and hence cannot usefully be incorporated in 
the national accounting system. I favor the two adjustments that are 
being made, but I want to urge that the capital consumption adjustment 
should be presented differently. First, the two distinct parts of that 
adjustment should always be shown in the process of aggregation. One 
part corrects capital consumption allowances a la IRS to consistent 
accounting at historical cost. Because economic lives of assets, as esti-
mated by the Department of Commerce, are longer than the lives used in 
tax returns, that correction lowers capital consumption allowances. The 
other part is the inflation adjustment, moving from historical cost to 
current replacement cost. Because of inflation, that correction necessar-
ily adds to the uncorrected figure. These are entirely different animals 
and should be shown separately whenever the overall adjustment is 
shown. 

Second and more important, the inflation adjustment applies to corpo-
rate-profits and corporate-interest-paid combined—not to profits alone, 
as now shown. When physical capital is debt financed, the expectation of 
inflation is reflected in the interest payments, and the "real" risk of 
deviations of inflation from that expectation is borne by the bondholder. 
Allocating the inflation adjustment between the property income of 
shareholders (called profits) and the property income of bondholders 
(called interest) is an intriguing analytical issue that our national accoun-
tants should leave to academic researchers. But the tables in the national 
accounts now appear to make an allocation—100% to profit, 0% to 
interest. That possibly misleading presentation can be remedied. The 
tables should show the sum of corporate profits and net interest origi-
nating in corporations and that sum (not any of its parts) should incorpo-
rate the inflation component of the capital consumption adjustment. 

As a further example of an analytical problem that is not an accounting 
problem, I turn to the inventory valuation adjustment. The IVA is sizable 
because many corporations do not take advantage of the permission 
under the tax laws to use last in first out (LIFO) accounting. The national 
accounts, on the other hand, apply the equivalent of LIFO accounting to 
the entire country; I believe that is the correct decision. Yet, I also 
beheve that the attachment to first in first out (FIFO) accounting by firms 
is well-founded—not, as some have suggested, as an effort to fool the 
shareholders about their profitability but as a correct scoring system given 
their pricing practices. If all firms priced all current sales on a LIFO-cost 
basis, their quarterly uncorrected before-tax profits should be up $1 for 
each $1 increase in the absolute value of the IVA; that is, IVA-corrected 
profits before tax would be uncorrected with IVA. In fact, I can report 
that statistically that coefficient is less than one-half. Firms are not 
collecting their inventory capital gains from their customers; rather the 
FIFO accounting firms are to a significant extent setting their prices on a 
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FIFO basis—marking up actual historical costs rather than replacement 
costs. And, if we had the time, I would be glad to argue that that pricing 
strategy is thoroughly consistent with rationality and optimization. 

The fact is that a slowdown or speedup of cost inflation is passed 
through by firms into final prices only with a lag. The national accounts 
reflect that one way, and the pricing and accounting systems of much of 
business reflect it differently. And both are right for their purposes. If this 
seems perplexing, it is only one of many confusions introduced by an era 
of inflation. 

Discussion 

Among Panelists 

SIGEL: Let's try to get the speakers to react to some of the issues that have 
been raised. Some of the speakers offered shopping lists of what the 
accounts should be doing given the kinds of short-run economic poH-
cies that were being considered and the kinds of economic analysis 
being made. Two speakers did not, and I wonder if they would care to. 

GREENSPAN: I have always believed that one of the critical areas for 
economic analysis that can be improved upon is the inventory system. 
As you know, we rely almost wholly on owned book-value data, but 
that system has several faults. The critical issue, especially in a period 
of inflation, is to get as refined an estimate as we can on real inventory 
change. We have a substantial amount of physical volume data on 
inventories which I believe can be appropriately embodied into an 
inventory estimate system. While that obviously raises many technical 
questions of where you displace the owned-inventory data system with 
physical volume parts, it nonetheless, in my judgment, will probably 
significantly improve the physical volume estimating of one of the most 
important statistics in the GNP accounts for the short term. 

There are obviously major problems with LIFO and FIFO estima-
tion and the price indexes. Frankly, I am surprised that the data look as 
good as they do considering their essential weaknesses. Another sub-
ject I have always thought we should really look at, and which I have 
discussed with George Jaszi and others, concerns inventory in transit. 
We do not capture this inventory in our accounting system. When a 
good is shipped out of an estabUshment, it moves from "inventory" to 

Discussion participants: Edward F. Denison (The Brookings Institution); Alan Green-
span (Townsend-Greenspan & Co., Inc.); Lawrence Klein (University of Pennsylvania); 
Stanley J. Sigel, moderator (Federal Reserve Board). 
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''accounts receivable" and it stays there until it arrives into the book-
keeping system of the receiver, when you get a credit to "inventory" 
and a debit to ''accounts payable." There is always a net receivables in 
our system. In large part this reflects inventory in transit, the total of 
which we know is always a positive number. As a consequence, since 
there is a long-term uptrend in our economy, it must also follow that 
the expected value for in-transit inventory investment is positive, on 
average. It strikes me therefore that we have a bias in our statistical 
discrepancy account reflecting this gap in the data. I am not sure how 
large it is, but since we know its bias—since its expected value is 
positive—it strikes me that even a rough estimate is better than none. 

I have a very long shopping hst, but I guess I will stop there because 
that's the one for which I think the most advance can be made at this 
time. 

DENISON: Mostly, I will pass on grounds of conflict of interest, but there is 
one small thing that will set me off completely from everyone else. The 
basic data now begin with 1929, which really is fine, but it would be 
much better if one could just go back a Httle bit farther. One really 
can't use 1929 without knowing what the years immediately preceding 
were like, so one has to look at them too. I think it would be possible 
and useful to go back to about 1926 with much the same sort of data as 
are used in 1929-39.1 do not say BE A is going to do it, or even that it 
should have a high priority. But at some point, it really would be very 
useful. A lot has been done on those years, and I don't think it would 
be an enormous job to complete a set of estimates. A few years for the 
period immediately preceding the depression would be better than 
one. 

SIGEL: One other issue that was raised by some of the speakers touched 
on the problems that the rapid rate of inflation might create for the use 
of the accounts for certain kinds of analysis. Is the usefulness of the 
accounts and the ways they are used affected by rapid rates of inflation 
as opposed to moderate rates? 

GREENSPAN: I would just Uke to raise an issue which really has not been 
discussed here, namely, the extent to which real GNP changes are a 
function of the arbitrary choice of the base we employ for pricing. We 
will get a significant revision by moving the base of the price index from 
1967 to 1972, or from 1972 to 1977. It is fairly obvious when you try to 
employ various bases that you will get different views of history. The 
problem of pricing becomes a terribly critical issue in a period such as 
this. The most important advances we can make at this stage, as Art 
Okun correctly points out, is to see whether we can create alternate 
systems in a physical volume sense. I don't know whether Art has 
looked at the unit food consumption series that the Department of 
Agriculture employs, which theoretically tries to go directly to a 
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physical volume basis. I have not checked it recently against the 
deflated series, but I suspect we will find a lot of problems there, 
largely because of indexing and deflation problems. There is no doubt 
that Art raises the critical question at this point, namely, that the 
usefulness of the GNP accounts will now require far greater concentra-
tion on deflation than they had either in the very early years of 
formulation or more specifically, in the years when the major expan-
sion in the accounts occurred, that is, during periods in which inflation 
really wasn't all that important. Whether you chose an index which 
was 102.1 or 102.2 really didn't make that much difference. Now the 
problem is whether prices are rising at an 8% or 9% rate. That does 
make a difference. 

KLEIN: There is an issue about the base, but I don't think it is an inflation 
issue. I think it is a relative price issue. If one looks at the U.K. 
accounts, one sees that the new figures in 1975 prices give an entirely 
different story about very short-run growth of that economy compared 
with the older one, which was based on pre-1973 prices. When you 
have an economy that is producing a lot of oil and you give it a very 
high weight in the present statistics with a very high price, then it gives 
an entirely different picture on growth. That is an old index number 
problem. I don't think that is particularly an inflation problem. 

GREENSPAN: But isn't it, in the sense that the dispersion of prices is a 
function of change in level? 

KLEIN: Yes. However, I have in mind that the old arguments between 
American and Soviet statisticians about the use of 1926 rubles all 
during the thirties involved a question of heavy production of goods 
that had gone up in value a fair amount. It wasn't an overall inflation 
issue. We are now getting that with oil. However, there are one or two 
interesting httle things about the inflation situation. Art mentioned the 
IVA and the depreciation adjustments. I can well appreciate from an 
intuitive point of view the fact that the IVA should be very sensitive to 
short-run inflation. I think it is less obvious that the depreciation or 
capital consumption adjustment should move significantly when you 
have spurts of inflation. If you think that a principal reason for wanting 
the capital consumption adjustment as being one in which you want to 
get a replacement value of capital assets, you must bear in mind that 
you've got a big slow-moving stock and a period in the distant future 
when you want to replace that stock. Under these circumstances I feel 
that the depreciation adjustment ought to be very smooth and not 
jump around with short-run bursts of inflation so much, although it is 
not completely insensitive to that particular issue. 

Another problem that I find troublesome with the inflation situation 
is in deaHng with the statistical discrepancy. When the 15-day estimate 
comes out every quarter, I have the problem of deciding what the 
profit figure was, and that is the problem of deciding where the 



329 Roundtable of GNP Users 

statistical discrepancy is going to be. The statistical discrepancy by all 
tests that have been made in the past is not a random series; maybe it 
would be good if it were but it is not a random series by tests of 
randomness. It seems to make violent moves from quarter to quarter. 
It can swing quite easily by $5 billion at an annual rate in one quarter. 
Somehow that just doesn't sit right with me. If it did depart from a 
random series then one would expect very high serial correlation. 
There isn't. Serial correlation is moderate but not high. The statistical 
discrepancy is closely enough associated with rather sensitive issues 
about profits in a period when there are very high prices, so that it 
seems to me that it is much too erratic a series to satisfy the user. 

DENISON: We have a productivity disaster, according to the data for the 
last five years. I have given quite a lot of thought to what might be 
responsible for it. One suggestion is that something is wrong with the 
data. But I don't know of anything that's likely to have gone wrong 
with the current dollar data, other than perhaps things associated with 
the measurement of inventory change, which itself depends on the 
price data. So if there is something wrong with the output data—the 
labor and other data may also have errors— t̂hen it probably would be 
underdeflation. But I really haven't thought of anything that would tell 
me exactly why a high rate of inflation would make changes over a 
period extending for a few years less reUable. 

Even for quarterly changes, it is not clear that high rates of inflation 
would make the consumption data worse, since BLS collects price data 
directly from retail stores. Inflation clearly causes some problems for 
GNP components for which there are both contract prices and delivery 
prices or for which there are special timing problems, or for which 
there is reporting of Hst prices that differ from actual prices. But these 
cases don't account for a whole lot of total output. And the things that 
are likely to be wrong with them seem to relate more to short-term ups 
and downs than to changes over, say, three or four or five years. I have 
not concluded that inflation necessarily makes the data worse nor, if it 
does, in which direction it would be likely to bias real output series. I 
am not aware of evidence that it really makes estimates worse over any 
sustained time period. 

From Floor 

BASSIE: I would Hke to make a plea here regarding the mention of 
monthly GNP data. Thirty years ago I constructed a monthly GNP 
series and carried it out for several years into the mid-1950s. It wasn't 
much good. I decided then that it wasn't worth doing because it was 
too erratic. The monthly estimate depends so much on highly variable 
Participants from floor include V. Lewis Bassie (University of Illinois, Urbana), Robert 
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items, namely, what was then the net foreign investment and the 
inventory change. The monthly series misbehaved in various ways. I 
decided it wasn't worth the time and effort, so after a while I dropped 
it. 

Now I would Uke to comment also on integrating the accounts. The 
more integration we do, the more we have to build boxes with rather 
crude estimates. Adding these to good data creates problems. It is Hke 
some proposals to add more imputations to the gross national product. 
The more we do of this sort of thing the cloudier the whole process of 
interpretation becomes. I would like therefore to put in a plea for 
keeping clean data as clean as possible and not messing them up. The 
same thing happens in the business of reconcihation. I don't like 
reconciUation much, because it means that you make modifications in 
the things you are reconciling. You make modifications in the direc-
tion of "improving" the estimate. Those improvements don't give us a 
really better basis for analyzing the economy. Very often they are 
distortions of the kind we should best avoid. 

EISNER: I would just like to pick up quickly on three related matters—on 
the capital consumption adjustment, on inflation, and on the use of 
flow-of-funds balance sheets. If we make a capital consumption adjust-
ment for inflation it is important to recognize not only increased cost in 
terms of capital being used up but increased value of existing capital. 
As we look at inflation we try to note what is happening, for example, 
to interest rates. Another way of looking at inflation is to note that 
there is a very substantial capital gain on the part of all those who have 
fixed money obhgations, and a capital loss for those who have fixed 
money assets. 

If we are interested in distribution of income, interested in invest-
ment, interested in impUcations of asset holdings and net worth posi-
tions for consumption, it is very important to take into account what is 
happening, for example, to the real asset position of homeowners. 
This may leave them both able to consume more and, looking prospec-
tively at what happens to their real assets in home ownership, to buy 
more homes. 

A lot of the focus on the alleged high cost of investment or the 
alleged shortage of capital may get a different perspective if we have 
data handy which will show us the true cost of capital. We will then 
recognize the capital gains that businesses get when obhgations to pay 
nominal interest and principal lose real value as interest and discount 
rates, along with inflation, rise above those anticipated, and as they 
therefore realize capital gains due to dechnes in the real value of their 
Habilities. Indeed, any reconstruction of accounts to adjust for distort-
ing effects of inflation may leave us worse off than with no adjustment 
if it does not include full and proper accounting for capital gains and 
losses. 
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HYMANS: I would like to make three quick comments mostly about data 
reUability: Every time I am at a meeting like this and somebody starts 
saying *'monthly GNP" I start to get the wilHes. The Grimm-Hirsch 
paper discussed this morning dealt with revisions that are quite differ-
ent from what we would be deaUng with in the case of monthly GNP. 
Hirsch and Grimm dealt with revised data that resulted from a bench-
mark revision. There is also the problem, about which one can draw no 
inferences from the kind of paper we heard this morning, about what 
happens if one could improve those first estimates of GNP that are 
pubUshed 18 days after the end of the quarter. Those are very noisy 
data, as we know. The authors indicated a couple of reasons why. And 
that gives quite a different story about how much better one would be 
able to do in short-term forecasting with better GNP data, in that 
sense, not in the sense of benchmark revision of already revised data. 
So that is a quite different problem. 

We heard some talk yesterday and again today by Lawrence Klein 
about regional modeling and yesterday about sectoring. Let's mention 
regional modeling. We run and maintain a model of the economy of 
the State of Michigan. For reasons that Larry mentioned, that model 
has to be built on state personal income statistics rather than product 
statistics. In terms of regional modeling we don't have any kind of 
product data. That would be very useful in addition to the interre-
gional trade. It would be nice to have product data. What we do 
have—the state personal income data—is atrocious. First of all, the 
data come out with a four-month lag, which is an inconvenience for 
many users. Second, they come out with very substantial revisions, 
year by year. The whole series of state personal income data come out 
late, are very inaccurate, and cause enormous problems in regional or 
state modeling. 

In terms of sectoring—a number of us—including myself, have had 
experience building industry models. There we have to deal with data 
like industry shipments data. Those are also atrocious data. And 
that—the published industry shipment data—I am convinced does not 
have to be as bad as it really is. I have been building a model for the 
furniture industry. The National Association of Furniture Manufac-
turers, just as an example, surveys its members every month to get 
shipments data from the members, which they put together into an 
aggregate shipment series. It turns out that this comparatively small 
sample of shipments data is extremely accurate by standards of the 
revised industry shipments data which the government comes up with a 
year later. The government shipments data that come out month by 
month and which can be put together into quarterly shipments bears 
very Uttle resemblance to what the government will publish as the 
within-the-year shipments movements one year later when the num-
bers are revised. But the industry association can put together month 
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by month an aggregate shipments series that comes very close to what 
the government data will say a year later. We should be able to do 
better, it seems to me, in state personal income data and in industry 
shipments data or in industry new orders and so on than we are doing 
now. I think it is a far higher priority to try to improve the quarterly 
first-shot GNP numbers than to worry about monthly numbers. 



7 The Impact of the 1976 
NIPA Benchmark Revision 
on the Structure 
and Predictive Accuracy 
of the BEA Quarterly 
Econometric Model 
Bruce T. Grimm and Albert A. Hirsch 

7.1 Introduction 

This study investigates the effects of the January 1976 benchmark revi-
sion of the national income and product accounts (NIPAs) on both the 
structure of a working quarterly econometric model—that is, on its 
estimated parameters and, where changes are warranted, on its specifica-
tion—and on the accuracy of model predictions. The pubHshed revision 
included definitional and classificational revisions of historical data as 
well as statistical revisions from 1959-1 through 1975-III. For purposes of 
the present study, however, the definitional and classificational revisions 
have been removed from the pubUshed data, because only the statistical 
component of the revision is of interest. The econometric model used is 
the Bureau of Economic Analysis (BEA) quarterly model as it existed 
just prior to the revision.^ 

The main purposes of the study are: (1) to evaluate the robustness of a 
model's structure and reduced form with respect to the most extensive 
kind of revision of NIPA data, and (2) to determine whether earUer 
availability of the revised (and presumably more accurate) data would 
have resulted in improved predictive performance. Improved predictions 
could come about either because the ''better" data result in a better 
model (i.e., with more nearly correct parameter estimates and possibly 
some better specifications), or because more accurately estimated initial 
conditions improve the model's predictive capacity (or both). 
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The first major part of this paper (Sec. 7.2) concerns the impact of the 
revised data on the model structure. First, the extent of changes in 
estimated structural parameters when the pre-benchmark NIP As re-
placed by the series containing the statistical component of the bench-
mark revision are examined. For this purpose, the last pre-benchmark 
version of the model had to be reestimated, using the same sample period 
as before, with the statistically revised data. Also examined is the equa-
tion respecification called for by excessive deterioration of previous 
forms when these were estimated with the revised data. Finally, a com-
parison is made of values of key multipliers in the original model, the 
model with reestimated parameters but without respecified equations, 
and the reestimated model with selected respecifications. The multiphers 
provide comparative measures of the overall sensitivity of the model 
structure to the benchmark revision. 

Section 7.3 examines the comparative predictive accuracy of the three 
models—as determined from ex-post simulations—using unrevised data 
for initial conditions and exogenous variables for one model and revised 
data for all three models. With the four sets of error statistics, it is 
possible to assess the separate contributions of changes in initial condi-
tions and exogenous variables, changes in estimated model parameters 
(for the original equation specifications), and changes in specification. In 
addition to measures of predictive accuracy, the comparative degrees of 
bias and efficiency in predictions are also examined.^ 

This study differs from earlier investigations of the effects of data 
revisions on econometric models (Denton and Kuiper 1965; Cole 1969; 
Denton and Oksanen 1972) in several respects: (1) except for Cole, these 
studies dealt only with revisions of preUminary data for the most recent 
observations not benchmark revisions; (2) only extremely simple models 
constructed on an ad hoc basis for purposes of the study (Denton and 
Kuiper) or single equations (Cole) were analyzed;^ and (3) the impact of 
revisions on specification was not considered. Thus, the present study 
complements earlier investigations by analyzing the impact of a bench-
mark revision on a full-scale econometric model which was being used in 
regular forecasting and pohcy apphcations at the time of revision. 

The present study does, however, share with earlier studies the short-
coming that it is (necessarily) confined to examining simulation with 
known values of exogenous variables and nonjudgmental constant 
adjustments, thus excluding direct tests of the effects of data revision on 
actual (ex-ante) forecasting performance. Such tests are precluded be-
cause we cannot construct, in an objective manner, judgmental projec-
tions of exogenous variables and revised constant adjustments (com-
pared with those used in original ex-ante forecasts) purely on the basis of 
data revisions and consequent model changes. 
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7.1.1 Main Structural Features of the Econometric Model 

The version of the BEA quarterly used in this study contains 148 
structural equations of which 80 are stochastic equations. It has a typical 
post-Keynesian structure with many nonUnear equation forms. 

The model has equations—all specified in real terms—for personal 
consumption expenditures (12 components), residential and nonresiden-
tial fixed investment, inventory investment (two components), and im-
ports (two components). The basic output variable in the model is private 
domestic nonf arm GNP except housing (XNF); this output variable is not 
disaggregated further. A single equation relates XNF (and corresponding 
potential output) to employment. Average weekly hours are determined 
by a similar function. Labor force is determined by two participation rate 
equations. Unemployment is determined residually from labor force and 
employment. 

The average money wage for the sector defined by XNF is determined 
by a variant of the Phillips-curve relationship. A single equation deter-
mines the implicit price deflator for XNF as a variable markup on ''stan-
dard" unit labor cost. Implicit deflators for most GNP final demand 
components are determined primarily by empirical relationships of com-
ponent deflators to the XNF deflator. Other equations determine non-
wage personal income components, corporate profits, and the main 
components reconciling GNP and national income. A unique feature of 
the model is the method of income-product reconciUation: the statistical 
discrepancy is initially solved as a residual in the income-product identity. 
If the trial solution value exceeds preset Umits on the absolute values of 
the level and first difference in the discrepancy, the initial value is 
replaced by the binding Hmit value, and the excess is allocated among 
income components."^ 

Completing the model are equations for manufacturers' new orders 
and shipments, federal and state and local receipts and federal net 
interest payments, state unemployment benefits, and a monetary sector. 
Broadly speaking, the monetary sector represents the LM component of 
an IS-LM construct, while the rest of the model may be considered an 
elaborate IS structure.^ 

7.2 Model Reestimation: Methodology and Impact 
on Model Characteristics 

Three versions of the BEA quarterly model were needed in order to 
conduct the analyses contained in this paper. The first, model A, is the 
version that existed just before the benchmark revision, which included 
the originally estimated parameters (hereafter abbreviated as "parame-
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ters"), except for needed transformations to conform to the shift from 
1958-base deflators to 1972-base deflators in the benchmark revision; the 
latter transformations are made for purposes of comparison with models 
B and C. In the second, model B, which uses the specifications and 
sample periods of model A, all parameters have been reestimated using 
post-benchmark data. The third, model C, contains respecified equations 
where indicated by deterioration of estimated parameters from model A 
to model B. 

7.2.1 Data Preparation 

In order to estimate models B and C, it was first necessary to recreate 
the data available at the time of the benchmark revision, that is, without 
subsequent further revisions. For NIP A variables, it was necessary to 
purge the new published NIPA series of the definitional and classifica-
tional revisions (hereafter abbreviated as ''definitionaF' revisions), leav-
ing only the statistical component of the revision.^ Data for non-NIPA 
variables are those that existed just before the benchmark revision; they 
are left unrevised in models B and C in order that we may study the effect 
of the NIPA revision alone. 

Fifty-seven NIPA series, including 30 current-dollar series, 19 con-
stant-dollar series, four deflators, and four other NIPA series (e.g., the 
personal saving rate), had to be revised. For 1958 through 1974, the 
records of definitional revisions for seven current-dollar series were 
available only on an annual basis.^ Quarterly values for the definitional 
revisions for these series were calculated using BEA's MCVIM interpo-
lating program.^ In addition, the definitional revisions for four constant-
dollar series were available only on annual basis.̂  Quarterly interpola-
tions of these series were obtained using the corresponding (quarterly) 
current-dollar series. For most of the definitional revisions, only annual 
values were available before 1958; for these, most of which moved 
smoothly on an annual basis, quarterly values were interpolated judg-
mentally. 

No attempt was made to adjust GNP component price deflators at the 
model's level of disaggregation for changes in composition resulting from 
definitional revisions. The resulting adjustments would have been small 
and the calculations necessary to produce them prohibitively time con-
suming. (While the other revisions could be calculated using the model's 
data handhng system, the calculation of deflators is done by the National 
Income and Wealth Division [NIWD] at the most detailed level of 
information available for GNP components; this is at least one order of 
fineness greater than is either published or carried in the model's data 
system.) However, the aggregate deflator was adjusted for compositional 
changes. 

Although 1974 is the last year used in estimating the model's equations 
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and for which definitional revisions were available from the NIWD, 
estimates of the revisions for 1975-77 were needed for the experiments 
described in Section 7.3. These estimates were calculated with the aid of 
NIWD personnel. In general, the estimates were made by linking move-
ments of the revisions to existing detailed NIP A information. For a few 
series, it was necessary to extrapolate from past trends. 

7.2.2 Adjustments for Conversion of the Deflator Base 

The NIPA benchmark revision converted deflators from a 1958 base to 
a 1972 base. As a result, in order to make model A comparable with 
models B and C, some parameters in model A's equations—specifically in 
equations that include constant-dollar variables, relative prices, or levels 
of deflators—had to be recalculated to take into account this base change. 
These changes were made by assuming that the 1958-base deflator is 
equal to the 1972-base deflator times a scalar—a simplifying assumption 
at the level of aggregation of deflators used in the model. The scalar used 
is the ratio of the 1958-base deflator to the 1972-base deflator in 1975-11. 
For the ith component's deflator in the rth time period, the assumption 
may be written as 

(1) prit) = 
(Pf\752)\ 

Ppi752) 
PIV). 

For linear equations with constant-dollar dependent variables, all coef-
ficients are changed. For example, 

(2) I^=ao + a^Xit) 
P?it) 

can be transformed to 

(3) 
/Pi?(752) 

PV(t) P!^{152) 
\a^ + a,X{t)) . 

For Unear equations with constant-dollar explanatory variables, only the 
coefficients of those variables are changed. For example, 

^$(0 (4) Yit) = ao+aJ 

can be transformed to 

(5) Y(t) = ao + a, 

Linear equations with relative price terms have only the coefficients of 
these terms changed. For example, 
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(6) Y(t) = ao + «i / Piit) 

pf(0 
can be transformed to 

(7) y(0 = «o + «i 
Pi (752)\ 
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For log-linear equations with constant-dollar dependent variables, only 
the constant term is changed. For example, 

(8) log / Y%{t) 

Pf{t) 
= ao + ai\ogX(t) 

can be transformed to 

(9) log I 
y$(0 

(0 PY 

= log 
'P?(752)^ 

(752) PY 
+ ao + ai\ogX(t). 

For log-linear equations with constant-dollar explanatory variables, only 
the constant term is changed. For example, 

(10) iogy(o = «o + <'iiog/^!^\ 

can be transformed to 

(11) log Y{t) = flo + «i log (P]c'a52)\ 

P?(752) 

\P'\t)^ 

In a similar manner, relative price terms in log-linear equations require 
only changes in the constant term. Combinations of the above examples 
within the same equation lead to multiple adjustments. No other types of 
nonhnear equations in the model have terms that required adjustment. 

7.2.3 Estimation of Model B 

The parameters of model B were estimated using the revised data.̂ ^ 
The method of estimation was the same as used to estimate the base 
model—ordinary least squares with Cochrane-Orcutt corrections for se-
rial correlation where needed. The time periods used for estimating the 
equations were the same as those used in estimating model A. The 
sample periods in model A were distributed as shown below.̂ ^ 
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Sample Period Number of Equations 

1955-1 to 1972-IV 
1955-1 to 1973-III 
1955-1 to 1973-IV 
1955-1 to 1974-IV 
Other 

8 
7 

35 
21 
9 

Table 7.1 shows, in the form of a frequency distribution, the extent of 
changes in the structural parameters from model A to model B.̂ ^ There 
are, excluding constant terms, 180 structural parameters in the 64 reesti-
mated equations. Of these, 93 parameters increased in absolute size, 84 
decreased, and three changed sign. There is a surprisingly large range of 
changes in parameter sizes: 25 parameters increased more than 50%, 
and, correspondingly, 26 parameters decreased more than 33.3%. Con-
versely, 39 parameters increased less than 10%, and, correspondingly, 20 
parameters decreased less than 9.2%. 

Table 7.1 also shows the distribution of changes in autocorrelation 
coefficients. Thirty-seven equations had serial correlation corrections in 
model A. All of these equations also had significant autocorrelation 
coefficients in model B. Of these, 15 had lower and 22 had higher values. 
In addition, seven equations had newly significant serial correlation 
coefficients. Counting these new corrections as increases, the hypothesis 
of no change in mean serial correlation correction in the 64 equations 
reestimated may be rejected at the 95% level of confidence (using the 
sign test). 

Finally, table 7.1 summarizes the changes in the goodness of fit of the 
equations as measured by their standard errors of estimate. (Wherever a 
dependent variable is affected by the shift in the deflator base, the 
corresponding standard error in model A was adjusted accordingly.) 
There is no particular tendency in the goodness of fit: 34 equations had 
increases in standard errors, and 30 had decreases. Somewhat disturb-
ingly, five equations showed increases of more than 100%; however, the 
importance of most of these increases is mitigated by the fact that the 
standard errors remained small relative to the variance of the dependent 
variables. 

While it is interesting to examine the degree of change in individual 
structural parameters and associated regression statistics, this does not 
suffice for evaluating changes in the response characteristics of the model 
as a system. Specifically, the relatively frequent occurrence of large 
changes in individual parameters may give an exaggerated impression of 
the degree of change in the model's responsiveness to exogenous shocks 
and even of that of particular model sectors. For example, within equa-



340 Bruce T. Grimm/Albert A. Hirsch 

tions there may be large offsetting changes in coefficients of variables that 
are not merely colUnear in the statistical sense but that move jointly in 
response to a given exogenous shock. When offsetting changes occur 
between the coefficients of an explanatory variable and a lagged depen-
dent variable, there will be large differences in initial responses, followed 
by diminishing differences over time (i.e., the ''final form" of the equa-
tion is more stable than the structural form). As another example, there 
may be large offsetting changes among equations in the coefficients of 
common explanatory variables, for example, income coefficients in equa-
tions for consumption components. Finally, for variables that have com-
paratively Httle impact on the system, large changes in associated param-
eters may not matter much. 

It is possible to illustrate the relationship between changes in individual 
parameters and system responses by focusing on the parameter changes 
in a specific sector. Table 7.2 shows how the benchmark revision affected 
the parameters for real disposable personal income and relative price in 
each of the equations in the consumption sector. The "direct" changes 
are those in the coefficients of the (current and lagged) explanatory 
variables. The "total" changes combine the direct changes with the 
changes in the indirect effects that are transmitted over the long run 
through lagged dependent variables where these are present. 

The direct changes in the income parameters are relatively large, with 
four increases and six decreases. In the nondurables and services equa-
tions with lagged dependent variables, however, the total changes are 
smaller in all cases. This probably reflects primarily collinearity between 
income and the lagged consumption variable, which results in offsetting 
changes in parameters. To some (unknown) extent, it may be that the 
revised data correctly imply a shorter lag structure. The largest negative 
change—in the income parameter for other durables—is due to collinear-
ity. Income has a correlation of .995 with a wealth measure, whose 
coefficient increases substantially. 

The overall effect of the various changes in income parameters can be 
evaluated by calculating the marginal propensity to consume (MPC) for 
each model. Model A has a one-quarter MPC of .36 and a long-run MPC 
of .61. Model B has modestly higher MPCs: The one-quarter value is .40, 
and the long-run value is .66.̂ ^ These relatively moderate changes in the 
aggregate MPCs, in contrast to the large relative changes for many of the 
consumption components, of course reflect offsetting changes. 

The relative price coefficients show generally larger percentage 
changes than do the income coefficients. Again, there is a wide range in 
the extent of change, with four increases and three decreases in both 
direct effects and total effects. In contrast to the result for income, three 
of the four equations with lagged dependent variables show larger 
changes in the total effect than in the direct effect. 
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7.2.4 Estimation of Model C 

Normally, when in the process of model reestimation previously used 
equation forms break down, substantial experimental research takes 
place before new forms are settled upon. Since it is in the nature of such 
experimentation that one cannot sort out respecifications made strictly in 
response to the breakdown of old equation forms from those made in 
response to new ideas that could have been applied previously, certain 
explicit and fairly restrictive rules for respecification had to be adopted 
consistent with the objective nature of this study. 

Two criteria were adopted as indicating the need for respecification: 
(1) /-ratios below 1.0 for parameters whose /-ratios were 1.0 or higher in 
model A, and (2) changes in the sign of parameters. Using these criteria, 
it was necessary to respecify 10 equations. These were for new orders 
received by manufacturers, personal consumption expenditures (PCE) 
for durables, PCE for food, the consumer price index (CPI), average 
weekly hours, fixed nonresidential investment, the deflator for gross 
private nonfarm business GNP, the 90-day Treasury bill rate, thrift 
institution deposits, and rental income of persons. In each instance, one 
of three alternative rules was adopted for making specification changes: 
(1) drop the variable with the bad parameter, (2) drop a variable highly 
coUinear with the variable with the bad parameter, or (3) adopt the 
revised specification used in the model that was estimated right after the 
benchmark revisions. The third alternative was a last resort because, 
when respecifications were adopted after the benchmark revision, they 
often resulted from considerable experimentation with alternative spec-
ifications. 

Rule (1) was used in eight equations; rules (2) and (3) were used for 
one equation each.̂ ^ The relatively small number of respecifications and 
the relatively minor changes in specification needed under the rules of 
this experiment suggest that the much more extensive respecification of 
the model following the benchmark revision (31 equations were respeci-
fied on the basis of regression tests with the new data) resulted largely 
from incorporating the very turbulent 1974-75 period into the sample 
rather than from the benchmark revision. 

In the eight equations that were respecified according to the first rule, 
15 out of 18 coefficients of remaining explanatory variables changed less 
than 5% in absolute value from model B to model C. The other three 
parameters whose values changed by more than 5% were relatively 
unimportant. 

7.2.5 Comparative Multipliers in the Three Models 

Examination of the effects of specific parameter changes on the impHed 
overall marginal propensity to consume illustrates a partial summariza-
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tion of the impact of data revision on model structure. A broader, more 
inclusive approach is to study key multipUers (i.e., reduced-form coef-
ficients) which indicate the sensitivity of the model's response mechanism 
to the structural parameter changes that resulted from the revision. The 
multipUers automatically weight the parameter changes by their relative 
importance and measure the net impacts of offsetting parameter changes 
on variables of major interest. 

Because of the nonhnearity of the model, the multipliers are variable, 
depending on the state of the economy and, to some extent, on the size of 
assumed changes in exogenous variables. Hence, multipliers are derived 
by simulation under specified conditions rather than by mathematical 
analysis. For purposes of comparing multipliers among models A, B, and 
C, any exogenous variables could have been chosen as instruments. As a 
matter of convenience, three policy instruments were chosen for the 
multiplier calculations: nonborrowed reserves of Federal Reserve Sys-
tem member banks; federal corporate profits taxes; and federal govern-
ment purchases of goods and services other than compensation of govern-
ment employees.̂ ^ These instruments were selected for their differing 
ways of impacting on the system. 

Multipliers were calculated for one through 20 quarters after the 
assumed change in the value of each instrument. A basehne solution for 
calculating the multiphers was obtained by forcing the model to track the 
actual course of the economy over the period 1970-1 through 1974-IV. In 
the ''disturbed" solution, the level of the policy instrument in question 
was increased by a constant $5 billion over its historical levels, and the 
model was re-solved. Differences between the disturbed and basehne 
solution values of the endogenous variables were then divided by 5 to 
yield normalized multipliers.^^ 

For each of the three instruments, the corresponding multipliers in 
models B and C are very similar. This is not surprising given the limited 
changes in specification between model B and model C (most changes 
were simply the deletion of highly insignificant variables with small 
resulting changes in remaining parameters). Accordingly, in the follow-
ing discussion, comparisons are generally made between model A on the 
one hand and the two reestimated models (models B and C) on the other. 

Table 7.3 shows the multipUers for nonborrowed reserves. All three 
models agree that this instrument is strongly stimulative in terms of both 
current- and constant-dollar gross national product. The large multiphers 
reflect the fact that a $1 billion increase in nonborrowed reserves repre-
sents about a 3% increase in reserves in the period for which the multi-
pUers were calculated. For the first four quarters, the current-doUar GNP 
multipliers are quite close for all three models. Thereafter, the differ-
ences widen and peak at about eight quarters and shrink slightly thereaf-
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ter. Model C's multipliers are somewhat lower than model B's, which are 
in turn weaker than model A's. This pattern also holds generally for the 
components of GNP: the greatest relative differences in multipliers are in 
fixed nonresidential investment where early quarter multipliers are sub-
stantially lower than those of model A. Multipliers for personal income, 
corporate profits, and the federal surplus are similar among all three 
models up to eight quarters. Multipliers for non-NIPA variables are also 
similar among the models. 

The most striking difference between model A on the one hand and 
models B and C on the other is in the price level responses. The GNP 
deflator multipher, which begins to be noticeably large by the fourth 
quarter, is about twice as large in model B as in model A by the eighth 
quarter; the 2:1 ratio holds through the sixteenth quarter and then drops 
somewhat. 

Several factors appear to account for the stronger price response. First, 
the revised data show a slightly slower trend rate of growth in labor 
productivity (.2 percentage points annually); this factor, interacting with 
the money wage rate in the ''standard" unit labor cost term of the overall 
price equation, produces a stronger price impact for a given demand 
stimulus. Second, the unemployment rate has a larger effect in the wage 
rate equation. Finally, the demand terms in the general price equation 
yield a stronger price response. These factors more than offset the 
weakening effect of a somewhat lower coefficient on lagged prices in the 
wage rate equation. 

The stronger price multipliers in models B and C become reflected 
(with a lag) in smaller constant-dollar GNP multipUers: higher prices 
result in weaker demand. By the twelfth quarter, the real GNP multiplier 
is 29% smaller in model B than in model A; this compares with a 5% 
lower current-dollar GNP multipher. 

Table 7.4 shows the multipliers for a $1 billion decrease in corporate 
profits taxes. As is typical for this policy instrument, the multipliers are 
relatively small in all cases. Models B and C have larger current-dollar 
GNP multipliers than model A. The spread in the multipliers, which is 
initially modest, builds up gradually over time and is still increasing, 
though slowly, at 20 quarters. Constant-dollar GNP multiplier differ-
ences mirror those for current-dollar GNP: although the reestimated 
models again have somewhat larger deflator multipUers, the values for 
these are quite small in all three models, and the difference is not large 
enough to produce smaller real GNP multipUers, as occurred in the case 
of nonborrowed reserves. Personal income and corporate profits multi-
pUers are larger in models B and C, reflecting larger current-doUar GNP 
multipliers. Similarly, the federal surplus multipliers are less negative in 
models B and C, reflecting larger receipts due to larger increases in 
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taxable income and corporate profits in these models. The unemploy-
ment rate and short- and long-term interest rate multipliers are very small 
for all three models. 

Table 7.5 shows multipliers for an increase of $1 biUion in federal 
purchases of goods and services other than compensation of government 
employees. The current-dollar GNP multipUers are generally similar for 
all models up to eight quarters. Thereafter, multipliers in models B and C 
are substantially larger than those in model A. These differences are 
spread throughout the components of GNP. The differences are due 
entirely to price multipHers: the potentially stronger final demand re-
sponses of models B and C are offset by the negative effects of higher 
prices. As a result, model A's real GNP multipUers are almost identical to 
those of models B and C. The comparative price multiplier patterns 
among models are similar to those for nonborrowed reserves (although 
the size of the multipHers is smaller because of the weaker stimulus). The 
real GNP multipliers peak at six to seven quarters and then decHne. This 
reflects the diminishing real stimulus of government purchases as the 
price level for purchases rises, the demand weakening effects of higher 
prices in general, and negative accelerator feedbacks, which occur mainly 
through business fixed investment and inventory investment. 

Differences among models in personal income and corporate profits 
multipHers again reflect those for current-doUar GNP. Federal deficit 
multipliers are similar for the first four quarters and are smaller in models 
B and C than in model A thereafter. The small differences in unemploy-
ment rate multipHers reflect the differences in constant-dollar GNP mul-
tipliers. 

To summarize: changes in early quarter multipHers due to the parame-
ter and specification changes that resulted from the benchmark revision 
are moderate in comparison with the rather large changes in many 
structural parameters. (This result is analogous to the comparison of 
changes in the overaH marginal propensity to consume with changes in 
income parameters in the consumption component equations.) The in-
creasing differences in multipHers after four to eight quarters are the 
result of a dynamic feeding forward of smaUer differences in the earlier 
periods. In particular, the reestimated models produce, over longer 
periods, substantially larger price multipHers; for two of the three policy 
instruments investigated, this ultimately results in smaUer real GNP 
multipliers. It should be noted, however, that differences for horizons 
beyond 12 quarters are of Hmited interest in a model whose focus is on 
short-run behavior. 

7.3 Comparative Error Characteristics 
7.3.1 Methodology 

In order to test the effect of the benchmark revision on the predictive 
accuracy of the BE A quarterly model, ex-post simulations using models 
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A, B, and C were run. Ex-post simulations use historical data for the 
initial conditions (i.e., lagged values of model variables up to and includ-
ing the base period) and for the exogenous variables in the simulation 
period. 

Two sets of simulations were run with model A: (1) using pre-
benchmark data for initial conditions and exogenous variables (''old 
ICEVs"), and (2) using revised post-benchmark data ("new ICEVs"). 
Models B and C were run only with new ICE Vs. In all four cases, the 
latest revised values were used for variables against which predicted 
values were compared to determine prediction errors. Comparisons 
among the four sets of error statistics permit evaluation of both the 
overall effect of the benchmark revision on predictive accuracy and the 
contribution of the separate aspects of the adaptation of the model to the 
revision: (1) the substitution of new ICEVs for old ICEVs, (2) reestima-
tion of the model, and (3) respecification of equations induced by the 
revision. 

Twenty overlapping eight-quarter dynamic simulations were run with 
base periods from 1970-IV through 1975-III (thus covering the period 
1971-1 through 1977-III). The full set of simulations is divided into two 
subsets. The first subset (12 simulations) lies essentially within the period 
for which data are used to estimate the model (the sample period), and 
the second subset Ues largely outside the sample period (the postsample 
period). The dividing Hne is between the simulations, whose base periods 
are 1973-III and 1973-IV, respectively. 

Ideally, only postsample data should be used because, in principle, 
predictive tests should only be made against data that were not used to 
estimate the model (Christ 1976). Moreover, in the within-sample tests, 
there is a natural bias in favor of the reestimated models (B and C) 
because the revised data are used for error measurement. However, 
because of the paucity of postsample observations for each prediction 
horizon—a degrees-of-freedom problem that is aggravated by the fact 
that the simulations are overlapping, so that observed errors are not truly 
independent—^within-sample statistics were derived and used to provide 
needed supplementary evidence; thus, statistics for the combined sets of 
simulations as well as for the subsets are analyzed. 

The within-sample/postsample partioning also groups the simulations 
into those dominated by the 1974-75 recession and early recovery (the 
postsample period) and those in which recession quarters carry relatively 
little weight. To a considerable degree, therefore, it serves to isolate the 
exceptionally poorly predicted 1974-75 period. 

In each simulation, adjustments were made to (normalized) equation 
intercepts according to the following formula for the ith time horizon: 

(12) Adj, = ^p' (ro-f_o:7) + p(^-1-^-0:?) + r_ 0:7? 
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where p is the estimated first-order autocorrelation coefficient and r_Q.j is 
the mean single-equation residual for the eight consecutive quarters 
ending in the base period. For equations in first difference form, the 
adjustment is simply r„o:7- This formula provides a mechanical adjust-
ment rule intended to correct both for serial correlation and specification 
errors that tend to result in systematic underpredictions or overpredic-
tions, especially beyond the sample period. (This formula long served as 
an adjustment rule in actual forecasts made with the BE A econometric 
model when alternative judgmentally derived adjustments did not over-
ride it.)^' 

Further Data Compilation 

Further modifications and extensions of data (in comparison with those 
described in Part I) were needed for this portion of the study. First, while 
the NIPA data used to derive models B and C were (appropriately) those 
from the initial benchmark revision, the "actual" data that were used 
both as a basis for error measurement and as new ICEVs are the latest 
revised data, which incorporate successive July revisions of the NIP As. 
These revisions modify the benchmark revised NIP As as far back as 
1973-1. These data again had to be adjusted to remove the definitional 
and classificational components of the benchmark revision. In this con-
nection, definitional and classificational revisions, which were available 
only through 1974, had to be extrapolated through the period covered by 
the simulations; this was done as discussed in Section 7.1. 

Second, for the simulation with model A using old ICEVs, implicit 
deflators and constant-dollar values had to be converted from a 1958 base 
to a 1972 base. The same conversion factors were used as were used for 
the formulas employed in converting the coefficients in model A.̂ ^ Also, 
for these simulations, exogenous variables had to be projected beyond 
1975-III—the last quarter for which pre-benchmark data were pubhshed. 
These were derived by linking the latest revised cumulative changes 
(adjusted, where necessary, for definitional revisions) from 1975-III to 
the pre-benchmark levels for that quarter. 

Error Statistics 

The basic error statistics compiled from the four sets of model simula-
tions are the mean absolute error or, in cases of some trending variables, 
the mean absolute percent error. They are compiled separately for 
simulations one quarter ahead, two quarters ahead,. . . , eight quarters 
ahead. The formulas for the mean absolute error (MAE) and mean 
absolute percent error (MAPE) for the ith quarter ahead are, respec-
tively, 

(13) MAE,= lxlp,-ALj=h . . . ,n; 
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and 

(14) MAPE, _100^. 
n Ai 

,7 = 1, . . . ,n; 

where A is the actual value of the variable (defined, as noted above, by 
the latest revised data), P is the corresponding predicted value, and n is 
the number of simulations. 

In the case of simulations with model A using old ICEVs, the predicted 
level of each variable analyzed is adjusted for the revision of the variable 
in the base period. This is done because of the bias in the pre-benchmark 
data in relation to the (presumably more accurate) revised data and 
because in the case of NIPA data we are usually interested in cumulative 
changes rather than in levels. (If base-period values in simulations are 
identical or are adjusted to be identical to actual values, then amount or 
percent errors for any horizon / are also the errors in the cumulative 
change to period /.) The adjustment formula for predicted values in the 
/th quarter ahead is 

(15) p; = p, + ^ ^ , - ^ ^ 

where A^ - A^ is the difference between revised and unrevised values in 
the base period. 

It might seem at first blush that the base-period adjustment of pre-
dicted values neutralizes the differences in measured predictive accuracy 
between simulations of model A using old and new ICEVs. This is, 
however, not necessarily so for two reasons: (1) the adjustments apply to 
output, not input variables (for instance, revisions in the initial levels of 
stocks affect the subsequent dynamic behavior of certain flow variables); 
(2) revisions in the trajectories of lagged variables up to the base period 
and of exogenous variables during the simulation period modify the 
dynamic behavior of output variables. (Because of the way in which 
unrevised exogenous variables are projected after 1975-III, there is no 
differences in their trajectories after 1975-III.) 

Also examined, in addition to MAEs or MAPEs of variables in level 
form, are the MAEs of the quarterly percent changes (at annual rates) in 
real GNP and the GNP impUcit price deflator. For these measures, no 
base-period adjustment is needed. 

MAEs and MAPEs, rather than the frequently used root mean square 
errors (RMSEs), are examined here because the latter are penalized by 
extreme errors, thus giving a less clear picture of average performance. In 
addition, we show the mean error (indicating bias), the r-statistic for the 
mean error, and the Theil inequality coefficient which for errors of type 
P-A in the ith quarter is 



348 Bruce T. Grimm/Albert A. Hirsch 

(16) £/,= J|^?^-44'/ = l'---'«-p.{A,~A,f 

A Ui value of zero impUes perfect predictions and a value of unity implies 
predictions that are, on the average, no better than a prediction of no 
(cumulative) change. An advantage of this statistic is that because it is a 
''pure" (i.e., dimensionless) number, it permits comparisons of predic-
tive efficiency among different variables and over varying horizons. 

The r-statistic, which purports to indicate the significance of bias, 
should be interpreted with great caution because of the nonindependence 
of observed errors for a given horizon: serial interdependence arises from 
the fact that the mean errors are compiled for overlapping forecasts and 
that in any given simulation prediction errors are strongly autocorrelated. 

7.3,2 Results 

Table 7.6 shows mean absolute errors, mean errors, /-tests of the mean 
error, and Theil coefficients for major NIP A aggregates and endogenous 
final demand components of real GNP, the GNP implicit price deflator, 
the unemployment rate, and representative short- and long-term interest 
rates. The data are grouped as within-sample, postsample, and combined 
in accordance with the partitioning of the simulation period described in 
the previous section. 

The first column in each block of statistics (designated A^) results from 
the simulations with model A using old ICE Vs. The remaining three 
columns (denoted with the superscript r) are statistics from simulations 
with models A, B, and C using new ICE Vs. 

Before comparisons are made among results for the A", A\ B^, and G 
simulations, some generalizations can be made concerning the overall 
results. First, as is typical for dynamic simulations (and ex-ante fore-
casts), MAEs (or MAPEs) for level variables generally grow with the 
prediction horizon. The extent of deterioration is, however, better indi-
cated by the Theil coefficient, which takes into account the greater 
difficulty of forecasting over long than over short horizons.̂ ^ Second, 
MAEs and even MAPEs for trending variables in the postsample simula-
tions are generally larger than corresponding MAEs and MAPEs in the 
within-sample simulations. This is to be expected, not only because it is a 
typical property but also because the postsample simulations are domi-
nated by the period of the 1974—77 recession and recovery .̂ ^ Third, prices 
are systematically and substantially underpredicted in all the simulations; 
this appears to reflect both inherent deficiencies in the price and wage 
equations in capturing the inflationary process and the lack of explicit 
(exogenous) treatment of the energy and other material prices, which 
exploded on a worldwide scale during the period under review. Finally, 
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the Theil coefficients typically either steadily decrease with lengthening 
of the prediction horizon, or follow an inverted V pattern (i.e., at first rise 
and then fall). 

For the real GNP simulations (table 7.6A, D, and L) the largest 
reduction in both MAEs (or MAPEs) and the Theil coefficients occurs 
from the A'' to the B"^ simulations, that is, as a result of reestimation with 
the statistically revised data. This holds for the within-sample and post-
sample simulations as well as for the combined simulations. Differences 
in prediction errors between the A^ and A'' simulations and between the 
B'^ and C^ simulations are very small in the combined statistics. Indeed, 
differences in error statistics between the B'^ and C^ simulations are 
generally very small—analogous to multiplier results in Part Section 
7.2—and will, accordingly, not be discussed hereafter. 

Looking more closely at the comparative results for within-sample and 
postsample simulations, however, one notes substantial differences. In 
the postsample subset, the A^ simulations yield somewhat more accurate 
predictions than the ̂ " simulations, while in the within-sample subset the 
reverse is true. More important, in the postsample simulations, the 
degree of improvement from the '̂̂  to the B'^ predictions increases 
dramatically with lengthening of the time horizon; in the within-sample 
simulations it does not. Two quarters ahead, for example, the B^ MAPE 
for the postsample real GNP predictions is 22% smaller than the A^ 
MAPE, but eight quarters ahead the B"^ MAPE is 37% smaller. Bias is 
generally not significant at high confidence levels for the real GNP 
predictions. 

In the within-sample and combined simulations, the greatest improve-
ment in the price-level predictions,(table 7.6B) occurs from the yl" to the 
A^ simulations; that is, revisions in the estimated initial conditions and 
exogenous variables improve the accuracy if the price level predictions 
more than do revisions in the parameters. Improvement diminishes 
sharply with the prediction horizon, however: in the combined set, the 
relative reduction in the MAPE between A" and A^ simulations falls from 
49% one quarter ahead to 23% eight quarters ahead. 

In the postsample simulations, the pattern is quite different. Substan-
tial reductions in the MAPE occur between the A^ and B^ simulations as 
well as between the A^ and A"^ simulations. Indeed, the former dominate 
the latter with long prediction horizons; in the eighth quarter the relative 
reduction is 29%. Thus, there is a repetition of the comparative pattern of 
prediction errors observed for real GNP. Because prices are almost 
consistently underpredicted, the pattern of mean errors faithfully reflects 
that of the MAPE's. 

The MAPEs for current-dollar GNP are sharply reduced proceeding 
from A^ to A^ to B^ simulations. In the ^ " simulations, MAPEs for 
current-dollar GNP are almost always larger than MAPEs for corre-
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sponding constant-dollar GNP predictions; this reflects reinforcing (i.e., 
same-signed) errors in the deflators and real GNP predictions. In the A'^ 
and B'^ simulations, the MAPEs for current-dollar GNP are smaller than 
corresponding MAPEs for constant-dollar GNP, indicating offsetting 
price and real GNP errors. The reduction of prediction errors from the A" 
to A'' to B^ simulations is most pronounced in the postsample subset. The 
relatively frequent occurrence of significant negative bias in the current-
dollar GNP predictions reflects that found in the price level predictions. 

Error statistics for major endogenous components of real GNP are 
shown in parts E through I of table 7.6. For the combined simulations, the 
tendency for the improvement in accuracy in predicting real GNP to 
occur mainly from the A^ to B"^ simulations is most clearly mirrored in 
fixed nonresidential investment and, to a lesser extent, in inventory 
investment. 

MAEs for personal consumption expenditures decrease markedly 
from the A^ to A^ to B'^ simulations in the postsample subset—decreases 
are strongest in the early and late quarters; but for the within-sample 
simulations, MAEs are progessively larger for long horizons. The strong 
negative bias in the postsample A^ predictions largely disappears in the 
other postsample simulations. 

For residential investment, the MAEs from the combined sets of 
simulations differ very Httle among the various model versions. Mirroring 
the error patterns for other variables, MAEs in the postsample subsets do 
diminish somewhat from the A^ to the B^ simulations for the longer 
horizons. The postsample prediction errors from the A'', B\ and G 
simulations have a significant positive bias. 

MAEs for real imports show an anomalous substantial deterioration 
from the ^4" to the A^ simulations—a pattern which is most pronounced 
for the within-sample subset. Such an anomaly in all likelihood reflects 
inadequacy in the specification of the imports function. There is sUght 
further deterioration from the A^ to the B"^ simulations; this tendency is 
again centered in the within-sample simulations. The within-sample 
simulations are strongly negative biased. 

The comparative patterns of error statistics for personal income (pt. J, 
table 7.6) roughly mirror those for the GNP implicit deflator. Presumably 
this reflects the predictions of the average money wage rate, which is a 
major common element to the two variables. Specifically, there is again 
substantial reduction in MAPEs from the ^ " to the A^ simulations, with 
relatively little further change to the B^ simulations, except for the longer 
horizons in the postsample simulations. Moreover, predictions are again 
uniformly negatively biased. 

In the combined and within-sample simulations, predictions of corpo-
rate profits (pt. K, table 7.6) show the greatest relative improvement in 
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the early quarters from the ^ " to the B"^ simulations. In the postsample 
simulations, there is sharp improvement from the A^ to the B^ simulations 
for longer horizons. Bias is generally not significant at high confidence 
levels. 

In comparing MAEs for rates of growth of real GNP among simula-
tions, the only persistent tendency one finds is a moderate improvement 
from the ̂ '̂  to the B"^ simulations. For the inflation rate (% change in the 
GNP impHcit price deflator—pt. M, table 7.6), there is consistent im-
provement in predictions from the A^ to the B'^ simulations, though 
MAEs for the A'' simulations are in some instances larger than for the A^ 
simulations. For both of these change variables, the greatest improve-
ment from the ^ " to the B'^ simulations occurs in the postsample predic-
tions for the longer horizons. 

MAEs for the unemployment rate predictions show substantial im-
provement from the combined A^to the A'' simulations. There is signifi-
cant positive bias in the errors of the within-sample simulations; in the 
postsample simulations, bias is neghgible except for the longest predic-
tion horizons. 

There is a slight deterioration in the MAEs for the Treasury bill rate 
and long-term bond yield from the A" to the B"^ simulations. In the 
postsample simulations, errors in the Treasury bill rate predictions gener-
ally show a significant positive bias. 

To summarize: on the basis of the combined simulations, slight gains 
result on balance from substituting revised initial conditions and exoge-
nous variables for the pre-benchmark data; however, such gains are far 
from consistent among the variables examined. There is, on the whole, 
clearer evidence of improved predictive accuracy from reestimation of 
the model than from replacing old with new ICEVs; the opposite is true, 
however, for the GNP implicit deflator. Generally, negligible differences 
in MAEs or MAPEs result when the respecified equations are inserted 
into the reestimated model. 

For many variables there are marked differences in the comparative 
error statistics between the within-sample and postsample subsets of 
simulations. For instance, in some cases, where there is deterioration 
from the A" to the A^ simulations in the within-sample subset, there is 
improvement in the postsample subset. More significantly, there is a 
persistent tendency for relatively large reductions in MAEs or MAPEs 
from the postsample A'^ to B^ simulations for the longest horizons, 
compared with much smaller gains or even deterioration for the shorter 
horizons; this tendency is largely absent in the within-sample simulations. 

Finally, there are relatively few instances where significant bias occur-
ring in the predictions from the A" simulations is reduced to nonsignifi-
cant levels in the A'', B\ or C simulations. Comparative efficiency of 
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prediction among types of simulations, as measured by the Theil coef-
ficient, generally reflects the comparative patterns of predictive accuracy 
as measured by the MAEs or MAPEs. 

An obviously interesting question—not adequately handled by the 
error statistics—is whether adaptation of the model to the benchmark 
revision resulted in better tracking of the 1974-75 recession. When 
individual simulations used for the calculation of the postsample error 
statistics are studied, tracking is generally so poor that no meaningful 
comparisons among simulations result. One can only conclude that the 
overwhelming failure to capture the cyclical path is inherent in the model 
structure (and perhaps in the mechanical method of constant adjust-
ments) and not in measurement error. 

An important missing element in the model structure is the explicit 
treatment of energy prices. The emergence of the OPEC cartel's power 
was evidently an important contributing factor to the downturn.̂ ^ 
Moreover, experimentation revealed that the use of the moving eight-
quarter average residual as the basis for constant adjustment (see eq. 
[12]) also contributed substantially to the poor tracking. As a result, new 
simulations were run with price deflators made exogenous and automatic 
adjustments replaced by zero adjustments. Specifically, eight-quarter 
simulations with 1973-III and 1974-1V as the initial periods were tried, 
and the behavior of real GNP, inventory and investment, and final sales 
examined. 

Although all of these simulations showed much better tracking—in-
cluding the prediction of turning points—than those used for the error 
calculations, they fail to show unequivocal improvements in tracking due 
to the revision, either through replacement of ICEVs or reestimation. It 
was widely believed, for instance, that initial underestimation of inven-
tory increases in 1973 contributed to failure to predict the 1974 downturn; 
yet the A^ simulation initiated in 1973-III substantially overpredicts in-
ventory investment in 1974, while both the A^ and B"^ paths are closer to 
the actual levels. Accuracy in tracking of final sales, however, yields a 
different relative ordering: the A^ simulation initiated in 1973-III does 
somewhat better than the A^ simulation, and the B^ simulation does most 
poorly. Similarly equivocal results obtain for the simulation initiated in 
1974-IV. 

7.4 Conclusions 

The statistical component of the benchmark revision had only moder-
ate effects on both the structure and the predictive accuracy of the BEA 
quarterly econometric model. Although many structural parameters 
underwent large relative changes upon reestimation with the revised 
data, the early quarter multipliers changed relatively little. The revision, 
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on balance, moderately improved model predictive accuracy both as a 
result of better measures of initial conditions and exogenous variables 
and as a result of revised parameter estimates. These improvements, 
however, were not uniform across all variables examined or when com-
paring within-sample with postsample accuracy or for all time horizons. 
There is no clear evidence that the revision improved the model's track-
ing Of the 1974-75 recession. Finally, within the rules adopted for this 
experiment, there were few equation specification changes necessitated 
by the revision; these changes, moreover, had very little effect either on 
the multipHers or on predictive accuracy. 
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Table 7.1 Distribution of Parameter Revisions: 
Model B versus Model A 

Percent Revision 

Number of 
Coefficients Revised 

Serial 
Explanatory Correlation Standard Error 
Variables Correction of Estimate 

200 + 
100 to 200 
50 to 100 
20 to 50 
10 to 20 
5 to 10 
0 t o 5 
- O t o - 4 . 8 
- 4 . 9 to - 9 . 1 
- 9 . 2 to -16 .7 
-16 .8 to -33 .3 
-33.4 to -50.0 
-50 .0 to 66.7 
-66 .7 to -100.0 
Change in sign 

Totals 

2 
12 
11 
14 
15 
15 
24 
15 
5 

13 
25 
13 
4 
9 
3 

0 
0 
4 
4 
4 
4 
6 

12 
1 
1 
1 
0 
0 
0 

n.a. 

1 
4 
6 
5 
6 
3 
9 
6 
9 
3 
8 
4 
0 
0 

n.a. 

180 37 64 

Note: n.a. = not applicable. 
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Table 7.2 Percent Changes in Absolute Value of 
Selected Parameters of Consumption Sector Equations 

Dependent Variable 

Automobiles 
Auto parts, tires, and 

accessories 
Furniture and equipment 
Other durables 
Clothing and shoes 
Food 
Gasoline and oil 
Other nondurables 
Housing 
Household operations 
Transportation 
Other services 

Real Disposable 

Direct 

29.9 

n.a. 
-12.6 
-80.3 
-19.8 
146.2 

-11.5 
-16.6 

n.a. 
42.7 
35.5 

-28.4 

Income 

Total 

29.9 

n.a. 
-12.6 
-80.3 
-19.8 

9.4 
-2.5 
-4.1 
n.a. 
4.3 

34.0 
4.2 

Relative Prices 

Direct 

-45.9 

n.a. 
n.a. 

121.8 
-18.7 
167.1 
32.9 
14.8 
n.a. 
n.a. 

-39.9 
n.a. 

Total 

-45.9 

n.a. 
n.a. 

121.8 
-18.7 

7.3 
46.4 
32.0 
n.a. 
n.a. 

-40.5 
n.a. 

Note: n.a. = not applicable. 



Table 7.3 Multipliers for Nonborrowed Reserves: GNP Components and Related Measures 
(Change, in $Billions, Unless Otherwise Noted, per $Billions of Increase in Nonborrowed Reserves) 

Quarters after Change 

1 2 3 4 5 6 7 8 12 16 20 

Gross national product: 
Model A .35 
Model B .35 
Model C .33 

Personal consumption expenditures: 
Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Mobel C 

Model A 
Model B 
Model C 

Fixed nonresidential investment: 

Residential investment: 

Change in business inventories: 

Imports of goods and services: 

.21 

.19 

.16 

.03 

.02 

.01 

.21 

.21 

.22 

- .10 
- .07 
- .06 

.01 

. 01 
- .oo 

1.06 
1.08 
1.02 

.52 

.48 

.41 

.12 

.07 

.06 

.57 

.58 

.59 

- .12 
- .02 
- .02 

.03 

.03 

.02 

1.82 
1.81 
1.72 

.86 

.81 

.71 

.27 

.16 

.15 

.74 

.74 

.76 

.01 

.15 

.14 

.06 

.06 

.04 

2.48 
2.36 
2.23 

1.19 
1.12 
.99 

.44 

.29 

.27 

.74 

.74 

.75 

.20 

.30 

.28 

.09 

.09 

.07 

3.12 
2.89 
2.69 

1.65 
1.56 
1.38 

.63 

.43 

.40 

.71 

.70 

.72 

.31 

.36 

.33 

.17 

.17 

.14 

3.74 
3.41 
3.15 

1.99 
1.88 
1.66 

.80 

.57 

.52 

.76 

.75 

.76 

.41 

.43 

.39 

.23 

.22 

.18 

4.27 
3.82 
3.52 

2.23 
2.09 
1.85 

.96 

.70 

.64 

.87 

.86 

.87 

.44 

.42 

.38 

.27 

.25 

.21 

4.74 
4.22 
3.88 

2.48 
2.33 
2.06 

1.09 
.83 
.75 

.96 

.94 

.96 

.45 

.41 

.37 

.32 

.29 

.25 

5.88 
5.58 
5.10 

3.20 
3.07 
2.72 

1.37 
1.26 
1.12 

1.22 
1.09 
1.20 

.47 

.49 

.43 

.45 

.43 

.37 

6.78 
6.92 
6.52 

3.68 
3.43 
3.15 

1.46 
1.67 
1.50 

1.86 
1.82 
1.84 

.24 

.56 

.52 

.56 

.56 

.50 

7.73 
7.33 
7.15 

4.38 
3.93 
3.75 

1.64 
1.78 
1.66 

2.24 
2.20 
2.24 

.13 

.18 

.22 

.78 

.77 

.72 



Personal income: 
Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Implicit price deflator, GNP 
(1972 = 100): 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Corporate profits (share): 

Federal surplus or deficit ( - ): 

GNP (billions of $1972): 

Unemployment rate (%): 

Treasury bill rate (%): 

Corporate bond rate (%): 

.14 

.ll 

.10 

.18 

.22 

.20 

.12 

.13 

.12 

.38 

.37 

.35 

.oo 

.OO 

.oo 

- .01 
- .01 
- .01 

- .56 
- .58 
- .60 

- .13 
- .14 
- .14 

.45 

.40 

.38 

.52 

.61 

.58 

.36 

.40 

.38 

1.10 
1.09 
1.04 

.01 

.01 

.01 

- .02 
- .03 
- .02 

- .53 
- .54 
- .55 

-.14 
- .14 
-.15 

.82 

.77 

.73 

.84 

.92 

.89 

.62 

.65 

.62 

1.83 
1.77 
1.68 

.01 

.02 

.02 

- .04 
- .05 
- .05 

- .49 
- .so 
- .52 

- .17 
- .18 
- .18 

1.16 
1.09 
1.03 

1.09 
1.11 
1.05 

.84 

.85 

.80 

2.38 
2.20 
2.08 

.02 

.03 

.03 

- .06 
- .07 
- .06 

- .46 
- .47 
- .48 

- .22 
- .22 
- .23 

1.50 
1.38 
1.29 

1.34 
1.30 
1.21 

1.01 
1.01 

.95 

2.94 
2.56 
2.39 

.03 

.04 

.04 

- .08 
- .08 
- .08 

- .40 
- .41 
- .42 

- .25 
- .26 
- .26 

1.82 
1.66 
1.54 

1.58 
1 S O  
1.39 

1.20 
1.21 
1.11 

3.44 
2.88 
2.66 

.04 

.06 

.05 

- .09 
- .10 
- .09 

- .37 
- .39 
- .40 

- .28 
- .29 
- .30 

2.10 
1.90 
1.75 

1.80 
1.65 
1.53 

1.37 
1.37 
1.26 

3.87 
3.11 
2.86 

.05 

.07 

.07 

- .10 
- .10 
- .10 

- .36 
- .38 
- .39 

- .31 
- .32 
- .33 

2.37 
2.13 
1.96 

1.98 
1.82 
1.68 

1.51 
1.51 
1.39 

4.25 
3.29 
3.01 

.05 

.09 

.08 

- .ll 
- . l l  
- .10 

- .34 
- .36 
- .37 

- .32 
- .34 
- .35 

3.14 
2.85 
2.61 

2.33 
2.41 
2.21 

1.86 
2.01 
1.83 

4.76 
3.39 
3.10 

.09 

.18 

.18 

- .ll 
- .ll 
- .10 

- .31 
- .34 
- .35 

- .36 
- .38 
- .39 

3.91 
3.55 
3.33 

2.35 
3.04 
2.88 

2.09 
2.44 
2.29 

4.56 
3.22 
3.10 

.14 

.27 

.28 

- .09 
- .09 
- .09 

- .35 
- .37 
- .39 

- .39 
- .42 
- .43 

% 
4 

4.86 
4.24 
4.09 

2.29 
2.70 
2.67 

2.43 
2.53 
2.47 

4.41 
3.03 
3.05 

.20 

.31 

.33 

- .09 
- .09 
- .09 

- .36 
- .38 
- .39 

- .42 
- .45 
- .46 



w 
01 

Tabie 7.4 Multipliers for Corporate Profits Taxes: GNP, GNP Components, and Related Measures 
(Change, in $Billions, Unless Otherwise Noted, per $Billions of Tax Reduction) 

m 

Quarters alter Change 

1 2 3 4 5 6 7 8 12 16 20 

Gross national product: 
Model A .03 
Model B .03 
Model C .03 

Personal consumption expenditures: 
Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Fixed nonresidential investment: 

Residential investment: 

Change in business inventories: 

Imports of goods and services: 

.03 

.02 

.02 

.01 

.01 

.01 

- .oo 
- .oo 
- .oo 

- .OI 
- .oo 
- .oo 

.01 

.oo 

.oo 

.06 

.07 

.07 

.04 

.03 

.03 

.03 
-04 
.04 

- .oo 
- .oo 
- .oo 

- .oo 
.oo 
.oo 

.01 

.01 

.01 

.12 

.15 

.15 

.07 

.06 

.06 

.08 
*I0 
.10 

- .01 
- .oo 
- .oo 

- .oo 
.oo 
.oo 

.01 

.Ol 

.01 

.20 

.25 

.25 

.09 

.09 

.09 

.13 
*17 
.17 

- .oo 
- .oo 
- .oo 

.oo 

.01 

.01 

.02 

.02 

.02 

.30 .41 
-39 .54 
.39 .55 

.13 .17 

.14 .19 

.14 .20 

.1Y ,25 

.25 3 3  
2 5  3 3  

- .oo .oa 
- .oo .oo 
.oo .oo 

.01 .02 

.02 .05 

.02 .05 

.M .03 

.03 .03 

.03 .03 

.53 

.70 

.71 

.21 

.25 

.26 

.32 

.43 

.43 

.01 

.01 

.01 

.04 

.06 

.06 

.04 

.w 

.os 

.64 .92 

.85 1.30 
3 6  1.32 

.26 .39 

.31 .53 

.32 .54 

.36 .48 

.50 .72 

.s1 .72 

.01 .02 

.01 .03 

.01 .03 

.06 .10 

.08 .12 

.08 .12 

. 0s .w 

.06 .1u 
-06 .I0 

1.08 1.25 
1.62 1.83 
1.64 1.85 

.52 .68 

.71 .89 

.72 .90 

.57 .65 

.90 1.07 

.!XI 1.08 

.01 .01 

.02 .oo 

.02 .01 

.08 .06 

.14 .08 

.14 .08 

.10 .15 

.14 .21 

.14 .21 



Personal income: 
Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Corporate profits (share): 

Federal surplus or deficit (-): 

GNP (billions of $1972): 

Implicit Price deflator (1972= 100): 

Unemployment rate (%): 

Treasury bill rate (%): 

Corporate bond rate (%): 

.08 

.06 

.06 

.01 

.02 

.02 

- .99 
- .99 
- .99 

.04 

.03 

.03 

.oo 

.oo 

.oo 

- .oo 
- .oo 
- .oo 

.oo 

.oo 

.oo 

.oo 

.oo 

.oo 

.10 

.09 

.09 

.03 

.04 

.04 

- .96 
- .94 
- .94 

.07 

.07 

.08 

.oo 

.oo 

.oo 

- .oo 
- .oo 
- .oo 

.oo 

.oo 

.oo 

.oo 

.oo 

.MI 

.15 

.14 

.14 

.05 

.08 

.08 

- .95 
- .93 
- .93 

.12 

.15 

.15 

.oo 

.oo 

.oo 

- .oo 
- .oo 
- .oo 

.oo 

.01 

.oo 

.oo 

.oo 

.oo 

.19 

.19 

.20 

.09 

.13 

.13 

- .87 
- .83 
- .82 

.20 

.24 

.25 

.oo 

.oo 

.oo 

- .oo 
- .01 
- .01 

.oo 

.01 

.oo 

.oo 

.oo 

.oo 

.26 

.28 

.28 

.14 

.20 

.20 

- .92 
- .87 
- .86 

.29 

.37 

.37 

.oo 

.oo 

.oo 

- .01 
- .O1 
- .01 

.01 

.01 

.01 

.oo 

.oo 

.oo 

.33 

.36 

.37 

.19 

.27 

.27 

- .90 
- .82 
- .82 

.39 
S O  
S O  

.oo 

.01 

.01 

- .01 
- .01 
- .02 

.01 

.01 

.01 

.oo 

.oo 

.oo 

.40 

.46 

.46 

.24 

.34 

.34 

- .90 
- .81 
- .81 

S O  
.63 
.64 

.oo 

.O1 

.01 

- .01 
- .02 
- .02 

.01 

.O1 

.01 

.oo 

.oo 

.oo 

.47 

.55 

.56 

.29 
-40 
.41 

- .86 
- .74 
- .74 

.a 

.74 

.75 

.01 

.01 

.01 

- .02 
- .02 
- .02 

.01 

.01 

.01 

.01 

.01 

.01 

.69 

.88 

.88 

.40 

.56 

.58 

- 1.03 
- .86 
- .85 

.80 

.98 

.99 

.01 

.03 

.03 

- .02 
- .03 
- .03 

.01 

.02 

.02 

.01 

.01 

.01 

.88 
1.14 
1.15 

.42 

.67 

.68 

- 1.11 
- .88 
- .87 

.81 
1.01 
1.02 

.02 

.04 

.04 

- .02 
- .03 
- .03 

.01 

.02 

.02 

.01 

.02 

.02 

W 

= 1.09 VI 
1.38 
1.39 

.41 

.66 

.66 

- 1.08 
- .75 
- .74 

.80 

.99 
1 .oo 

.02 

.05 

.06 

- .02 
- .03 
- .03 

.02 

.M 

.02 

.02 

.02 

.02 



E Table 7.5 Multipliers for Federal Government Purchases: GNP, GNP Components, and Related Measures 
(Change, in $BiUions, Unless Otherwise Noted, per $Billions Added Government Purchases) 

Quarters after Change 

1 2 3 4 5 6 7 8 12 16 20 

Gross national product: 
Model A .87 
Model B .95 
Model C .95 

Personal consumotion exoenditures: 
Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Fixed nonresidential investment: 

Residential investment: 

Change in business inventories: 

Imports of goods and services: 

.13 

.13 

.13 

.03 

.04 

.04 

.oo 
- .oo 
- .oo 

- .28 
- .20 
- .20 

.02 

.02 

.02 

1.40 1.82 
1.55 2.96 
1.55 1.96 

.30 .47 

.32 .53 

.32 .53 

.12 .22 

.12 .24 

.12 .24 

.oo .01 

.oo .01 
- .oo .01 

.03 .20 

.15 .28 

.15 .27 

.05 .08 

.05 .09 

.05 .09 

2.08 
2.20 
2.21 

.55 

.64 

.64 

.31 

.34 

.35 

.01 

.02 

.02 

.30 

.21 

.31 

.09 

.ll 

. l l  

2.28 2.39 
2.41 2.51 
2.41 2.57 

.67 .72 

.80 .88 

.80 .88 

.37 .41 

.44 51 

.44 .51 

.02 .03 

.03 .04 

.03 .04 

.33 .35 

.28 .29 

.28 .29 

. l l  .12 

.13 .14 

.13 .14 

2.41 
2.63 
2.63 

.75 

.94 

.94 

.43 

.56 

.56 

.03 

.04 

.04 

.33 

.24 

.24 

.13 

.15 

.15 

2.39 
2.68 
2.69 

.76 
1.00 
1.00 

.41 

.58 

.58 

.03 

.04 

.04 

.31 

.22 

.22 

.13 

.16 

.16 

1.96 
2.75 
2.76 

.69 
1.12 
1.12 

.22 

.58 

.58 

.03 

.05 

.05 

.15 

.t7 

.17 

.12 

.17 

.17 

1.80 
2.93 
2.92 

.78 
1.27 
1.26 

.16 

.67 

.66 

.01 

.01 

.02 

- .01 
.19 
.19 

.13 

.22 

.21 

1.93 
2.83 
2.82 

1.04 
1.47 
1.46 

.13 

.65 

.65 

.01 
- .01 
- .01 

- .06 
.01 
.oo 

.18 

.29 

.29 



Personal income: 
Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Model A 
Model B 
Model C 

Corporate profits (share): 

Federal surplus or deficit (-): 

GNP (billions of $1972): 

Implicit deflator, GNP (1972= 100): 

Unemployment rate (%): 

Treasury bill rate (%): 

Corporate bond rate (%): 

.32 

.32 

.32 

.49 

.59 

.59 

- .67 
- .64 
- .64 

1.08 
1.13 
1.13 

- .01 
- .oo 
- .01 

- .02 
- .02 
- .02 

.01 

.01 

.01 

.oo 

.oo 

.oo 

.62 

.69 

.69 

.67 

.73 

.79 

- .50 
- .44 
- .44 

1.56 
1.66 
1.66 

- .oo 
.oo 
.oo 

- .04 
- .04 
- .04 

.01 

.02 

.01 

.oo 

.oo 

.oo 

.83 

.95 

.95 

.84 

.90 

.90 

- .36 
- .31 
- .31 

1.91 
1.98 
1.99 

.01 

.01 

.01 

- .05 
- .06 
- .06 

.02 

.02 

.02 

.01 

.01 

.01 

.98 
1.14 
1.14 

.94 

.94 

.94 

- .27 
- .22 
- .22 

2.08 
2.11 
2.11 

.01 

.02 

.02 

- .06 
- .07 
- .07 

.03 

.02 

.02 

.01 

.01 

.01 

1.09 
1.27 
1.27 

1.01 
.99 

1.00 

- .23 
- .17 
- .17 

2.22 
2.17 
2.17 

.02 

.03 

.03 

- .06 
- .08 
- .08 

.03 

.03 

.03 

.01 

.01 

.01 

1.17 
1.38 
1.38 

1.04 
1.04 
1.04 

- .20 
- .11 
- .ll 

2.27 
2.17 
2.18 

.02 

.04 

.04 

- .06 
- .08 
- .08 

.03 

.03 

.03 

.01 

.01 

.01 

1.22 
1.45 
1.45 

1.01 
1.02 
1.03 

- .20 
- .09 
- .09 

2.28 
2.14 
2.14 

.02 

.05 

.05 

- .06 
- .08 
- .08 

.03 

.03 

.03 

.02 

.02 

.02 

1.24 
1.50 
1.50 

.98 
1.02 
1.04 

- .22 
- .08 
- .07 

2.22 
2.05 
2.05 

.02 

.06 

.06 

- .06 
- .07 
- .07 

.03 

.04 

.04 

.02 

.02 

.02 

1.17 
1.58 
1.58 

.69 
1.04 
1.05 

- .37 
- .05 
- .05 

1.62 
1.50 
1.50 

.03 

.10 

.10 

- .04 
- .05 
- .05 

.02 

.03 

.04 

.03 

.03 

.03 

1.23 
1.72 
1.72 

.45 
1.08 
1.07 

- .44 
- .02 
- .02 

1.14 
1.10 
1.10 

.04 

.14 

.14 

- .02 
- .03 
- .03 

.02 

.03 

.04 

.03 

.03 

.03 

K w 
1.48 
1.88 
1.88 

.27 

.79 

.78 

- .42 
- .07 
- .08 

.98 

.87 

.86 

.06 

.15 

.15 

- .02 
- .01 
- .03 

.02 

.04 

.04 

.03 

.04 

.04 



Table 7.6 Error Statistics 
A. Gross National Product, Constant Dollars-Percent Errors 

I;: 
h, 

Mean Absolute 
Quar- Percent Error Mean Percent Error t-(Mean Percent Error) Theil U 
ters 
Ahead A" A' B' C' A" A' B' C' A" A' B' C' A" A' B' C' 

Within-Sample 

1 .44 .54 .40 .42 .07 -.08 -.oO -.03 .41 -.43 -.01 -.20 .39 .45 .34 .37 
2 .79 .97 .74 .78 .15 -.20 -.20 -.24 .53 -.60 -.78 - .89 .37 .44 .34 .36 
3 1.06 1.38 1.04 1.07 .13 -.28 -.43 -.47 .34 -.59 -1.23 -1.27 .36 .44 .34 .37 
4 1.40 1.79 1.36 1.42 .07 -.31 -.63 -.67 .14 -.50 -1.41 -1.39 .36 .45 .35 .37 
6 2.40 2.91 2.48 2.53 -.06 .21 -.50 -.51 -.07 .19 -.57 - .57 .45 .55 .45 .46 
8 2.86 3.54 3.18 3.21 .64 1.16 .08 . l l  .62 .90 .07 .10 .47 .59 .49 s o  

~ ~~ 

Postsample 

1 1.39 .98 .81 .85 -.53 .34 .28 .32 -.80 .78 .75 .86 1.20 .79 .68 .68 
2 2.55 2.40 1.88 1.75 -.33 .81 .91 .84 -.31 .87 1.17 1.13 1.08 .97 .85 .81 
3 3.51 3.29 2.52 2.43 -.42 1.05 1.32 1.19 -.28 .77 1.25 1.13 1.09 1.04 .86 .84 
4 4.19 4.12 3.14 2.98 -.68 1.12 1.64 1.46 -.40 .68 1.37 1.20 1.05 1.03 .81 .80 
6 4.96 4.62 3.03 3.17 -2.56 .25 1.42 1.19 -1.36 .13 1.17 .94 1.07 .94 .67 .68 
8 5.03 4.26 2.69 2.75 -4.27 -1.14 .71 .48 -2.54 -.66 .65 .43 .91 .69 .44 .43 

Corn bined 
~~ 

1 3 2  .71 .56 5 9  -.17 .09 . l l  .ll -.61 .42 .65 .62 3 4  .62 .52 .53 
2 1.49 1.54 1.20 1.17 -.04 .21 .25 .19 -.09 .49 .69 .55 .76 .71 .61 .59 
3 2.04 2.14 1.63 1.62 -.09 .25 .27 .19 -.14 .41 .54 .38 .74 .74 .61 .60 

.70 .72 .57 .57 4 2.52 2.72 2.07 2.04 -.23 .26 .28 .18 -.32 .35 .47 .31 
6 3.42 3.59 2.70 2.78 -1.06 .22 .27 .17 -1.14 .23 .37 .23 .69 .69 .52 .53 
8 3.73 3.83 2.98 3.03 -1.32 .24 .33 .26 -1.26 .23 .43 .33 .66 .63 .47 .48 

Note: Superscript denotes version of model and status of initial conditions and exogenous variables (u = unrevised, r = revised). 



B. Implicit Price Deflator for GNP-Percent Errors w 
OI w 

Mean Absolute 
Percent Error Mean Percent Error &(Mean Percent Error) Theil U Quar- 

ters 
Ahead A" A' B' C' A" A' B' C' A" A' B' C' A" A' B' C' 

Within-Sample 

1 .59 .16 .17 .17 -.59 -.02 .05 .05 -7.76 -.28 .88 .87 .46 .13 .14 .14 
2 .69 .20 .23 .24 -.69 -.05 .05 .04 -11.60 -.67 .54 .48 .26 .10 .10 .10 
3 .71 .34 .38 .39 -.71 -.16 -.03 -.03 -9.13 -1.26 -.17 -.21 .18 . l l  .12 .12 
4 .87 .52 .57 5 7  -.87 -.33 -.13 -.14 -6.15 -1.77 -.59 -.63 .17 .12 .13 .13 
6 1.40 1.07 1.20 1.18 -1.40 -.98 -.59 -.61 -3.79 -2.41 -1.26 -1.29 .19 .17 .18 .18 
8 2.88 1.98 1.95 1.92 -2.88 -1.95 -1.33 -1.34 -4.94 -3.11 -1.89 -1.92 .27 .22 .21 .20 

Postsample 
~~ ~ 

1 1.34 .89 .76 .76 -1.34 -.89 -.76 -.76 -6.17 -6.79 -6.30 -6.30 .65 .42 .36 .37 
2 1.93 1.37 1.09 1.12 -1.93 -1.37 -1.09 -1.12 -16.88 -9.72 -8.80 -8.42 .45 .33 .26 .27 
3 2.39 1.83 1.42 1.47 -2.39 -1.83 -1.42 -1.47 -15.34 -7.38 -5.14 -5.48 .39 .31 .26 .26 
4 2.91 2.32 1.76 1.82 -2.91 -2.32 -1.76 -1.82 -10.94 -6.37 -4.19 -4.44 .38 .32 .27 .27 
6 3.75 3.25 2.37 2.43 -3.75 -3.25 -2.37 -2.43 -8.73 -6.24 -3.83 -4.01 .38 .34 .28 .28 
8 5.16 4.32 3.05 3.08 -5.16 -4.32 -3.05 -3.08 -10.23 -7.34 -4.22 -4.34 .42 .36 .28 .28 

Combined 

1 .89 .45 .40 .40 -.89 -.36 -.27 -.27 -7.06 -3.17 -2.56 -2.57 .59 .35 .30 .30 
2 1.19 .67 .57 .59 -1.19 -.58 -.41 -.43 -7.92 -3.53 -2.82 -2.84 .39 .26 .22 .22 
3 1.38 .94 .79 .82 -1.38 -.83 -.58 -.61 -6.79 -3.71 -2.78 -2.86 .32 .25 .21 .21 
4 1.69 1.24 1.05 1.07 -1.69 -1.13 -.79 -.81 -6.39 -3.95 -2.82 -2.91 .30 .25 .21 .22 
6 2.34 1.94 1.67 1.68 -2.34 -1.89 -1.31 -1.33 -6.15 -4.69 -3.13 -3.21 .29 .26 .23 .23 
8 3.79 2.91 2.39 2.38 -3.79 -2.90 -2.02 -2.04 -8.06 -5.70 -3.77 -3.84 .33 .28 .24 .24 



Table 7.6 (continued) 
K C. Gross National Product, Current Dollars-Percent Errors p. 

Mean Absolute 
Quar- Percent Error Mean Percent Error t-(Mean Percent Error) Theil U 
ters 
Ahead A" A' B' C' A" A' B' C' A" A' B' C' A" A' B' C' 

Within-Sample 

1 .65 .53 .37 .44 -.52 - . lo  .05 .02 -3.23 -.50 .31 .10 .28 .25 .20 .21 
2 1.01 .97 .63 .69 -.55 - .25 -.15 -.20 -1.73 -.80 -.67 -.79 .24 .22 .16 .18 
3 1.25 1.29 .81 .91 -.60 -.44 -.46 -.51 -1.49 -1.08 -1.64 -1.60 .21 .20 .15 .17 
4 1.50 1.57 .94 1.05 -.85 -.65 -.78 -.82 -1.85 -1.34 -2.56 -2.28 .19 .19 .14 .16 
6 1.95 2.12 1.57 1.60 -1.52 -.82 -1.13 -1.15 -2.73 -1.17 -2.43 -2.27 .18 .19 .14 .15 
8 2.53 2.07 1.77 1.80 -2.34 -.90 -1.33 -1.31 -4.25 -1.30 -2.78 -2.54 .17 .14 .12 .13 

Postsample 
~ ~ ~ ~~~ ~~ 

1 1.95 .74 .79 .75 -1.89 -.55 -.48 -.44 -2.35 -1.43 -1.36 -1.28 1.24 .51 .46 .44 
2 2.65 1.80 1.62 1.47 -2.32 -.57 -.20 -.30 -2.13 -.73 -.29 -.45 .82 .48 .40 .39 
3 3.49 2.56 1.90 2.02 -2.90 -.83 -.14 -.31 -2.17 -.76 -.16 -.38 .69 .46 .34 .34 
4 4.00 3.02 2.04 2.06 -3.71 -1.26 -.18 -.41 -2.52 -.99 -.21 -.47 .62 .42 .26 .27 
6 6.31 3.65 1.73 1.94 -6.31 -3.08 -1.04 -1.32 -4.40 -2.33 -1.54 -1.83 .57 .36 .16 .18 
8 9.30 5.47 2.40 2.67 -9.30 -5.47 -2.40 -2.67 -7.92 -4.79 -4.23 -5.03 .56 .36 .16 .17 

Combined 

1 1.17 .61 .53 .56 -1.07 -.28 -.16 -.17 -2.98 -1.44 -.94 -.96 .76 .36 .31 .31 
2 1.66 1.30 1.02 1.00 -1.25 -.38 -.17 -.24 -2.52 -1.07 -.57 -.81 .53 .34 .28 .27 
3 2.15 1.80 1.25 1.36 -1.52 -.a -.33 -.43 -2.44 -1.23 -.90 -1.16 .45 .32 .24 .24 
4 2.50 2.15 1.38 1.45 -1.99 -.90 -.54 -.66 -2.83 -1.57 -1.42 -1.65 .41 .29 .19 .21 
6 3.70 2.73 1.63 1.74 -3.44 -1.72 -1.09 -1.22 -4.11 -2.45 -2.90 -2.99 .38 .27 .15 .16 
8 5.24 3.43 2.02 2.15 -5.13 -2.73 -1.76 -1.86 -5.34 -3.46 -4.67 -4.67 .38 .26 .14 .15 



D. Gross National Product (Billions of $1972) 

Mean Absolute 
Quar- Percent Error Mean Percent Error r-(Mean Percent Error) Theil U 
ters 
Ahead A' A' B" C' A" A" Br C' A" A' B' C' A" A' B' C' 

Within-Sample 

1 5.15 6.29 4.66 4.90 1.04 -.73 .15 -.17 .53 -.32 .09 -.09 .40 .46 .35 .38 
2 9.33 11.52 8.76 9.19 2.08 -2 .06  -2.15 -2.60 .62 -.52 -.72 -.82 .38 .44 .34 .36 
3 12.74 16.50 12.32 12.74 1.92 -2.98 -4.91 -5.37 -41 -.53 -1.1Y -1.21 .37 .44 .34 .37 
4 16.79 21.42 16.1Y 16.92 1.14 -3.40 -7.36 - 7  75 .19 -.46 -1.38 -1.35 .36 .45 .35 .37 
6 28.54 34.74 29.64 30.19 -.85 2.28 -6.20 -6.28 -.08 .18 -.60 -.59 .44 .54 .44 .45 
8 34.31 42.46 38.25 38.58 7.26 13.34 .40 .75 .58 3 7  .03 .06 .46 .57 .48 .49 

PWStYdmpk 

1 16.71 11.76 9.76 10.16 -6.43 3.97 3.30 3.74 -.81 .76 .73 .84 1.22 .79 .69 .69 
2 30.82 28.77 22.46 20.90 -4.54 9.29 10.52 9.75 -.35 .83 1.14 1.10 1.09 .96 .83 .79 
3 42.68 39.55 30.16 28.98 -6.13 11.62 15.15 13.62 -.34 .83 1.14 1.10 1.09 1.03 .84 .82 
4 51.26 49.86 37.71 35.74 -9.89 12.15 18.91 16.76 -.47 .62 1.32 1.15 1.06 1.01 .79 ,713 

8 65.29 54.66 34.09 34.91 -56.02 -16.03 8.12 5.14 -2.56 -.72 .59 .37 .91 .69 .42 .42 
6 62.27 57.22 37.14 38.89 -33.58 1.39 16.54 13.68 -1.43 .06 1.11 .89 1.07 .92 .64 .65 

Combined 

1 9.77 8.48 6.70 7.00 -1.95 1.15 1.41 1.39 -.58 .47 .69 .67 .87 .63 .53 .54 
2 17.93 18.42 14.24 13.87 -.57 2.48 2.92 2.34 - . l o  .49 .69 .57 .77 .72 .60 .59 
3 24.72 25.72 19.46 19.24 -1.30 2.86 3.12 2.22 -.17 .39 .53 .38 .75 .74 .60 .60 
4 30.58 32.80 24.80 24.45 -3.27 2.82 3.15 2.06 -.36 .31 .45 .29 .72 .72 5 6  .56 
6 42.03 43.73 32.64 33.67 -13.94 1.92 2.90 1.71 -1.21 .16 .33 .19 .70 .69 .51 .52 
a 46.70 47.34 36.59 37.11 -18.05 1.59 3.49 2.51 -1.36 .12 .37 .26 .67 .62 .46 .46 



Table 7.6 (continued) 

r4 E. Personal Consumption Expenditures (Billions of $1972) 

Mean Absolute 
Quar- Percent Error Mean Percent Error t-(Mean Percent Error) Theil U 
ters 
Ahead A" A* B' Cr  A" A* B' C' A" A' B' C' A" A' B' C' 

Within-Sample 

1 4.68 5.11 4.36 4.68 -2.15 -.73 -1.45 -1.88 -1.33 -.41 u.97 -1.21 .57 .58 .51 .54 
2 6.68 7.17 6.61 6.90 -4.13 -2.49 -3.85 -4.28 -1.77 -.99 -1.80 -1.86 .47 .46 .43 .47 
3 8.05 9.19 8.62 9.17 -3.20 -4.34 -6.59 -6.97 -1.12 -1.40 -2.47 -2.36 .38 .42 .42 .45 
4 8.65 11.14 10.77 11.46 -5.54 -6.45 -9.91 -10.19 -1.84 -1.88 -3.36 -3.02 .34 .39 .41 .45 
6 12.40 16.17 18.31 18.32 -7.26 -7.39 -13.74 -13.68 -1.82 -1.42 -2.94 -2,71 .33 .41 .45 .47 
8 16.34 20.87 22.60 22.99 -6.48 -4.78 -14.92 -14.45 -1.33 -.72 -2.50 -2.29 .33 .42 .47 .48 

Postsample 

1 12.19 4.86 5.61 4.90 -11.30 -1.61 -1.86 -1.22 -3.44 -.62 -.67 -.46 1.62 .80 .86 .81 
2 14.03 10.51 10.09 9.51 -13.37 -1.04 -1.62 -1.22 -2.62 -.22 -.37 -.29 1.17 .75 .73 .68 
3 17.22 14.76 14.12 13.89 -12.88 -.99 -1.74 -1.63 -1.87 -.15 -.29 2.28 .96 .75 .69 .66 
4 20.16 19.23 16.29 16.36 -15.14 - .87 -1.21 -1.51 -1.84 -.11 -.18 -.23 .R7 .69 .59 .58 
6 29.87 25.30 20.06 20.36 -26.24 -7.76 -6.98 -8.06 -2.50 -.74 -.85 -.99 .81 .61 .48 .48 
8 39.60 25.49 19.88 20.35 -38.99 -16.00 -13.87 -15.56 -4.02 -1.62 -1.77 -2.02 .73 .48 .39 .40 

Combined 
. ... . . 

1 7.69 5.01 4.86 4.77 -5.81 -1.08 -1.61 -1.62 -3.08 -.75 -1.17 -1.18 1.04 .66 .64 .64 
2 9.62 8.51 8.W 7.94 -7.83 -1.91 -2.96 -3.05 -3.W -.83 -1.39 -1.44 .78 .58 .55 .55 
3 11.72 11.42 10.82 11.06 -7.07 -3.00 -4.65 -4.83 -2.13 -.95 -1.64 -1.68 .64 .56 -52 -53 
4 13.25 14.37 12.98 13.42 -9.38 -4.22 -6.43 -6.71 -2.48 -1.13 -1.95 -1.98 .58 .51 .48 .50 
6 19.38 19.82 19.01 19.14 -14.85 -7.54 -11.03 -11.43 -2.90 -1.49 -2.60 -2.63 .57 .50 .46 .47 
8 25.64 22.71 21.51 21.93 -19.48 -9.27 -14.50 -14.89 -3.27 -1.66 -3.13 -3.13 .56 .45 .43 -44 



F. Fixed Nonresidential Investment (Billions of $1972) w 
01 
4 

Mean Absolute 
Quar- Percent Error Mean Percent Error (-(Mean Percent Error) Theil U 
ters 
Ahead A" A' B' C' A" A' B' C' A" A' B' C' A" A' B' C' 

Within-Sample 

1 2.87 1.59 1.44 1.42 2.47 -.36 -.24 -.25 3.68 -.66 -.49 -.52 1.11 .62 .54 .53 
2 2.66 2.44 2.10 2.10 1.45 -.72 -.65 -.68 1.68 - .80 -.84 -.90 .58 .55 .47 .47 
3 2.97 3.23 2.42 2.46 -1.08 -1.19 -1.37 -1.44 -1.10 -1.09 -1.74 -1.86 .44 .49 .37 .37 
4 3.47 4.06 2.48 2.54 -.45 -1.60 -2.22 -2.32 -.37 -1.12 -3.08 -3.35 .40 .49 .32 .32 
6 7.06 8.22 5.34 5.17 -.74 -.79 -2.69 -2.81 -.28 -.26 -1.42 -1.52 .58 .69 .46 .45 
8 10.70 11.63 8.89 8.84 .76 1.65 -1.39 -1.47 .20 .39 -.44 -.48 .68 .76 .56 .55 

Postsample 

1 4.55 2.68 2.26 2.28 4.09 1.52 1.14 1.15 3.16 1.44 1.31 1.30 1.39 .83 .67 .68 
2 7.36 5.86 4.18 4.20 3.88 2.88 3.08 3.07 1.38 1.19 1.95 1.97 1.13 .95 .70 .69 
3 11.01 10.03 6.72 6.70 1.99 4.10 5.92 5.87 .44 1.02 2.67 2.74 1.15 1.09 .79 .78 
4 15.25 14.49 9.18 9.05 2.39 4.74 9.18 9.05 .39 .84 3.54 3.63 1.25 1.20 .88 .86 
6 20.09 19.48 15.15 14.94 -1.93 3.76 15.15 14.94 -.24 .48 5.35 5.39 1.37 1.36 1.10 1.08 
8 20.39 21.01 18.93 18.78 -7.72 -.03 18.93 18.78 -.95 -.OO 6.22 6.43 1.52 1.48 1.37 1.35 

~ 

Combined 

1 3.54 2.03 1.76 1.77 3.12 .39 .32 .31 4.72 .70 .68 .66 1.26 .74 .61 .61 
2 4.54 3.81 2.93 2.94 2.42 .72 .84 .82 1.98 .63 .98 .95 .92 .79 .61 .60 
3 6.19 5.95 4.14 4.16 .15 .92 1.55 1.48 .08 .52 1.22 1.19 .90 .87 .64 .63 
4 8.18 8.23 5.16 5.14 .69 .93 2.34 2.23 .28 .38 1.39 1.35 .95 .93 .67 .66 
6 12.27 12.73 9.26 9.08 -1.22 1.03 4.44 4.29 -.36 .29 1.75 1.71 .99 1.02 .79 .78 
8 14.58 15.38 12.90 12.82 -2.63 .98 6.74 6.63 -.66 .24 2.13 2.12 1.01 1.03 .88 .87 



Table 7.6 (continued) 
G. Residential Investment (Billions of $1972) 

Mean Absolute 
Quar- Percent Error Mean Percent Error t-(Mean Percent Error) Theil U 
ters 
Ahead A" A' B' C' A" A' B' C' A" A' B' C' A" A' B' C' 

Within-Sample 

1 1.55 1.49 1.23 1.24 -1.53 -.87 -.67 -.66 -4.22 -1.93 -1.66 -1.62 .71 .63 .54 5 4  
2 3.67 3.63 3.30 3.31 -2.14 -1.50 -1.16 -1.12 -2.09 -1.33 -1.07 -1.03 .74 .74 .70 .70 
3 5.23 5.58 5.31 5.32 -1.79 -1.71 -1.22 -1.16 -1.11 -.98 -.71 -.67 .73 .78 .75 .76 
4 6.51 6.81 6.73 6.76 -1.78 -1.50 -.84 -.78 -.86 -.68 -.38 -.35 .72 .76 .75 .75 
6 8.67 8.99 9.12 9.13 .33 .38 1.30 1.36 .12 .13 .44 .46 .68 .71 .72 .72 
8 10.12 10.68 11.03 11.02 3.20 3.37 4.46 4.52 1.00 .98 1.30 1.32 .68 .73 .75 .75 

Postsample 
~ ~~ ~ ~ 

1 1.34 2.90 2.63 2.60 .36 2.90 2.63 2.60 .63 6.00 5.31 5.32 .55 1.12 1.04 1.03 
2 3.21 4.52 4.05 3.97 1.54 4.52 4.05 3.97 1.19 4.72 4.72 4.77 .73 1.01 .90 .88 
3 4.94 5.56 4.92 4.83 2.82 5.56 4.92 4.83 1.50 3.71 3.56 3.56 .81 .97 .87 3 6  
4 5.94 6.59 5.86 5.75 2.99 6.18 5.49 5.40 1.27 3.06 2.89 2.88 .82 .97 .89 .87 
6 7.04 6.97 6.45 6.35 1.97 5.46 4.93 4.83 .68 2.08 1.97 1.95 .77 .87 .81 .80 
8 7.40 6.64 6.36 6.28 -1.43 1.90 1.70 1.61 -.47 .69 .65 .62 .64 .59 .57 .56 

Combined 

1 1.47 2.05 1.79 1.79 -.78 .64 .65 .65 -2.07 1.20 1.35 1.35 .65 .86 .79 .78 
2 3.49 3.98 3.60 3.58 -.67 .91 .92 .91 -,76 .89 .99 .99 .74 .85 .78 .77 
3 5.11 5.57 5.15 5.13 .05 1.20 1.24 1.23 .04 3 3  .92 .93 .76 .85 30 3 0  
4 6.28 6.72 6.38 6.35 .13 1.57 1.69 1.69 .08 .90 1.03 1.03 .75 .83 .79 .79 
6 8.02 8.18 8.05 8.02 .98 2.41 2.75 2.75 .49 1.15 1.35 1.36 .71 .76 .74 .74 
8 9.03 9.06 9.16 9.12 1.35 2.78 3.36 3.36 .59 1.22 1.47 1.48 .67 .69 .70 .70 



H. Change in Business Inventories (Billions of $1972) w 
3 

Mean Absolute 
Quar- Percent Error Mean Percent Error t-(Mean Percent Error) Theil U 
ters 
Ahead A" A' B' C' A" A' 8' C' A" A' B' C' A" A' B' C' 

~ ~~~~ ~~ ~ 

Within-Sample 

1 3.08 2.95 2.90 2.86 -1.88 -.30 .93 .98 -1.69 -.30 .97 1.04 .96 .77 .76 .75 
2 3.45 2.97 2.37 2.38 .24 -.06 .68 .60 .21 -.06 .82 .73 .74 .65 .55 .53 
3 3.99 3.00 2.76 2.88 2.61 .47 .22 .09 2.27 .44 .22 .09 .79 .61 .57 .58 

6 6.73 6.91 5.32 5.41 3.37 2.81 .84 .74 1.21 .91 .32 .29 .80 .86 .71 .70 
8 8.30 8.42 6.91 7.01 6.33 5.79 3.60 3.55 2.12 1.72 1.16 1.14 .75 .80 .69 .69 

4 5.21 4.47 3.48 3.66 3.37 1.04 .07 -.06 2.02 .65 .05 -.05 .93 .77 .62 .62 

Postsample 

1 5.93 5.59 5.11 5.06 -.29 .98 1.24 1.17 -.G9 .39 .58 .55 .64 .52 .45 .44 
2 10.02 8.93 8.00 7.46 2.28 2.97 5.16 4.11 .54 .76 1.37 1.16 .71 .68 .70 .64 
3 11.74 11.44 10.82 9.80 3.35 3.34 6.63 5.11 .64 .65 1.44 1.10 .79 .77 .76 .73 
4 12.78 13.07 11.77 11.29 1.92 2.92 6.63 4.91 .34 .SO 1.32 .93 .70 .73 .68 .68 
6 10.94 10.54 7.99 9.59 -2.75 .71 5.05 3.36 -.63 .16 1.39 .75 .59 .60 .54 .61 
8 10.30 8.03 4.99 5.35 -7.86 -4.60 .06 -1.28 -2.58 -1.42 .03 -.52 .63 .55 .36 .37 

Combined 

1 4.22 4.01 3.78 3.74 -1.25 .21 1.05 1.05 -.91 .18 1.06 1.08 .69 .56 .50 .SO 
2 6.08 5.35 4.62 4.41 1.05 1.15 2.47 2.00 .60 .70 1.54 1.34 .72 .67 .68 .63 
3 7.09 6.38 5.98 5.65 2.91 1.61 2.78 2.10 1.36 .77 1.40 1.07 .79 .75 .74 .72 
4 8.23 7.91 6.80 6.71 2.79 1.79 2.69 1.93 1.17 .73 1.23 .86 .73 .73 .68 .67 
6 8.41 8.36 6.39 7.08 .92 1.97 2.52 1.79 .38 .77 1.17 .77 .67 .70 .61 .64 
8 9.10 8.27 6.14 6.34 .65 1.63 2.18 1.62 .25 .62 1.05 .76 .70 .70 .57 .57 



Table 7.6 (continued) 
I. Imports (Billions of $1972) rt: 

0 

Mean Absolute 
Quar- Percent Error Mean Percent Error t-(Mean Percent Error) Theil U 
ters 
Ahead A” A‘ B‘ C‘ A” A’ B’ C‘ A” A‘ B’ C’ A” A‘ B‘ C‘ 

Within-Sample 

1 2.04 1.98 1.94 2.00 -.90 -1.81 -1.85 -1.92 -1.38 -3.13 -3.20 -3.39 .60 .68 .69 .69 
2 2.66 2.90 2.93 3.01 -1.83 -2.82 -2.93 -3.00 -2.38 -4.34 -4.60 -4.88 .65 .74 .75 .76 
3 2.89 3.85 4.10 4.17 -1.74 -3.85 -4.10 -4.17 -2.00 -5.92 -6.54 -6.62 .65 .84 .88 .89 
4 3.06 5.13 5.56 5.61 -2.24 -5.13 -5.56 -5.61 -2.44 -8.36 -9.33 -8.97 .59 .87 .92 .94 
6 3.80 7.24 8.06 8.07 -3.80 -7.24 -8.06 -8.07 -5.04 -9.67 -10.46 -10.19 .53 .90 .99 1.00 
8 4.96 8.92 9.51 9.46 -3.14 -7.31 -8.65 -8.60 -2.46 -4.20 -5.35 -5.32 .46 .81 .88 .88 

Postsample 

1 1.92 3.11 3.10 3.23 1.92 -.18 -.14 -.04 2.71 -.14 - . lo  -.03 .66 .87 .86 .89 
2 2.77 4.34 4.34 4.31 1.34 .05 .15 .19 1.08 .02 .08 .10 .49 .70 .70 .69 
3 3.75 5.05 4.97 4.77 1.54 .38 .57 .55 .90 .17 .24 .24 S O  .64 .66 .64 
4 4.06 5.14 5.01 4.80 1.28 .81 1.18 1.09 .71 .36 .51 .49 .43 .53 .55 .53 
6 3.49 4.20 3.47 3.25 .45 .78 1.61 1.40 .31 .46 1.28 1.15 .28 .33 .27 .25 
8 3.52 3.44 2.43 2.50 -2.93 -2.69 -1.29 -1.59 -2.37 -1.91 -1.22 -1.65 .30 .31 .21 .20 

Combined 

1 1.99 2.43 2.41 2.49 .23 -1.16 -1.17 -1.17 .40 -1.81 -1.82 -1.78 .63 .76 .76 .78 
2 2.70 3.48 3.50 3.53 -.56 -1.67 -1.70 -1.73 -.75 -1.89 -1.91 -1.95 .56 .71 .72 .72 
3 3.23 4.33 4.45 4.41 -.43 -2.16 -2.23 -2.28 -.47 -2.01 -2.02 -2.08 .55 .71 .73 .73 
4 3.46 5.14 5.34 5.29 -.83 -2.76 -2.86 -2.93 -.86 -2.38 -2.35 -2.44 .49 .66 .69 .69 
6 3.68 6.02 6.23 6.14 -2.10 -4.03 -4.19 -4.28 -2.45 -3.38 -3.29 -3.42 .39 .60 .64 .63 
8 4.38 6.73 6.67 6.68 -3.06 -5.46 -5.71 -5.79 -3.43 -4.30 -4.31 -4.49 .38 .60 .63 .63 



J. Personal Income-Percent Errors w 
2 

Mean Absolute 
Quar- Percent Error Mean Percent Error t-(Mean Percent Error) Theil U 
ters 
Ahead A" A' B' C' A" A' B' C' A" A' B' C' A" A' B' C' 

Within-Sample 

1 .44 .21 .26 .27 -.41 -.06 -.15 -.16 -3.23 -.80 -1.70 -1.73 .23 .10 .13 .14 
2 .74 .42 .46 .51 -.70 -.25 -.39 -.42 -3.02 -1.76 -2.69 -2.62 .22 .11 .13 .14 
3 .93 .56 .78 .80 - .92 -.49 -.77 -.80 -3.38 -2.92 -4.37 -3.98 .18 . I1  .14 .1S 
1 1.48 .79 1.23 1.26 -1.48 -.79 -1.23 -1.26 -5.39 -4.75 -6.91 -5.98 . l S  .10 .14 .IS 
6 2.21 1.35 1.96 1.48 -2.21 -1.16 -1.96 -1.98 -9.37 -4 .M -7.95 -7.65 . I 7  - 1 1  .15 ,115 
8 3.15 1.53 2.64 2.63 -3.15 -1.38 -2.64 -2.63 -13.18 -4.26 -10.36 -10.34 .18 .10 .15 .15 

Postsample 

1 1.99 .77 .83 .83 - 1 . 9  -.45 -.56 - . 5 5  -4.06 -1.48 -1.85 -1.81 1.02 .40 .42 .41 
2 2.47 1.49 1.53 1.46 -2.45 -.50 -.61 -.66 -3.64 -.82 -1.05 -1.20 ,615 .37 ,315 .35 
3 2.91 1.91 1.89 1.83 -2.90 -.71 -.77 -.86 -3.33 -.85 -1.05 -1.22 ,557 .34 .31 .31 
4 3.59 2.22 1.91 1.94 -3.59 -1.05 -.Y8 -1.09 -3.57 -1.07 -1.25 -1.43 .51 .32 .26 .26 
6 5.57 2.85 2.30 2.40 -5.57 -2.65 -2.09 -2.23 -4.80 -2.29 -2.69 -2.95 .49 .31 .23 .23 
8 8.25 4.81 3.58 3.72 -8.25 -4.81 -3.58 -3.72 -7.88 -4.52 -4.89 -5.27 .51 .32 .24 .24 

Combined 

1 1.06 .43 .49 .49 -1.04 -.22 -.31 -.31 -3.87 -1.63 -2.31 -2.32 .64 .25 .27 .27 
2 1.44 .85 .89 .89 -1.40 -.35 -.48 -.52 -3.97 -1.40 -2.00 -2.20 .44 .24 .24 .24 
3 1.72 1.10 1.22 1.21 -1.71 - . 5 8  -.77 -.82 -3.97 -1.73 -2.57 -2.79 .37 .23 .22 .22 
4 2.32 1.37 1.50 1.53 -2.32 -.XI -1.13 -1.19 -4.82 -2.30 -3.54 -3.74 .34 .21 .20 .20 
6 3 . 9  1.9s 2.09 2.14 -3.55 -1.75 -2.01 -2.m -5.92 -3.48 - 6 m  -6.31 .33 .21 .ix .i9 
8 5.19 2.84 3.02 3.07 -5.19 -2.75 -3.02 -3.07 -7.28 -4.63 -8.98 -9.22 .34 .21 .19 .19 



Table 7.6 (continued) 
w 
4 
t 4  

K. Corporate Profits and WA-Percent Errors 

Mean Absolute 
Quar- Percent Error Mean Percent Error &(Mean Percent Error) Theil U 
ters 
Ahead A" A' B' C' A" A' B C' A" A' B' C' A" A' 8' C' 

Within-Sample 

1 6.09 4.46 3.61 3.93 2.44 -.07 1.98 1.79 1.17 -.04 1.36 1.16 1.48 1.08 1.05 1.09 
2 9.78 7.26 5.69 6.17 6.24 .43 2.26 2.00 1.94 .16 1.14 .94 1.62 1.13 .91 .96 
3 13.39 10.97 8.21 8.91 8.13 1.58 2.89 2.62 1.75 .41 1.10 .93 1.78 1.30 .93 .99 
4 17.73 15.46 12.04 12.88 12.40 3.81 4.93 4.71 1.98 .72 1.31 1.19 1.89 1.41 1.04 1.08 
6 25.36 23.i7 19.26 20.26 20.39 9.36 11.32 11.28 2.64 1.24 1.94 1.86 1.92 1.57 1.32 1.35 
8 24.92 22.23 20.97 22.13 19.52 10.68 14.95 15.16 2.66 1.47 2.35 2.26 1.67 1.42 1.39 1.45 

Postsample 

1 14.59 7.02 7.36 7.22 9.54 -4.29 -2.92 -2.71 1.77 -1.41 -.89 -.84 1.76 .94 .94 .92 
2 20.28 14.08 10.18 10.81 9.27 -3.75 1.08 .08 1.15 -.66 .24 .M 1.39 .93 .73 .80 
3 24.09 19.62 12.76 13.81 4.85 -4.39 2.54 1.14 .50 -.57 .46 .18 1.16 .93 .66 .73 
4 23.72 21.40 12.35 14.02 -.55 -7.07 1.85 .24 -.06 -.88 .35 .04 .96 .84 .52 .60 
6 18.08 18.00 8.19 10.84 -13.01 -15.49 -1.79 -3.45 -2.23 -3.09 -.48 -.73 .65 .66 .32 .42 
8 21.73 20.56 7.29 8.87 -21.73 -20.56 -3.17 -4.75 -7.28 -8.39 -1.16 -1.51 .64 .60 .22 .26 

Combined 

1 9.49 5.48 5.11 5.25 5.28 -1.75 .02 -.01 2.08 -1.11 .01 -.01 1.68 .98 .97 .97 
2 13.98 9.99 7.48 8.02 7.45 -1.24 1.79 1.23 2.05 -.46 .85 .53 1.45 .98 .77 .84 
3 17.67 14.43 10.03 10.87 6.81 -.81 2.75 2.03 1.47 -.22 1.04 .70 1.32 1.02 .73 .80 
4 20.13 17.54 12.16 13.34 7.22 -.55 3.70 2.92 1.33 -.I2 1.23 .88 1.27 1.02 .70 .76 
6 22.45 21.10 14.83 16.49 7.03 -.58 6.08 5.39 1.11 - . lo  1.52 1.24 1.20 1.03 .78 .83 
8 23.65 21.56 15.50 16.83 3.02 -1.82 7.70 7.20 .47 -.32 1.75 1.53 1.05 .91 .76 .80 



w 
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L. Gross National Product, Constant Dollars-Percent Change (Annual Rate) 

Mean Absolute 
Quar- Percent Error Mean Percent Error &(Mean Percent Error) Theil U 
ters 
Ahead A" A' 8' C' A" A' B' C' A" A' B' C' A" A' B' C' 

Within-Sample 

1 2.04 2.24 1.65 1.74 -.01 -.37 -.04 -.16 -.01 -.48 -.06 -.24 .41 .45 .34 .37 
2 1.87 2.07 1.78 1.79 -.23 -.55 -.86 -.91 p.36 -.72 -1.27 -1.32 .40 .48 .45 .45 
3 1.61 2.04 1.62 1.68 -.31 -.41 -1.01 -1.02 -.52 -.53 -1.64 -1.57 .37 .49 .43 .45 
4 1.63 2.17 1.94 2.00 -.33 -.23 -.91 -.88 -.55 -.29 -1.30 -1.20 .38 .50 .46 .48 
6 2.47 3.07 2.84 2.89 .98 1.47 .71 .77 .94 1.26 .62 .68 .63 .73 .67 .68 
8 2.84 3.22 2.76 2.81 .83 1.51 .81 .88 .69 1.25 .71 .77 .67 .70 .63 .64 

Postsample 
~ ~ 

.79 .69 .68 1 3.23 3.91 3.24 3.38 .74 1.18 .99 1.14 .49 .67 .64 .76 .67 
2 4.60 5.86 5.46 5.29 .OO 1.63 2.32 1.88 .OO .66 1.09 .86 .90 1.00 .90 .89 
3 5.06 5.67 4.76 4.70 -.86 .62 1.40 1.13 -.37 .25 .70 .55 .91 .94 .79 .81 
4 4.90 5.05 4.14 4.23 -1.40 .01 1.09 .88 -.63 .OO .58 .46 .88 .86 .74 .75 
6 4.35 3.86 3.56 3.58 -4.28 -3.00 -1.55 -1.61 -2.99 -2.04 -1.08 -1.11 .90 .78 .65 .66 
8 3.37 2.79 2.10 2.11 -3.32 -2.44 -1.06 -1.05 -2.79 -2.23 -1.00 -1.01 .83 .68 .54 .53 

Combined 

1 2.52 2.91 2.29 2.39 .29 .25 .37 .36 .40 .30 .53 .51 .53 .61 .51 .52 
2 2.96 3.59 3.25 3.19 -.14 .32 .41 .21 -.14 .30 .42 .21 .70 .79 .72 .71 
3 2.99 3.49 2.88 2.89 -.53 .OO -.05 -.16 -.55 .OO -.06 -.17 .71 .76 .64 .66 
4 2.94 3.32 2.82 2.89 -.75 -.14 -.11 -.18 -.81 -.14 -.13 -.20 .68 .71 .62 .64 
6 3.22 3.38 3.13 3.17 -1.12 -.32 -.20 -.18 -1.11 -.31 -.22 -.20 .76 .75 .66 .67 
8 3.05 3.05 2.50 2.53 -.83 -.07 .06 . l l  -.86 -.07 .08 .13 .73 .70 .60 .60 



Table 7.6 (continued) 
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M. Implicit hice Deflator for GNP-Percwt Change (Annual Rate) 

Mean Absolute 
Quar- Percent Error Mean Percent Error r-(Mean Percent Error) Theil U 
ters 
Ahead A" A' B' C' A" A' B C' A" A' B' C' A" A' B' C' 

Within-Sample 

1 .99 .65 .71 .71 .IS -.07 .20 .20 .40 - .29 .87 .87 .21 .13 .14 .14 
2 1.00 .43 .48 .48 -.39 -.16 -.02 -.04 -1.07 -1.15 -.12 u.21 .21 .08 .09 .09 
3 .9S .69 .85 .84 -.02 -.4$ -.32 -.33 - .04 -1.42 - .82  -.84 .22 .18 .20 .20 
4 1.35 .94 1.00 .99 -.70 -.76 -.50 -.51 -1.29 -1.87 -1.10 -1.12 .26 .21 .21 2 1  
6 2.50 1.81 1.81 1.79 -2.13 -1.71 -1.27 -1.28 -2.67 -2.50 -1.77 -1.78 .40 .33 .31 .31 
8 4.01 2.29 2.10 2.09 -3.90 -2.29 -1.77 -1.77 -5.05 -3.44 -2.58 -2.59 .52 .36 .32 .32 

Postsample 

1 3.64 3.82 3.27 3.27 -2.93 -3.82 -3.27 -3.27 -2.99 -6.79 -6.35 -6.35 .41 .43 .37 .37 
2 2.56 2.12 2.00 1.78 -2.56 -2.12 -1.48 -1.63 -3.71 -3.45 -2.02 -2.48 .34 .29 .26 .26 
3 1.89 2.07 1.78 1.72 -1.86 -2.07 -1.46 -1.53 -2.39 -2.93 -1.85 -2.01 .33 .33 .30 .30 
4 2.16 2.12 1.57 1.60 -2.16 -2.12 -1.53 -1.56 -2.64 -2.85 -1.89 -1.93 .40 .38 .35 .35 
6 2.25 2.00 1.26 1.24 -2.25 -2.00 -1.26 -1.23 -6.23 -5.94 -3.47 -3.33 .44 .39 .28 .28 
8 3.61 2.42 1.49 1.45 -3.61 -2.42 -1.49 -1.45 -15.54 -10.57 -4.92 -4.77 .66 .45 .30 .30 

Combined 

1 2.05 1.92 1.73 1.74 -1.08 -1.57 -1.19 -1,19 -1.95 -3.18 -2.59 -2.59 .35 .3S .31 .31 
2 1.62 1.11 1.09 1.00 -1.26 -.95 -.60 -.67 -3.00 -2.84 -1.77 -2.07 .30 .23 .21 .21 
3 1.33 1.24 1.22 1.20 -.76 -1.11 -.78 -.81 -1.69 -2.93 -1.93 -2.04 .28 .27 .26 .26 
4 1.67 1.41 1.23 1.24 -1.28 -1.31 -.91 -.93 -2.69 -3.24 -2.14 -2.18 .33 .29 .28 .28 
6 2.40 1.88 1.59 1.57 -2.18 -1.82 -1.27 -1.26 -4.43 -4.30 -2.83 -2.83 .41 .34 .31 .31 
8 3.85 2.34 1.86 1.84 -3.78 -2.34 -1.66 -1.64 -8.14 -5.81 -3.93 -3.91 .55 .38 .32 .32 



N. Unemployment Rate (Percent) w 
4 
ul 

Mean Absolute 
Quar- Percent Error Mean Percent Error f-(Mean Percent Error) Theil U 
ters 
Ahead A" A' B' C' A" A' B' C' A" A' B' C' A" A' B' C' 

Within-Sample 

1 .32 .20 .17 .18 .26 .13 .09 .10 2.67 2.11 1.69 1.75 2.60 1.53 1.31 1.36 
2 .59 .36 .27 .28 .52 .28 .22 .24 3.24 2.89 2.51 2.62 2.44 1.40 1.23 1.27 
3 .87 .56 .50 .52 .81 .48 .44 .46 4.54 3.95 4.13 4.16 2.46 1.52 1.38 1.43 
4 1.17 .74 .70 .72 1.16 .69 .70 .71 6.74 5.51 7.26 7.19 2.38 1.48 1.41 1.45 
6 1.70 1.05 1.09 1.09 1.51 .78 .92 .93 5.32 2.96 4.43 4.68 1.35 .89 .87 .87 
8 1.86 1.25 1.28 1.28 1.48 .61 .95 .94 3.65 1.66 3.03 3.10 1.01 .68 .71 .70 

Postsample 

1 .46 .53 .53 .53 .oo .07 .12 .ll .01 .29 .52 .50 .73 .78 .77 .77 
2 1.08 1.14 1.20 1.16 .05 -.01 .09 .12 .10 -.03 .18 .26 .84 .89 .91 3 7  
3 1.40 1.46 1.47 1.42 .14 -.07 .08 .14 .23 -.12 .13 .22 .83 .86 3 6  3 3  
4 1.61 1.68 1.65 1.58 .23 -.09 .07 .14 .35 -.13 . l l  .21 .77 .80 .78 .77 
6 1.78 1.75 1.51 1.56 .98 .48 .57 .65 1.41 .67 .93 1.04 .87 .82 .72 .73 
8 2.18 1.69 1.50 1.58 2.12 1.47 1.43 1.52 3.43 2.25 2.65 2.82 1.24 1.05 .94 .96 

Combined 

1 .37 .33 .32 .32 .16 .ll .10 .ll 1.48 1.09 1.12 1.13 .94 .84 .81 3 2  
2 .79 .67 .64 .63 .33 .16 .17 .19 1.59 .82 .87 1.02 1.02 .93 .93 .90 
3 1.08 .92 .89 .88 .54 .26 .30 .33 2.05 1.00 1.19 1.35 1.01 .91 .90 .88 
4 1.35 1.11 1.08 1.07 .79 .38 .45 .48 2.68 1.31 1.64 1.80 1.00 .87 .84 3 4  
6 1.73 1.33 1.26 1.28 1.29 .66 .78 .82 4.05 2.07 2.91 3.06 1.04 .84 .77 .78 
8 1.99 1.43 1.37 1.40 1.74 .95 1.14 1.17 5.04 2.77 4.03 4.17 1.11 .86 .82 .82 



Table 7.6 (continued) 
w 
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0. Three-Month Treasury Bill Rate (Percent) 

Mean Absolute 
Percent Error Mean Percent Error [-(Mean Percent Error) Theil U Quar- 

ters 
Ahead A" A' B' C' A" A' B' C' A" A' B' C' A' A' B' C' 

Within-Sample 

1 .56 .57 .60 .60 -.05 -.07 - . lo  -.14 -.26 -.33 -.49 -.65 .71 .72 .76 .78 
2 .63 .64 .67 .68 -.11 -.13 -.21 -.25 -.50 -.56 -.86 -1.05 .56 .58 .62 .63 
3 .68 .71 .73 .73 -.13 -.14 -.27 -.32 -.52 -.54 -1.06 -1.24 .52 .53 .56 .58 
4 .88 .90 .94 .95 -.01 -.01 -.19 -.23 -.02 -.02 -.56 -.68 .55 .56 .57 .58 
6 1.03 1.07 1.11 1.16 .OO .06 -.20 -.23 .OO .14 -.53 -.60 .46 .48 .47 .49 
8 1.04 1.06 1.09 1.17 -.08 .06 -.23 -.26 -.26 .19 -.69 -.72 .38 .40 .40 .43 

Postsample 
~ 

1 .71 .71 .85 .91 .43 .43 .57 .62 1.27 1.34 1.61 1.68 1.26 1.21 1.38 1.46 
2 .92 .93 .97 1.00 .62 .70 .88 .91 1.67 1.90 2.40 2.42 .89 .92 1.00 1.03 
3 .96 .95 1.12 1.15 .76 .90 1.12 1.15 2.09 2.54 3.61 3.52 .83 .88 .94 .97 
4 .87 .98 1.15 1.14 .65 .86 1.11 1.12 2.00 2.63 3.84 3.77 .69 .79 3 7  .89 
6 1.10 1.29 1.33 1.30 .33 .69 1.03 1.02 .77 1.46 2.35 2.35 .63 .75 .81 .81 
8 1.27 1.45 1.41 1.43 .08 .56 1.00 1.00 .15 .99 2.01 1.97 .69 .81 .85 3 6  

Combined 

1 .62 .63 .70 .72 .14 .13 .16 .16 .76 .73 .82 .78 .92 .91 1.00 1.05 
2 .74 .75 .79 .81 .18 .20 .23 .21 .86 .94 .97 .87 .71 .73 .79 .81 
3 .79 .81 .89 .90 .23 .28 .29 .27 1.01 1.19 1.15 1.03 .65 .68 .72 .74 
4 .88 .93 1.02 1.03 .26 .34 .33 .31 1.06 1.35 1.24 1.13 .60 .64 .67 .69 
6 1.06 1.16 1.20 1.21 .13 .31 .29 .27 .48 1.04 .95 3 6  .51 .56 .57 .59 
8 1.13 1.22 1.22 1.27 -.02 .26 .26 .25 -.07 .87 .85 .77 .47 .53 .54 .56 



P. Corporate Bonds Yield (Percent) w 
4 
4 

Mean Absolute 
Percent Error Mean Percent Error t-(Mean Percent Error) Theil U Quar- 

ters 
Ahead A" A' B' C' A" A' B' C' A" A' B' C' A" A' B' C' 

Within-Sample 

1 .18 .18 .19 .19 -.01 -.01 -.02 -.03 -.07 -.12 -.23 -.35 1.01 1.00 1.02 1.03 
2 .17 .18 .19 .20 -.03 -.03 -.05 -.07 -.41 -.46 -.71 -.87 .86 .87 .91 .92 
3 .18 .19 .21 .21 -.04 -.04 -.08 -.09 -.50 -.54 -1.00 -1.20 .65 .66 .70 .72 
4 .23 .23 .26 .28 -.05 -.05 -.11 -.12 -.48 -.51 -1.06 -1.25 .52 .52 .55 .56 
6 .26 .26 .32 .32 -.11 -.lo -.20 -.23 -1.04 -.94 -1.90 -2.14 .35 .35 .39 .41 
8 .28 .30 .35 .36 -.12 -.08 -.24 -.27 -1.11 -.72 -2.06 -2.29 .31 .31 .36 .37 

Postsample 

1 .25 .25 .26 .27 .10 .10 .13 .15 .79 .77 .97 1.05 1.05 1.07 1.14 1.18 
2 .38 .39 .39 .39 .10 .12 .16 .17 .53 .62 .82 3 7  .83 .85 .90 .90 
3 .42 .42 .43 .43 .10 .14 .20 .22 .47 .63 .89 .95 .77 .79 .85 .84 
4 .49 .52 .54 .53 .12 .18 .27 .28 S O  .72 1.02 1.08 .84 .88 .97 .96 
6 .62 .68 .69 .68 .15 .28 .44 .45 .51 .90 1.36 1.43 1.05 1.14 1.25 1.23 
8 .68 .77 .83 .82 .08 .30 .54 .55 .26 .87 1.55 1.63 1.22 1.38 1.52 1.50 

Combined 
~ ~~ 

1 .20 .21 .21 .22 .04 .04 .04 .04 .56 .53 .61 .60 1.03 1.04 1.09 1.12 
2 .26 .26 .27 .28 .02 .03 .03 .03 .25 .30 .35 .31 .84 .85 .90 .91 
3 .28 .28 .30 .30 .02 .03 .04 .03 .20 .32 .34 .29 .74 .75 .81 .81 
4 .33 .34 .37 .38 .02 .04 .05 .04 .18 .37 .37 .31 .70 .73 .79 .79 
6 .40 .43 .47 .47 -.00 .05 .05 .04 -.03 .38 .35 .28 .62 .67 .73 .73 
8 .44 .49 .54 .54 -.04 .07 .07 .06 -.29 .45 .41 .34 .57 .63 .70 ' .70 
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Notes 

1. The model has since undergone substantial modification and enlargement. However, 
use of a pre-benchmark version of the model, rather than a more recent version containing 
structural improvements that derive from both improvements in knowledge or methodol-
ogy and the benefit of additional hindsight, was necessary because it would be impossible to 
sort out the changes in specification that have occurred in response to data revisions—an 
element that is the subject of testing in this study. 

2. The related question of how information concerning biases in preliminary relative to 
revised data can be used to improved predictive accuracy has been recently investigated by 
Howrey (1978). 

3. Cole (1969) also evaluated ex ante business forecasts for the effects on accuracy of 
errors in unrevised data. 

4. More precisely, equations for income components are adjusted by amounts such that 
on re-solving the model the excess discrepancy is eUminated. 

5. Duggal, Klein, and McCarthy (1976) contains an explanation of this view as it pertains 
to the Wharton quarterly model. 

6. A description of the definitional and classification revisions is found in Bureau of 
Economic Analysis (1976). This article also contains a summary table of the amounts of 
these revisions on an annual basis for several postwar years. 

7. These series were interest paid by consumers to business, net interest paid by the 
federal government, net interest paid by state and local governments, corporate profits 
federal tax Habihty, corporate dividends, federal government transfer payments, and state 
and local government transfer payments. 

8. For a description of this program and its theoretical basis, see McGeary (1977). 
9. These series are personal consumption expenditures for automobiles, furniture and 

equipment, housing services, and other services. 
10. Sixteen equations (included in the tabulation) had no NIPA series as either explana-

tory or dependent variables. The parameters of these equations were thus the same in all 
three models used in this study. 

11. There are several reasons for the varying sample periods in the original model. The 
equations whose sample periods ended in 1972-IV had problems when the sample periods 
were extended. Equations whose sample periods extended through 1974-1V had been 
respecified and reestimated during the second half of 1975. The "other" equations had 
sample periods which began after 1955-1 due to the unavailabihty of data in the early years. 

12. The table is set up in terms of relative changes in the absolute values of parameters: 
e.g., a parameter which is estimated as -1.0 in model A and -1.1 in model B would be said 
to have increased 10%. Also, the table takes into account the fact that parameter increases 
are bounded by 0 and infinity, while decreases are bounded by 0 and minus 100%. The % 
decrease intervals were calculated by the formula 

where X is the corresponding increase interval boundary (expressed in decimal form). 
Hence, e.g., the interval 0 to -4.8% corresponds to the positive interval 0 to 5.0%. 

13. Cole also found that sets of considerably different coefficients are associated with the 
same long-run marginal propensity to consume (Cole 1969, pp. 75-77). 

14. In the PCE for other durables equation, the wealth variable was dropped rather than 
the income variable. In the thrift institution deposits equation, it was necessary to substitute 
the 90-day Treasury bill rate for the commercial bank time deposit rate and to constrain the 
coefficient of this rate to be equal but of opposite sign to the savings and loan association 
deposit rate, 
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15. A more complete discussion of the methodology underlying the calculation of 
multipliers is found in Hirsch (1977). 

16. Changes of $5 billion rather than $1 biUion were used because of the nonconstancy of 
multipliers referred to above and because such amounts are more representative of reahstic 
changes. 

17. It was also used in a previous comparative study of predictive accuracy (Hirsch, 
Grimm, and Narasimham 1976). 

18. In order to avoid accounting inconsistencies, aggregate real magnitudes and price 
deflators were derived by adding (or weighting) components rather than by direct applica-
tion of scalar conversion factors to the aggregate measures. 

19. For an extended discussion of alternate measures of forecast deterioration, see 
McNees (1975). 

20. It should be noted that even the simulations beginning after the 1975-1 trough yielded 
poor predictions, in part because the use of the mechanical formula (eq. [12]) led to much 
more negative constant adjustments than would judgmental adjustments, because the latter 
would have given less weight to the anomalous residuals of the recession period. 

21. Using the Data Resources Inc. quarterly model, Eckstein (1978) estimates that the 
'̂energy crisis" contributed 1.7 percentage points to 1974's inflation rate and 1,9 percentage 

points to 1975's unemployment rate. 
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C o m m e n t Saul H . Hymans 

Let me begin by laying out the situation being confronted by Grimm and 
Hirsch. They have (1) an estimated macroeconometric model, the re-
spected BEA model of the U.S. Department of Commerce; (2) the data 
used to estimate the model; and (3) a massive revision of the data, 
including the original sample period and subsequent years. 

What interesting questions can be asked? The authors suggest that the 
following questions are of principal interest: 

1. Is the model robust to the data revision? That is, 
a) Do the new—and presumably better—data lead to large revi-

sions in estimated parameters and/or in specification? 
b) Do the new—and presumably better—data lead to large revi-

sions in the estimated dynamic properties of the model? 
2. Do the new—and presumably better—data lead to better within-

sample forecasts? 
a) Through improvement in estimation of initial conditions even 

without reestimating the model, or 
b) only if the model is reestimated? 

3. Question 2 repeated for postsample forecasts. 
These do indeed seem to be the right questions to ask; but the more one 
thinks about the questions, the harder they are to answer. The simplest 
question would seem to be: Do parameter values change much? But how 

Saul H. Hymans is with the Department of Economics, University of Michigan. 
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do we interpret ''much"? Are we looking for a statistically significant 
change? Do we even know how to test for statistical significance in the 
situation at hand? And suppose statistical significance does not coincide 
with substantive significance? Do we care if two estimated price elastici-
ties of - 2^2 and - 3 are different at a 5% significance level, or even a .5% 
level? How much do we care about individual coefficients when regres-
sors are not orthogonal? Suppose the old data suggest the following 
estimated dynamic consumption function: 

(1) C=.5yZ) + .4C_i, 

where C is consumption and YD is disposable income. Consider two 
alternative possibilities for the effects of data revision: 

(2) C = . 7 y D + .4C_i, 

(3) C = . 7 y D + .16C_i. 

There is an obvious sense in which (2) looks closer to (1) than (3) does. 
But we know that (2) would be rejected by the old data set whereas (3) 
might not be; that is, the estimated covariance matrix of coefficients 
would tell us to expect the coefficients of YD and C_ i to move in opposite 
directions. And indeed equations (1) and (3) have identical steady-state 
versions. The long-run multiplier properties of a stable linear model 
would be invariant to equations (1) and (3). 

All of this suggests that the authors were correct in resisting the 
temptation to focus great attention on the matter of individual parameter 
stabihty. Indeed, if some parameters do change, model stability in at least 
some useful senses fairly requires that quite a few parameters change. 

Studying the robustness of the model's multipHer properties strikes me 
as a far more fruitful venture, and the results displayed in tables 6.3 and 
6.5 of the paper are really quite fascinating. It appears that the big story in 
the model revision is that sometime during the second year following a 
perturbation the reestimated model (model B) begins to develop a much 
stronger price-level response than the original model (model A). In the 
experiment in which unborrowed reserves are increased (table 3), higher 
inflation begins to slow down real growth in the economy of model B 
relative to that of model A. That seems fairly clear, and the authors make 
some effort to trace down the source of the extra price-level response in 
model B. A clue to where the extra inflation comes from is in the behavior 
of the unemployment rate. Despite smaller real growth in model B, the 
unemployment rate is at the same level as in model A. Thus, productivity 
behavior must be worse in model B, which leads eventually to a higher 
inflation rate. Note that the lower productivity growth which appears to 
exist in model B must be purely a data-revision phenomenon, since 
model B has the same terminal estimation date as model A—1974.4 at the 
latest. 
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What about forecasting performance? The first conclusion which 
seems clear from the reported results is that the within-sample forecasting 
properties of the BEA system are better than the postsample forecasting 
properties. This is never a surprising conclusion; it's even predicted by 
theory whenever forecasting accuracy is measured by mean squared 
error-type statistics. Further, for reasons well-documented by the au-
thors, the post-1974 period is a particularly severe test of the system. 

As to whether model A with unrevised initial conditions (A"), or model 
A with revised initial conditions (A^), or model B wins the horse race— 
the answer is that for within-sample forecasting there is no simple verdict: 
A"" is unambiguously the worst at forecasting real GNP within sample for 
any horizon, A'' is unambiguously best at forecasting the price level, A'^ 
and B are about equally good or bad when A'' is either the best or the 
worst. The way I read the results, no reasonable aggregation would 
produce a significant ordering of the models—it's all in where and when 
you want to make your errors. 

The forecasting results are quite different for the postsample case. 
What distinguishes between the models in postsample forecasting is the 
time horizon. For two-year-ahead forecasts, the results are absolutely 
unambiguous: B is the best, '̂̂  is the second-best, and ^ " is the worst. 
That conclusion is independent of whether one gauges the forecast on 
real GNP, the rate of growth of real GNP, the price level, or the 
unemployment rate, and whether the gauge is absolute error, bias, or 
Theil's f/-statistic. The results are in the same direction for one-year-
ahead forecasts, though the weight of the evidence is not nearly so 
overwhelming as in the two-year-ahead case, and for some measures of 
accuracy and some variables the rank-ordering of the models would 
differ. For forecasting over a short horizon, one to two quarters ahead, 
there is simply no defensible rank ordering of the models, much as in the 
within-sample analysis. To be honest, as a model builder, I find the 
results of these forecasting experiments to be encouraging. 

Let me close with a criticism of what I find generally to be a solid and 
useful paper. I would like a more complete reporting and evaluation of 
the forecasting results. Error statistics are useful, but they can easily hide 
the richest information. The authors, for example, provide a very Hmited 
analysis of the question of which version of the model better traces a path 
that is quahtatively Uke the 1974-76 period. How about the matter of lead 
time and how well turning points are identified? Many important ques-
tions related to short-term dynamics could have been addressed and 
might well have provided more complete information regarding the value 
of an improved data base. 



8 The GNP Data 
Improvement Project 
(The Creamer Report) 

In 1973, the Statistical Policy Division of the Office of Management and 
Budget formed an advisory committee to investigate the quaUty and 
timeliness of the data underlying the national economic accounts and to 
make specific recommendations for data improvement. The late Daniel 
Creamer was chairman of the committee, which consisted of five outside 
experts and a small staff. * The committee issued a preliminary report in 
the fall of 1977 and a final report around the time of the Income and 
Wealth Conference in the spring of 1979.t That report—whether pre-
liminary or final is immaterial—was the subject of the last session of the 
conference. 

Since the report covers a vast amount of very detailed material pertain-
ing to the underlying statistics, it was decided to organize the session 
along lines of general interest to economists: the business cycle, long-
term growth, price measurement, and the flow-of-funds accounts of the 
Federal Reserve. Each brief critique is accompanied by a rejoinder from 
a member of the committee or from a person who assisted the committee. 
Also, Robert Parker, chief of the National Income and Wealth Division 
of the Bureau of Economic Analysis, was asked by the conference 
chairman to provide some remarks. 

*Other committee members were: Rosanne E. Cole, Edward F. Denison, Raymond W. 
Goldsmith, Alan Greenspan, and John W. Kendrick. 

tU.S. Department of Commerce, Office of Federal Statistical PoHcy and Standards, 
Gross National Product Data Improvement Project Report, Report of the Advisory Com-
mittee on Gross National Product Data Improvement (Washington, D.C.: Government 
Printing Office), 1977. 
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Overview and Business Cycle Perspective 
Morris Cohen 

The Creamer Report represents the first full-scale outside review of the 
statistical adequacy of the national income and product accounts 
(NIPAs). True, over 20 years ago the National Accounts Review Com-
mittee appraised the accounts, but the emphasis then was on concepts. 
The Creamer Committee made no attempt to get involved in the concep-
tual framework. Rather, it concentrated on data improvement. 

As everyone knows, the report would have been impossible without 
the full and what appears to be the complete cooperation of all the 
involved government agencies. The report shows so much comprehen-
sion of the ins and outs of this comphcated system that, as an outside 
reviewer, I can only salute the small staff who drafted the report. The 
pubUcation will, I am sure, make possible a better understanding of the 
strengths and weaknesses of the accounts under review. However, the 
long delay between the writing of the report and the final pubhcation is 
deplorable from the point of view of those outside the process. The 
various government agencies, of course, have had access to it and indeed 
have been acting on its recommendations for some time. The Office of 
Federal Statistical Policy and Standards, now in the U.S. Commerce 
Department, has reported on the actions taken in the 1980 statistical 
budget in following the recommendations.^ 

It is quite clear from what I have already said and what I am about to 
say that I am highly enthusiastic about the thrust of the Creamer Report. 
To be sure, I would have preferred the report to be in the public domain 
for some time now. I assume that the review took so long and that the 
further time lag from report to the present conference, at least in part, 
stems from the huge tasks undertaken. After all, the committee was 
estabUshed in 1973, worked for 4̂ 2 years, and set forth a time frame for 
recommendations that go through 1983, Rather than wait another 10 
years for a succeeding full-scale, perhaps gargantuan, review, I would 
urge that in the future these reviews or audits take place on a more timely 
basis, perhaps every five years at the minimum, perhaps even more 
frequently than that. If such a shortened schedule were followed, the 
report would not have to be so overwhelming, and a timely check could 
be undertaken between what was recommended and what did or did not 
take place and, particularly, the reasons why it did not take place. Above 
all, now that the first big review is finished, I again urge that subsequent 
reviews take less time from inception to public birth. 

The scope of the report can be realized when one examines the over 
150 recommendations which represent the focus of all the work and the 
suggested year-by-year timetable. I am tempted to close these remarks 

Morris Cohen is professor of economics and finance at Long Island University. 
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with the flat statement that the estimated $25 million cost to the govern-
ment (in 1976 prices) seems a pittance in light of the expected benefits to 
be gained, and, therefore, the report should be endorsed by the confer-
ence, of course after due deUberation. Seriously, though, it must be 
recognized what we are talking about. We are talking about a program of 
improved data gathering by the decentralized statistical agencies of the 
U.S. government. The purpose is to make the national income and 
product accounts (including flow of funds, balance of payments, etc.) 
even more useful and trustworthy than they already are. In somewhat 
different language, while the various statistical reports, say, for example, 
the monthly manufacturers' shipments, orders and inventory series, will 
be improved, what really counts even more is the contribution that these 
improved statistics will make to the national accounts. As the report itself 
notes, the committee was concerned with the statistical shortcomings of 
the GNP estimates. This conference should reinforce the emphasis on a 
fully articulated system of national accounts broadened, of course, to 
include flow of funds, balance of payments, etc., as the keystone for a 
better comprehension of a modern industriahzed economy on a national 
basis, and eventually on an international scale. 

I want to say some more about costs of data improvement, particularly 
the cost to the respondents. It is one thing for the committee to urge the 
government, which after all asked it to do just that, to add to the 
statistical budget. It is another thing to realize what the costs to the 
respondents might be. I found very little of this in the Creamer Report. I 
do believe that it has to be considered and strategies developed which 
would improve cooperation between the business community and the 
federal statistical agencies. The Census Bureau in recent years has begun 
a major effort to inform data users about what the census does, and this 
operation, with field representatives in major cities across the country, is 
bound to help bring about a better understanding of what the census tries 
to do and what it means for respondents. Perhaps now is the time to raise 
such a question about the national income accounts. We should try to 
bring this home to the people who fill out all the forms, as well as to the 
executives who approve the spending of company funds for the bigger 
and better statistical reports that we all seem to want so much. Perhaps 
the Commerce Department, through its various field offices, could also 
begin the educational task of explaining the significance of the national 
accounts to the ordinary accountant or statistical clerk at the company 
level. The recent expansion of the regional accounts, prepared by the 
Bureau of Economic Analysis, might be the mechanism whereby local 
interest could be attracted in the first place. Everyone in the business 
knows how important the cooperation offered by the reporting business 
firms can be in improving the accounts. Let us spend at least some time 
and effort in working together for this needed cooperation. 
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Turning to the report itself, there is no useful purpose to be gained by 
reviewing in detail the long Ust of carefully prepared recommendations 
for improvement. I do want to make some general observations on 
statistical methodology. In fact, I am compelled to make them since I did 
not realize that important if not key surveys underlying the national 
accounts were characterized by what I would insist is faulty methodology. 
I assume that, since I did not know this, then many other interested users 
of the national accounts did not know this either. All this, in passing, 
points up the great usefulness of the Creamer Committee's deliberations 
and report, particularly since most users of the statistical data do not have 
a full handbook on how the national accounts are prepared. Without this, 
one has to dig deeper, and that is the great service the Creamer Commit-
tee performed. 

I was surprised to learn that the BEA survey of plant and equipment 
does not ask for revised data for prior times periods. The report also 
stated that this was true for the Census Bureau monthly survey of manu-
facturers' shipments, inventories, etc., but the bureau's own survey forms 
suggest that the report is in error. In any event, anyone who has ever 
conducted a continuing survey of business reporting knows how impor-
tant such revisions can be. 

I would like to underscore one of the general recommendations which 
calls upon the major federal statistical agencies to prevent deterioration 
in the quality of existing data in some of the sample surveys. I shall have 
more to say later about one of these surveys in particular. Perhaps the 
recommendation should have been broadened to estabhsh review pro-
ceedings for some of the principal sampUng surveys that involve experts 
outside the government itself. The National Bureau of Economic Re-
search report on inventories, still unpublished, came into being after the 
fiasco of 1973-74 when inventory change was vastly understated in the 
prehminary GNP estimates. The lesson clearly is to stay ahead of the 
problems, not to react to them. While the Creamer Committee from time 
to time tries to do this, I would have preferred greater emphasis on the 
prevention of problems. True, there is a recommendation, which I heart-
ily endorse, which calls for setting up the capability in the Federal 
Statistical System for quick surveys. 

We should reflect for a moment why we need this capabihty. In a 
dynamic society that is growing more internationalized, sampling frames 
and survey questions based on knowledge, that is, benchmarks five to ten 
years old, and sometimes even older, can often fail to capture big shifts in 
behavior. Sampling surveys can tire with age just as humans do. Retrain-
ing sometimes helps to refreshen careers. New surveys, not in the main-
stream of estabhshed procedures, might be able to capture some dynamic 
changes before the results of existing statistical samples that may be 
asking the wrong people, or not asking the right people, or asking the 
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wrong questions become invalidated. As part of the review procedure, 
therefore, and without waiting for the next big formal review, there 
should be a mechanism which would enable the questioning of current 
samples and methodology. This could be concentrated in areas where 
there may be a suspicion that something is awry without it being a crisis. 
To quote the report: "Most users of the national income accounts need to 
be reminded that gains in firmly grounded statistics are not always held. 
That is, the quality of a particular statistical series can deteriorate and the 
trend may not be easily reversed. This is illustrated by the deterioration in 
the early 1970's of the currency of the survey sample of monthly retail 
trade statistics." 

There is a minor gap in the Creamer Report which I suggest might be of 
assistance on this point. Throughout, the suggestions and recommenda-
tions are made in the name of the distinguished body of experts that 
comprised the committee. May I suggest that, in the future, more experts 
get involved in the process of improving the statistical methodology 
underlying the national accounts. These experts could also be outside the 
membership of the Conference on Research in Income and Wealth. Take 
the case of retail sales, surely a major component of current GNP 
estimation and a series already referred to earlier and which receives 
much attention in the Creamer Report. Why don't we have an advisory 
committee drawn from leading retailers, trade associations, professors of 
marketing, etc., who might be more aware of current institutional de-
velopments than senior civil servants have time to be. Some small invest-
ment in perhaps a half dozen such committees could possibly produce a 
big payout. 

Improving the data base for the national accounts involves many 
statistical agencies besides the Bureau of Economic Analysis. The activi-
ties of two agencies in particular deserve comparison and hope for the 
future. I refer to the Bureau of Labor Statistics and the Census Bureau. 
My main point is that statistical agencies must themselves get involved in 
the analysis of the data they produce. In recent years, the Bureau of 
Labor Statistics has been doing this, and in my view this shows up in an 
improvement in their price information. While no one can say that the 
millennium is here on price statistics, no one can deny that major steps 
have been taken in improving price statistics, with the Producer Price 
Index a big forward step. I shall have more to say about prices later, but 
improvement should be recognized, and in particular the Unk with inter-
nal analysis of the home-grown statistics should be applauded. By com-
parison, the Census Bureau has yet to begin this process. Their search for 
personnel has begun, but the internal research effort of the Census 
Bureau is not yet off the ground. As an outside reviewer, I can urge that 
this be done and regret the fact that the Creamer Committee failed to 
mention this point at all. It is one thing for outside experts, including 



388 GNP Data Improvement Project (The Creamer Report) 

experts in allied agencies like BE A, to lecture census officials; it is 
another for one census employee, a research analyst, to talk over a 
luncheon table with another census employee, a sampling statistician, 
about the significance of collecting certain data in a certain way. I beheve 
that with time such an internal research effort could have a potentially 
giant payoff. 

Let me turn now to my main function, namely, to appraise the Creamer 
Report from the perspective of business-cycle analysis. As a general 
proposition, I would urge that as much attention as possible be paid to 
measuring current developments at the time they occur. The basic phi-
losophy of the GNP system goes back to Simon Kuznets who was always 
very interested in basic long-term economic trends. His emphasis on the 
commodity-flow method of calculating the national income accounts has 
carried over to the present. I would add, of course, that the integration of 
the input/output tables into the estimation process represents a postwar 
development that still has a long way to go. Nevertheless, I am afraid that 
the present system as I understand it still tends to make the long term the 
basic point of reference. No one is at fault when I make this charge. 
Clearly, the accounts have to be heavily dependent on the quinquennial 
census benchmarks. These economic censuses, now taken every five 
years, comprise the heart of the GNP system. The younger members of 
the profession should be reminded that, prior to World War II, the 
manufacturing census was taken every two years. So we must now make 
do with benchmarks that are five years apart, not two as in Kuznets's day, 
and the Creamer Committee has a number of fine suggestions for improv-
ing the current economic censuses. The report also recommends several 
new censuses to plug up major information gaps and calls for special 
studies of construction, still a field that requires much more work. 

The problem as I see it with the national accounts is the effect that 
benchmarking procedures have on the history of business cycles. After 
all, the more complete data are available only once every five years. As 
the five-year benchmarks are put into place, and typically, as we have 
observed, this means upward revisions despite recognition of the prob-
lem of births and deaths of companies, the business-cycle developments 
in between are not refurbished with new information. I am afraid that this 
process has a tendency to distort the historical pattern of business cycles 
as they are reflected in the national accounts. To be sure, the cycle has 
other dimensions as well, as many business-cycle indicators are indepen-
dent of the national accounts. Yet I wonder at times about the signifi-
cance of business-cycle developments that are measured with national 
account sectors including percentage changes from peak to trough in a 
wide variety of sector subcomponents. 

All of this means that a great deal of emphasis should be placed on 
measuring the current changes in the economy as they take place. As the 
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report notes: ''Even annual estimates are too infrequent for developing 
fiscal, monetary, and income policies associated with pursuing the em-
ployment and purchasing power goals of the Employment Act of 1946. 
Satisfaction of this very legitimate need led to the development of 
monthly estimates of personal income and quarterly estimates of NIPA 
with the explicit understanding that the estimates would have far less 
pubUshed detail than the annual estimates and were bound to be subject 
to larger estimating errors, a necessary consequence of trading timeliness 
for accuracy." I would go on to add that the tradeoff in terms of money 
might be somewhat greater emphasis on more accuracy for the contem-
porary short term, perhaps at the expense of greater accuracy for the long 
term. I know this is controversial, but perhaps we have not spent enough 
time and money in bolstering the short-term and have worried too much 
about the long term. It is one thing for scholars, like Kuznets, to be 
concerned with depicting major secular changes in the economy. It is 
another for government poUcymakers, and, may I add, private sector 
decision makers as well, to depend heavily on short-term changes in the 
national accounts which get revised rather drastically when the bench-
marks become available many years later. One wonders, at times, what 
the history actually has been. 

The most important point I want to make about the usefulness of the 
national income accounts for the business-cycle watcher has to do with 
the question of how to appraise the current strength or weakness of the 
economy. This is a question that interests not only policymakers in 
Washington but private persons throughout corporate America, and 
indeed throughout the world. I take it for granted that on a contemporary 
basis it is always going to be difficult to be highly confident about any 
particular set of statistics, even the highly massaged current GNP esti-
mates in real terms. I think this is going to be true even after every one of 
the over 150 Creamer recommendations is carried out through 1983. 

I want to urge a higher priority than the committee gives to the 
proposition that a great deal of attention should be paid to the compari-
son of the current behavior of the national income accounts and the 
Federal Reserve Board's Index of Industrial Production. The committee 
does recommend that the BEA and FRB should get together on this issue 
and that periodic reports be published. I would go much further. To be 
sure, some work has already been done on this comparison, and more 
references can be seen in the publications of the BEA. I have not yet seen 
publications from the FRB staff written from their perspective. I would 
urge strongly that they begin to do this. I would go on to urge that some 
neutral organization bring together these two proud agencies in an 
attempt to grapple with the problem of measuring contemporary eco-
nomic activity. Somewhere in the government, there should soon be a 
regular report which compares these and other measures of economic 
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activity, points up the differences, reviews the similarities, and then 
concludes what is known or not known about the business cycle. 

A quick review of the quarterly patterns of economic activity in 1978 
shows some major differences in the two measures. For example, the 
economy in the third quarter of 1978 was a lot stronger according to the 
production index than according to the national accounts; the reverse was 
true of the fourth quarter. If one assumes, merely for the sake of argu-
ment, that the production index is closer to the truth than the national 
accounts, then it would follow that inventory accumulation was a lot 
stronger than the national accounts are presently showing. Thus the 
important question gets highUghted quite quickly. How accurate are the 
current inventory statistics, adjusted for inflation? Is this something 
public and private authorities should worry about? I would argue that it 
is, given the experience of 1973-74. That is only one example, and there 
are others, one of which I shall highhght later on, namely, the question of 
capital spending estimates. I am pleased that this comparison has begun 
to be taken seriously in recent years. I want very much to speed up this 
process, and on this point I view the Creamer Report as too conservative 
in its approach. They took a traditional tack, listing a wide variety of 
needed improvements. I want very much to upgrade the problem and its 
potential solution, so that by the time the next data improvement report 
is written it will include a section on how the comparison strengthened 
estimates all around. 

The interchange between the Creamer Committee and the BEA, 
which has already resulted in important changes in procedure, must be 
commended highly. There is no question in my mind that the BEA is very 
much interested in the current business cycle, and this shows up in their 
highly illuminating commentaries in the Survey of Current Business. The 
fact that the allied publication, Business Conditions Digest, now ema-
nates from the same agency may be having an impact. Therefore, among 
the mild brickbats being tossed out in this paper, there has to be very 
strong approval of two innovations which came about with the Creamer 
Committee. First, there is now being published on a contemporary basis 
the judgments made in quantitative terms about the unavailable data for 
the so-called 15-day estimate that plays such an important role in apprais-
als of current overall business activity. Second, the newly instituted 
75-day estimate now means that users have access to all the current 
information articulated in contemporary estimates, without having to 
wait for the annual figures that come out the following July. 

What still remains, unfortunately, are sizable historical revisions that 
obviously present great processing problems and thus have to be post-
poned. It so happens that prior to the publication of the 75-day estimate 
of fourth quarter 1978 GNP, in March 1979, the Census Bureau released 
a major revision of retail sales and inventories, but the effect of this on the 
national accounts was postponed to the annual revisions in July 1979. 
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One can understand why this was done, but perhaps someday it will be 
possible to incorporate such major revisions into the data when they 
become available. As a general proposition, all known information 
should be incorporated into the national accounts when available, and 
the sooner the better. Such a principle leads me to support the Creamer 
Committee recommendation, for example, that calls for use of special 
reports prior to the full-scale benchmark revisions. This means in effect 
that I give higher priority to current and recent information even if the 
trade-off is some distortion in secular patterns. 

At times, the profession can get so concerned about all the details that 
it can overlook the main point, that continues to elude us, namely, a 
better understanding of the current business cycle as it unfolds. True, the 
Creamer Report has served a useful purpose in highUghting the errors 
revealed by the 1963 and 1967 benchmark estimates. It also usefully 
pointed up the frequent errors in the quarterly estimates for inventories, 
inventory valuation, net exports, farm and nonfarm residential construc-
tion, and many of the components of producers' durable equipment. I 
want to express a very important personal judgment that the biggest lack 
in the national accounts today is their failure to reveal fully the true 
nature of consumer behavior. Once upon a time, it was believed that the 
consumption function was written in concrete and that it could be de-
pended upon in all seasons. Today, all of us know a lot better. Even 
though the Creamer Report devotes much attention to the various pieces 
of the consumption function, I would add the following major recom-
mendation. As part of the data improvement project, there is an over-
whelming need for an ongoing and continuing quarterly consumer survey 
that attempts to measure income, spending by broad categories, and 
hopefully saving. To be sure, such a survey is under study today and is 
mentioned in the report as something that will be put into place some day. 
I would argue that such a survey is long overdue.^ It would enable analysts 
to make better judgments about consumer behavior. Even five years after 
the event, no one really understands why consumption expenditures 
collapsed in the fourth quarter of 1974. 

Such a survey, which I would put at the top or close to the top of the list 
of recommendations for overall data improvement, might even prove to 
be helpful in buttressing the national accounts. Indeed, scattered 
throughout the report are references to what such a continuing survey 
could do to plug up some existing information gaps. At present, great 
reUance has to be placed on the personal saving estimates, which every-
one knows leave much to be desired. This has long been the case, and it is 
not surprising considering its residual nature. I am on the side of the 
Denison dissent about the recommendation for monthly estimates of 
personal saving. This recommendation evidently is about to be im-
plemented, and I agree with him that monthly estimates will not help 
since the quarterly ones are subject to such substantial errors. What could 
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help and what is required, given the historical development of the 
accounts, would be a greater concern about a formal reconciliation 
between the flow-of-funds estimates of individual saving and the national 
income counterpart of personal saving.̂  As matters stand now, these two 
parallel series exist side by side with very little attention paid by anybody 
to this fact. This has been true for decades. On a personal note, when the 
author was a junior economist at what was then the Office of Business 
Economics he had a hand in one of the first attempts to reconcile saving as 
measured in the national accounts and saving as measured directly from 
the financial side. Little progress has been accomplished on this front 
over the ensuing three decades, and the problem cries out for some 
solution. 

It is one thing to note the discrepancies that exist between the national 
income accounts and the flow-of-funds accounts, which the appendix to 
the flow-of-funds chapter in the report dutifully lists; it is another to put 
together a program that forces these two approaches to a reconciUation. 
Assuming that the flow-of-funds measure of individual savings can be 
strengthened, it might be a worthwhile goal to introduce a direct measure 
of savings into the national accounts and show a statistical discrepancy 
between it and the personal saving residual. My main point is the urgent 
need to improve understanding of consumer behavior. Clearly, the per-
sonal saving estimates currently cannot be rehed upon for this purpose. 
New and perhaps revolutionary approaches may be required. 

The Creamer Committee's chapter on data improvement for the 
national accounts in constant prices deserves some comment from the 
point of view of business-cycle developments, and perhaps even more so 
for the purpose of the whole game. It is now axiomatic that what counts 
for measuring economic activity in an age of inflation is real, not nominal, 
GNP. The great bulk of the report necessarily dealt with the nominal 
accounts. The chapter on prices was easy to write. All one can say, and 
the committee said it quite succinctly, is that the Bureau of Labor 
Statistics should have every opportunity to prepare price indexes that are 
meaningful. It took many years to get around to such a state, but the 
process has begun. My main concern is to be sure that the relevant price 
indexes fully reflect transaction prices. The appendix to the chapter on 
prices takes the novel form of a submission in 1978 to the appropriations 
committee for the comprehensive revision of the industrial price pro-
gram. I can only say ''amen" and wonder what has been happening all 
these years. My answer has to be that the problem has to become very 
serious before people will be forced to act in a meaningful way. The 
inflation rate, which has been accelerating over the past decade, has a 
bright side when viewed by technicians; it is bound to spur long-needed 
improvement, and it is coming. 
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As everyone knows, the most important single variable in economic 
analysis, if one is forced to pick just one, is real GNP. Today it is 
commonplace to begin the description of any industrialized economy in 
terms of real growth rates and in terms of the inflation rate. The best 
nominal GNP possible will prove worthless in an age of inflation if the 
estimates of prices used to yield real economic activity are faulty. Many, 
including the author, believe that current price data, apart from the 
revised Consumer Price Index, leave a great deal to be desired. Improve-
ment is possible. Take the Census Bureau's price index of new home 
construction. In a field which is still marked by many problems, outlined 
by the Creamer Committee, this index has shown what can be done with 
some imagination. The committee obviously suggests that this principle 
be extended to other sectors of construction. 

I hesitate to bring up some new questions about prices at a time when 
the long-needed improvement project is finally getting underway. I worry 
a bit about the report now almost two decades old, in which the Stigler 
Committee made many recommendations for improved price data.^ Here 
we are almost 20 years later, and we are still talking about many of the 
same things. Yet, one of the key sectors of the economy is capital goods, 
and the price adjustments needed for this sector are difficult at best. The 
Creamer Committee supports the BLS plan to collect prices of industrial 
goods at time of shipment. One wonders about the kind of prices BLS has 
been collecting, and one worries about the distinction between shipment 
prices and order prices. The price-adjusting of capital spending includes 
many categories of capital goods that have fairly long lead times between 
order and data and delivery date. Like the Creamer Committee, I would 
argue that shipment prices are much more relevant for national accounts 
purposes. But for a better understanding of the inflation process all by 
itself—aside from deflation—the distinction between the two time per-
spectives should always be made quite sharply. 

One has to take notice of price adjustments in other sectors as well— 
foreign, and particularly the government. I have long argued that the 
government has a major responsibihty of keeping track of its own activi-
ties since it wants other sectors to do the same. Thus the proposed 
programs for prices in the state and local government area cannot get 
started too soon as far as I am concerned. Even more important, how-
ever, is the responsibility the federal government must have for tracking 
the inflation rate in its own purchases. This area has not been neglected 
by the BE A in recent years, and I must commend them for their vigorous 
research and the very important start they have made in the deflation of 
national defense purchases. The committee also supports the Federal 
Procurement Data System. All of us should stand behind their recom-
mendation that constant-dollar national defense spending estimates be-
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come a part of the regular quarterly accounts. Eventually, it is hoped, 
there will be federal government procurement price indexes. The govern-
ment itself could afford to be lethargic about price data for its own 
activities at a time of low inflation rates. It cannot afford to be lethargic 
today. 

The subject of capital goods receives considerable attention in the 
Creamer Report. It is noted, and I was deeply disturbed by the fact, that 
of the 22 types of producers' durable equipment, nearly two-thirds had 
unacceptable (i.e., over 7.5%) errors in the first and second July esti-
mates for 1967 compared to the actual benchmarks. The committee went 
on to note that, even for the third July estimate, 45% were still unreH-
able. I also take cognizance of the fact that the Creamer Committee chose 
not to include any discussion of the capital stock estimates. I wonder 
whether such errors had anything to do with this decision. In any event, I 
would strongly urge that, in subsequent reviews of the national accounts, 
the capital stock estimates be carefully studied. For many students of the 
economy, in academia, in research institutes, and in business, estimates 
of the capital stock play a critical role in evaluating the capital spending 
sector. 

Attention was paid to the BEA Quarterly Plant and Equipment Sur-
vey. This was a proper judgment since the survey plays an important role 
in current estimates of nonresidential fixed investment. Many suggestions 
were made by the committee, and the BEA has been very cognizant of 
the issues involved. In the March 1979 Survey of Current Business, they 
reported three projects underway for reevaluating this important sector. 
The extension of the survey to cover the private nonf arm economy simply 
corrects an oversight that has long been a nuisance and is noncontrover-
sial. The breakdown between plant and equipment would represent a 
major improvement, and it will help to provide the basis for a closer 
reconciliation with other measures of activity such as the business equip-
ment component of the production index. This will also be helped by a 
second project, which will provide constant-dollar investment by indus-
try. Third, there will finally be a detailed formal reconciliation between 
investment as shown by the plant and equipment survey and investment 
as estimated by the commodity-flow method. These projects are highly 
welcome and are awaited with great interest. 

What still concerns me, however, is the failure to update the survey on 
a more regular basis. BEA notes, as other private analysts have, that 
starting with 1976 the survey and the commodity-flow methods have 
diverged, with the survey lagging, and the differences grew with each 
year. Consideration is also given to the business equipment component of 
the FRB production index, and it is again recognized that it corresponds 
quite close to the commodity-flow method and, therefore, suggests that 
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the survey is in error. True, it may not be, but I would move the updating 
and basic revision of the survey right to the top of the heap in proposed 
recommendations. 

The importance of investment in the economy is widely recognized. 
The sooner the survey is re-benchmarked and improved along the lines 
suggested by the committee, the better many of us will feel about it. The 
survey provides a major dimension to analysis and understanding of 
investment since it provides industry detail on a current basis. The 
national accounts tend to underplay the industry dimension, a deficiency 
which input-output tables help in part to correct. It is absolutely essential 
that there be accurate industry information on capital spending which can 
be tied into the national accounts with some confidence. Surely errors will 
persist, but a sharply rising discrepancy between two major data sources 
for current estimation provides a laboratory experiment of what to do 
about continually refreshing the national accounts and how the statistical 
system will respond to the challenge. 

The Creamer Committee had so much ground to cover and has made 
so many fine suggestions for improving the national accounts that it may 
sound churlish to raise some issues they did not. An important part of the 
national accounts depends upon reports from business which, after all, 
are accounting reports required under law for all sorts of purposes. For 
pubUcly held corporations, it is a serious matter, for example, if an 
accounting firm publishes a quaUfication to the company's annual report. 
It is not clear from what the Creamer Committee reported, or in reading 
descriptions of how the various survey takers actually collect data from 
business, what is done about the adjustments that are typically made in 
year-end business-accounting statements. When benchmarks are estab-
lished, such matters are taken care of. For the quarterly and annual 
estimates prior to benchmarks, however, one has the suspicion that little, 
if any, of these year-end adjustments get into the data. At times, these 
can be substantial. Thus, when the accountants review the annual figures 
for an enterprise, they are supposed to revise prior data if the discovered 
differences are material. Further, just to indicate the treacherous nature 
of the terrain I am looking at, economic statisticians should not necessar-
ily assume that company figures are sacrosanct. We all know that IRS 
audits can uncover substantial changes in some cases, but it takes years to 
incorporate such new information into the accounts. Meanwhile, I would 
urge that there be a greater dialogue between the accounting profession 
and our profession. We should learn a lot more about what is being 
reported by business. I have the distinct impression that the accounting 
profession would be interested. I have the greater impression that newly 
minted accountants might welcome the dialogue. In case you were not 
aware of it, current CPA examinations in some states now include ques-
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tions on macroeconomic policy. And students in schools of business are 
now required to take courses in macroeconomics to obtain the MBA 
degree, and in many cases they seem quite interested in the subject. 

There is a second area not covered by the Creamer Report, which has 
been discussed in the past from time to time and which certainly deserves 
current attention. Specifically, there should be a better reconcihation 
between profits reported to shareholders and profits reported to the IRS. 
With much greater emphasis placed today on the Quarterly Financial 
Report as a major source of contemporary information, the basic ingre-
dients are present for such a reconcihation. Indeed, I would imagine that 
this is precisely how the national income statisticians have to get the 
estimates they put into the accounts since this quarterly report is probably 
getting information that is also reported to shareholders. In appraising 
business decision making, it can be argued that perhaps the more relevant 
variable is profits reported to shareholders rather than to the govern-
ment. A simple table, if need be quite condensed, could become a part of 
the accounts, and it might provide new insights into contemporary busi-
ness decision making. 

In summary, congratulations are in order for the Washington statistical 
establishment that originated the Creamer Committee and for the staff 
and members of the committee for the authoritative report they have 
issued. I trust that the recommendations of the report will have a better 
record of fruition than prior reports which have attempted to influence 
government statistics. My reading of what has already happened, and 
what is in prospect for the 1980 budget, offers ground for hope. My one 
final plea, fully recognizing its parochial character, is to lean toward the 
contemporary recording of economic events, even if the trade-off is a 
somewhat less accurate measurement of secular trends. The original 
stimulus for the Creamer investigation came from what was viewed as 
deficiencies in data measuring short-run developments. The national 
income accounts have their greatest usefulness and are worth consider-
able pubHc sums only if they satisfy the requirements of policymakers in 
and out of the government. 

Notes 

1. Frumkin, Norman. 1979. Progress report on implementation of the GNP data im-
provement project recommendations. Statistical Reporter (March), pp. 181-87. 

2. Such a survey is evidently now underway. "Work has begun on the Continuing 
Consumer Expenditure program—an effort to provide timely data on family expenditures. 
To be initiated in late 1979, the new survey program is being developed by the Bureau of 
Labor Statistics, contracting with the Bureau of the Census Following a 12- to 18-month 
startup period, data should be published on a regular basis—approximately 6 to 9 months 
after the collection period" (Eva Jacob, "Family Expenditure Data to Be Available on a 
Continuing Basis," Monthly Labor Review [April 1979], pp. 53-54). 
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3. See comments by John Gorman and response by Stephen Taylor, Chap. 8. 
4. Price Statistics Review Committee, The Price Statistics of the Federal Government 

(New York: National Bureau of Economic Research, 1961). 

Comment Rosanne Cole 

The paper is generally sympathetic to the Creamer Report. There are 
some good suggestions. For example, I think the reminder that the costs 
and benefits to respondents merit more attention when considering the 
costs and benefits of additional data collection is a point well taken. 

There is also some criticism. If I understand it correctly, Prof. Cohen's 
main objection has to do with what he considers to be the long-term focus 
of the report's recommendations. His concerns can be put in the follow-
ing way: 

There is implicit, both in the report and in the present system, a 
tendency to make accurate measurement of long-term economic trends 
the basic point of reference. As a consequence, the report impUcitly 
accepts the current terms of the trade-off between timeliness and 
accuracy, and the revisions, both because of the nature of the new 
information and of the benchmarking procedures, have a tendency to 
distort the historical pattern of business cycles as they are reflected in 
the national accounts. 

The basic point of reference, or focus, should be the accurate 
measurement of current economic developments at the time they 
occur. Much more emphasis, therefore, should have been given in the 
report to improving the data underlying the current quarterly esti-
mates—even at the expense of greater accuracy for the long-term. 

In my judgment, the report's recommendations are well balanced 
between those data improvements designed to enhance the current 
quarterly estimates and those aimed at strengthening the benchmarks. 
The criticism implies that there is much more of a choice, or trade-off, 
than in fact exists between the accuracy with which short-term and 
long-term economic changes can be measured. The real trade-off is 
between the timeliness and the accuracy of the underlying data. For 
example, there would be no loss in the accuracy with which long-term 
changes are measured if, at the extreme, the data underlying each 
quarterly estimate were augmented to equal that available for benchmark 
periods. The resulting gain in accuracy in measuring the short-term 
changes would simply be achieved at the expense of timeliness. 

Similarly, improving the data used for the benchmark estimates is not 
at the expense of accuracy in the quarterly estimates. The benchmarks 

Rosanne Cole is manager, Economic Research and Forecasting, International Business 
Machines Corp. Armonk, New York. 
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provide a check on the adequacy of the less complete, but timely, data 
underlying the current estimates. Proposing to neglect or even to do away 
with this check is in the vein of proposing to maim or kill the messenger— 
even though it is certainly true that he makes a very late appearance. 

I wholeheartedly agree with Prof. Cohen that it is vexing indeed to 
users to realize the extent to which the revisions have altered the charac-
teristics of postwar cyclical changes as they are depicted in the national 
accounts. Tables 8.1 and 8.2 provide an illustration of the magnitude of 
these changes for postwar cyclical contractions in GNP. Characteristics of 
the contractions in nominal GNP are shown in table 8.1; table 8.2 shows 
this information for constant-dollar GNP. Estimates of constant-dollar 
GNP have been available on a current quarterly basis only since 1959. 
Consequently, the mild recession beginning in 1960 was the first to be 
seen in the accounts at the time in terms of the impact on the course of 
both real and nominal GNP and the components. The earlier postwar 
recessions were shown, at the time they occurred, only in nominal magni-
tudes. There was no decline in nominal GNP during the 1969-70 and 
1973-75 recessions, and they therefore do not appear in table 8.1. 

Except for the 1980 contraction, the first estimates available—and, to 
the extent that the accounts are used, these are the data on which policy 
decisions would be based—make the contraction appear much more 
severe than it is subsequently seen to be in the revised data. The first 
estimates show declines in nominal GNP that are IVz to 3 times larger 
than the declines now recorded. Constant-dollar GNP estimates differ by 
a sHghtly smaller amount. The initial figures show falls in real GNP during 
recessions that are 1̂ 4 to nearly two times those now carried in the revised 
accounts. 

Revised estimates show the 1980 real decUne to be slightly more 
severe. The first estimates showed no decUne in nominal GNP. 

The uncertainty surrounding the amplitude of cycHcal declines in GNP 
is also present with respect to specific turning-point dates. The timing of 
peaks has rarely been revised, but the dates of the low points in five of the 
seven postwar recessions have been changed. Only the dates of the 
troughs in 1958 and 1980 remain the same throughout the initial and 
successively revised estimates. 

The peak of the expansion ending in 1960 and the troughs of the 
declines beginning in 1948,1953,1960,1970, and 1973 are not marked by 
a single quarterly turning point but by a leveling-off period, or turning 
zone. In these cases, even small revisions are sufficient to shift the high or 
low point by one or even two quarters. Extreme cases are the troughs of 
the 1953-54 decline in nominal GNP and the 1969-70 decline in real 
GNP. The low point for these recessions has changed by as much as three 
quarters in various vintages of the estimates. 
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Yet what can be concluded from these comparisons? It would be a 
mistake, I believe, to suppose that the revisions distort cycUcal patterns 
such that the early estimates of cycUcal decline are in some sense more 
*'correct" and closer to the truth than the revised estimates, even though 
some of the procedures used to obtain revised estimates may involve an 
element of oversmoothing. 

One aspect of oversmoothing relates to the seasonal adjustment proce-
dures. There is some evidence that the revised estimates have on occasion 
been overadjusted for seasonal movements such that the peak to trough 
decline is understated (Cole 1970, pp. 215-16). 

The opposite effect has been present in the early estimates. There is 
some evidence that the factors used to adjust the early figures tend to 
understate the seasonal movements and this at times has been a source of 
the early estimates' persistent tendency to overstate cycUcal decUnes in 
GNP. Further, it has been shown that revisions in the seasonal factors 
have accounted for the differences in the turning-point dates between the 
early and revised nominal GNP estimates (Cole 1969, chap. 4). 

Finally, it may be that insufficient attention has been given to the 
possible consequences of the fact that benchmark years may occur at 
different stages of the business cycle or to the consequences of the shifts 
in weights that occur with the re-basing of price indexes and the constant-
dollar estimates. 

The Creamer Committee deliberately chose to separate the problem of 
source data adequacy from the problem of estimating procedures. In 
some respects this may be an artificial separation, but it certainly was an 
operational one. Perhaps the time has now come to provide the resources 
for the BEA to undertake a major review of their estimating procedures 
with an eye to the impact of the seasonal adjustment, deflation, and 
benchmarking procedures on short-term changes. (It should be noted, 
however, that major benchmarking cannot have been the source of any 
revisions in the cycHcal ampUtudes since 1972.) 

Unless the data underlying the benchmarks and the data underlying the 
series used to interpolate between benchmarks and extrapolate the last 
benchmark have deteriorated over time, there are strong grounds for 
presuming the revised estimates to be more accurate than the earlier 
figures. 

In some instances, as the Creamer Report documents, sources have 
deteriorated, and the report contains specific recommendations for 
strengthening them. Many of these recommendations refer to the bench-
marks, yet I would contend that more accurate benchmarks, ceteris 
paribus, are directly associated with more accurate current quarterly 
estimates. This is because the current estimates are extrapolations of the 
benchmark estimates. The extrapolations are made by means of related 
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series—and many of the report's recommendations are designed to bol-
ster the quality of these series. 

The report's recommendations are therefore better viewed as an inte-
grated and concerted effort to improve the accuracy of the current 
quarterly estimates rather than as two separate efforts—one designed for 
students of long-term trends, and the other for users whose interests are 
short-term changes. 
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Table C8.1 Postwar Cyclical Contractions in Current-Dollar GNP 

Contractionsa 

Timing and Duration 

Source and Number 7% Decline 
Date of Peak Trough Quarters % per Quarter at 
Estimateb Quarter Quarter' Decline Decline Annual Rates 

Amplitude and Seventy 

1948-49: 
First estimate 

Revised estimate 

First estimate 
195S54: 

Revised estimate 

First Estimate 
Revised Estimate 

First estimate 
Revised estimate 

First estimate 
Revised estimate 

1957-58: 

1 9 W 1 :  

1980: 

E l  Jan. 1950 
SCB Feb. 1950 
SCB Dec. 1980 

E l  July 1954 
SCB Aug. 1954 
SCB Dec. 1980 

E l  July 1958 
SCB Dec. 1980 

E l  July 1961 
SCB Dec. 1980 

SCB July 1980 
SCB July 1982 

1948-IV 

1948-IV 

1953-11 

1953-11 

1957-111 
1957-111 

1960-11 
1960-1 

No decline 
1980-1 

(1949-IV) 
1949-111 
1949-IV 

(195411) 
1954-1 
1954-11 

1958-1 
1958-1 

1%1-I 
1960-IV 

1980-11 

-5 .6  
- 3.4 

- 3.8 
-1.9 

-4.1 
-2.8 

- 1.0 
-0.4 

-0.1 

- 7.4 
-3.4 

-5.0 
-1.9 

- 8.0 
-5.5 

- 1.3 
- 0.5 

- 1.4 
~ 

"There was no decline in nominal GNP dunng the 1969-70 and 197S75 business-cycle contractions. 
bEI denotes Economic Indicators and SCB denotes Survey of Current Business. 
'Dates in parentheses indicate the given quarter was lower than the preceding quarter. Since data for the succeeding quarter were not available, the 
designation of a trough is uncertain. 



Table C8.2 Postwar Cyclical Contractions in Constant-Dollar GNP 

Timing and Duration Amplitudc and Severity 

Sourcc and Number % Decline 
Date of Peak Tmugh Quarters 7 n  per Quartcr at 
Estimate" Quarter Quarterh Dcclinc Decline Annual Rates Contractions 

3'94w9: 
First estimate' 
Revised estimate 

First estimate' 
Revised estimate 

First estimate' 
Revised estimatc 

First estimate 
Revised estimate 

First estimate 
Revised estimate 

First estimate 

1953-54: 

1'957-58: 

1 9 W I :  

196%70: 

197575: 

SCB July 1958 
SCBDec. 1980 

1948-IV 
1948-IV 

1949-11 
19.19-11 

2 
2 

- 2.4 
- 1.5 

-4.7 
3.0 

SCB July 1958 
SCBDec. 1980 

1953-11 
1953-11 

1954-11 
1954-11 

-3.7 
-3.2 

~ 3.7 
- 3.2 

4 
4 

SCB Feb. 1959 
SCR Dcc. 1980 

1957-111 
1957-111 

1958-1 
1958-1 

2 
2 

-5.3 
-3.3 

- 10.3 
- 6.6 

SCB Aug. 1961 
SCB Dec. 1980 

19W-I1 
1960-1 

1961-1 
1WI-IV 

3 
3 

-2.3 
- 1.2 

-3.1 
- 'I .5 

SC:H Apr. 1971 
SCA Dec. 1980 

1969-1 I I  
1969-111 

197%lV 
1970-1 

5 
2 

-1.4 
- 1.0 

-1.2 
- 1.9 

(1975-11) 
1975-1 
1975-1 

SCB July 1975 
SCB Aug. 1975 
SCB Dec. 1980 

1973-IV 
5 
5 

-7.8 
-4.8 

- 6.2 
-3.8 Revised estimate 

First estimate 
Revised estimate 

1980: 
1973-IV 

SCB July 1980 
SCB July 1982 

1980-1 
1980-1 

1980-11 
1980-11 

-2.3 
- 2.5 

-9.1 
- 9.6 

1 
1 

"See n.b, table 8.1 
"Sec no.', table 8.1 
'Constant-dollar CiNP estimates were not available on a currcnt quarterly basis. 



403 GNP Data Improvement Project (The Creamer Report) 

The GNP Data Improvement Report from the Perspective 
of Its Use to Measure Economic Growth 
Ronald E. Kutscher 

I was asked to discuss the Creamer Report from the point of view of 
someone who is interested in data for measuring real economic growth, 
My particular orientation reflects a concern not only for the measurement 
of economic growth but also for the usefulness of these data in developing 
and operating a long-range economic model. Our BLS model is em-
ployed in making projections with a 5-15-year time horizon. It is not only 
a macromodel but, in addition, it has an industry orientation derived 
from an input-output model, so my remarks will reflect this further bias. I 
would further describe the interest of those concerned with measurement 
of economic growth and of long-term modelers as more directed toward 
annual data. Thus, emphasis on revisions of quarterly estimates and their 
tracking record is of lower priority to a long-term modeler. A long-term 
modeler would, in most instances, be satisfied with data pubhshed only 
after moderately final data are available (although certainly not waiting 
until benchmark data are available). 

The long-range modeler not only emphasizes the macro GNP accounts 
but has an interest in bringing together the macro and the micro or 
industry modeling. From this developing horizon in modeHng, another 
view of the GNP Data Improvement Project is possible. For example, are 
the changes recommended in this report of assistance in the integration of 
macro- and microsectors of a model? If not, what changes would make 
the accounts more useful? As an example, the interaction of wages and 
other factor payments, prices, and incomes not only at the macrolevel but 
also at the microlevel are important in tracking, modeling, and assessing 
the interactions of resource use, distribution of factor payments, and 
prices. Linking the micro- to the macroportion of models takes on in-
creased significance in an economy with rapidly changing prices. It is only 
at the microlevel that most supply constraints can be handled—another 
element of increasing concern to analysts and modelers. Thus, in this 
paper I will stress the continued development of a fully integrated macro-
and microdata base. For it is only at the industry level that one can really 
begin to deal with the interaction of energy, environment, or supply 
constraints. In fact, as the issues dealt with extend to such questions as the 
environment, it is even doubtful that many questions can be treated 
adequately in any comprehensive way short of subnational data. 

Ronald E. Kutscher is assistant commissioner with the Office of Economic Growth and 
Employment Projections, Bureau of Labor Statistics. 
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In reviewing the report of the Data Improvement Project, I found 
much with which I could agree. I would support the recommendations 
that could be termed expanding the nonmanufacturing data base, the 
present weaknesses in which are well known. 

A further set of recommendations that I support deals with expanding 
the data base on government procurement of goods and services from the 
private sector. I also agree and endorse the thrust of the recommenda-
tions concerning price needs of the national accounts. Finally, I am sure 
all would agree with the recommendation to provide an updated metho-
dological handbook on the national accounts. 

In reading this document, I had no disagreements with any of the 
expHcit recommendations made by the Data Improvement Project ex-
cept for several very trivial items. My criticism is more directed at the 
charges to the committee rather than at the committee's work. From my 
perspective, I wish the committee had dealt with a number of other 
subjects which are listed below. 

1. The need for input-output tables to be fully integrated into the 
national accounts. While all new input-output tables in current prices are 
consistent with the new national accounts, the conceptual and statistical 
changes are not made in tables for earlier years nor are constant dollar 
input-output tables for earlier years prepared consistent with the new 
national accounts. As an example, the conceptual and statistical changes 
introduced into the 1967 input-output table were not made in the 1963 
input-output table. For many purposes, such as most analyses of eco-
nomic growth and its structural characteristics, consistent input-output 
tables over time are very important. This should be done not only for the 
earlier benchmark years but also for the annual estimates between bench-
mark years. This development of consistent input-output tables should be 
done not only in current dollars but also in constant dollars. This would 
require BEA to develop historical constant-dollar detailed input-output 
tables consistent with each new benchmark table. 

2. The Data Improvement Project notes that annual adjustments in 
the second and third July revisions in many instances made the data no 
better when compared to final benchmarks, and in a distressing number 
of instances it was worse. If this experience is repeated with the 1972 
benchmark, I would argue that BEA should give serious thought to 
putting more resources into producing the benchmark sooner rather than 
into the production of annual updates. Clearly one of the current difficul-
ties with the GNP data base is the very long lag in introducing the 
benchmarks. 

A second observation in this regard concerns the nature of the bench-
mark process. Any benchmark should assess, to the maximum extent 
feasible given resource constraints, whether estimates of the basic level 
and structure of the economy require modification. While BEA now does 
that in the case of current-dollar GNP, this is not true of real GNP, since 
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the deflation takes place with the same price data. Since it seems very 
unlikely to get an independent check on prices in the forseeable future, 
perhaps an additional approach is worth considering (see item 3). 

3. In modeUng, particularly, as the modeUng moves toward multifac-
tor production functions, new data requirements are raised. One of these 
is in the measure of output. Currently, in many models where the macro 
GNP accounts are combined with a microdata base, this is done through 
the use of gross product originating as the measure of an industry's (or 
sector's) output. However, the measure of output that is more appropri-
ate in multif actor analyses, which include intermediate materials as one 
of the factors, is a gross output concept rather than the net or gross 
product originating concept. Consequently, I would Hke to see developed 
a time series of gross output measures by industry that is conceptually 
linked to the input-output measures and through them to GNP. These 
gross output measures would need to be developed in current and con-
stant dollars. Closely related to that would be total material and service 
inputs consumed by industry over time (perhaps broken into major 
categories such as energy, manufactured goods, etc.)—again hnked to 
the input-output and GNP data base. This latter data need relates to the 
need to isolate intermediate along with other inputs such as capital or 
labor as an explanatory factor in output changes. While the Office of 
Economic Growth in BLS is developing some of the data series noted in 
items 3 and 4 Usted here, it seems preferable for these to be developed 
and fully integrated into the national accounts. 

Another independent check to benchmarking GNP might be to ex-
plore the use of industry data. This approach would aggregate GNP by 
industry to ascertain if that aggregate could be used as an independent 
check on the level of GNP. Such a check might be useful in the bench-
marking process, even though of necessity it would not replace current 
procedures of reconcihng income and product. 

4. There is need for a national data base that includes estimates of 
capital stock by industry; these estimates were not recommended because 
of time constraints. This is one of the more important elements in hnking 
the macro- and the microelements in economic models. An industry 
capital stock system is important in analyzing resource requirements and 
is needed in analyzing trade-offs with other resources such as labor or 
energy. Currently, gross private domestic investment in the national 
accounts is used by BEA to develop capital stock estimates for the total 
private economy and for a few major sectors. This data base needs to be 
disaggregated to provide capital stock by industry, the industry classifica-
tion for which should be as close as possible to that in the data base 
described in item 3. 

An adjunct to the industry capital stock data base would be an annual 
capital flow table. A capital flow table shows transactions between pur-
chasers and producers of capital goods. If annual capital flow tables were 
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available, it would be possible to relax the assumption that the industry 
pattern of capital expenditures is constant between benchmark years. 

Capital investment in the accounts now covers investment for many 
purposes. Some developments on the part of BE A to divide investment 
by purpose is already underway, that is, investment for pollution pur-
poses. This should be encouraged and expanded into other similar fields 
such as safety and health, noise and other standards. Further, I think it 
would be worthwhile to examine other divisions of capital. I have felt one 
of the difficult elements of investment for model builders is that one is 
attempting to explain something as diverse in purpose as rugs in the 
executive suite and rolUng mills, or warehouses and religious buildings. 
These further divisions of capital investment would be especially useful if 
done by industry. Finer breakdowns of investment would not be directed 
toward a new definition of GNP but would simply introduce divisions 
which could be helpful in analyzing and explaining investment behavior. 

5. An annual time series on income by industry, by type of income 
integrated with the input-output and national income data base, should 
be developed. As industry models are finked with macromodels, the need 
is increased for a time series on income or factor payments that has been 
fully integrated with the input-output and the GNP accounts. This recom-
mendation is not to deny the many data problems that this would entail, 
such as estimates of profits by establishments classified by industry. 
However, such a development would be a great asset—for modeUng and 
understanding the economy. 

6. I feel analysis would be greatly aided by a disaggregation of the state 
and local government sector of the GNP accounts. This disaggregation 
would be such that state governments would be distinct from local gov-
ernments. To continue to treat this as a single sector of demand must 
ignore the tremendous growth of these governments over the last three 
decades. Such a division should be especially helpful to government 
pohcymakers. 

One cannot but be impressed with the thoroughness and detail with 
which the committee carried out its review of the GNP accounts. How-
ever, as I read the report I was struck by an analogy that may have some 
relevance here. Suppose an automobile is disassembled and every nut, 
bolt, screw, rivet, and panel is examined to determine if it has been made 
of the right metal, has been correctly machined, and coated with the best 
coating. Although this would constitute an extremely useful examina-
tion, I also felt I should have asked whether this auto was the correct form 
of transportation. Thus, I feel another conference could be built around 
the question of whether other measures of GNP might be useful. Of 
course you must realize that coming from an agency with seven versions 
of the unemployment rate, two consumer price indexes, and two employ-
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ment series, I can naturally ask, "How long can we exist with only one 
GNP measure?" 

Comment John W. Kendrick 

I have little to quarrel with in Ronald Kutscher's paper since he agreed 
with most of the recommendations relevant to growth analysis and had no 
significant disagreements. His chief comments related to areas of omis-
sion in the GNP Data Improvement Project (DIP) report, to which I had 
a few reactions. 

He suggests that BEA shift resources from the annual revisions of GNP 
estimates, which apparently result in Httle net improvement over the 
initial July estimates, to speeding up preparation of the benchmark 
revisions. I doubt if the resources are fully transferable. Even if they 
were, I would still favor trying to make improvements on both fronts. If 
the annual revisions can be improved, which I believe they can, it would 
really be helpful for both short- and long-run analyses not to have to wait 
five years for improved interim estimates. If BEA can accelerate publica-
tion of the benchmark estimates and still mine the richer body of quin-
quennial census data called for by the DIP report, so much the better. But 
I would argue that any trade-off between quality and timehness of the 
benchmark estimates should be tilted toward quality. 

Kutscher would like to see BEA publish industry estimates of gross 
output (i.e., real value of total production), together with estimates of 
real intermediate product costs to reconcile the gross output estimates 
with the real gross product (i.e., net output) estimates now published. 
That would indeed be a most useful expansion of the available estimates, 
making possible broader analyses of production and productivity with 
respect to all inputs, both factor and intermediate. I hope the expansion 
of Census data on intermediate purchases of services as well as goods 
called for by DIP will make this possible. 

I would, however, take issue with Kutscher that the industry gross 
output estimates will provide an additional means of benchmarking or 
checking the GNP estimates through production measures based on 
physical volume data. It seems to me that the benchmarking process must 
rely to a major extent on the current values, in terms of which economic 
transactions are carried on. The physical volume data may occasionally 
provide a convenient supplement to deflated value estimates. But in 
general I would trust price data more than the unit value data which 
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Kutscher implies might be used for checking the price data, and thus the 
real GNP series. Use of the quantity and value data for this purpose 
would be very limited, as I see it, unless Census attempted a major 
expansion of its quantity data collection in a degree of product detail 
which would, I believe, be unacceptable to budgeteers in government and 
industry alike. 

Kutscher would Hke to have an annual capital flow table, in part as a 
basis for estimates of capital stocks, by industry. For purposes of produc-
tivity and growth analysis, I can heartily endorse his recommendation and 
note with satisfaction that BEA is now in process of developing its capital 
stock estimates on an industry basis. 

Kutscher would also Uke to see the investment and stock estimates 
broken down by at least some broad categories, such as productive and 
"nonproductive." Dividing Unes are difficult to draw, but I am sympathe-
tic to the notion. I might note that the Wealth Inventory Planning Study, 
which I directed over 15 years ago, made a similar recommendation, but 
went further in urging that certain types of investment and capital of a 
functional nature that cut across industry lines, such as transportation 
equipment and power-generating equipment, should also be broken out. 

Kutscher advocates annual estimates of national income by industry on 
an estabUshment definition consistent with the input-output tables. I 
would not object, so long as users recognize that conventions had to be 
used to a considerable extent to allocate overhead factor costs and profits 
among the establishments of mutliplant firms. 

Finally, Kutscher regrets that the DIP project and report omit consid-
eration of regional accounts, wealth statements, and possibilities of re-
structuring economic accounts to make them more useful, particularly for 
growth analysis and projections. I wish we had had the time and re-
sources. Certainly, restructuring of the accounts to provide sector capital 
accounts and wealth statements, together with broader and more 
meaningful definitions of investment and wealth, would be of great value 
for growth analysis, projections, and as background for poUcy formula-
tion. 

I am convinced that in the decade ahead we will hear much more about 
the need for mechanisms within the federal government for giving greater 
emphasis to formulation of policies to promote productivity advance and 
economic growth, both as an anti-inflationary force and as a means to 
resuming historical rates of increase in real income per capita. One of the 
few good features of the Humphrey-Hawkins Act was the stress it puts on 
longer-range poUcy formulation. The productivity slowdown of the past 
decade underscores the need for this, as contrasted with short-run stabi-
lization poUcy which seems to absorb most of the energies of our eco-
nomic policymakers. By the time the NIA have become a better tool for 
long-run as well as short-run analyses, I hope government officials will be 
paying more attention to both categories of policy. 
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Data Needs in Flow of Funds 
John A. Gorman 

I am very glad that the report includes a discussion of the data needs in 
flow of funds (F/F) (U.S. Department of Commerce 1977, chap. 9). I am 
especially heartened because I observe very little famiUarity with the 
F/F's on the part of many users of the national income and product 
accounts (NIPAs), and perhaps the inclusion of this chapter will help 
make the profession more aware of the F/F data. 

One illustration of the limbo into which the profession has relegated 
the F/F's is the widespread preoccupation with the saving rate as mea-
sured in the NIP As, to the exclusion of the conceptually equivalent, but 
statistically different, saving rate computable from the F/F's. The two 
saving rates are compared on table 8.3. Note that they tell quite different 
stories: the F/F saving rate is considerably higher than the NIP A saving 
rate; the saving rates move in different directions in 1972; and even 
though they move in the same direction in 1969,1970,1973, and 1975, the 
first differences in the movement of the saving rates differ by more than 
one-half a percentage point. 

Both estimates of saving are derived as residuals: the NIP A saving is 
derived as personal income less personal taxes and outlays; the F/F saving 
is derived as persons' acquisition of physical and financial assets less 
capital consumption allowances and borrowing. Further, the allocations 
of many financial assets and habilities to the household sector are also 
based on residual calculations. The existence of a large discrepancy 
between the two saving measures is evidence of a disturbing disharmony 
between the statistics entering the two sets of accounts. 

One speculation on the nature of this discrepancy at the end of chapter 
9 is that ''methods for distributing production put too much into con-
sumption and not enough into corporate business investment" (U.S. 
Department of Commerce 1977, p. 189). We have just gone through the 
preparation of the input-output table for 1972, and nothing we have 
learned in that process supports this speculation. While our benchmark-
ing procedure is still far from complete, a preliminary analysis of the 
revised data for 1972 indicates an upward revision in NIPA personal 
saving, but not enough to ehminate the large discrepancy between the 
NIPA and F/F personal saving measures. 

The chapter makes nine recommendations for improving the data for 
flow of funds. Only one of the nine recommendations gives any promise 
of help in reducing the discrepancy in the personal saving measures and in 
the sectors of the flow-of-funds accounts—the recommendation that 
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"basic research be conducted on the measurement of land values with 
respect to use, ownership, encumbrances, and intangibles related to 
natural resources and leases" (U.S. Department of Commerce 1977, p. 
187). Even if this research were undertaken in the near future, this 
research will take a long time to pay off in regular statistics, so the net 
result of the implementation of the recommendations in chapter 9 of the 
Data Improvement Report will be to leave us with an unacceptably large 
discrepancy between personal saving in the NIP As and the F/F's for the 
forseeable future. 

What of the recommendations in chapter 9, apart from improving the 
discrepancies? I will now go through them in order. 

The first recommendation is that ''the Bureau of Economic Analysis 
should provide current quarterly seasonally unadjusted data for all com-
ponents on the product side and as many components as feasible for the 
income side of the national economic accounts" (U.S. Department of 
Commerce 1977, p. 184). 

It is difficult to be against the provision of unadjusted numbers except 
on the basis of cost and feasibility. In this connection I should like to point 
out that approximately one-fifth of retailers do not maintain inventory 
accounts on a monthly basis; even the unadjusted numbers for such firms 
are imputations and need not give information on what actually hap-
pened. To obtain true unadjusted numbers for such firms, we would first 
have to induce them to keep books. 

Even when firms keep books, they may record transactions inconsis-
tently: for example, a borrower may accrue interest monthly; a lender 
might only record it semiannually when received. Unadjusted numbers in 
such cases would lead to an intensification, not a mitigation, of transac-
tion discrepancies. 

In any event, truly unadjusted data do not exist for all components of 
the NIPAs, even on the product side. If any unadjusted series is cooked 
up with imputations for transactions not actually measured, I do not 
understand how ''a clear accounting relation be estabUshed on a quarterly 
basis between the NIPA receipts and expenditures and independently 
derived financial transactions" (U.S. Department of Commerce 1977, 
p. 183). 

The Bureau of Economic Analysis (BEA) does provide unadjusted 
estimates for the product side of the accounts, corporate profits, and 
items entering the government accounts on a retrospective basis as part of 
the July revision. BEA has asked for funds to develop current quarterly 
measures on the product side and research the abihty to estimate unad-
justed income estimates. BEA hopes to have these sometime in the next 
five years, depending on funding. My personal view is that this will do 
little to improve the sectoral discrepancy problem in the flow of funds, 
which is indicated in table 8.3 is in the annual numbers. 
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The report points out, ''Consistency in timing is a problem mainly in 
bank-related claims" (U.S. Department of Commerce 1977, p. 184), but 
it makes no proposals regarding any new data programs to improve 
bank-related statistics. I beheve the absence from chapter 9 of a recom-
mendation to improve bank data to be a major lost opportunity for the 
report. In effect, chapter 9 diagnoses an illness and then fails to recom-
mend a therapy. 

With respect to corporations, chapter 9 recommends, 'The Securities 
and Exchange Commission should explore the feasibility of tabulating 
the quarterly and annual reports filed by all registered large nonfinancial 
corporations to provide an integrated statement income, balance sheets 
and sources of financing" (U.S. Department of Commerce 1977, p. 185). 
I have no quarrel with such a recommendation, if considered in isolation. 
However, I think it is a retrogression in the context of the statistical 
system as a whole. There has been a distinct tendency to withdraw 
coverage of small firms in our statistical system as evidenced by (1) the 
cuts in sample size suffered by the Statistics of Income program of the 
Internal Revenue Service in recent years, (2) the Federal Trade Commis-
sion's elimination of manufacturing firms with assets under $250,000 from 
the Quarterly Financial Report sample, and (3) the general propaganda 
blitz against federal paperwork burdens on business. In these circum-
stances I view as distinctly unhelpful a suggestion that the major data 
improvement for nonfinancial corporations in the F/F accounts be limited 
to registered companies only. Such an approach would be justified only if 
small firms were either neghgible or behaved the same as large firms. 
Neither is the case. 

If I were asked for recommendations in this areas, I would suggest the 
Federal Trade Commission resume sampHng births and small firms, add a 
sources-and-uses-of-funds schedule to their questionnaire, and expand 
their industrial coverage. I would also urge the systematic editing and 
tabulation of Schedule M of the corporate tax return, which reconciles 
the income tax return with the company balance sheets. I believe this 
program would reduce the large corporate sector discrepancy in the 
F/F's, which in 1978 exceeded in amount 22 of the 27 financial transaction 
categories shown in the F/F statement for nonfinancial corporate busi-
ness. A reduction in the corporate sector discrepancy will be matched by 
a similar reduction in the household sector discrepancy, given the re-
sidual nature of the allocation process. 

With respect to state and local governments, chapter 9 recommends 
that "the Census Bureau should collect quarterly data on cash and 
security holdings of State and local governments" (U.S. Department of 
Commerce 1977, p. 185). I agree with this, and would also collect the 
Uabihty side of the balance sheet. I would do so because in some years 
there have been large differences between the data on state and local 
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bond issues and retirements used in the F/F's, and changes in outstanding 
debt collected by the Census Bureau. Collecting the outstanding debt 
quarterly would outflank the problem of combining data for disparate 
fiscal year-ends and provide a better control on the bond issue and, 
particularly, the bond retirement data. 

The next recommendation is that '*the Bureau of Economic Analysis 
should provide quarterly measures of fixed capital outlays, stocks, and 
capital consumption charges by sector and by type of capital as part of the 
national income and product accounts" (U.S. Department of Commerce 
1977, p. 186). 

BEA already suppHes capital consumption charges by F/F sector on a 
quarterly basis. We allocate investment and estimate stocks annually. I 
view this suggestion as relating to providing investment by F/F sector 
quarterly. I think this could be done as part of the forthcoming bench-
mark revision by an adaptation of our annual method. 

I have already commented on the recommendation with respect to 
land. 

With respect to disaggregation of households, chapter 9 recommends: 
(1) speeding up tabulation and refining classification of trust fund survey, 
(2) exploiting nonprofit data from 1977 census, and (3) separation of 
wealthy individuals (U.S. Department of Commerce 1977, p. 187). In 
principle I have no difficulty with these recommendations. I suggest the 
Federal Reserve should take the lead in urging the other two bank 
supervisory agencies to join in improving the trust fund survey. Further, I 
am surprised that no reference is made to the forthcoming IRS tabula-
tions on nonprofit institution information returns. Finally, I have always 
been skeptical of the imputation of the portfolios of the dead to those of 
the living, which is inherent in the estate tax procedure. Perhaps a better 
approach to disaggregating the personal sector would be to use the 
planned Survey of Income and Program Participation, although this too 
will have problems in getting data for the wealthy. 

The next recommendation is, 'The OMB Statistical Policy Division 
should establish an interagency task force to reconcile operational defini-
tions on international transactions used by The Bureau of Economic 
Analysis, Treasury Department, and The Federal Reserve System" 
(U.S. Department of Commerce 1977, p. 188). I understand that this 
recommendation has been satisfied by the format changes introduced 
recently in the International Transaction tables. 

Finally, the report recommends that ''the Bureau of Economic Analy-
sis should prepare a time series on the U.S. international investment 
position from 1948 forward" (U.S. Department of Commerce 1977, 
p. 188). 

This is a good recommendation. It should be noted, however, that it 
involves reformating the investment position data for years prior to 1971 
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in order that the presentation from 1948 through 1969 agree with the 
quarterly statement of international transactions. This is a sizable opera-
tion for which BE A requested funding and which has been denied. 
Furthermore, this effort will not change the statistical discrepancy in the 
International Transaction table, since there are no new data for the 
1948-69 period, and thus will not contribute to the resolution of the 
discrepancy problem in the F/F's. 

Chapter 9 concludes with a description of the large offsetting discrep-
ancies in the household and business sector. As I mentioned eariier, 
nothing in this chapter will lead to an early resolution of this. 

In this section the report says, ''Another possible source of discrepan-
cies is through incorporation of noncorporate business or, statistically the 
same thing, purchases of noncorporate businesses by corporations" 
(U.S. Department of Commerce 1977, p. 189). Data on depreciation 
claimed on tax returns casts some doubt on this hypothesis. In table 8.4, 
the corporate share in tax return depreciation fell from 1968 to 1974, 
while the partnership share increased. This is not conclusive evidence on 
which way the legal form of organization has shifted: if partnerships were 
increasing the use of accelerated depreciation methods more than cor-
porations were, or investing in assets with shorter lives than corporations 
were, the increase in the share of partnership depreciation would be 
consistent with a shift toward the corporate legal form. Nonetheless, I 
find it difficult to beUeve that these shifts are a major source of the 
statistical discrepancy in the household and corporate sectors, at least in 
the past decade or so. 

To summarize, this chapter of the report makes only one recommenda-
tion for data improvement that gives any hope of resolving the statistical 
discrepancy problem—research on land. It omits three others that I think 
would give some hope of resolving the problem—expansion of the 
Quarterly Financial Report, tabulating schedule M, and improved re-
porting of bank data. It is true that the tabulation of schedule M is 
recommended elsewhere in the report (U.S. Department of Commerce 
1977, p. 47), but I think the recommendation should also have been 
referenced in chapter 9 because of the strategic role data from schedule M 
could play in reducing the statistical discrepancy in the nonfinancial 
corporate sector of the F/F's. 

Reference 
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Table C8.3 

Year 

1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 

Comparison 
in 

Personal 

of Personal Saving Rate 
NIPAs with the Flow of Funds, 1968-78 

Saving as Percent 
of Disposable Personal 
Income^ 

NIPA 

7.1 
6.4 
8.0 
8.1 
6.5 
8.6 
8.5 
8.6 
6.9 
5.9 
6.1 

F/F 

8.2 
6.5 
9.0 
9.0 
9.4 

10.3 
10.0 
11.1 
9.8 
8.3 
8.1 

Disposable 
Personal 
Income 
($Billions) 

593.4 
638.9 
695.3 
751.8 
810.3 
914.5 
998.3 

1,096.1 
1,194.4 
1,314.0 
1,474.0 

Personal Saving 
($Billions) 

NIPA 

41.9 
40.6 
55.8 
60.7 
52.6 
79.0 
85.1 
94.3 
82.5 
78.0 
89.4 

F/F 

48.8 
41.8 
62.5 
67.4 
75.9 
94.4 
99.5 

122.1 
117.5 
109.0 
119.6 

Source: U.S. Department of Commerce, Bureau of Economic Analysis, Survey of Current 
Business, July 1982; U.S. Department of Commerce, Bureau of Economic Analysis, The 
National Income and Product Accounts of the United States, 1929-76, statistical tables, 
September 1981; Federal Reserve Board, Flow of Funds Accountsy Second Quarter 198L 
^The saving rate with F/F data was computed with F/F personal saving in the numerator and 
NIPA disposable personal income in the denominator. An alternative saving rate could be 
computed using the F/F personal saving in the numerator but adding the excess of F/F saving 
over NIPA saving to NIPA disposable personal income in the denominator; this alternative 
would be lower than the F/F personal saving rate column by .1 or .2 percentage points. The 
F/F personal saving is F/F individuals' saving adjusted to NIPA concepts. 
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Table C8.4 Depreciation Reported on Business Income Tax Returns: 
Percent Reported by Legal Form of Organization, 
by Selected Industries, 

All nonfarm industries 
Agriculture services, 

forestry, and fisheries 
Mining 
Contract construction 
Manufacturing 
Transportation 
Communication, and electric 

gas, and sanitary 
services 

Wholesale trade 
Retail trade 
Finance and insurance 
Real estate 
Services 

1968 and 1974 

Sole Proprietorships 

1968 

9.5 

51.9 
10.6 
26.0 

1.4 
11.5 

.4 
14.3 
28.5 
4.4 
5.5 

29.7 

1974 

8.0 

49.1 
8.5 

26.8 
1.3 

14.2 

.3 
10.7 
21.2 
2.1 
5.4 

22.4 

Partnerships 

1968 

5.7 

11.8 
7.3 
9.0 

.8 
1.3 

.2 
5.0 
6.8 
2.7 

39.1 
10.3 

1974 

8.4 

13.6 
10.0 
5.8 

.7 
3.0 

.4 
3.1 
4.8 
2.0 

63.4 
15.1 

Corporations 

1968 

84.9 

36.2 
82.1 
65.0 
97.8 
87.1 

99.4 
80.7 
64.7 
92.9 
55.3 
60.0 

1974 

83.6 

37.3 
81.5 
67.4 
97.9 
82.8 

99.3 
86.1 
74.0 
95.9 
31.3 
62.5 

Note: Computed from data published by the Internal Revenue Service in Statistics of 
Income 

Comment Stephen Taylor 

It is gratifying to see John Gorman's concern about statistical discrepan-
cies stated in public and discussed at some length. Users of statistical 
systems tend to find the discrepancies a nuisance to be set aside and often 
cannot understand the attention put to them by producers of the systems, 
such as BEA, or, for the flow-of-funds accounts, the Federal Reserve. 
Discrepancies are nevertheless prima facie evidence of inconsistency, 
and therefore of error, and they provide at least a starting agenda for 
further statistical research. Lack of discrepancy, incidentally, does not 
demonstrate the converse case of lack of error or even lack of inconsis-
tency and is not an occasion for complacency, but in the real world of 
national financial accounts that is not a problem: the flow-of-funds system 
has 20 or more separate discrepancy accounts that lead active lives and 
that must be watched constantly for their rather compKcated interactions 
with one another. They give almost no occasion for complacency. 

The data improvement projects for flow-of-funds in chapter 9 that John 
Gorman discusses are not aimed solely at reducing discrepancies, but he 
is too hard on them when he says that only one is directed at improving 
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the household discrepancy. As Gorman points out, all of the household 
items are measured in the system as residuals by use of reported informa-
tion from other groups in the economy. As a result, data improvements 
over a very wide range of activities redound to better measures of 
household transactions and condition, and the proposals in chapter 9 
deserve more credit for this purpose than Gorman gives them. Recom-
mendations for both more current state and local government figures and 
more standardized international flow categories go directly toward better 
household estimates. The request for more complete NIP A data in 
seasonally unadjusted form also goes in this direction, since a large part 
of what is not known in actual quarterly form is household income and 
consumption. 

The obviously largest problem in household discrepancies is in business 
data, as mentioned both in chapter 9 and in Gorman's discussion. Almost 
any improvement in measures of business activity can be expected to 
raise the quality of household residuals, through direct or indirect chan-
nels, and Gorman mentions this. He disagrees, however, with the chapter 
9 recommendation to mine SEC-mandated financial statements for a 
better picture of large corporations, feehng instead that more weight 
should be put into measuring small business. 

This seems to be primarily a disagreement in strategy. Data on small 
business activity is unquestionably deplorable and deteriorating, but the 
chapter 9 proposal was made in a cUmate of rising protest against the 
paperwork burden of reporting to Washington and of tightening budget 
constraints on all types of statistical work in the federal government. The 
SEC reports already exist and would require zero additional paperwork 
by business, whereas the route that Gorman prefers would involve more 
reporting and more statistical work. There is considerable question 
whether the SEC reports can be appHed meaningfully to national 
accounts, but with the commercial development of computerized ver-
sions of those data on a company basis it has become even easier to 
explore the possibiUty now than at the time the chapter 9 recommenda-
tion was first written. 

In closing, a comment on Gorman's table 8.4: the statistical discrep-
ancy that arises for incorporation of existing noncorporate businesses is a 
continuing condition if there is in fact a tendency for new enterprises to 
start in unincorporated form and to become corporations once they are 
well underway. The table 8.4 figures on distribution of business by form 
of organization say nothing about whether there is such a continuing flow 
of enterprises from one form to another but only that if there is it is a 
relatively stable process over the period in the table. 
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The Improvement of Price Data 
Albert Rees 

The National Income and Product Accounts use price data to deflate 
expenditures measured in current dollars and thus to estimate changes in 
real output. Deflation procedures are of greater importance when the 
price level is changing rapidly, as in the past decade, than when it is 
relatively stable. For this reason interest in the proper measurement of 
prices has never been greater than it is now. 

Price data used for deflation can be improved in two basic ways. First, 
the coverage of the price series can be broadened by pricing additional 
kinds of goods and services, so that the movements of one set of prices 
need not be inferred from the movements of another. Second, the quality 
of existing price series can be improved. 

Chapter 7 of the Report of the Advisory Committee on Gross National 
Product Data Improvement concentrates on the first of these two basic 
kinds of improvements. For example, it recommends the development of 
separate rent indexes for single-family homes and for units in multiple-
unit structures: these could be used to improve the imputation of rent for 
owner-occupied housing. The report also recommends that the Producer 
Price Index (formerly the Wholesale Price Index) improve its coverage of 
equipment items, such as large aircraft, ships and boats, and computers, 
which would greatly strengthen the deflator for producers' durable equip-
ment. It further recommends exploration of the feasibiUty of developing 
new price indexes covering the construction of various kinds of industrial 
facilities, for which output price data are now based in substantial part on 
input prices. 

All of these recommendations, and several others like them, seem to 
me to be sound and important. However, the focus of chapter 7 on 
broadening the coverage of price indexes has led to a relative neglect of 
improvements in the quaHty of the price series already included. To be 
sure, the report cites several earlier studies that deal with this issue, 
specifically the report of the Stigler Committee {Price Statistics 1961), the 
Ruggles study (1977) of the Wholesale Price Index, and the forthcoming 
book on the prices of durable goods of Robert J. Gordon (forthcoming). 
It also recommends in general terms support of the ongoing efforts of the 
Bureau of Labor Statistics (BLS) to improve its price indexes. But it does 
not lend its authority to those detailed recommendations of the Stigler 
Committee, Ruggles, or Gordon that are still relevant for the improve-
ment of pricing in areas now covered by price indexes. 

Most existing price indexes used in deflation are components of either 
the Consumer Price Index (CPI) or the Producer Price Index (PPI) 
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produced by the Bureau of Labor Statistics. Both indexes have recently 
undergone extensive revisions resulting in substantial improvements. 
The CPI now has weights based on a much broader universe of consumers 
than the old index. Many of the improvements in both indexes result from 
the introduction of probability sampling of vendors and products. This 
should deal adequately with one major past complaint about these in-
dexes, which was that their vendor and product samples used to remain 
unchanged for long periods, a situation that could create substantial 
biases in estimates of price change. Finally, the new Producer Price Index 
has eliminated the double-counting of items that characterized the old 
Wholesale Price Index. The meaningless overall index for all commod-
ities has been discontinued (see Early 1978) 

A number of other issues have not yet been dealt with or are under 
study. The staff of BLS is well aware of these issues, and the purpose of 
raising them here is not to call them to the attention of BLS. It is to help 
make others aware of them so that the research community can support 
BLS when it seeks authorization and funding to implement further 
changes. 

One of the principal issues raised in the Stigler Report (Price Statistics 
1961) and by Stigler and Kindahl (1970) concerns the difference between 
Hst prices and actual transactions prices. Transactions prices may include 
discounts from Hst or other concessions to buyers that vary with the 
tightness of the market. As the Report of the Advisory Committee notes, 
Hst prices are therefore stickier than transactions prices. When used as 
deflators, they wiH tend to overstate the fall in real output during a 
recession. The Consumer Price Index has long collected transactions 
prices for goods where discounts are important, such as automobiles and 
major appHances. The Producer Price Index now includes some transac-
tions prices, particularly for metals and chemicals. It may be desirable to 
extend the use of transactions pricing to additional areas of the PPL 

It will, of course, never be possible to capture in a price index aH of the 
varied and ingenious changes in terms of sale that affect the true prices of 
commodities and services. Such cleverly disguised changes in transac-
tions prices are particularly Hkely in periods of substantial excess supply 
or excess demand at posted prices. For example, the Council on Wage 
and Price Stability (COWPS) was told by aluminum fabricators that, 
during the aluminum shortages of 1973, fabricators were expected to 
resell their scrap to primary aluminum producers as an implicit condition 
of receiving continued supplies of primary metal. One efficient fabricator 
who generated less scrap than was expected of him told CO WPS that he 
felt he had to buy scrap for resale on the open market at prices above 
those paid to him by his suppHer of primary aluminum. 

The same industry provides evidence of opposite kinds of price be-
havior. In 1975, when major producers of primary aluminum were pro-
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ducing at about 75% of capacity, a few small producers were operating at 
much higher levels, although their posted prices were the same. One may 
surmise that their transactions prices were not the same without knowing 
how this was arranged. 

A second major issue affecting price indexes concerns the timing 
aspects of price quotations. Ruggles has produced valuable data showing 
the distribution of PPI price series by whether the series refers to the time 
of order or the time of shipment. The report supports BLS plans to move 
more price quotations to a time of shipment basis, which is the appropri-
ate basis for deflators. However, series on prices at the time of order are 
also of interest for other purposes. They will serve as a better leading 
indicator of general price changes than will prices at time of shipment. 

I should like to point out that the distinction between time of order and 
time of shipment is only one of the timing issues that need to be consid-
ered. Another major distinction is between prices under new contracts 
and prices under continuing contracts. This issue affects both commod-
ities sold under long-term contract, such as steam coal to utilities or crude 
petroleum to refiners, and payments for services such as rent and mort-
gage interest rates. Studies of the cyclical behavior of prices will find the 
movements of prices on new contracts of greatest interest. On the other 
hand, the average price under all contracts in force is clearly the relevant 
measure for deflators, and the same is true for the use of price indexes in 
cost-of-living escalator clauses. 

The BLS practice on this issue is not consistent. At the time data were 
collected for the Ruggles report, coal was priced on the basis of average 
realized unit seUing price, which includes prices under old contracts. 
Domestic crude petroleum was priced on the basis of spot prices posted 
by buyers, which presumably reflects short-run demands for quantities in 
excess of any being received under contracts. In a Laspeyres price index, 
it would be consistent to have separate series on spot prices and average 
existing contract prices, together with base-period data for use as weights 
on the fraction of output sold on each basis. Data on average realized 
sales prices from sellers who sell on both bases will reflect the movements 
of both kinds of prices, but they will also reflect shifts in the relative 
importance of the two arrangements. This is consistent with the use of 
current value weights in the broad construction of deflators, although 
deflators are generally based on Laspeyres price indexes at the item level. 

A much more important example of the timing problem concerns the 
pricing of rent and mortgage interest in the CPL Rent has always been 
priced as the average monthly rental under existing leases or unwritten 
commitments, the appropriate concept for deflation and escalation. 
Changes in mortgage interest, however, are based on the rates quoted on 
new mortgages beginning in a given month. The effect of this is to give 
fluctuations in mortgage interest rates a disproportionate effect on the 
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CPI. When interest rates rise, there will then be a corresponding tend-
ency of cost-of-living adjustment clauses in collective bargaining agree-
ments and the legislated formulas that govern transfer payments to 
overcompensate the average recipient of such income. This issue de-
serves attention both from BLS and from the Council on Wage and Price 
Stability. One solution to the problem would be for BLS to collect and 
pubUsh mortgage interest rates on both bases, but not to include the 
separate series on rates on new mortgages in more aggregative indexes. 
The problem in this instance does not affect the deflator for personal 
consumption expenditures, since the imputed rent on owner-occupied 
housing is based on the rent of rental housing. 

The final issue I should Hke to mention concerns adjustment for quality 
change. The present practice of the Bureau of Labor Statistics and the 
Bureau of Economic Analysis (BEA) is to make an adjustment in a price 
series for quaUty improvement in a product when data can be obtained on 
the cost to the producer of making the improvement. The Report of the 
Advisory Committee quotes a BEA paper which states that such data are 
not always available, and that quarterly movements in the affected series 
will therefore appear as price changes rather than as output changes. 
Presumably we can all agree that more data on the costs to producers of 
quality improvement would be desirable. 

There is, however, a much more important aspect of quahty change 
that the report does not consider. This is what may be called ''costless" 
quality improvement resulting from technical change. Of course, such 
improvement is not really costless, since it usually results from prior 
investment in research and development. But it is ''costless" as BLS and 
BEA use the term if it does not cost the manufacturer more to make the 
improved product. 

These issues are being considered at much greater depth at other 
sessions of this conference, and their further exploration here would not 
be appropriate. 

The Advisory Committee on Gross National Product Data Improve-
ment was asked to consider improvements within the framework of the 
existing National Income and Product Account rather than to consider 
changes in that framework. Given this charge, chapter 7 of their report 
does a very good job. Its sins, if there are any, are all sins of omission 
rather than commission. Its recommendations are sound and pertinent 
and should be carried out to the extent that available resources permit. 
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Some Comments on Papers on 
the Creamer Report 
Daniel Creamer 

Murray Foss gave me two directives: (1) to be a discussant of that part of 
Morris Cohen's paper dealing with the "overview" and of Alfred Rees's 
paper on 'The Improvement of Price Data/' and (2) to respond to 
anything else that moves me to comment. I interpret the latter as an 
invitation to ramble, which at my age comes naturally. 

The practice of attaching the chairman's name to the sort of report we 
have prepared certainly fails to be fully informative and seriously slights 
the contribution of others. I should like to emphasize that the writing of 
the report was a staff effort. Norman Frumkin made the single largest 
contribution in the research, the drafting of chapters, and overseeing the 
final draft through publication. La Verne Collins's contribution was also a 
major one in the preparation of report materials and in writing. Lou 
Weiner prepared the chapter on price data and, before ill health overtook 
him, he further assisted us by persuading Stephen Taylor to take respon-
sibility for the chapter on flow-of-funds estimates. Needless to say, the 
members of the advisory committee provided guidance throughout, 
saved us from numerous (but, as Morris Cohen has demonstrated, not 
from all) errors, and were fully supportive. We also appreciate their 
forbearance from complaining when their one-year commitment was 
stretched to four-and-one-half years. 

The last point leads directly to Morris Cohen's first remark. He refers 
to the four-and-one-half years from the inception of the project to the 
completion of the report and the additional lapse of 18 months until 
pubhcation. This delay is characterized as "deplorable." Since I have no 
responsibihty for the printing delay, I agree with Morris that that delay is 
certainly deplorable. 

The matter of the four-and-one-half years to prepare the report, I 
think, is worth a few comments. Certain features of the original design of 
the project meant delays were inevitable. The budget of $80,000, even in 
1973 prices, is not a generous sum. In addition to myself, there was to be a 
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staff of three who were to be on half-time loan (not reimbursable) from 
regular full-time employment in federal agencies. My own input was also 
restricted to half-time. Until mid-1975 this was necessary because of my 
continuing commitment to the Conference Board. After that date a 
half-time schedule just about matched my energy level. Having my base 
in New York City was the source of some inefficiencies. This experience 
suggests to me, and this is my reason for dwelling on it, that, if sponsoring 
agencies are to avoid deplorable delays, they should provide budgets 
adequate for full-time staff and direction and not entrust the project to a 
nonresident who does not have the energy for a full-time commitment. 

Beyond the sponsors' mistakes must be mentioned the approach that I 
imposed on the project. To carry out the assignment, it seemed to me that 
it was essential to deal with the nuts and bolts of a vast network of 
interlocking estimates. To master these details on a half-time basis is 
time-consuming, especially since the last detailed description of the con-
struction of the national accounts pubHshed in 1954 was obsolete. 
Another necessary step was the review of each proposed recommenda-
tion by the appropriate data-collecting agency in order to have the benefit 
of their judgments on relevancy, feasibility, and cost. This too is time-
consuming. Perhaps one may argue that we overwhelmed ourselves by 
concerning ourselves with so much detail. Less detail would have short-
ened the time required. However, to have done so would have probably 
undercut another objective of the project, namely, to provide the Office 
of Federal Statistical Policy and Standards with a management tool to 
assist in further developing the economic statistics of the federal statisti-
cal system. This objective, it seems to me, is better served by the degree 
of detail that we attempted to provide. 

Now for a few remarks on more serious matters. There are three or 
four points in Morris Cohen's paper to which I would like to respond. 
Morris notes correctly that there is no mention in the report of capital 
stock estimates. I had every intention of addressing the subject, in part 
because this has been a subject of special interest to me. Despite the 
four-and-one-half-year interval, time was up before I got around to it. 

There is one aspect of the subject that seems to have escaped attention. 
It relates to the measurement of increments to capital stocks in short time 
periods, say, up to one year. For such intervals, capital expenditures are 
an inadequate basis for estimates of increments to gross capital stocks if 
the estimates are to be used for measurement of capital productivity, 
capacity, and capacity utilization. Capital expenditures as a concept is 
weak in that they include progress payments for capital items not only not 
yet installed but not yet completed or received. Much more relevant are 
''additions to depreciable assets" in a given period. This statistic, I should 
think, is readily available from enterprise accounts. If I were asked for 
another recommendation, without benefit of review by the advisory 
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committee, it would be for BE A to add a question on its company plant 
and equipment survey on additions to depreciable assets in each quarter. 
A similar recommendation would be relevant to the Census Bureau for 
its Annual Survey of Manufactures. 

Since shipments aje a closer proxy for gross additions than capital 
expenditures, it occurs to me now that BE A might want to review its 
current methodology in estimating quarterly producers' durable equip-
ment by type. For most of the items the procedure entails an averaging of 
shipments and expenditures. 

This distinction may explain the difference between the movement of 
commodity-flow estimates (essentially shipments) and survey estimates 
based on expenditures. This seems to puzzle Morris Cohen. In a given 
quarter they need not show the same relative movements. Both concepts 
should be measured since they serve different analytical uses. 

The second point that I have selected from Morris's paper is his 
concern over the estimator's failure to make expUcit use of year-end 
business accounting adjustments. These adjustments Morris points out 
can make a ''whale of a difference" in a company's reported profits. The 
effect of this failure, I should think, is much less serious than Morris 
suggests. NIP A estimates depend on aggregates of company reports, and 
this allows for the possibility of adjustment errors being offsetting to a 
significant degree. 

The third item is his final plea ''to lean toward the contemporary 
recording of economic events, even if the trade-off is a somewhat less 
accurate measurement of secular trends." May I suggest the trade-off 
may be more costly than stated. This is particularly true if among the 
requirements for achieving more accurate recording of the recent past is 
to have larger samples and higher response rates. This typically means 
less timeliness. Are users ready to accept this? Of course, advances in 
enterprise use of computer technology for record keeping and reporting 
may change this. 

Alfred Rees, as is Morris Cohen, is a gentle critic of our report, or more 
specifically in Rees's case, of our chapter 7 on "Improving Price Data." 
He seems to agree with what we said but mildly chides us about what was 
left unsaid, our sins of omission. Clearly his points are vaHd, and we do 
confess to the sins. The inclusion of the specific points noted in his paper 
certainly would have made for a more balanced discussion. My only 
response is a rationalization developed in retrospect. The reason for the 
omissions, I suppose, is that we were much impressed by the revision 
plans of the BLS both for the CPI (then in progress) and for the Producer 
Price Index. The perceptive and imaginative character of the planned 
revisions suggested to us that our most helpful course was to recommend 
as strongly as we could that BLS be given the resources to implement its 
plans with all due speed. If this were done, we were confident the more 
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glaring deficiencies of the price indexes (mentioned and unmentioned) 
would be eliminated. Still fuller discussion might have undercut the 
degree of emphasis we wanted to place on this major recommendation. 

In Ronald Kutscher's paper, our errors of omission from the perspec-
tive of measuring economic growth are for the most part requests for new 
aggregates and for finer sets of disaggregation. These specifics are one 
with his final observation that in addition to examining whether the auto 
parts were the best available we should also have explored whether this 
auto was the correct form of transportation. (Is there not another ques-
tion implied: From where to where do you want to travel?) I understand 
Kutscher's sense of dissatisfaction with our report on this score. How-
ever, our report seemed required and feasible with reference to the 
quality of the auto parts that we were directed to scrutinize and to suggest 
specifics for improving. To deal with the proper form of transportation 
was stipulated as being out-of-scope. 

Nonetheless, I should mention that our outlines for the final report at 
one time provided for an epilogue on the probable new data needs for the 
NIP A accounts over the next 10 years—an attempt at a forward look. The 
long struggle to complete what has now been published precluded the 
preparation of the epilogue. But all that happens is for the best. We now 
have Richard Ruggles's perceptive analysis of new directions for the 
national accounts together with those of Ronald Kutscher from a more 
limited perspective. I am sure these statements give us a better start on 
new directions than any statement I might have completed. 

And now a concluding word to say we much appreciate that the Income 
and Wealth Conference took our report seriously, virtually unseen—at 
least seriously enough to have placed it on the agenda. We hope you 
conclude that a fair number of the objectives expected of the report have 
indeed been met. 

A Bureau of Economic Analysis Perspective 
Robert P. Parker 

I would like to say a few words about the Creamer Report from a BEA 
perspective. Clearly, the preparation of this report has been beneficial to 
BEA. Specific changes that have resulted from the report have been 
enumerated in an article that appeared in the March 1979 issue of the 
Statistical Reporter. Although I won't repeat the listing of improvements 
already in place or shortly forthcoming, there has been definite progress. 
BEA already has adopted some of the recommendations. For example, 
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BEA now makes available at the time of the release of the preUminary 
GNP estimate its projection of key series for which data for the quarter 
are missing. The published monthly personal income series has been 
expanded to include personal taxes, outlays, and saving. Also, funds to 
prepare constant-dollar defense purchases are now part of BEA's 
budget, and the resulting series have been incorporated into the pub-
Ushed GNP estimates. Work also is progressing at BEA on many of the 
other Creamer Report recommendations. These projects include the 
reconciliation of the GNP and the FRB industrial production index, 
improving the Plant and Equipment Expenditures Survey, introduction 
of BLS price data into the deflation of exports and imports, and the 
estimation of capital stock by industry. 

The process of preparing the report and the steps taken to implement 
its recommendations also have had other impacts on BEA. There has 
been some improvement in the communication of our needs to other 
agencies—both those with which we have had limited or no contact in the 
past as well as those with which we have had continuing relations. The 
improved communications have increased not only the level of under-
standing of the role of each agency's data in preparing the NIPA esti-
mates but also the number of people at these agencies who understand 
our needs. Furthermore, at BEA there has been increased awareness of 
the role of other agencies in providing our source data and the prob-
lems—financial and others—of these agencies in obtaining additional 
data. This expansion of the understanding of mutual needs and problems 
in my opinion also will lead to improved NIPA estimates. 

While I don't want to diminish in any way the pluses of the Creamer 
Report for BEA, it also is necessary to consider its minuses. As has been 
implied by other speakers at the conference, the report itself really has 
few or no minuses—only limitations. Thus, I would Uke to discuss the 
Hmitations of the report itself and some problems that have arisen in the 
process designed to implement the report's recommendations. 

First, the implementation plan did not take into account the mainte-
nance of the status quo with regard to source data, especially with regard 
to the sample size underlying key NIPA source series. For example, at 
the same time the IRS was being asked to increase its budget for certain 
improvements, they were significantly cutting back on the size of the 
sample used to prepare the Statistics of Income reports. Similar situations 
developed with regard to the Federal Trade Commission and the 
Quarterly Financial Report and the Department of Agriculture and the 
Farm Production Expenditure Survey. 

Second, the implementation plan focuses attention on the recom-
mended improvement items at the individual agency level and not at the 
total level. Thus, one agency may add to its budget proposal a $50,000 
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improvement item that is far less important to improving the quality of 
the NIPA estimates than a comparably priced recommendation to an 
agency that decides not to push this latter item and request the necessary 
funding. In other words, the additional money being spent on improve-
ment items is not always being spent for the highest priority items. This 
development may be occurring because the report did not provide priori-
ties for its recommendations. 

Third, the report does not seem to have influenced the level of scrutiny 
in the forms clearance function performed in accordance with the Federal 
Reports Act for potential sources of NIPA improvement. This situation is 
especially true in the case of information collected in interview surveys 
from which microdata files are created—such as the Current Population 
Survey and the Survey of Income Program Participants. This lack of 
concern for NIPA improvement increases the problems of integrating 
these microdata files with the macroestimates prepared by BEA. 

As for the report itself, I have a few comments. It would have been 
better had the report provided for an annual or less frequent updating. As 
it now stands, as we identify new needs for data, there is no provision to 
supplement the recommendations. 

Another problem with the report is that it might have been better had 
the report emanated from the Office of Management and Budget (OMB) 
rather than the Commerce Department. Although the Office of Federal 
Statistical Policy and Standards has been dihgent in its efforts to imple-
ment the recommendations, OMB, because of its clout with the budget, 
may have had more success in gaining agency cooperation. 

Finally, the report did not sufficiently deal with potential problems 
facing the statistical agencies who must collect the additional data. There 
are two specific problems that we see in this area. The first is the pressure 
to reduce reporting burden; the second, the role of the standards-setting 
bodies of the accounting profession. 

The pressure to reduce the reporting burden runs opposite to the 
recommendations of the Creamer report to collect more data. It seems to 
us that something needs to be done to counter the pressure to reduced 
reporting burden, since the successful collection of additional data can 
only proceed with the support of the business community. With regard to 
the accounting profession, the rules underlying ''generally accepted 
accounting principles" do determine the kind of data easiest to collect. 
Rule changes—such as those affecting leasing and capitalization of in-
terest—can create serious problems in collecting data conceptually con-
sistent with the BEA's needs. What is needed is for the data needs of 
national income accounting to be seriously considered in the process of 
formulating accounting rules, as I understand is done in some European 
countries. While BEA has written position papers on various proposals of 
the Financial Accounting Standards Board, we see no indication of any 
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recognition that our concerns are legitimate. We feel that the com-
munication of the importance of the NIP As, imput-output tables, and 
International Transaction Accounts to both the business community and 
the accounting profession is vital to improving the abiUty of the federal 
government to collect data to improve the quality and timeliness of 
BEA's work. A proposal dealing with these problems in the Creamer 
Report would have been most welcome. 

The last topic Fd like to discuss deals with the potential improvement 
to GNP that will come from the expanded Producer Price Index program 
of BLS. Several conference speakers have applauded this work, which is 
designed primarily to generate industry net output prices. The deflation 
of GNP will benefit from this effort in several ways: more transaction 
prices, better information on the timing of prices on a delivery basis, and 
more commodity prices. However, BEA's needs are for commodity and 
not industry prices. In the short run, BE A would benefit the most by the 
immediate development of prices for such commodities as ships, compu-
ters, and large aircraft, as recommended in the Creamer Report. We 
hope that BLS will be able to help in this area sooner than is called for in 
their present plans. 

In closing, the Creamer Report has focused widespread attention on 
BEA's work. Its recommendations will point the way toward improving 
the statistics underpinning this effort. We see the report as emphasizing, 
clarifying, and justifying our long-standing quests for more and better 
data. 



This Page Intentionally Left Blank



Contributors 

V. Lewis Bassie 
David Kinley Hall 
Box 38 
University of Illinois 
Urbana, Illinois 61801 

Morris Cohen 
Morris Cohen & Associates 
241 Main Street 
Hackensack, New Jersey 07601 

Rosanne Cole 
Economic Research and Forecasting 
International Business Machines 

Corporation 
Old Orchard Road 
Armonk, New York 10504 

Daniel Creamer 
Deceased 

Edward F. Denison 
The Brookings Institution 
1775 Massachusetts Avenue, N.W. 
Washington, D.C. 20036 

John F. Early 
General Research Corporation 
7655 Old Springhouse Road 
McLean, Virginia 22102 

Otto Eckstein 
Data Resources, Inc. 
29 Hartwell Avenue 
Lexington, Massachusetts 02173 

Robert Eisner 
Department of Economics 
Northwestern University 
Evanston, IlHnois 60201 

Murray F. Foss 
American Enterprise Institute 
1150 17th Street N.W. 
Washington, D.C. 20036 

Karl D. Galbraith 
Bureau of Economic Analysis 
U.S. Department of Commerce 
Washington, D.C. 20230 

Robert J. Gordon 
Department of Economics 
Northwestern University 
2003 Sheridan Road 
Room 6180 
Evanston, lUinois 60201 

John A. Gorman 
National Income and Wealth Divi-

sion 
Bureau of Economic Analysis 
U.S. Department of Commerce 
Washington, D.C. 20230 

Alan Greenspan 
Townsend-Greenspan & Co., 
1 New York Plaza 
New York, New York 10004 

Inc. 

429 



430 Contributors 

Zvi Griliches 
Department of Economics 
Harvard University 
125 Littauer Center 
Cambridge, Massachusetts 02138 

Bruce T. Grimm 
Bureau of Economic Analysis 
U.S. Department of Commerce 
Washington, D.C. 20230 

Albert A. Hirsch 
Econometric Studies Branch 
Bureau of Economic Analysis 
U.S. Department of Commerce 
Washington, D.C. 20230 

Saul H. Hymans 
Department of Economics 
University of Michigan 
Ann Arbor, Michigan 48104 

Arthur M. Okun 
Deceased 

Robert P. Parker 
National Income and Wealth Divi-

sion 
Bureau of Economic Analysis 
U.S. Department of Commerce 
Washington, D.C. 20230 

Albert Rees 
Alfred P. Sloan Foundation 
630 Fifth Avenue 
Room 3550 
New York, New York 10020 

Richard Ruggles 
Department of Economics 
Yale University 
New Haven, Connecticut 06520 

John W. Kendrick 
Department of Economics 
George Washington University 
Washington, D.C. 20006 

Stanley J. Sigel 
Division of Research and Statistics 
Federal Reserve Board 
Washington, D.C. 20551 

Lawrence Klein 
Department of Economics 
Wharton School 
University of Pennsylvania 
3718 Locust Street 
Philadelphia, Pennsylvania 19174 

Ronald E. Kutscher 
Office of Economic Growth and Em-

ployment Projections 
Bureau of Labor Statistics 
U.S. Department of Labor 
441 G. Street N.W. 
Washington, D.C. 20212 

Marilyn E. Manser 
Mathematica Policy Research, Inc. 
600 Maryland Avenue, S.W. 
Suite 550 
Washington, D.C. 20024 

James H. Sinclair 
Division of Industrial Prices and 

Price Indexes 
Office of Prices and Living Condi-

tions 
Bureau of Labor Statistics 
U.S. Department of Labor 
441 G. Street N.W. 
Washington, D.C. 20212 

Stephen Taylor 
Division of Research and Statistics 
Federal Reserve Board 
Washington, D.C. 20551 

Helen Stone Tice 
Bureau of Economic Analysis 
U.S. Department of Commerce 
Washington, D.C. 20230 



431 Contributors 

Jack E. Triplett 
Office of Research and Evaluation 
Bureau of Labor Statistics 
U.S. Department of Labor 
441 G. Street, N.W. 
Washington, D.C. 20212 

Richard C. Ziemer 
Bureau of Economic Analysis 
U.S. Department of Commerce 
Washington, D.C. 20230 



This Page Intentionally Left Blank



Author Index 

Aircraft Exchange and Services, Inc., 251 
Archibald, R. B., 256, 307 
Avmark Inc., 251 

Berndt, E. R., 218, 242, 250, 260, 261 
Blackorby, C , 263, 307 
Braithwait, S. D., 307 
Burstein, M. L., 308 
Business Conditions Digest, 390 

Carson, C , 17 
Christ, C. F., 345 
Christensen, L. R., 367 
Cole, R., 334, 378, 399 
Council on Wage and Price Stability 

(COWPS), 150, 165, 171, 418 

Dano, S., 293 
Denison, E. F., 2,6,159,207,214,250,270, 

300,306 
Denton, F. T., 334 
Diewert, W. E., 307 
Douglas, G. W., 232 
Duggal, V. G., 378 

Early, J. F., 123, 263, 272, 418 
Eckstein, O., 379 

Fisher, F. M., 200, 208, 209, 240, 263, 271, 
272, 276, 288, 292 

Frumkin, N., 396 

Gillingham, R. F., 256 
Gordon, R. J., 204, 239, 250, 251, 257 

Griliches, Z., 2, 116, 240, 250, 256, 268, 
270, 280, 306 

Grimm, B. T., 379 
Grove, E. W., 2 

Hirsch, A. A., 379 
Howrey, E. P., 378 
Hudson, E. A., 217 

Jacob, E., 396 
Jaszi, G., 2, 23, 270, 300, 306, 334 
Jorgenson, D. W., 217, 250, 306, 307 

Katz, A. J., 3 
Kaysen, A. C , 240 
Kindahl, J. K., 165, 265, 418 
Klein, L. R., 8, 378 
Klevmarken, A. N., 307 
Kuiper, J., 334 
Kuznets, S., 388 

Lancaster, K., 270, 293 
Liviatan, N., 276 

McCarthy, M. D. , 378 
McDonald, R. J., 116, 122, 256, 263 
McGeary, F., 378 
McNees, S. K., 379 
Miller, J. C , III, 232 
Moorsteen, R. H., 288 
Muellbauer, J., 258 
Musgrave, J. C , 3 

Narasimham, G. V. L., 379 

433 



434 Author Index 

National Accounts Review Committee 
(1957), 24-25 

National Bureau of Economic Research 
(NBER), 1, 16, 25, 96, 150 

Ohta, M., 256, 280 
Oksanan, E. H., 334 

Panel to Review Productivity Statistics, 
250, 300, 303 

Parks, R. W., 250 
Patinkin, D., 276 
Peskin, J., 3 
Pollack, R. A., 260,271,272,275,280,282, 

307, 308 
Price Statistics Review Committee (1961), 

6, 150, 397, 417, 418 

Reece, W. S., 256 
Rosen, S., 224, 250 
Ruggles, N., 97 
Ruggles, R., 97, 417 
Russel, R. R., 263, 307 

Samuelson, P. A., 272, 288 
Searle, A., 169 
Shell, K., 200, 208, 209, 263, 271, 272,276, 

288, 292, 308, 309 

Sinclair, J. H., 263 
Statistical Reporter, 315, 424 
Stigler, G. J., 165, 265, 418 
Straszheim, M. R., 232-33 
Survey of Current Business, 8,16,18,20,23, 

25, 33, 35, 148, 173, 199, 314, 396 
Swamy, S., 272, 288 

Trajtenberg, M., 279 
Triplett, J. E., 116,122, 203, 208, 209,211, 

217,250,256,262,263,270,279,280,307 

United Nations, 151 
United States Civil Aeronautics Board, 250 
United States Congress, 167 
United States Department of Commerce, 

11, 148, 151, 155, 199, 200, 407-13 
United States Department of Defense, 150, 

152, 156 
Usher, D., 10, 306 

Warburton, C , 17 
Watkins, H. D., 251 
Wilcox, J. A., 222, 240 
Wood, D. O., 218, 242, 250, 260, 261 
Wright, P. T., 153 

Zarembka, P., 119 



Subject Index 

Back price linking, 156-57 
Banking services, imputation of, 21, 40 
Box-Cox technique, 119 
Bureau of Labor Statistics (BLS) Employ-

ment Cost Index, 272 
Business sectoring problems, 38 

Capital, intangible, in national accounts, 32 
Capital accounts, 32 
Capital consumption allowances, imputa-

tion of, 40-41, 67 
Capital formation, measurement of, 23 
Capital goods, index of prices, 261, 266 
Capital stock, estimator of, 34-35; value of, 

48-49 
Capital transactions, of households, 48 
Characteristic price equation, 119 
Characteristics, of goods: measurement of, 

208; performance, 218-19 
"Characteristics production cost" function, 

281 
Characteristics space, indexes in, 277-87; 

output price index, 295-300 
Commodity-flow method, of national 

accounts, 388 
ConciHation accounts, 20 
Constant-output criterion, for input price 

indexes, 277, 280, 285; for output price 
indexes, 293, 296 

Constant-quality output price index, 298-99 
Consumer durables, in Household Sector 

Account, 46 
Consumer Price Index (CPI), as an input 

price index, 253-55, 272; and quality 
adjustment, 261-62. See also Index 

Corporate tax returns, data from, 20 
Cost function, 210-12, 220 
Costless quahty change, 151-52, 300-3 
Cost-of-living index, 270, 273 
Cost-reducing innovation, and price in-

dexes, 258 
Costs of production, decreasing, 153 
Current account, of household sector, 43-

46 

Data improvement, costs of, 385 
Debt, and asset finance, 25 
Defense goods, in private inventory, 149 
Depreciation, geometric, 224 
Diminishing returns, 224, 226 
Direct comparison, for quality adjustment, 

109-15 
Direct consumption, provided by business, 

32 
Distribution of income, 35 
Downsizing, and price indexes, 255 

Economic models, and NIP A data revi-
sions, 333-53 

Energy-efficiency, adjustments for, 266-68 
Engineering News Record Building Cost 

Index (ENR), 173 
Environmental costs and benefits, imputa-

tion of, 40-42 
Environmental Protection Administration 

(EPA), 161 

Factor cost, for national accounts, 20-22 
Factors of production, 21 

435 



436 Subject Index 

Federal Reserve Board (FRB), 17; flow-of-
funds account, 98-99; Index of Industrial 
Production, 10, 389, 394 

Federal surplus, multiplier, 343-44 
Financial Accounting Standards Board 

(FASB), 104 
Financial intermediaries, in national 

accounts, 67-77 
Financial transactions, integrated with 

national accounts, 46-48 
Fire and casualty insurance, in national 

accounts, 67-69 
First in first out (FIFO) accounting, 325-26 
Flow-of-funds account, 98-99, 409 
Foreign account, 19, 26 
Forward price linking, 156 
Fringe benefits, in household accounts, 46; 

in national accounts, 69-70 
Fuel-efficiency changes, and price indexes, 

259-62,266^68 
Functional pricing, 151-52 

Goods, as aggregates of characteristics, 
277-80 

Government expenditures, in national 
accounts, 19, 26-27 

Government interest payments, in national 
accounts, 18, 76-77; as a transfer pay-
ment, 24 

Gross automobile product, 28 
Gross corporate product, 28 
Gross national product, in constant dollars, 

20 
Gross savings and investment account, 19, 

23, 26-27, 46^8 

Health insurance, in Personal Income 
Account, 49, 69-71 

Hedonic price regression, 144,222-28,279-
80 

Hedonic quality adjustment technique, 116, 
120-22, 256, 270 

Household, sectoring problems, 38 
Household sector, balance sheet, 48-49; 

current account of, 43-46, 98 
Household Sector Account, 45-46 

Illegal activities, income from in national 
accounts, 18, 39 

Implicit price deflators (IPD), for Depart-
ment of Defense, 199-200 

Imputations, of banking services, 21, 40; of 
environmental cost and benefits, 40-41; 

of nonmarket activity, 18, 39-41,100; of 
owner-occupied housing, 40, 42 

Income distribution, 21 
Index criterion, 277 
Index: of capital goods prices, 261, 268; 

Consumer Price Index (CPI), 253-55, 
261-62; of industrial production, 10,389, 
394; input cost, 270, 273-74, 281-87; in-
put price, 209-11, 256-58, 270-77, 280-
87; Laspeyres, 202, 235, 274^80; output 
price, 209-11, 270-71, 291-92; Paasche, 
165,235,275-76,289-90; Producer Price 
Index (PPI), 107-8, 122-23, 208-17, 
253-55, 280-300 

Index number problem, 276, 289 
Inflation, and national accounts, 323-25 
Input characteristics, 224, 277-80 
Input cost index, 270, 273-74; in character-

istic space, 281-87 
Input demand function, 220 
Input-output table, 28, 388, 404 
Input price index, 209-11, 256-58, 270-71, 

273-77,280-87; and quality change, 211-
14, 219-23; real, 227, 235 

Insurance premiums, as business costs, 68 
Intangible capital, in national accounts, 32 
Interest payments, in national accounts: 

from business, 72-76, 104; from govern-
ment, 22; "Hd rule" on, 104; in Personal 
Income Account, 45; as property in-
come, 21, 24 

Intermediate products, 31; of government, 
24 

Inventory recession, 317-18 
Inventory valuation adjustment (IVA), 40-

41, 316, 325 

KLEM production process, 272 

Laspeyres, fixed-weight price index, 165, 
202, 235, 274^75, 289-90 

"Laspeyres-perspective," input cost index, 
274^75, 280, 282, 287; output price in-
dex, 290-92, 295, 299 

Last in first out (LIFO) accounting, 325-26 
Learning curve, 153, 157 
Leisure, in national accounts, 32 
"Lid rule," on business payments, 104 
Life insurance, in national accounts, 22,45, 

71-72 
Link price, and marginal costs, 201; quality 

adjusted, 120, 144 



437 Subject Index 

Linking procedure, for quality adjustment, 
109-14, 156, 234, 254, 263, 270 

Liquid saving, data on, 20 
List prices, 201 

Manufacturers cost data, 254-55 
Marginal costs of production, 143,201,214; 

increasing, 226 
Marginal propensity to consume (MPC), 

340-41 
Mean absolute error (MAE), 346-52 
Mean absolute percent error (MAPE), 346-

52 
"Mixed" quality adjustment, 256 
Multifactor production function, 405 
Multipliers, 342-44 

National defense, in national accounts, 
147-49; estimates of purchases, 148-52 

National income, 17, 21, 26, 29 
National Income and Product Account 

(NIPA): five account system, 23-25, 36; 
history of, 17-25; revisions of, 25-28,34-
35,333-53; six account system, 18-20,36 

National product, 20-21 
'*Net interest" approach, to interest pay-

ments, 73 
Net worth, origin of, 49 
Nonborrowed reserves, multiplier for, 342 
Nonmarket activity, in national accounts, 

32, 35, 39-43, 97 
Nonprofit institutions, in Personal Income 

Account, 44 
Nonproportional quality change, adjust-

ments for, 207-8, 211-17, 256, 258-59 

Occupational Safety and Health Adminis-
tration (OSHA), 115, 161 

Operating cost changes, and quaUty adjust-
ments, 208-9 

Output characteristics, 211, 293-95 
Output price index, 209-11, 270-71, 291-

92; in characteristics space, 295-300; and 
quality change, 214-17, 287-300 

Overlap method, of quality adjustment, 
109-14, 157 

Oversmoothing, 379 
Owner-occupied housing, rental from in 

national accounts, 18, 40 

'Taasche perspective," input cost index, 
275-76, 280, 282, 287; output price in-
dex, 290-92, 295 

Paasche price index, 165, 235,275-76,289-
90 

Pensions, in national accounts, 22, 45, 71-
72 

Perpetual inventory method, 48 
Personal consumption expenditure, 28 
Personal income, multiplier for, 343 
Personal Income Account, 44-45 
Personal income and expenditure accounts, 

19, 26, 37 
Price changes, measuring, 150-53 
Price equation, characteristic, 119 
Price multiplier, 343, 381 
Producer-cost quality adjustment, 109-14, 

143, 206^7, 208, 214, 217 
Producer Price Index (PPI): conceptual 

definition of, 107-8; as an input price 
index, 253-55, 417; exclusion of mihtary 
purchases, 148; and quality adjustment, 
122-23, 208-17; 280-300. See also Index 

Production-cost criterion, 256, 258-59, 269 
Production function, 210-11, 273; multif ac-

tor, 405; separable, 218-19,260-61,263-
64 

Production possibility frontier, 288-89, 291 
Product substitution, in PPI, 110, 275, 277, 

290 
Productivity growth, and quahty adjust-

ment, 142-43, 240-41, 303-4 
Profit and loss statement, 19 
Profits, as a residual share, 21 
Property income, in national accounts, 21-

22 
PubHc goods, in national accounts, 42 
Pump-priming deficit, 17 
"Putty-clay" technology, 218 

Quahty adjustment criterion, 255, 265-66 
Quahty change, adjustment for: for air-

craft, 197-98; for cranes, 116-22; in de-
fense purchases, 156-64; and efficiency 
changes, 206-7; hedonic, 116, 120-22; 
and inflation, 144; and input price in-
dexes, 211-14,280-87; nonproportional, 
207-8, 211-17, 256, 258-59; and output 
price indexes, 214-17, 295-300; produc-
tion cost criterion, 206; user value crite-
rion, 206; for selected commodity 
groups, 114-15 

Quality relatives, 236-38 
Quinquennial census benchmarks, 388 

Regional accounts, expansion of, 385 



438 Subject Index 

Regression techniques, and quality adjust-
ment, 116, 120-22, 256, 270 

Rental income, in Personal Income 
Account, 45 

Resource-cost rule. See Production-cost 
criterion 

Revenue function, 219, 291 

Saving and investment account, 19, 23, 26-
27, 46^8 

Seasonal adjustment, 399 
Sectoring, in national accounts, 23, 36-39, 

97 
Services of housewives, in national 

accounts, 18, 32, 39 
Sick-pay benefits, in national accounts, 69 
Small firms, coverage of, 411 
Specification pricing, 151-52, 155, 159-61, 

207 
Standard Industrial Classification (SIC), 

315 
Standard Industrial Trade Classification 

(SITC), 322 
Standard metropolitan statistical areas 

(SMSA), 27 
Statistical discrepancy, 409 

Substitution bias, in fixed-weight indexes, 
275, 277, 290 

Theil coefficient, 348-49 
Transaction accounts, 30 
Transaction prices, 201, 392 
Transactor approach, to recording national 

accounts, 43, 46, 70, 72, 97-98, 100-102 
Transfers, in Personal Income Account, 45-

46 

Unincorporated enterprises, sectoring of, 
23 

United Nations System of National 
Accounts (SNA), 16, 28-31, 73-74 

User cost of capital, 224 
User-value, quality adjustment, 206, 208, 

211, 214, 217, 256, 269, 304 

Variable operating costs, 219-23 

"Warm production base," 152 
Wholesale Price Index. See Producer Price 

Index (PPI) 

Yield curve, 232 



This Page Intentionally Left Blank




