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Reliability, Maintenance and Logistic Support

Preface

There has to be a beginning to every great undertaking
Sir Francis Drake

It happens that we are writing this preface, just days after the start of the
2000 Formula 1 motor racing season. As usual, at this time in the season,
many of the cars failed to finish. It has often been observed that, “fo finish
first you must first finish". Formula 1, and their American cousins, Indy 500
cars represent the pinnacle of automotive engineering design: they are
aerodynamic, fast, light, manoeuvrable and, by and large, safe. These cars
are, however, not intended to last decades. If they survive to the end of the
race (between 200 and 500 miles) without the need for any maintenance, that
takes more than 10 seconds, then they can be considered to have met one of
their prime requirements. In much the same way, a combat aircraft is not
expected to cruise at high altitudes, at sub-sonic speeds for 18 hours a day
nor is a commercial airliner expected to fly at Mach 2, at altitudes below 250
feet (80 metres) pulling between —4.5 and +9 G. Having said that, however,
the owners of both types of aircraft want and expect maximum availability at
minimum (through-life) cost. Both also want to be able to carry a maximum
payload, over maximum range with minimum fuel burn, minimum
maintenance, minimum support and maximum safety and reliability.

Reliability, Maintenance and Logistic Support play a crucial role in
achieving a competitive product. While manufacturing and equipment cost
are important for the success of a product, they are not the sole domains in
realising its competitive edge. Improved manufacturing and operating
quality and performance coupled with reduced acquisition cost and in-

XV



XVvi Preface

service cost of ownership are important in achieving business success. For
example, Airlines need equipment with Reliability, Maintenance and
Supportability "designed in" so that their aircraft can have high levels of
dispatch reliability and availability with affordable maintenance and support
costs. The early phase of design offers the best opportunity to address
reliability, maintenance and logistic support and thus the life cycle
effectiveness. Life cycle cost analysis provides a meaningful way of
integrating reliability, maintenance and supportability to enhance the product
performance and sales opportunities.

The main objective of the book is to provide an integrated approach to
reliability, maintainability, maintenance and logistic support analysis. We
not only look at ways we can improve the design process to ensure the
product offers value for money, more for less, more bangs per buck, better
cheaper faster but we also consider how owners can get the most from these
products once they have been entered service.

The additional objectives of the book are:

1. Introduce the concept of reliability, maintenance and logistic support and
their role in system life cycle and effectiveness.

2. Introduce the basic probability and statistical techniques that are essential
for modelling reliability, maintenance and supportability problems.

3. Introduce reliability measures: how to predict them; how to determine
them from in-service data; how to use them.

4. Analysis of advanced models in Reliability.

5. Discuss basic and advanced concepts in maintenance including
preventive, corrective and condition based maintenance.

6. Discuss maintenance management and optimisation concepts, such as
reliability-centred maintenance and age-related maintenance.

7. Provide basic concepts in supportability and integrated logistic support.

8. Discuss techniques for design for reliability, maintenance and
supportability.

9. Analysis of simple and advanced models in spares forecasting and
optimisation.

10. Discuss data analysis, data management and data mining techniques.

In the first chapter we introduce the concept of reliability, maintenance
and supportability (RMS) and their role in product success and life cycle
effectiveness. A case study on Apollo 13 is used to illustrate some of the
problems during design and operation stage that can affect the reliability of a
product. In Chapter 2, we introduce the concept of probability, random
variables and probability distributions. In particular, we will look at ways of
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describing time-to-failure, time-to-repair and time-to-support using such
distributions as the exponential, normal, Weibull, Gamma, and lognormal
and how these can be used to provide better RMS models.

Chapter 3 introduces number of useful reliability measures including the
failure function, reliability function, hazard function, mean time between
failure (MTBF) and maintenance free operating period (MFOP). The
characteristics and applications of these measures are discussed. We will
look at how these might be used to provide more meaningful measures of
reliability. The concept of life exchange rate matrix (LERM) is introduced to
recognise that not all components in a system have same duty cycle. LERM
provides a normalised unit for measuring the age of a system.

Chapter 4 deals with the basic mathematical tools required for predicting
reliability of series, parallel, series-parallel, complex and network systems.
Many real life examples will be used for illustration and a case study based
on an aircraft engine is presented.

Basic maintainability and maintenance concepts are introduced in
Chapter 5. Maintainability measures, level of maintenance and maintenance
classification are discussed in this chapter. In addition, Maintenance policies
such as corrective, preventive and condition-based maintenance are
discussed. Maintenance models and optimisation procedures such as
reliability centred maintenance, age related maintenance with case study on
aircraft engine is discussed in Chapter 6.

Chapters 7, 8 and 9 are dedicated to supportability issues. Chapter 7
introduces the important role of supportability in product life cycle and
supportability measures. Chapter 8 discusses several models for forecasting
spares requirements. In particular, we investigate the advantages and
disadvantages, when to use and when not to use Poisson models, Renewal
theory, marginal analysis and Monte Carlo simulations. Chapter 9 is
dedicated to Integrated Logistics Support (ILS). Case studies from British
Airways and Aircraft engine are used to illustrate some of the concepts
discussed in these chapters.

In chapter 10, we discuss availability concepts like inherent, operational
and achieved availability. The chapter also analyses the effect of reliability,
maintenance and logistic support on availability as well as looking at how
different maintenance and support policies can help to realise the full
potential of the system. Chapter 11 considers some of the more traditional
approaches such as reliability, maintainability and supportability allocation,
Failure Mode Effects and Criticality Analysis (FMECA), Fault Tree
Analysis (FTA), Fault Tolerant Software (FTS) and Life Cycle Costing
(LCO).

We conclude the book with a chapter on various methods for estimating
the type and parameters of time-to-failure, time-to-repair and time-to-support
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distributions. This explains some of the standard methods including mean
and median rank regression and maximum likelihood estimation. We will
also look at how to get the maximum information from in-service data and
how to use it to demonstrate reliability and maintenance requirements.

Most of the materials presented in this book are tested from time to time
with different types of students, starting with technicians up to top level
management from different multi-national companies around the world. The
book is intended for Under-graduate and Post-graduate students from all
engineering disciplines. Above all, the book is designed to be a useful
reference by reliability, maintenance and supportability engineers from all
types of industry and those people encumbered with tasks of operating,
maintaining and supporting the complex systems produced by these
industries safely and cost-effectively.

As Alan Mulally, in the capacity of the General Manager of Boeing 777
division use to say frequently: we are where we are, certainly this book can
be improved, and we are looking forward to receiving critical reviews of the
book from students, teachers, and practitioners. We hope you will all gain as
much knowledge, understanding and pleasure from reading this book as we
have from writing it.

U Dinesh Kumar John Crocker
Indian Institute of Management Calcutta Mirce Akademy, UK
J Knezevic M El-Haram

Mirce Akademy, UK Mirce Akademy, UK
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Chapter 1

Reliability, Maintenance, and Logistic
Support — Introduction

All the business of war, and indeed all the business of life, is to endeavour
to find out what you don't know from what you do.

Duke of Wellington

1.1. INTRODUCTION

Ever since the Industrial Revolution began some 2)2 centuries ago,
customers have demanded better, cheaper, faster, more for less, through
greater reliability, maintainability and supportability (RMS). As soon as
people set themselves up in business to provide products for others and not
just for themselves, their customers have always wanted to make sure they
were not being exploited and that they were getting value for money and
products that would be fit for purpose.

Today’s customers are no different. All that has changed is that the
companies have grown bigger, the products have become more
sophisticated, complex and expensive and, the customers have become more
demanding and even less trusting. As in all forms of evolution, the Red
Queen Syndrome (Carroll, L. 1871, Ridley, R. 1993) is forever present — in
business, as in all things, you simply have to keep running faster to stand
still. No matter how good you make something, it will never remain good
enough for long

Operators want infinite performance, at zero life-cycle cost, with 100%
availability from the day they take to delivery to the day they dispose of it.
It is the task of the designer/manufacturer/supplier/producer to get as near as
possible to these extremes, or, at the very least, nearer than their competitors.
In many cases, however, it is not simply sufficient to tell the (potential)

U. D. Kumar et al., Reliability, Maintenance and Logistic Support
© Kluwer Academic Publishers 2000



2 Reliability, Maintenance and Logistic Support

customer how well they have met these requirements, rather, they will be
required to produce demonstrable evidence to substantiate these claims. In
the following pages, we hope to provide you with the techniques and
methodologies that will enable you to do this and, through practical
examples, explain how they can be used.

The success of any business depends on the effectiveness of the process
and the product that business produces. Every product in this world is made
to perform a function and every customer/user would like her product to
maintain its functionality until has fulfilled its purpose or, failing that, for as
long as possible. If this can be done with the minimum of maintenance but,
when there is a need for maintenance, that this can be done in the minimum
time, with the minimum of disruption to the operation requiring the
minimum of support and expenditure then so much the better. As the
consumer’s awareness of, and demand for, quality, reliability and,
availability increases, so too does the pressure on industry to produce
products, which meet these demands. Industries, over the years, have placed
great importance on engineering excellence, although some might prefer to
use the word “hubris”. Many of those, which have survived, however, have
done so by manufacturing highly reliable products, driven by the market and
the expectations of their customers.

The operational phase of complex equipment like aircraft, rockets,
nuclear submarines, trains, buses, cars and computers is like an orchestra,
many individuals, in many departments doing a set of interconnected
activities to achieve maximum effectiveness. Behind all of these operations
are certain inherent characteristics (design parameters) of the product that
plays a crucial role in the overall success of the product. Three such
characteristics are reliability, maintainability and supportability, together we
call them RMS. All these three characteristics are crucial for any operation.
Billions of dollars are spent by commercial and military operators every year
as a direct consequence of the unreliability, lack of maintainability and poor
supportability of the systems they are expected to operate.

Modern industrial systems consist of complex and highly sophisticated
elements, but at the same time, users’ expectations regarding trouble free
operation is ever present and even increasing. A Boeing 777 has over
300,000 unique parts within a total of around 6 million parts (half of them
are nuts, bolts and rivets). Successfully operating, maintaining and
supporting such a complex system demands integrated tools, procedures and
techniques. Failure to meet high reliability, maintainability and
supportability can have costly and far-reaching effects. Losing the services
of airliners, such as the Boeing 747, can cost as high as $ 300,000 per day in
forfeited revenue alone. Failure to dispatch a commercial flight on time or
its cancellation is not only connected to the cost of correcting the failure, but
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also to the extra crew costs, additional passenger handling and loss of
passenger revenue. Consequently, this will have an impact on the
competitiveness, profitability and market share of the airline concerned.
‘Aircraft on Ground' is probably the most dreaded phrase in the commercial
airlines’ vocabulary. And, although the costs and implications may be
different, it is no more popular with military operators.

Figure 1.1 shows the factors contributing to delays suffered by Boeing
747s in service with a long haul airline (Knotts 1996); technical delay and
cancellations account for about 20% of the total. Costs per minute delay for
different aircraft type are shown in Figure 1.2. Here the delay costs are
attributable to labour charges, airport fees, air traffic control costs,

rescheduling costs, passenger costs (food, accommodation, transport and
payoffs).

Boeing 747 - Delay Causes

Air Traffic
Passengers 33.0%
17.0%

Miscellaneous

Ramp Handling 13.0%

17.0%

Technical Delays
20.0%

Figure 1.1 Boeing 747 Delay Causes

Industries have learned from past experience and through cutting edge
research how to make their products safe and reliable. NASA, Boeing,
Airbus, Lockheed Martin, Rolls-Royce, General Electric, Pratt and Whitney,
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and many, many more, are producing extremely reliable products. For
example, over 25% of the jetliners in US have been in service for over 20
years and more than 500 over 25 years, nearing or exceeding their original
design life (Lam, M., 1995). The important message is that these aircraft are
still capable of maintaining their airworthiness; they are still safe and
reliable. But, we cannot be complacent, even the best of organisations can
have their bad days. The losses of the Challenger Space Shuttle in 1986, and
Apollo 13 are still very fresh in many of our memories.

Customers’ requirements generally exceed the capabilities of the
producers.  Occasionally, these go beyond what is practically, and
sometimes even theoretically, possible. An example of this could be the new
reliability requirement, maintenance and failure free operating period,
(Hockley et al 1996, Dinesh Kumar et al, 1999, 2000). High reliability is
certainly a desirable function, but so to is maintainability and excellent
logistic support. It is only through all three that the life-cycle cost can be
driven down whilst the level of availability is driven up.

Combat aircraft are expensive and so are their crews, so no operator
wants to lose either. At the same time, deploying large ground forces to
maintain and support them is also expensive and, potentially hazardous. It is
therefore not surprising that the operators are looking to the manufacturers to
produce aircraft so reliable that they can go for weeks without any
maintenance. The question is, however, can we achieve the necessary level
of reliability, with sufficient confidence, at an affordable price, to meet this
requirement?

Recent projects such as the Ultra Reliable Aircraft (URA) and Future
Offensive Air Systems (FOAS) place a new dimension to the reliability
requirement. The operators/users would like to have Maintenance Free
Operating Periods (MFOP), during which the probability that the system will
need restorative maintenance is very low. Between each of these periods,
sufficient maintenance will done to ensure the system will survive the next
MFOP with the same probability. Only time will tell whether this policy
becomes adopted but there is no doubt that the days of the MTBF (mean
time between failures) and its inverse, the [constant] failure rates are surely
numbered. Science, mathematics and probability theory are slowly finding
their way into the after-market business and with them will come the need
for better educated people who understand these new concepts, techniques
and methodologies. And, it will not just affect military aircraft, buyers of all
manufactured products will demand greater value for money, at the time of
purchase, of course, but more than that they will expect it throughout its life.
Manufacturers who have relied on unreliability will need to re-think their
policies, processes and finances.
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1.2. THE LIFE CYCLE OF A SYSTEM

Fundamental to any engineering design practice is an understanding of
the cycle, which the product goes through during its life. The life cycle
begins at the moment when an idea of a new system is born and finishes
when the system is safely disposed. In other words, the life cycle begins
with the initial identification of the needs and requirements and extends
through planning, research, design, production, evaluation, operation,
maintenance, support and its ultimate phase out (Figure 1.3).

Needs and Design Production or

? Use Retirement
Requirements

Construction

U ! Iy

Conceptual design

Manufacture Operation
Preliminary design Assembly Maintenance
Detailed design Support

Figure 1.3 Life cycle of the system.

Manufacturers who specialise in military hardware will often be
approached, either directly or through an advertised “invitation to tender” to
discuss the latest defence requirement. For most other manufacturers, it is
generally up to them to identify a (potential) market need and decide
whether they can meet that need in a profitable way. The UK MoD
approached BAE Systems to bring together a consortium (including
representatives of the MoD and RAF) for an air system that would out-
perform all existing offensive systems, both friend and foe, and that would
include all of the concepts identified as practical in the URA research
project. Airbus Industries, on the other hand, decided, based on their
extensive market research, that there was a sufficient market need for a very
large aircraft that could carry well in excess of 500 passengers, at least
across the Pacific from Tokyo to Los Angeles and possibly even non-stop
between London and Sydney. It will be many years before we will know
whether either of these aircraft will get off the ground and very much longer
to see if they prove a business success for their manufacturers.

The first process then is a set of tasks performed to identify the needs and
requirements for a new system and transform them into its technically
meaningful definition. The main reason for the need of a new system could
be a new function to be performed (that is there is a new market demand for
a product with the specified function) or a deficiency of the present system.
The deficiencies could be in the form of: 1. Functional deficiencies, 2.
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Inadequate performance, 3. Inadequate attributes. 4. Poor reliability, 5. High
maintenance and support costs, 5. Low sales figures and hence low profits.

The first step in the conceptual design phase is to analyse the functional
need or deficiency and translate it into a more specific set of qualitative and
quantitative requirements. This analysis would then lead to conceptual
system design alternatives. The flow of the conceptual system design
process is illustrated in Figure 1.4 (D Verma and J Knezevic, 1995). The
output from this stage is fed to the preliminary design stage. The conceptual
design stage is the best time for incorporating reliability, maintainability and
supportability considerations. In the case of FOAS, for example, various
integrated project teams with representatives of the users, suppliers and even
academia will drawn together to come up with new ideas and set targets,
however, impractical. It was largely a result of this activity that the concepts
of the MFOP and the uninhabited combat air vehicle (UCAYV) were born.

Needs and Needs Analysis Synthesis of Analysis of Evaluation of

Requirements & Requirements conceptual system Conceptual Conceptual
—\ Definition — design alternatives j System Design :) System Design
— — Alternatives Alternatives

Figure 1.4 Conceptual system design process

The main tasks during the preliminary design stage are system functional
analysis such as operational functions, maintenance functions, allocations of
performance and effectiveness factors and the allocation of system support
requirement (Blanchard, 1991). It is at this time that the concepts are
brought down to earth out of the “blue sky”. Groups will be required to put
these ideals into reality possibly via technical development programs or
abandon them until the next time.

The main tasks performed during the detailed design stage 1.
Development of system/product design, 2. Development of system
prototype, and 3. System prototype test and evaluation. Design is the most
important and crucial stage in the product life cycle. Reliability,
maintainability and supportability depend on the design and are the main
drivers of the operational availability and costs. It is during this stage that
safety, reliability and maintainability demonstrations can be performed and,
from these, maintenance and support plans can be decided.

The production/construction process is a set of tasks performed in order
to transform the full technical definition of the new system into its physical
existence.  The main tasks performed during this process are 1.
Manufacture/Production/Test of prime system elements, 2. System
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assessment, 3. Quality Assurance, and 4. System Modification. During the
production/construction process the system is physically created in
accordance with the design definition. The input characteristics of the
production process are the raw material, energy, equipment, facilities and
other ingredients needed for the production/construction of the new system.
The output characteristics are the full physical existence of the functional
system.

1.3. CONCEPT OF FAILURE

As with so many words in the English language, failure has come to mean
many things to many people. Essentially, a failure of a system is any event
or collection of events that causes the system to lose its functionability where
Sfunctionability is the inherent characteristic of a product related to its ability
to perform a specified function according to the specified requirements
under the specified operating conditions. (Knezevic 1993) Thus a system, or
indeed, any component within it, can only be in one of two states: state of
functioning or; state of failure.

In many cases, the transition between these states is effectively
instantaneous; a windscreen shatters, a tyre punctures, a blade breaks, a
transistor blows. There is insufficient time to detect the onset or prevent the
consequences. However, in many other cases, the transition is gradual; a
tyre or bearing wears, a crack propagates across a disc, a blade “creeps” or
the performance starts to drop off. In these circumstances, some form of
health monitoring may allow the user to take preventative measures.
Inspecting the amount of tread on the tyres at regular intervals, scanning the
lubricating oil for excessive debris, boroscope inspection to look for cracks
or using some form trending (e.g. Kalman Filtering) on the specific fuel
consumption can alert the user to imminent onset of failure. Similarly, any
one of the many forms of non-destructive testing may be used (as
appropriate) on components that have been exposed during the recovery of
their parent component to check for damage, deterioration, erosion,
corrosion or any of the other visible or physically detectable signs that might
cause the component to become non-functionable.

With many highly complex systems, whose failure may have serious or
catastrophic consequences, measures are taken, wherever possible, to
mitigate against such events. Cars are fitted with dual braking systems,
aircraft with (at least) triple hydraulic systems and numerous other instances
of redundancy. In these cases, it is possible to have a failure of a component
without a failure of the system. The recovery of the failed item, via a
maintenance action, may be deferred to a time which is more convenient to
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the operator, safe in the knowledge that there is an acceptably high
probability that the system will continue operating safely for a certain length
of time. If one of the flight control computers on an aircraft fails, its
functions will instantly and automatically be taken over by one of the other
computers. The flight will generally be allowed to continue, uninterrupted to
its next scheduled destination. Depending on the level of redundancy and
regulations/certification, further flights may be permitted, either until
another computer fails or, the aircraft is put in for scheduled maintenance.

Most commercial airliners are fitted with two, or more, engines. Part of
the certification process requires a practical demonstration that a fully loaded
aircraft can take-off safely even if one of those engines fails at the most
critical time; “rotation” or “weight-off-wheels”. However, even though the
aircraft can fly with one engine out of service, once it has landed, it would
not then be permitted to take-off again until that engine has been returned to
a state of functioning (except under very exceptional circumstances). With
the latest large twins (e.g. Airbus 330 and Boeing 777), a change in the
airworthiness rules has allowed them to fly for extended periods following
the in-flight shutdown of one of the engines, generally referred to ETOPS
(which officially stands for extended twin operations over sea or,
unofficially, engines turn or passengers swim). This defines the maximum
distance (usually expressed in minutes of flying time) the aircraft can be
from a suitable landing site at any time during the flight. It also requires an
aircraft that has “lost” an engine to fly to immediately divert to a landing site
that is within this flying time. Again, having landed, that aircraft would not
be permitted to take off until it was fitted with two functionable engines. In
this case, neither engine is truly redundant but, the system (aircraft) has a
limited level of fault/failure tolerance.

Most personal computers (PC) come complete with a “hard disc”.
During the life of the PC, it is not uncommon for small sectors of these discs
to become unusable. Provided the sector did not hold the file access table
(FAT) or key system’s files, the computer is not only able to detect these
sectors but it will mark them as unusable and avoid writing any data to them.
Unfortunately, if there was already data on these sectors before they become
unusable, this will no longer be accessible, although with special software, it
may be possible to recover some of it. Thus, the built-in test software of the
computer is able to provide a level of fault tolerance which is often totally
invisible to the user, at least until the whole disc crashes or the fault affects a
critical part of a program or data. Even under these circumstances, if that
program or data has been backed up to another disc/storage medium, it
should be possible to restore the full capability of the system usually with a
level of manual intervention. So there is both fault tolerance and redundancy
although the latter is usually at the discretion of the user.
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1.4. APOLLO 13 - CASE STUDY

On March 14, 1968, a NASA subcontractor shipped a cryogenic oxygen
tank to a California assembly plant where it was installed into a spacecraft
for an upcoming mission element, which was containing a thermostat,
designed for only 28 volts. Later the impact of this defect was exacerbated
by ground procedure that inadvertently overheated the tank and destroyed
insulation protecting its internal wiring. On April 13, 1970, at 55 hours, 54
minutes and 53 seconds into the mission, some 200 000 miles from Earth,
when astronaut Jack Swigert, responding to a routine daily request from the
ground, switched on the cryogenic fan to stir up the contents of the oxygen
tanks, a spark was generated that ignited insulation material, raising the
temperature and pressure to the point where the tank exploded. The oxygen
inside the tank flashed instantly into gas and filled bay four of the service
module, blowing out the ship’s external panel which collided with the
orbiter’s high-gain antenna and causing the failure that caused a loss of
breathable oxygen and power in the command-service module. The three-
man crew was forced to abandon the spacecraft and survive in the Lunar
Excursion Module, for over 80 hours, until just a few hours before
splashdown.

The Apollo spacecraft’s electrical system was designed to operate on 28
volts of current. Consequently, When North American first awarded tank
contract to Beech Aircraft, they were told that the thermostat switches, like
other switches and systems aboard the ship, should be made compatible with
the spacecraft’s 28-volts power grid. However, this voltage was not the only
current the spacecraft would ever be required to accept. During the weeks
and months preceding the launch, the ship spent much of its time connected
to launch-pad generators at Cape Canaveral, so that pre-flight equipment
could be run. The generators used there were dynamos, which charge out
current of 65 volts. Having learned this, North American became concerned
that high voltage would cook delicate heating system in the cryogenic tanks
before the craft ever left the pad, and decided to change the specification.
The subcontractor was informed that it should change the original heater
plans and replace the entire heating system. Inexplicably, the engineers
neglected to change the specifications on the thermostat switches, leaving
the originally designed 28-volt switches in the new 65-volt heaters. Despite
rigorous control by Beech, North American and NASA technicians, the
discrepancies were not discovered.

The tanks that flew aboard Apollo 13 were shipped to North American
plant in Downey California. There, they were attached to a metal frame, or
shelf, and installed in service module 106, which was scheduled to fly during
1969’s Apollo 10 mission. As additional technical improvements were made
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in the design of oxygen tanks the engineer decided to remove the existing
tanks from the Apollo 10, service module and replace them with newer ones.
The tanks that had been installed on the ship would be upgraded and placed
in another service module, for use on another flight. Removing cryogenic
tanks from an Apollo spacecraft was a delicate job. Since it was nearly
impossible to separate any one tank from the tangle of pipes and cables that
ran from it, the entire shelf, along with all of its associated hardware, would
have to be removed. In order to do this, technicians would attach a train to
the edge of the shelf, remove the four bolts that are in place, and pull the
assembly out. On October 21* 1968, Rockwell Engineers unbolted the tank
shelf in the spacecraft and began to lift it carefully from the ship. Unknown
to the crane operators, one of the four bolts had been left in place. When the
winch motor was activated, the shelf rose only two inches before the bolt
caught, the cranes slipped, and the shelf dropped back into place. The jolt
caused by the drop was a small one but the procedure for dealing with it was
clear. Any accident on the factory floor, no matter how minor, required that
the spacecraft components involved be inspected to ensure that they had not
suffered any damage. The tanks on the dropped shelf were examined and
found to be unharmed. Shortly afterwards, they were removed, upgraded,
and reinstalled in the service module, which was to become part of the
spacecraft called Apollo. In early 1970, the Saturn Five Booster with Apollo
13 mounted at its tip was taken out to the launch pad and readied for an
April lift off. One of the most important milestones in the weeks leading up
to an Apollo launch was the exercise known as countdown demonstration
test. During the Apollo 13’s demonstration test, no significant problems
occurred. At the end of the long dress rehearsal, however, the ground crew
did report a small anomaly. The cryogenic system, which had to be emptied
off its super cold liquids before the spacecraft was shut down, was behaving
bulkily. The draining for the cryogenic tanks was not ordinarily
complicated. It required engineers simply to pump gaseous oxygen into the
tank through one line, forcing the liquids out through another line. Both
hydrogen tanks, as well as oxygen tank one emptied easily. But oxygen tank
2 seemed jammed, venting only about 8 percent of its super cold slush and
then releasing no more.

Examining the schematics of the tank and its manufacturing history, the
engineers at the Cape and at Beech Aircraft believed they knew what the
problem was. When the shelf was dropped eighteen months ago, they now
suspected, the tank had suffered more damage than the factory technicians at
first realised, knocking one of the drain tubes in the neck of the vessel out of
alignment. This would cause the gaseous oxygen pumped through the line
leading into the tank to leak directly into the line leading out of the tank,
disturbing almost none of the liquid oxygen it was supposed to be pumping
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away. The de-tanking method would be used only during pad tests. During
the flight itself, the liquid oxygen contained in the vessel would be
channelled out not through the venting tube, but through an entirely different
set of tubes leading either to the fuel cells or to the atmospheric system that
pressurised the cockpit with breathable air. If the engineers could figure out
some way to get the tank emptied today, therefore they could fill it up again
on launch day and never have to worry about the fill lines and drain lines
again. The technicians came up with very elegant and simple solution. At
its present super-cold temperature and relatively low pressure, the liquid in
the tank was not going anywhere. However, what would happen if the
heaters were used? Why not just flip the warming coils on, cook the slush
up, and force the entire load of O, out of the vent line?

The alternative would have been to remove the tank altogether and
replace it with a new one. However, the latter solution required forty-five
hours for replacement plus the time needed for testing and checking it out.
This would cause the miss of the launch window, and the whole mission
would have been postponed for at least a month.

Unfortunately, none of the launch-pad test crew knew that the wrong
thermostat was in the tank, thus, they could not analyse the consequence of
leaving the heaters on for too long. The technicians proceeded with their
plan on the evening of March 27%, the warming coils in spacecraft’s second
oxygen tank were switched on. As the large quantity of O, was trapped in
the tank, the engineers predicted that eight hours is required for the last few
wisps of gas to vent away. During that time the temperature in the tank
could have climbed above the 80-degree, but the engineers knew they could
rely on the thermostat to take care of any problem. When this thermostat
reached the critical temperature, however, and tried to open up, the 65 volts
surging through it fused it instantly shut. However, the technicians on the
Cape launch pad had no way of knowing that the tiny component that was
supposed to protect the oxygen tank had welded closed. A single engineer
was assigned to oversee the detanking procedure, but all his instrument told
him about the cryogenic heater was that the contacts on the thermostat
remained shut as they should be, indicating that the tank had not heated up
too much. The only possible clue that the system was not functioning
properly, was provided by a gauge on the launch pad’s instrument panel, that
constantly monitored the temperature inside the oxygen tanks. If the readout
climbed above 80 degrees, the technicians would know that the thermostat
had failed, and would shut the heater off manually.

Unfortunately, the readout on the instrument panel was not able to record
temperature above 80 degrees. With so little chance that the temperature
inside the tank would ever rise that far, and with 80 degrees representing the
bottom of the danger zone, the design team who designed the instrument
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panel saw no reason to peg the gauge any higher, designating 80 as its upper
limit. What engineer on duty that night did not know, could not know, was
that with the thermostat fused shut, the temperature inside this particular
tank was climbing indeed, up to 1000 degrees mark. All the time the heater
was left running, the temperature reading was registering a warm but safe 80
degrees. At the end of eight hours, the last of the troublesome liquid oxygen
had cooked away, as was expected, but so too had most of the Teflon
insulation that protected the tank’s internal wiring. Coursing through the
now empty tank was a web of raw, spark-prone copper, soon to be re-
immersed in the one liquid likelier than any other to propagate a fire: pure
oxygen.

Seventeen days later and nearly 200,000 miles out in space, Jack Swigert,
responding to a routine daily request from the ground, switched on the
cryogenic fan to stir up the contents of the oxygen tanks. The first two times
Swigert had complied with this instrument, the fan had operated normally.
This time, however, a spark flew from a naked wire, igniting the remains of
the Teflon. The sudden build-up of heat and pressure in the pure-oxygen
environment blew off the neck of the tank, the weakest part of the vessel.
The 300 pounds of oxygen inside the tank flashed instantly into gas and
filled bay four of the service module, blowing out the ship’s external panel
and causing the bang that so startled the crew. As the curved piece of hull
flew past, it collided with the orbiter’s high-gain antenna, causing the
mysterious channel switching that the communications officer reported at the
same moment the astronauts were reporting their bang and jolt.

Though tank one was not directly damaged by the blast, it did share some
common plumbing with tank two; as the explosion ripped these delicate
pipes away, the undamaged tank found a leak path through the lines and bled
its contents away into space. Making matters worse, when the explosion
shook the ship, it caused the valves that fed several of the attitude-control
thrusters to slam shut, permanently disabling those jets. As the ship rocked
from both the tank one venting and the explosion itself, the autopilot began
firing the thrusters to try to stabilise the spacecraft’s attitude. But with only
some of the jets working, the ship control of the half-crippled attitude
system, his luck was little better. Within two hours, the spacecraft was
drifting and dead.



Chapter 2

Probability Theory

We do not know how to predict what would happen in any given
circumstances, and we believe now that it is possible, that the only thing that
can be predicted is the probability of different events

Richard Feynman

Probability theory plays a leading role in modern science in spite of the
fact that it was initially developed as a tool that could be used for guessing
the outcome of some games of chance. Probability theory is applicable to
everyday life situations where the outcome of a repeated process,
experiment, test, or trial is uncertain and a prediction has to be made.

In order to apply probability to everyday engineering practice it is
necessary to learn the terminology, definitions and rules of probability
theory. This chapter is not intended to a rigorous treatment of all-relevant
theorems and proofs. The intention is to provide an understanding of the
main concepts in probability theory that can be applied to problems in
reliability, maintenance and logistic support, which are discussed in the
following chapters.

2.1 PROBABILITY TERMS AND DEFINITIONS

In this section those elements essential for understanding the rudiments
of elementary probability theory will be discussed and defined in a general
manner, together with illustrative examples related to engineering practice.

U. D. Kumar et al., Reliability, Maintenance and Logistic Support
© Kluwer Academic Publishers 2000
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To facilitate the discussion some relevant terms and their definitions are
introduced.

Experiment

An experiment is a well-defined act or process that leads to a single well-
defined outcome. Figure 2.1 illustrates the concept of random experiments.
Every experiment must:

1. Be capable of being described, so that the observer knows when it occurs.
2. Have one and only one outcome, so that the set of all possible outcomes
can be specified.

Experiment

Figure 2.1 Graphical Representation of an Experiment and its outcomes.

Elementary event

An elementary event is every separate outcome of an experiment.

From the definition of an experiment, it is possible to conclude that
the total number of elementary events is equal to the total number of
possible outcomes, since every experiment must have only one
outcome.

Sample space

The set of all possible distinct outcomes for an experiment is called
the sample space for that experiment.

Most frequently in the literature the symbol S is used to represent the
sample space, and small letters, a,b,c,.., for elementary events that are
possible outcomes of the experiment under consideration. The set S may
contain either a finite or an infinite number of elementary events. Figure 2.2
is a graphical presentation of the sample space.
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[
Sample space (S)

Figure 2.2 Graphical Presentation of the Sample Space

Event

Event is a subset of the sample space, that is, a collection of
elementary events.

Capital letters A, B, C, ..., are usually used for denoting events. For
example, if the experiment performed is measuring the speed of passing cars
at a specific road junction, then the elementary event is the speed measured,
whereas the sample space consists of all the different speeds one might
possibly record. All speed events could be classified in, say, four different
speed groups: A (less than 30 km/h), B (between 30 and 50 km/h), C
(between 50 and 70 km/h) and D (above 70 km/h). If the measured speed of
the passing car is, say 35 km/h, then the event B is said to have occurred.

2.2. ELEMENTARY THEORY OF PROBABILITY

The theory of probability is developed from axioms proposed by the
Russian mathematician Kolmogrov. In practice this means that its elements
have been defined together with several axioms which govern their relations.
All other rules and relations are derived from them.

2.2.1 Axioms of Probability

In cases where the outcome of an experiment is uncertain, it is
necessary to assign some measure that will indicate the chances of
occurrence of a particular event. Such a measure of events is called the
probability of the event and symbolised by P(.), ( P(A) denotes the
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probability of event 4). The function which associates each event 4 in
the sample space S, with the probability measure P(4), is called the
probability function - the probability of that event. A graphical
representation of the probability function is given in Figure 2.3.

Sample space (§)
.

)
a; L

[ Probability function |

0 pPi 1

Figure 2.3 Graphical representation of probability function.

Formally, the probability function is defined as:

A function which associates with each event A, a real number, P(A),
the probability of event A, such that the following axioms are true:

1. P(A)>0 forevery event A,

2. P(S)=1, (probability of the sample space)

3. The probability of the union of mutually exclusive events is the sum of
their probabilities, that is

P(4,VA4y...0A4,)=P(4)+P(4y)+...+ P(4,)

In essence, this definition states that each event A is paired with a non-
negative number, probability P(4), and that the probability of the sure event
S, or P(S), is always 1. Furthermore, if 4, and 4, are any two mutually
exclusive events (that is, the occurrence of one event implies the non-
occurrence of the other) in the sample space, the probability of their union
P(4, 4,), is simply the sum of their two probabilities, P(A4,) + P(4,).

2.2.2 Rules of Probability

The following elementary rules of probability are directly deduced from
the original three axioms, using the set theory:
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a) For any event A, the probability of the complementary event, written A4',
is given by

P(A')=1-P(4) 2.1)

b) The probability of any event must lie between zero and one inclusive:

0< P(4) <1 22)

c) The probability of an empty or impossible event, ¢, is zero.
P(¢)=0 23)

d) If occurrence of an event A implies that an event B occurs, so that the
event class A is a subset of event class B, then the probability of A is less
than or equal to the probability of B:

P(A4) < P(B) (2.4)

e) In order to find the probability that A or B or both occur, the probability

of A, the probability of B, and also the probability that both occur must be
known, thus:

P(AUB)=P(A)+ P(B)— P(AN B) (2.5)
f) If A and B are mutually exclusive events, so that P(4 N B) =0, then
P(Au B)= P(A)+ P(B) (2.6)

2) If n events form a partition of S, then their probabilities must add up to
one:

n
P(4)+P(4Ay)+...+ P(4,)= X P(4;) =1 2.7
i=1
2.2.3 Joint Events

Any event that is an intersection of two or more events is a joint event.
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There is nothing to restrict any given elementary event from the sample
space from qualifying for two or more events, provided that those events are
not mutually exclusive. Thus, given the event 4 and the event B, the joint
eventis 4N B. Since a member of 4 N B must be a member of set 4, and
also of set B, both 4 and B events occur when 4 N B occurs. Provided that
the elements of set S are all equally likely to occur, the probability of the
joint event could be found in the following way:

P(ANB) = number of elementary events in AN B

total number of elementary events

224 Conditional Probability

If A and B are events in a sample space which consists of a finite number
of elementary events, the conditional probability of the event B given that
the event A has already occurred, denoted by P(B| A), is defined as:

PB4y = TAND) P(A)>0 (2.8)

'
Agﬁ‘

Figure 2.4 Graphical Presentation of the Bayes Theorem

The conditional probability symbol, P(B|A), is read as the probability of
B given A. It is necessary to satisfy the condition that P(4)>0, because it
does not make sense to consider the probability of B given 4 if event A4 is
impossible. For any two events 4 and B, there are two conditional
probabilities that may be calculated:

p(B|A):M and p(A|B)=B(_A_m_]2
P(A) P(B)
(The probability of B, given A) (The probability of A, given B)
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One of the important application of conditional probability is due to
Bayes theorem, which can be stated as follows:

If (4,,4,,...,Ay) represents the partition of the sample space (N
mutually exclusive events), and if B is subset of (4; U 4,U...UA4y), as
illustrated in Figure 2.4, then

P(BIA;))P(A;)

P(4;|B) = P(B|A)P(A | )+...+P(B|A;)P(A)+...+P(B|Ay)P(Ay)

(2.9)

2.3. PROBABILITY AND EXPERIMENTAL DATA

The classical approach to probability estimation is based on the relative
frequency of the occurrence of that event. A statement of probability tells us
what to expect about the relative frequency of occurrence, given that enough
observations are made. In the long run, the relative frequency of occurrence
of an event, say A, should approach the probability of this event, if
independent trials are made at random over an indefinitely long sequence.
This principle was first formulated and proved by James Bernoulli in the
early eighteenth century, and is now well-known as Bernoulli's theorem:

If the probability of occurrence of an event 4 is p, and if » trials are made
independently and under the same conditions, then the probability that the
relative frequency of occurrence of 4, (defined as f(A4) = N(4)/n) differs
from p by any amount, however small, approaches zero as the number of
trials grows indefinitely large. That is,

P(IN(4)/n) - p|>5)—>0, as n—>o  (2.10)

where s is some arbitrarily small positive number. This does not mean that

the proportion of occurrences among any n trial must be p; the

n
proportion actually observed might be any number between 0 and 1.
Nevertheless, given more and more trials, the relative frequency of f(A4)
occurrences may be expected to become closer and closer to p.

Although it is true that the relative frequency of occurrence of any event
is exactly equal to the probability of occurrence of any event only for an
infinite number of independent trials, this point must not be over stressed.
Even with relatively small number of trials, there is very good reason to
expect the observed relative frequency to be quite close to the probability
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because the rate of convergence of the two is very rapid. However, the main
drawback of the relative frequency approach is that it assumes that all
events are equally likely (equally probable).

2.4. PROBABILITY DISTRIBUTION

Consider the set of events 4;,4,,...,4,, and suppose that they form a
partition of the sample space S. That is, they are mutually exclusive and
exhaustive. The corresponding set of probabilities, P(A4,), P(A4,),...,P(4,),
is a probability distribution. An illustrative presentation of the concept of
probability distribution is shown in Figure 2.5.

As a simple example of a probability distribution, imagine a sample
space of all Ford cars produced. A car selected at random is classified as a
saloon or coupe or estate. The probability distribution might be:

Event Saloon Coupe Estate Total
P 0.60 0.31 0.09 1.00

All events other than those listed have probabilities of zero

a; Ay | eereerrennen. a,

P P | P2 | eeeeenneenen Dn

Probability Distribution

Figure 2.5 Graphical representation of Probability Distribution

2.5. RANDOM VARIABLE

A function that assigns a number (usually a real number) to each sample
point in the sample space S is a random variable.

Outcomes of experiments may be expressed in numerical and non-
numerical terms. In order to compare and analyse them it is much more
convenient to deal with numerical terms. So, for practical applications, it is
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necessary to assign a numerical value to each possible elementary event in a
sample space S. Even if the elementary events themselves are already
expressed in terms of numbers, it is possible to reassign a unique real
number to each elementary event. The function that achieves this is known
as the random variable. In other words, a random variable is a real-valued
function defined in a sample space. Usually it is denoted with capital letters,
such as X, ¥ and Z, whereas small letters, such as x, y, z, @, b, ¢, and so on,
are used to denote particular values of random variables, see Figure 2.6

If X is a random variable and 7 is a fixed real number, it is possible to
define the event 4 to be the subset of S consisting of all sample points 'a' to

which the random variable X assigns the number 7, 4 =(a: X(a)=r).On

the other hand, the event 4 has a probability p = P(A). The symbol p can
be interpreted, generally, as the probability that the random variable X takes
on the value », p = P(X =r). Thus, the symbol P(X = r)represents the
probability function of a random variable.

.
Sample space (S)
o ®

[ Random variable 41

N

- x; +~

Figure 2.6 Graphical Representation of Random Variable

Therefore, by using the random variable it is possible to assign
probabilities to real numbers, although the original probabilities were only
defined for events of the set S, as shown in Figure 2.7.

The probability that the random variable X, takes value less than or equal
to certain value 'x’, is called the cumulative distribution function, F(t). That
is,

P[X <x]=F(x)
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Figure 2.7 Relationship between probability function and a random
variable

2.5.1 Types of random variables

Depending on the values, which the random variables can assume,
random variables, can be classified as discrete or continuous. The main
characteristics, similarities and differences for both types will be briefly
described below.

Discrete random variables

If the random variable X can assume only a particular finite or countably
infinite set of values, it is said to be a discrete random variable.

There are very many situations where the random variable X can assume
only a particular finite or countably infinite set of values; that is, the possible
values of X are finite in number or they are infinite in number but can be put
in a one-to-one correspondence with a set of real number.

Continuous random variables

If the random variable X can assume any value from a finite or an infinite set
of values, it is said to be a continuous random variable.

Let us consider an experiment, which consists of recording the
temperature of a cooling liquid of an engine in the area of the thermostat at a
given time. Suppose that we can measure the temperature exactly, which
means that our measuring device allows us to record the temperature to any
number of decimal points. If X is the temperature reading, it is not possible
for us to specify a finite or countably infinite set of values. For example, if
one of the finite set of values is 75.965, we can determine values 75.9651,
75.9652, and so on, which are also possible values of X. What is being
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demonstrated here is that the possible values of X consist of the set of real
numbers, a set which contains an infinite (and uncountable) number of
values.

Continuous random variables have enormous utility in reliability,
maintenance and logistic support as the random variables time to failure,
time to repair and the logistic delay time are continuous random variables.

2.6. THE PROBABILITY DISTRIBUTION OF
RANDOM VARIABLE

Taking into account the concept of the probability distribution and the
concept of the random variable, it could be said that the probability

distribution of the random variable is a set of pairs, {r,. LP(X=r),i= l,n}
as shown in Figure 2.8.

Sample space (§)
)
L d

[
a;
.

X x| Xy | eesessencsens Xn

14 P2 | eseesecenenes Pn

Probability distribution of a random variable

Figure 2.8 Probability Distribution of a Random Variable

The easiest way to present this set is to make a list of all its members. If
the number of possible values is small, it is easy to specify a probability
distribution. On the other hand, if there are a large number of possible
values, a listing may become very difficult. In the extreme case where we
have an infinite number of possible values (for example, all real numbers
between zero and one), it is clearly impossible to make a listing.
Fortunately, there are other methods that could be used for specifying a
probability distribution of a random variable:
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a) Functional method, where a specific mathematical functions exist from
which the probability of any value or interval of values can be calculated.

b) Parametric method, where the entire distribution is represented through
one or more parameters known as summary measures.

2.6.1 Functional Method

By definition, a function is a relation where each member of the domain
is paired with one member of the range. In this particular case, the relation
between numerical values which random variables can have and their
probabilities will be considered. The most frequently used functions for the
description of probability distribution of a random variable are the
probability mass function, the probability density function, and the
cumulative distribution function. Each of these will be analysed and defined
in the remainder of this chapter.

Probability mass function

This function is related to a discrete random variable and it represents the
probability that the discrete random variable, X, will take one specific value
x;, p; =P(X =x;). Thus, a probability mass function, which is usually
denoted as PMF(.), places a mass of probability p; at the point of x; on
the X-axis. Given that a discrete random variable takes on only # different
values, say a;,d,,...,a,, the corresponding PMF(.) must satisfy the
following two conditions:

1. P(X=a;)=20 fori=12,...,n

2. SP(X=a;)=1 @.11)

i=l

In practice this means that the probability of each value that X can
take must be non-negative and the sum of the probabilities must be 1.
Thus, a probability distribution can be represented by the set of pairs
of values (a;,p;), where i=12,...,n, as shown in Figure 2.9. The
advantage of such a graph over a listing is the ease of comprehension and a
better provision of a notion for the nature of the probability distribution.
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3

Figure 2.9 Probability Mass Function
Probability density function

In the previous section, discrete random variables were discussed in terms
of probabilities P(X =x), the probability that the random variables take on an
exact value. However, consider the example of an infinite set for a specific
type of car, where the volume of the fuel in the fuel tank is measured with
only some degree of accuracy. What is the probability that a car selected at
random will have exactly 16 litres of fuel? This could be considered as an
event that is defined by the interval of values between, say 15.5 and 16.5, or
15.75 and 16.25, or any other interval +16 x 0.1i, where i is not exactly
zero. Since the smaller the interval, the smaller the probability, the
probability of exactly 16 litres is, in effect, zero. In general, for continuous
random variables, the occurrence of any exact value of X may be regarded as
having zero probability.

The Probability Density Function, f(x), which represents the probability
that the random variable will take values within the interval
x< X <x+ A(x), when A(x) approaches zero, is defined as:

. P(x<X<x+A®X))

S(x) A(',i?_‘, . ~ (2.12)

As a consequence, the probabilities of a continuous random variable can
be discussed only for intervals of X values. Thus, instead of the probability
that X takes on a specific value, say 'a’, we deal with the so-called
probability density of X at 'a’, symbolised by f(a). In general, the
probability distribution of a continuous random variable can be represented
by its Probability Density Function, PDF, which is defined in the following
way:
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b
Pla< X <b)= [f(x)dx (2.13)

A fully defined probability density function must satisfy the following
two requirements:

f(x)=20 forall x

Tf(x)dx =1

The PDF is always represented as a smooth curve drawn above the
horizontal axis, which represents the possible values of the random variable
X. A curve for a hypothetical distribution is shown in Figure 2.10 where the
two points a and b on the horizontal axis represent limits which define an
interval.

flx)

a b x

Figure 2.10 Probability Density Function for a Hypothetical Distribution

The shaded portion between ‘a’ and b’ represents the probability that X
takes on a value between the limits ‘a’and 5"

Cumulative distribution function

The probability that a random variable X takes on a value at or below a
given number 'a’ is often written as:

F(a) = P(X < a) (2.14)

The symbol F'(a)denotes the particular probability for the interval
X <a. The general symbol F(x) is sometimes used to represent the
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function relating the various values of X to the corresponding cumulative
probabilities. This function is called the Cumulative Distribution Function,

CDF, and it must satisfy certain mathematical properties, the most important
of which are:

1. 0<F(x)<1

2. if a<b, F(a)<F()

3. F(wo)=1 and  F(-»)=0
F(x)
Fla)p————————1 I

[N
bl 4

Figure 2.11 Cumulative Distribution Function for Discrete Variable

1,
F(x)

F(a)

Figure 2.12 Cumulative Distribution Function for Continuous Variable

The symbol F(x) can be used to represent the cumulative probability that X
is less than or equal to x. It is defined as:

F(a) = iP(sz,-) 2.15)

i=1

For the discrete random variables, whereas in the case of continuous
random variables it will take the following form:
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a
F(a) = j F(x)dx (2.16)

Hypothetical cumulative distribution functions for both types of random
variable are given in Figures 2.11 and 2.12.

2.6.2 Parametric Method

In some situations it is easier and even more efficient to look only at
certain characteristics of distributions rather than to attempt to specify the
distribution as a whole. Such characteristics summarise and numerically
describe certain features for the entire distribution. Two general groups of
such characteristics applicable to any type of distribution are:

a) Measures of central tendency (or location) which indicate the typical or
the average value of the random variable.

b) Measures of dispersion (or variability) which show the spread of the
difference among the possible values of the random variable.

In many cases, it is possible to adequately describe a probability
distribution with a few measures of this kind. It should be remembered,
however, that these measures serve only to summarise some important
features of the probability distribution. In general, they do not completely
describe the entire distribution.

One of the most common and useful summary measures of a probability
distribution is the expectation of a random variable, E(X). It is a unique value
that indicates a location for the distribution as a whole (In physical science,
expected value actually represents the Centre of gravity). The concept of
expectation plays an important role not only as a useful measure, but also as
a central concept within the theory of probability and statistics.

If a random variable, say X, is discrete, then its expectation is defined as:

E(X)=> xxP(X =x) (2.17)
Where the sum is taken for all the values that the variable X can assume.
If the random variable is continuous, the expectation is defined as:
+0

E(X)= jxx F(x)dx (2.18)

-0



29
Probability Theory

Where the sum is taken over all values that X can assume. For a
continuous random variable the expectation is defined as:

E(X) = I[I—F(x)]dx (2.19)

If ¢ is a constant, then
E(cX)=cx E(X) (2.20)
Also, for any two random variables X and ¥,
EX+Y)=EX)+EQX)
Measures of central tendency

The most frequently used measures are:

The mean of a random variable is simply the expectation of the random
variable under consideration. Thus, for the random variable, X, the mean
value is defined as:

Mean = E(X) (2.21)

The median, is defined as the value of X which is midway (in terms of
probability) between the smallest possible value and the largest possible
value. The median is the point, which divides the total area under the PDF
into two equal parts. In other words, the probability that X is less than the

median is1/2, and the probability that X is greater than the median is also
1/2. Thus, if P(X <a)2>050 and P(X 2a) =050 then ‘a’ is the

median of the distribution of X. In the continuous case, this can be expressed
as:

[f@dx= [f@)dx =050 (2.22)



30 Reliability, Maintenance and Logistic Support

The mode, is defined as the value of X at which the PDF of X reaches its
highest point. If a graph of the PMF (PDF), or a listing of possible values of
X along with their probabilities is available, determination of the mode is
quite simple.

A central tendency parameter, whether it is mode, median, mean, or any
other measure, summarises only a certain aspect of a distribution. It is easy
to find two distributions which have the same mean but which are not at all
similar in any other respect.

Measures of dispersion

The mean is a good indication of the location of a random variable, but
no single value need be exactly like the mean. A deviation from the mean, D,
expresses the measure of error made by using the mean as a particular value:

D=x-M

Where, x, is a possible value of the random variable, X. The deviation
can be taken from other measures of central tendency such as the median or
mode. It is quite obvious that the larger such deviations are from a measure
of central tendency, the more the individual values differ from each other,
and the more apparent the spread within the distribution becomes.
Consequently, it is necessary to find a measure that will reflect the spread, or
variability, of individual values.

The expectation of the deviation about the mean as a measure of
variability, E(X - M), will not work because the expected deviation from the
mean must be zero for obvious reasons. The solution is to find the square of
each deviation from the mean, and then to find the expectation of the
squared deviation. This characteristic is known as a variance of the
distribution, V, thus:

V(X)=E(X - Mean)* =) (X — Mean)” x P(x) if X is discrete ~ (2.23)

+00
V(X) = E(X - Mean)? = j(X — Mean)® xf(x)dx  if X is continuous (2.24)

—o0

The positive square root of the variance for a distribution is called the
Standard Deviation, SD.
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SD =V (X) (2.25)

Probability distributions can be analysed in greater depth by introducing
other summary measures, known as moments. Very simply these are
expectations of different powers of the random variable. More information
about them can be found in texts on probability.
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Figure 2.13 Probability System for Continuous Random Variable
Variability

The standard deviation is a measure that shows how closely the values of
random variables are concentrated around the mean. Sometimes it is
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difficult to use only knowledge of the standard deviation, to decide whether
the dispersion is considerably large or small, because this will depend on the
mean value. In this case the parameter known as coefficient of variation,

CV, defined as

SD
CVy =— 2.26
X =70 (2.26)

Coefficient of variation is very useful because it gives better information
regarding the dispersion. The concept thus discussed so far is summarised in
Figure 2.13. In conclusion it could be said that the probability system is
wholly abstract and axiomatic. = Consequently, every fully defined
probability problem has a unique solution.

2.7. DISCRETE THEORETICAL PROBABILITY
DISTRIBUTIONS

In probability theory, there are several rules that define the functional
relationship between the possible values of random variable X and their
probabilities, P(X). As they are purely theoretical, i.e. they do not exist in
reality, they are called theoretical probability distributions. Instead of
analysing the ways in which these rules have been derived, the analysis in
this chapter concentrates on their properties. It is necessary to emphasise
that all theoretical distributions represent the family of distributions defined
by a common rule through unspecified constants known as parameters of
distribution. The particular member of the family is defined by fixing
numerical values for the parameters, which define the distribution. The
probability distributions most frequently used in reliability, maintenance and
the logistic support are examined in this chapter.

Among the family of theoretical probability distributions that are related
to discrete random variables, the Binomial distribution and the Poisson
distribution are relevant to the objectives set by this book. A brief
description of each now follows.

2.7.1 Bernuolli Trials

The simple probability distribution is one with only two event classes.
For example, a car is tested and one of two events, pass or fail, must occur,
each with some probability. The type of experiment consisting of series of
independent trials, each of which can eventuate in only one of two outcomes
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are known as Bernuolli Trials, and the two event classes and their associated
probabilities a Bernuolli Process. In general, one of the two events is called
a “success” and the other a “failure” or “nonsuccess”. These names serve
only to tell the events apart, and are not meant to bear any connotation of
“goodness” of the event. The symbol p, stands for the probability of a
success, g for the probability of failure (p + ¢ =1). If 5 independent trials
are made (n = 5), then 2° = 32 different sequences of possible outcomes
would be observed.

The probability of given sequences depends upon p and g, the probability
of the two events. Fortunately, since trials are independent, it is possible to
compute the probability of any sequence.

If all possible sequences and their probabilities, are written down the
following fact emerges: The probability of any given sequences of n
independent Bernuolli Trials depends only on the number of successes and
p. This is regardless of the order in which successes and failure occur in
sequence, the probability is

prqn—r

where r is the number of successes, and n—r is the number of failures.
Suppose that in a sequence of 10 trials, exactly 4 success occurs. Then the

probability of that particular sequence is p*g®. If p=2‘— then the

3 >
probability can worked out from:

2)'(1\°
3 6)

The same procedure would be followed for any r successes out of # trials
for any p. Generalising this idea for any 7, », and p, we have the following
principle:

In sampling from the Bernuolli Process with the probability of a success

equal to p, the probability of observing exactly r successes in n independent
trials is:

n! r_n-r
“rnm-m?P i

r_n-r

n
P(r successes|n, p) = (r) p'q 2.27)
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2.7.2 The Binomial Distribution

The theoretical probability distribution, which pairs the number of successes
in n trials with its probability, is called the binominal distribution.

This probability distribution is related to experiments, which consist of a
series of independent trials, each of which can result in only one of two
outcomes: success and or failure. These names are used only to tell the
events apart. By convention the symbol p stands for the probability of a
success, g for the probability of failure (p+gq =1).

The number of successes, x in # trials is a discrete random variable which
can take on only the whole values from 0 through n. The PMF of the
Binomial distribution is given by:

n
PMF(x)=P(X=x)=( )pan_x, O<x<n (2.28)
x
where:
!
mpan_x - — L p*g" (2.29)
b x!(n—x)!

The binomial distribution expressed in cumulative form, representing the
probability that X falls at or below a certain value 'a’ is defined by the
following equation:

P(X <a)= Ea: P(X =x,)= Za:@p"q""’ (2.30)

i=0 i=0

~As an illustration of the binomial distribution, the PMF and CDF are
shown in Figure 2.14 with parameters » = 10 and p = 0.3.
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Figure 2.14 PMF and CDF For Binomial Distribution, n =10, p = 0.3

E(X)=mnp (2.31)
Similarly, because of the independence of trials, the variance of the

binomial distribution is the sum of the variances of the individual trials, or
p(1— p) summed » times:

V(X) =np(1- p) =npq (2.32)

Consequently, the standard deviation is equal to:

Sd(X) = +Jnpq (2.33)

Although the mathematical rule for the binomial distribution is the same
regardless of the particular values which parameters # and p take, the shape
of the probability mass function and the cumulative distribution function will
depend upon them. The PMF of the binomial distribution is symmetric if p
= 0.5, positively skewed if p < 0.5, and negatively skewed if p > 0.5.

2.7.3 The Poisson Distribution

The theoretical probability distribution which pairs the number of
occurrences of an event in a given time period with its probability is called
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the Poisson distribution. There are experiments where it is not possible to
observe a finite sequence of trials. Instead, observations take place over a
continuum, such as time. For example, if the number of cars arriving at a
specific junction in a given period of time is observed, say for one minute, it
is difficult to think of this situation in terms of finite trials. If the number of
binomial trials #, is made larger and larger and p smaller and smaller in such
a way that mp remains constant, then the probability distribution of the
number of occurrences of the random variable approaches the Poisson
distribution. The probability mass function in the case of the Poisson
distribution for random variable X can be expressed as follows:

-4 9x

P(X =x|1)=

wherex=0,1, 2, ... (2.34)

A is the intensity of the process and represents the expected number of
occurrences in a time period of length ¢. Figure 2.15 shows the PMF of the
Poisson distribution with 4 =5

The Cumulative Distribution Function for the Poisson distribution

F(x)=P(X <x)= Z X

(2.35)

The CDF of the Poisson distribution with 4 =5 is presented in Figure
2.16. Expected value of the distribution is given by

_ll

E(X)= ZxP(X x) = Zx

x=0

Applying some simple mathematical transformations it can be proved
that:

E(X)=14 (2.36)

which means that the expected number of occurrences in a period of time
t is equal to np, which is equal to 4 .

The variance of the Poisson distribution is equal to the mean:

V(X)=A 2.37)
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Figure 2.15 PMF of the Poisson Distribution with A =5

Thus, the Poisson distribution is a single parameter distribution because it
is completely defined by the parameter A. In general, the Poisson
distribution is positively skewed, although it is nearly symmetrical as
A becomes larger.

Figure 2.16 CDF of the Poisson Distribution A =5

The Poisson distribution can be derived as a limiting form of the
binomial if the following three assumptions were simultaneously satisfied:

1. n becomes large (that is, # —> o).
2. p becomes small (that is, p — 0).
3. mp remains constant.

Under these conditions, the binomial distribution with the parameters »
and p, can be approximated to the Poisson distribution with
parameter A = np . This means that the Poisson distribution provides a good
approximation to the binomial distribution if p is very small and # is large.
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Since p and g can be interchanged by simply interchanging the definitions of
success and failure, the Poisson distribution is also a good approximation
when p is close to one and 7 is large.

As an example of the use of the Poisson distribution as an approximation
to the binomial distribution, the case in which » = 10 and p = 0.10 will be
considered. =~ The Poisson parameter for the approximation is then
A=np=10x010=1. The binomial distribution and the Poisson
approximation are shown in Table 2.2.

The two distributions agree reasonably well. If more precision is desired,
a possible rule of thumb is that the Poisson is a good approximation to the
binomial if 7/ p > 500 (this should give accuracy to at least two decimal
places).

Table 2.2 Poisson Distribution as an Approximation to the Binomial

Distribution
Binomial Poisson
P(X =xn=10,p=0.1) P(X=x|A=1)
0 0.598737 0.606531
1 0.315125 0.303265
2 0.074635 0.075816
3 0.010475 0.012636
4 0.000965 0.001580
5 0.000061 0.000158

2.8. CONTINUOUS THEORETICAL PROBABILITY
DISTRIBUTIONS

It is necessary to emphasise that all theoretical distributions represent the
family of distributions defined by a common rule through unspecified
constants known as parameters of distribution. The particular member of
the family is defined by fixing numerical values for the parameters, which
define the distribution. The probability distributions most frequently used in
reliability, maintainability and supportability engineering are examined in
this chapter. Each of the above mentioned rules define a family of
distribution functions. Each member of the family is defined with a few
parameters, which in their own way control the distribution. Parameters of a
distribution can be classified in the following three categories (note that not
all distributions will have all the three parameters, many distributions may
have either one or two parameters):
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1. Scale parameter, which controls the range of the distribution on the
horizontal scale.

2. Shape parameter, which controls the shape of the distribution curves.

3. Source parameter or Location parameter, which defines the origin or the
minimum value which random variable, can have. Location parameter

also refers to the point on horizontal axis where the distribution is
located. '

Thus, individual members of a specific family of the probability
distribution are defined by fixing numerical values for the above parameters.

2.8.1 Exponential Distribution

Exponential distribution is fully defined by a single one parameter that
governs the scale of the distribution. The probability density function of the
exponential distribution is given by:

f(x)=dexp(-x), x>0 (2.38)

In Figure 2.17 several graphs are shown of exponential density functions
with different values of A. Notice that the exponential distribution is

positively skewed, with the mode occurring at the smallest possible value,
Zero.

The cumulative distribution of exponential distribution is given by:
F(x) = P(X <x)=1-exp(-(ix)) (2.39)

It can be shown that the mean and variance of the exponential
distribution are:

E(X)=1/2 (2.40)

V(X)=(1/2)? 2.41)

The standard deviation in the case of the exponential distribution rule has a
numerical value identical to the mean and the scale parameter,

SD(X)=E(X)=1/4.
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Figure 2.17. Probability density function of exponential distribution for
different values of A

Memory-less Property of Exponential Distribution

One of the unique properties of exponential distribution is that it is the
only continuous distribution that has memory less property. Suppose that the
random variable X measures the duration of time until the occurrence of
failure of an item and that it is known that X has an exponential distribution
with parameter A. Suppose the present age of the item is t, that is X > t.
Assume that we are interested in finding the probability that this item will
not fail for another s units of time. This can be expressed using the
conditional probability as:

P{X>s+t|x>t}

Using conditional probability of events, the above probability can be
written as:

P{X>s+tNnX >t} P{X>s+t}

P{X>s+t‘X>s}= PX 1) PX T

(2.42)

However we know that for exponential distribution
P[X > s+t]=exp(—A(s + 1)) and P[ X > t] = exp(—At)

Substituting these expressions in equation (2.42), we get
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P[X >s+1t|X >1]= P[X > s]=exp(-As)

That is, the conditional probability depends only on the remaining
duration and is independent of the current age of the item. This property is
exploited to a great extend in reliability theory.

2.8.2 Normal Distribution (Gaussian Distribution)

This is the most frequently used and most extensively covered theoretical
distribution in the literature. The Normal Distribution is continuous for all
values of X between —o0 and +oo. It has a characteristic symmetrical
shape, which means that the mean, the median and the mode have the same

numerical value. The mathematical expression for its probability density
function is as follows:

2
1 1 x—y)
= -= 2.43
f(x) G,——zﬂeXp 2( - (2.43)

Where 4 is a location parameter (as it locates the distribution on the
horizontal axis) and ¢ is a scale parameter (as it controls the range of the
distribution). p and c also represents the mean and the standard deviation of
this distribution.

The influence of the parameter x on the location of the distribution on the
horizontal axis is shown in Figure 2.18, where the values for parameter G are
constant. As the deviation of x from the location parameter L is entered as a
squared quantity, two different x values, showing the same absolute
deviation from z, will have the same probability density according to this
rule. This dictates the symmetry of the normal distribution. Parameter x can
be any finite number, while o can be any positive finite number.

The cumulative distribution function for the normal distribution is:

F(a)= P(X <a)= [f(x)x

where f{x) is the normal density function. Taking into account Eq. (2.43)
this becomes:
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a 1 l(fa-u 2
F(a)= expl —— (2.44)
0 ON27 2\ o
1.6~
ol e
I- ‘ ——-— u=00,0=025
Y/ A
[loa \\\
M X
_ \ e
-3 -2 -1 0 1 2 3
Figure 2.18 Probability density of normal distribution for different ¢
values

In Figure 2.19 several cumulative distribution functions are given of the
Normal Distribution, corresponding to different values of i and o.

As the integral in Eq. (2.44) cannot be evaluated in a closed form,
statisticians have constructed the table of probabilities, which complies with
the normal rule for the standardised random variable, Z. This is a theoretical
random variable with parameters i = 0 and o= 1. The relationship between
standardised random variable Z and random variable X is established by the
following expression:

= ——— 4=00,0=10
“~ A e p=00,6=05
——-—— u=00,0=025

Figure 2.19 Cumulative distribution of normal distribution for different
values of p and o.
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iy (2.45)

Making use of the above expression the equation (2.43) becomes simpler:

2
—-z

f(Z)—O'\/_

The standardised form of the distribution makes it possible to use only
one table for the determination of PDF for any normal distribution,
regardless of its particular parameters (see Table in appendix).

(2.46)

The relationship between f{x) and f{z) is :

M

f(x) = (2.47)

# with z Eq. (2.44) becomes:

x
By substituting

Fla)= | - \/_ exp(——l—zz]d =d>(x;” ] (2.48)

where @ is the standard normal distribution Function defined by

o1 1
T exp(— Ezz)dx (2.49)
—o V4T

The corresponding standard normal probability density function is:

D@z) = |

1 2
f(2)= o exp(— *ZZ—) (2.50)

Most tables of the normal distribution give the cumulative probabilities
for various standardised values. That is, for a given z value the table
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provides the cumulative probability up to, and including, that standardised
value in a normal distribution. In Microsoft EXCEL®, the cumulative
distribution function and density function of normal distribution with mean p
and standard deviation & can be found using the following function.

F(x) = NORMDIST (x, 4, o, TRUE), and f(x) = NORMDIST (x, 1, 6, FALSE)

The expectation of a random variable, is equal to the location parameter
u thus:

E(X)=pu @2.51)

Whereas the variance is

V(X) =02 (2.52)

Since normal distribution is a symmetrical about its mean, the area
between W - ko, p + ko (k is any real number) takes a unique value, which is
shown in Figure 2.20.

0.3829
0.6827

0.8664
0.9545— —

0.9876—+ t 1 >y

+20
- 2 H—C H nto B
p—Z,Sou Du—— 1.50 » =050 w + 050 u+ 150 u+ 250

Figure 2.20 The areas under a normal distribution between
i - ko and p + ko

Central Limit Theorem

Suppose X}, X3, ... X, are mutually independent observations on a random
variable X having a well-defined mean p, and standard deviation G,. Let

Z, = (2.53)
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- 1n
X==3X; (2.54)
ni=1

and F, (z)be the cumulative distribution function of the random variable

Z,. Then for all z, - 0 <z < o,

lim F; (z2)=Fz(2) 2.55)

n—>©0

where F7 (z) is the cumulative distribution of standard normal distribution
N(0,1). The X values have to be from the same distribution but the
remarkable feature is that this distribution does not have to be normal, it can
be uniform, exponential, beta, gamma, Weibull or even an unknown one.

2.8.3 Lognormal Distribution

The lognormal probability distribution, can in some respects, be
considered as a special case of the normal distribution because of the
derivation of its probability function. If a random variable Y =1In X is
normally distributed then, the random variable X follows the lognormal
distribution. Thus, the probability density function for a random variable X is
defined as:

2
1 1 Inx— gy
x)=————exp| ——| — L >0 (2.56)
T o o 2( }

The parameter 1; is called the scale parameter (see Figure 2.21) and
parameter o is called the shape parameter. The relationship between

parameters 4 (location parameter of the normal distribution) and 4 is
defined:

1
u= exp(,u, + 50,2) (2.57)

The cumulative distribution function for the lognormal distribution is
defined with the following expression:
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2
1({Inx—
Fy(¥)= P(X <x) = |——exp| — L[ 10X =4 (2.58)
()JCO‘I\/ 2\ oy
1.2~
w=050=1
_____ w=10,0=1
—_— w=30,a=1
0.8+
< RN
/ O
04 // \\\
/ >~
/ e — ST
/ L
1 ! 1 1 |
0 0.4 0.8 1.2 1.6 2

Figure 2.21 Probability density of log-normal distribution

As the integral cannot be evaluated in close form, the same procedure is
applied as in the case of normal distribution. Then, making use of the
standardised random variable Equation (2.61) transforms into:

Fy(x)=P(X <x)= cb[ln—x_—ﬁ’-J (2.59)
o

The measures of central tendency in the case of lognormal distributions
are defined by the:

(a) Location parameter (Mean)
M=EX)= exp( u + %a}) (2.60)

(b) Deviation parameter (the variance)

V(X)= exp(2,ul +0, )Z[exp(dlz -1) 2.61)
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2.8.4 Weibull Distribution

This distribution originated from the experimentally observed variations in
the yield strength of Bofors steel, the size distribution of fly ash, fibre
strength of Indian cotton, and the fatigue life of a S#-37 steel by the Swedish
engineer W.Weibull. As the Weibull distribution has no characteristic
shape, such as the normal distribution, it has a very important role in the
statistical analysis of experimental data. The shape of this distribution is
governed by its parameter.

The rule for the probability density function of the Weibull distribution is:

p-1 B
f(x)=£[u] exp —(x_yj (2.62)
n\ 7 n

where 1, B, v > 0. As the location parameter v is often set equal to zero, in
such cases:

p-1 /4
f(x)= E(IJ exp) —(Ej (2.63)
n\n n

By altering the shape parameter (3, the Weibull distribution takes different
shapes. For example, when B = 3.4 the Weibull approximates to the normal
distribution; when £ =1, it is identical to the exponential distribution. Figure
2.22 shows the Weibull probability density function for selected parameter
values.

The cumulative distribution functions for the Weibull distribution is:
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Y B
F(x)=1-exp| - (JJ (2.64)
n
n=05

n=10

n=20

o
o
~
w

Figure 2.22. Probability density of Weibull distribution with $=2.0,
y=0,1=05,1,2

For y = 0, the cumulative distribution is given by
)8
F(x)=1-exp —(—) (2.65)
n
The expected value of the Weibull distribution is given by:
1
E(X)=y+nxI| —+1 (2.66)
B
where I is the gamma function, defined as
T 1
C(n)= e * xx" " dx
0

When n is integer then I'(n) = (n —1)!. For other values, one has to solve
the above integral to the value. Values for this can be found in Gamma
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function table given in the appendix. In Microsoft EXCEL, Gamma function,
["(x) can be found using the function, EXP[GAMMALN(x)].

The variance of the Weibull distribution is given by:

V(X)= (n)z[r(n%)-ﬁ(l +%ﬂ 2.67)



Chapter 3
Reliability Measures

I have seen the future; and it works

Lincoln Steffens

In this chapter we discuss various measures by which hardware and
software reliability characteristics can be numerically defined and described.
Manufacturers and customers use reliability measure to quantify the
effectiveness of the system. Use of any particular reliability measure
depends on what is expected of the system and what we are trying measure.
Several life cycle decision are made using reliability measure as one of the
important design parameter. The reliability characteristics or measures used
to specify reliability must reflect the operational requirements of the item.
Requirements must be tailored to individual item considering operational
environment and mission criticality. In broader sense, the reliability metrics
can be classified (Figure 3.1) as: 1. Basic Reliability Measures, 2. Mission
Reliability Measures, 3. Operational Reliability Measures, and 4.
Contractual Reliability Measures.

Basic Reliability Measures are used to predict the system's ability to
operate without maintenance and logistic support. Reliability measures like
reliability function and failure function fall under this category.

Mission Reliability Measures are used to predict the system's ability to
complete mission. These measures consider only those failures that cause
mission failure.  Reliability measures such as mission reliability,
maintenance free operating period (MFOP), failure free operating period
(FFOP), and hazard function fall under this category.

Operational Reliability Measures are used to predict the performance of
the system when operated in a planned environment including the combined
effect of design, quality, environment, maintenance, support policy, etc.
Measures such as Mean Time Between Maintenance (MTBM), Mean Time
Between Overhaul (MTBO), Maintenance Free Operating Period (MFOP),

U. D. Kumar et al., Reliability, Maintenance and Logistic Support
© Kluwer Academic Publishers 2000
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Mean Time Between Critical Failure (MTBCF) and Mean Time Between
Unscheduled Removal (MTBUR) fall under this category.

Contractual Reliability Measure is used to define, measure and evaluate
the manufacturer's program. Contractual reliability is calculated by
considering design and manufacturing characteristics. Basically it is the
inherent reliability characteristic. Measures such as Mean Time To Failure
(MTTF), Mean Time Between Failure (MTBF) and Failure rate fall under
this category.

Basic Reliability

i)

Contractual Reliability (:___\ Reliability Measures ‘j Operational Reliability

I

Mission Reliability

Figure 3.1 Classifications of Reliability Measures

Though we classify the reliability measures into four categories as
mentioned above, one may require more than one reliability metric in most
of the cases for specifying reliability requirements. Selection of specific
measure to quantify the reliability requirements should include mission and
logistic reliability along with maintenance and support measures. Currently,
many manufacturers specify reliability by using mean time between failure
(MTBF) and failure rate. However, MTBF and failure rates have several
drawbacks. Recent projects such as Future Offensive Air Systems (FOAS)
drive maintenance free operating periods (MFOP) as the preferred reliability
requirement.

In the next Section, we define various reliability measures and how to
evaluate them in practical problems. All the measures are defined based on
the assumption that the time-to-failure (TTF) distribution of the system is
known. Procedures for finding the time-to-failure distribution by analysing
the failure data that are discussed in Chapter 12.
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3.1. FAILURE FUNCTION

Failure function is a basic (logistic) reliability measure and is defined as
the probability that an item will fail before or at the moment of operating
time t. Here time t is used in a generic sense and it can have units such as
miles, number of landings, flying hours, number of cycles, etc., depending on
the operational profile and the utilisation of the system. That is, Failure
function is equal to the probability that the time-to-failure random variable
will be less than or equal a particular value t (in this case operating time, see
Figure 3.2a). The failure function is usually represented as F(2).

F(¢) = P (failure will occur before or at time t) =P (TTF <)

t
= [ f(udu 3.1)
0

o

Failure density

Time

Figure 3.2a. Failure function of a hypothetical distribution

Where f(¢) is the probability density function of the time-to-failure
random variable 77F. Exponential, Weibull, normal, lognormal, Gamma
and Gumbel are few popular theoretical distributions that are used to
represent failure function. Equation (3.1) is derived by assuming that no
maintenance is performed to the system, and gives the probability of failure
free operation without maintenance up to time t. However, most of the
complex systems will require maintenance at frequent intervals. In such
cases, equation (3.1) has to be modified, to incorporate the behaviour of the
system under maintenance. Failure functions of few popular theoretical
distributions are listed in Table 3.1.

It should be noted that in case of normal distribution the failure function
exists between -0 and +oo, so may have significant value at t < 0. Since
negative time is meaningless in reliability, great care should be taken in
using normal distribution for the failure function. For p >> 3o, probability
values for t < 0 can be considered negligible.
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Table 3.1 Failure function, F(), of few theoretical distributions

Distribution Failure Function, F(t)
Exponential 1—exp(-A1)  t>0,A>0
1 x—u :
Normal | -[—(—J ] {—
| e N9 ) gy o o LZH
0027 o

or NORMDIST(t, 11, o, TRUE) in EXCEL®

2
1{ In(x)-p
Lognormal - —(—’J ]
j L e [2 o dx or d)(——ln(t) —
00x\ 27 o]

or NORMDIST(In(1), 1, o, TRUE) in EXCEL®

Weibull 1- exp(—(t_—}/)ﬂ Y @By >0,t=y
n
t
Gamma 1 jﬂaxa"le_ﬂxdx
I'(a) 0

Note that the failure function of normal distribution is defined between 0
and t, since t is greater than 0 for reliability purposes (against the usual limit
-o0) Applications of failure function are listed below (Figure 3.2b). Failure
functions of various theoretical distributions for different parameter values
are shown in Figures 3.3a-3.3c.

Characteristics of failure function

1. Failure function is an increasing function. That is, for t;<t,, F (t;) <F (t,).

2. For modelling purposes it is assumed that the failure function value at
time t = 0, F(0) = 0. However, this assumption may not be valid always.
For example, systems can be dead on arrival. The value of failure
function increases as the time increases and for t = o0, F(ag) = 1.
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Applications of failure function

1. F(1) is the probability that an individual item will fail by time t.
2. F(1) is the fraction of items that fail by time t.
3. 1- F(1) is the probability that an individual item will survive up to time t.

Failure Function

v

Increasing function Probability of Fraction of
failure by given items that fail by
age given age

Figure 3.2b. Properties of failure function

1,
0.8
0.6
0.4

0.24//¢ A=0.01

ailure Function, F'(?)

0 100 200 300 400

Time

Figure 3.3a: Failure function of exponential distribution for different
values of A
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Failure Function, F(?)

Reliability, Maintenance and Logistic Support

™
o
W N =

Time

Figure 3.3b Failure function of Weibull distribution for different (3 values

Failure Function, F(?)

0.8-
0.6
0.4
0.2

p=100 >

p=140

50 100 150 200

Time

Figure 3.3c Failure function of normal distribution for different p values

Example 3.1

The time to failure distribution of a sub-system in an aircraft engine
follows Weibull distribution with scale parameter 1 = 1100 flight hours and
the shape parameter p =3. Find:

a) Probability of failure during first 100 flight hours.
b) Find the maximum length of flight such that the failure probability is less
than 0.05.
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SOLUTION:

a) The failure function for Weibull distribution is given by:
t —_
F)=1-e(«(—)

It is given that: t = 100 flight hours, n = 1100 flight hours, B=3 and y = 0.
Probability of failure within first 100 hours is given by:

100-0

F(100)=1-exp(—
(100) p(—( 1100

)*) = 0.00075

b) If t is the maximum length of flight such that the failure probability is
less than 0.05, we have

-0
F(£) =1—exp(—(——)3) < 0.05
® exp( (1100) )
= exp(~(——)3) > 0.95
P 100 '

t 3 1/3
=(——)" >-In0.95 = ¢ =1100x[-1n(0.95
(1100) ! *[Fin(093)]

Now solving for t, we get t = 408.70 flight hours. The maximum length
of flight such that the failure probability is less than 0.05 is 408.70 flight
hours.

Example 3.2

The time to failure distribution of a Radar Warning Receiver (RWR)
system in a fighter aircraft follows Weibull distribution with scale parameter
1200 flight hours and shape parameter 3. The time to failure distribution of
the same RWR in a helicopter follows exponential distribution with scale
parameter 0.001. Compare the failure function of the RWR in the fighter
aircraft and the helicopter. If the supplier gives a warranty for 750 flight
hours, calculate the risk involved with respect to fighter aircraft and the
helicopter. (Although we have a same system, the operating conditions have
significant impact on the failure function. In this case, RWR in helicopter is
subject to more vibrations compared to aircraft).
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SOLUTION:

The failure function of RWR on the fighter aircraft is given by:

F(t)=1- exp(—(h—’OBP)

The failure function of RWR on the helicopter is given by:

F(t) =1-exp(—(0.001x £))

Figure 3.4 depicts the failure function of RWR in fighter aircraft and the
helicopter.

§ 0.8 A
& 06
"5 .
E 04 Helicopter
g Aircraft
= 02+
S 4

0 J -

0 1000 2000 3000 4000
Time

Figure 3.4 Failure function of RWR in fighter aircraft and helicopter

If the supplier provides warranty for 750 flight hours the risk associated
with aircraft is given by:

750

3
—)7) = 02166
1200) )

F(750) = 1—exp(—(

That is, just above 21% percent of RWR are likely to fail if the RWR is
installed in the aircraft.
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If the RWR is installed in helicopter then the associated risk is given by:

F(750) = 1-exp(—0.001 x 750) = 05276

In the case of helicopter, more than 52% of the RWR'’s are likely to fail
before the warranty period.

3.1.1 Failure function of system under multiple failure
mechanisms

It is seldom true that an item's failure is caused by a single failure
mechanism. In most of the cases there will be more than one (some times
hundreds) mechanism that causes the failure of an item. The expression (3.1)
is more appropriate when the failure is caused by a single failure mechanism.
However, most of the practical systems fail due to different causes or
different failure mechanisms. Assume that the system failure is due to two
different failure mechanisms. Let fi(t) and f£(t) be the probability density
function of the system due to failure mechanism 1 and 2 respectively. Now
the probability density function of the time-to-failure of the system caused
by either of the failure mechanisms:

F@O=HO0-FHO1+ fLO0-F 0]

where, Fi(t) and F,(t) the are failure function for failure mechanism 1 and
2 respectively. The failure function of the item under two different failure
mechanism is given by:

t
F() = [{i®O0-FR®)]+ f2,(0)[1 - F (x)]}dx (3.2)
0

Example 3.3

Failure of an item is caused by two different failure mechanisms (say
failure mechanism A and B). The time-to-failure distribution of the item due
to failure mechanism A can be represented by exponential distribution with
parameter A, = 0.002 hours. The time-to-failure distribution of the item due
to failure mechanism B can be represented by exponential distribution with
parameter Az = 0.005 hours. Find the probability that the item will fail
before 500 hours of operation.
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SOLUTION:

Assume that f;(?) and f3(¢) represent probability density function of the
time-to-failure random variable due to failure mechanism A and B
respectively. Thus,

Ja(@®) = exp(=A42), 1-F (2) =exp(-4,1)
Sp(t) = Agexp(=Apt), 1-Fp(t)=exp(-Apt)

Now the failure function of the item is given by:

t
F(t) = [{A4exp(—=(A4 + Ap)x) + Ap exp(—(1 4 + Ap)x)dx
0

=(A4/2q+Ap)1—exp(=(A4 + Ap)I]
+(Ap/Aq+Ap)1—exp(~(A4 +Ap)]
=[1-exp(-(14 +4p)]
Figure 3.5 represents the failure function due to failure mechanism 1, 2
and the system failure function. The probability that the item will fail by
500 hours is given by:

F(500) = 1 — exp(=((0.005 + 0.002) x 500)) = 0.9698

= 1
h‘\
8 0.8 Failure mechanism A
S 0.6 Failure mechanism B
= 0.4 - System
o .
5
= 0.21
=
0 1 T T 1
0 1000 2000 3000
Time

Figure 3.5 Failure function due to different failure mechanisms



Reliability Measures 61
3.2 RELIABILITY FUNCTION

Reliability is the ability of the item to maintain the required function for a
specified period of time (or mission time) under given operating conditions.
Reliability function, R(t), is defined as the probability that the system will not
fail during the stated period of time, t, under stated operating conditions.

If TTF represents the time-to-failure random variable with failure
function (cumulative distribution function) F(?), then the reliability function
R(?) is given by:

R(t) = P{the system doesn't fail during [0, t]} =1 - F(¥) 3.3)

In equation (3.3) we assume that the age of the system before the start of
the mission is zero. Thus the equation (3.3) is valid only for new systems or
those systems whose failures are not age related (that is, the time-to-failure
follows exponential distribution due to memory less property of exponential
distribution). However, in most of the cases this assumption may not be
valid. If the system age is greater than zero at the beginning of the mission,
then we have to calculate mission reliability function, which will be
discussed later. Figure 3.6 depicts the relation between reliability function
and the TTF density function. R(?) is the area under 77F density between t
and co.

()

TTF Failure densit

Time

Figure 3.6 Reliability function of a hypothetical probability distribution
Properties of reliability function:

1. Reliability is a decreasing function with time t. That is, for t; <t, ; R(t;)
> R(ty).

2. Itis usually assumed that R (0) = 1. Ast becomes larger and larger R(t)
approaches zero, that is, R(c0).
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Applications of reliability function

—

. R(t) is the probability that an individual item survives up to time t.

2. R(t) is the fraction of items in a population that survive up to time t.

3. R(t) is the basic function used for many reliability measures and system
reliability prediction.

Reliability function for some important life distributions are given in
Table 3.2. Figure 3.7a-c represents reliability function of various theoretical
distributions for different parameter values.

Table 3.2. Reliability function, R(), for popular theoretical distributions

Distribution | Reliability function, R(t)

Exponential exp(-At) t>0,A>0

Normal q;(/” -

or NORMDIST (i, t, o, TRUE) in EXCEL
{ 1 ( InG)—s4 )Z)
LOgnOfrnal (D yl—lnt)=1_t 1 e 2 (o] dx
( oy (I)O',x\/27r

or NORMDIST (u, In(t), 5, TRUE) in EXCEL

Weibull exp(( 0By pBy>0t2y

Gamma aa-1,-fx .
Tl
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Figure 3.7 a. Reliability function of exponential distribution for different

values of A
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Figure 3.7 b. Reliability function of Weibull distribution for different

values of 3
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Figure 3.7c. Reliability function of Normal distribution for different
values of p

Example 3.4
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Time to failure distribution of a computer memory chip follows normal
distribution with mean 9000 hours and standard deviation 2000 hours. Find
the reliability of this chip for a mission of 8000 hours.

SOLUTION
Using Table 3.2, the reliability for a mission of 8000 hours is given by:

R(t) = cp(_“:'_t_) = @(M) = d(0.5) = 06915
o 2000

Example 3.5

The time to failure distribution of a steam turbo generator can be
represented using Weibull distribution with n = 500 hours and = 2.1. Find
the reliability of the generator for 600 hours of operation.

SOLUTION:

Again using Table 3.2, reliability of the generator for 600 hours of
operations is given by:

R(¢) = exp(—(600/500)%1) = 02307

3.2.1 Reliability function for items under multiple failure
mechanisms

Assume that the failure of the item is caused due to two different failure
mechanisms. Let f;(z) and f>(#) be the probability density function of the
time-to-failure random variable due to failure mechanism 1 and 2
respectively. The probability density function of the time-to-failure of the
item is given by caused by either of the failure mechanisms:

fO=HON0-FKO1+ fHL0)-[1-F{©)]
Where Fi(t) and Fy(t) are failure function for failure mechanism 1 and 2

respectively. The Reliability function of the item under two different failure
mechanism is given by:
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t
RO =1-F(@)=1-[{ i - Fx)]+ ()1 - F (x)]}dx 34)
0

The above result can be extended to obtain expression for reliability
function due to more than two failure mechanisms.

Example 3.6

For the example 3.3, find the reliability of the item for 200 hours.

SOLUTION:

Using the expression for failure function obtained in example 3.3, the
reliability function can be written as:

R(r) = exp(—(A 4 + Ap) x1)
R(200) = exp(=(0.002 + 0.005) x 200) = 0.2465

3.2.2 Mission Reliability Function

In many practical situations, one might be interested in finding the
probability of completing a mission successfully. Success probability of
hitting an enemy target and returning to the base is an example where
mission reliability function can be used. The main difference between
reliability function and the mission reliability function is that, in mission
reliability we recognise the age of the system before the mission. Mission
reliability is defined, as the probability that the system aged t, is able to
complete mission duration of t, successfully. ~We assume that no
maintenance is performed during the mission. The expression for mission
reliability MR (t, , t,) is given by

R(th + tm)

MR(t,.t,) = R0
b

(3.5)

where, t, is the age of the item at the beginning of the mission and ty, is
the mission period. If the time to failure distribution is exponential, then the
following relation is valid.

MR(t,,t,,)=R(,,)



66 Reliability, Maintenance and Logistic Support

Application of mission reliability function

1. Mission reliability, MR(t,, t,) gives the probability that an individual
item aged t, will complete a mission duration of t, hours without any
need for maintenance.

2. Mission reliability is the appropriate basic reliability measure for ageing
items or items whose time-to-failure distribution is other then
exponential.

Example 3.7

Time-to-failure distribution of the gearbox within an armoured vehicle
can be modelled using Weibull distribution with scale parameter n = 2400
miles and shape parameter 3 = 1.25. Find the probability that that gearbox
will not fail during a mission time of 200 miles. Assuming that the age of the
gearbox is 1500 miles.

SOLUTION:

Given, t, = 1500 miles and t,, = 200 miles

R(t, +1,) _ R(1700)

MR(ty. 1) = R(,)  R(1500)

R(1700) = exp(— (1700)’25) 0.5221

R(1500) = exp(— (1500)‘25) 0.5736

R(1700) 0.5221 _
R(1500)  0.5736

MR(1500,200) = 102

That is, the gearbox aged 1500 miles has approximately 91% chance of
surviving a mission of 200 miles.
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3.3. DESPATCH RELIABILITY

Despatch reliability (DR) is one of popular reliability metrics used by
commercial airlines around the world. Despatch reliability is defined as the
percentage of revenue departures that do not occur in a delay or cancellation
due to technical problems. For most airlines, the delay means that the
aircraft is delayed more than 15 minutes. Technical delays occur can be
caused due to some unscheduled maintenance. Airlines frequently seek DR
guarantees where the aircraft manufactures face penalties if DR levels are
not achieved. For commercial airlines despatch reliability is an important
economic factor, it is estimated that delay cost per minute for large jets can
be as high as 1000 US dollars. The expression for despatch reliability is
given by:

100~ ND; s — NC

DRCA) = 100

x100% (3.6)

Where,
ND;5 = Number of delays with more than 15 minutes delay
NC = the number of cancellations

Equation (3.6) is applied only to technical delays. DR is a function of
equipment reliability, system and component maintainability, and overall
logistic support.

34. HAZARD FUNCTION (HAZARD RATE OR
INSTANTANEOUS FAILURE RATE)

Hazard function (or hazard rate) is used as a parameter for comparison of
two different designs in reliability theory. Hazard function is the indicator of
the effect of ageing on the reliability of the system. It quantifies the risk of
failure as the age of the system increases. Mathematically, it represents the
conditional probability of failure in an interval t to t + &t given that the
system survives up to t, divided by dt, as t tends to zero, that is,

Ho) = tim L FOO-FO _ o RO-R(1+&)

. (3.7)
5t—00t R(t) 8t—0 OtR(t)
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Note that hazard function, A(t), is not a probability, it is the limiting value
of the probability. However, A(t)dt, represents the probability that the item
will fail between ages t and t+3t as &t —0. The above expression can be
simplified so that

h(t) = % (3.8)

Thus, the hazard function is the ratio of the probability density function
to the reliability function. Integrating both sides of the above equation, we
get:

Ih(x)dx EACIPS

o R(x)
CRG)
_(j) R() InR(7)

Thus reliability can be written as:

t
R(t) =exp —Ih(x)dx 3.9
0

From equation (3.9), it immediately follows that:
t
f(#) = h(t)exp(—[ h(x)dx (3.10)
0

The expression (3.10), which relates reliability and hazard function, is
valid for all types of time to failure distribution. Hazard function shows how
the risk of the item in use changes over time (hence also called risk rate).
The hazard functions of some important theoretical distributions are given in
Table 3.3.

Characteristics of hazard function

1. Hazard function can be increasing, decreasing or constant.
2. Hazard function is not a probability and hence can be greater than 1.
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Table 3.3. Hazard function, A(t), of few theoretical distributions
Distribution Hazard function, h(t)
Exponential A
H-t . e
Normal f(t)] ®(——), f{t) is the pdf of normal distribution.
(o)
Lognormal 1/ (D( ) fit) is the pdf of lognormal
dlstrlbutlon.

Weibull ﬁ (L)ﬂ -1

nn

a

Gamma [,B_ta le“ﬁt J’ﬁa a- 1 ﬂxdx

I'(a) F(a )0

Applications of hazard function

)

. h(t) is loosely considered as failure rate at time t (time-dependent)

2. h(t) quantifies the amount of risk a system is under at time t.
3. For h(t) < 1, it is not recommended to carry out preventive maintenance.

Figures 3.8a-c show hazard function of various theoretical distributions

for different parameter values.
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Figure 3.8a Hazard function of Weibull distribution for different values of B
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Figure 3.8b Hazard function of exponential distribution
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Figure 3.8c Hazard function of normal distribution for different values of p.

Example 3.8
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Time to failure distribution of a gas turbine system can be represented
using Weibull distribution with scale parameter 1 = 1000 hours and shape
parameter 3 = 1.7. Find the hazard rate of the gas turbine at time t = 800
hours and t = 1200 hours.

SOLUTION:

The hazard rate for Weibull distribution is given by:

n(ry =L Ly
nn

800

h(800 =0.00145
(800)= 1000(1000)

h(1200) = ——(12—09)07 =0.0019
1000 "1000

34.1 Cumulative hazard function
Cumulative hazard function represents the cumulative hazard or risk of

the item during the interval [0,t]. Cumulative hazard function, H(t), is given
by:

t
H(l) = _( h(x)dx (3.11)

Reliability of an item can be conveniently written using cumulative
hazard as:

R(t)=¢HO (3.12)
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3.42 Cumulative hazard function and the expected
number of failures

Consider an item, which upon failure is subject to minimal repair. That
is, the hazard rate after repair is same as the hazard rate just before failure.
If N(?) is the total number of failures by time t, then M(t) = E [N(?)] is the
expected number of failures by time t. It can be shown that under the
assumption that the item receives minimal repair® (‘as-bad -as-old’) after
each failure, then

t
E[N@®]= M(t) = [ h(x)dx (3.13)
0
The above expression can be wused to model different
maintenance/replacement policies. In case of exponential and Weibull time
to failure distributions we get the following simple expressions for the
expected number of failures of an item subject to minimal repair.

Exponential time to failure distribution

For exponential distribution, the expected number of failures is given by
t t

E[N@®)] = [h(x)dx = [Adx = A&t 3.14)
0 0

Weibull time to failure distribution

ENG] = [heods = [EE)5 = Ly (3.15)
0 0 nn n
Example 3.9

An item is subject to minimal repair whenever it failed. If the time to
failure of the item follows Weibull distribution with n = 500 and B = 2.
Find: 1. The number of times the item is expected to fail by 1500 hours, and
2. The cost of the item is $ 200. If the cost of minimal repair is $ 100 per
each repair, is it advisable to repair or replace the item upon failure.

* Mathematically minimal repair or ‘as bad as old’ means that the hazard rate of the item
after repair will be same as the hazard rate just prior to failure.
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SOLUTION:

1. The expected number of failures is given by:

b _ 15005 o
E[N®)] [77] [500] 3

2. Using the above result the cost associated with repair, Crepair (t) =9 x
100 =$ 900.

If the item is replaced, then the expected number of failures is given by
the renewal function, M(%) [refer chapter 4], where

M) =Y F'()

i=1

For the above case, the value of M(t) < 4 (The actual calculation of the
above function will be discussed in Chapter 4). Thus the cost due to
replacement will be less than 4 x 200 = § 800. Thus, it is better to replace
the item upon failure rather using minimal repair.

3.43 Typical Forms of Hazard Function

In practice, hazard function can have different shapes. Figure 3.9 shows
most general forms of hazard function. Recent research in the field of
reliability centred maintenance (RCM) shows that the hazard rate mostly
follows six different patterns. Depending on the equipment and its failure
mechanism, one can say that the hazard function may follow any one of
these six patterns. However, one should not blindly assume that hazard rate
of any item will follow any one of these six patterns. These are only possible
cases based on some data.

Pattern A is called the bathtub curve and consist of three distinct phases.
It starts with early failure region (known as burn-in or infant mortality)
characterised by decreasing hazard function. Early failure region is followed
by constant or gradually increasing region (called useful life). The constant
or gradually increasing region is followed by wear out region characterised
by increasing hazard function. The reason for such as shape is that the early
decreasing hazard rate results from manufacturing defects. Early operation
will remove these items from a population of like items. The remaining
items have a constant hazard for some extended period of time during which
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the failure cause is not readily apparent. Finally those items remaining reach
a wear-out stage with an increasing hazard rate. One would expect bathtub
curve at the system level and not at the part or component level (unless the
component has many failure modes which have different TTF distribution).
It was believed that bathtub curve represents the most general form of the
hazard function. However, the recent research shows that in most of the
cases hazard function do not follow this pattern.

Pattern B starts with high infant mortality and then follows a constant or
very slowly increasing hazard function. Pattern C starts with a constant or
slowly increasing failure probability followed by wear out (sharply
increasing) hazard function. Pattern D shows constant hazard throughout the
file. Pattern E represents a slowly increasing hazard without any sign of

wear out. Pattern F starts with a low hazard initially followed by a constant
hazard.

Pattern A: Hazard function (bathtub curve) Pattern B: High infant Mortality

0.04 0.03
0.03 \_/ 0.02
0.02 0.01
0.01 )
04 T . T ) 0] . . s
0 20 40 60 80 100 0 100 200 300
Age Age
Pattern C: Slowly increasing hazard Pattern E: Slowly increasing hazard
followed by wearout function
0.0101 0.0006
0.01005 0.0004
ol 0.0002
' 0 .
0.00985 ! ) ! 0 50 100 150
0 50 100 150
Age Age
Pattern D: Constant Hazard Pattern F: Initial low hazard followed by
constant hazard
0.012
0.01 - 0.015
0.008 0.01
0.006 0.005 —~
0.004 0
0.002 T T T T T !
o 0 50 100 150 200 250
0 50 Age 100 150 Age

Figure 3.9. Different forms of hazard function
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Table 3.4 shows the relationship between failure function, reliability
function and hazard function.

Table 3.4. Relationship between F(t), R(t) and h(t)

F(t) R() h(t)
t
Ft) | - 1-R@® 1 —exp(—[ h(x)dx)
0
t
R(D) 1-Fy | exp(—[ h(x)dx
0
by | F OM-ROL| =R O/RQ) | e

3.4.4 Failure rate

Whenever the hazard function is constant, we call it as failure rate. That
is, failure rate is a special case of hazard function (which is time dependent
failure rate). Failure rate is one of the most widely used contractual
reliability measures in the defence and aerospace industry. By definition, it
is appropriate to use failure rate only when the time-to-failure distribution is
exponential. Also, failure rate can be used only for a non-repairable system.
Many defence standards such as MIL-HDBK-217 and British DEF-STAN
00-40 recommend the following equation for estimating the failure rate.

) Total number of failures in a sample
Failure rate =

3.16
Cumulative operating time of the sample (3.16)

Care should be taken in using the above equation, for good estimation
one has to observe the system failure for a sufficiently large operating
period.
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Applications of failure rate

[um—

. Failure rate represents the number of failures per unit time.

2. If the failure rate is A, then the expected number of items that fail in [0,t]
is At.

3. Failure rate is one of the popular contractual reliability measures among

many industries including aerospace and defence.

3.5. MEAN TIME TO FAILURE (MTTF)

MTTF represents the expected value of a system's time to first failure. It
is used as a measure of reliability for non-repairable items such as bulb,
microchips and many electronic circuits. Mathematically, MTTF can be
defined as:

MTTF = jzf(r)dt - jR(t)dt (3.17)
0 0

Thus, MTTF can be considered as the area under the curve represented by
the reliability function, R(t), between zero and infinity. If the item under
consideration is repairable, then the expression (3.17) represents mean time
to first failure of the item. Figure 3.10 depicts the MTTF value of an item.

For many reliability functions, it is difficult to evaluate the integral
(3.17). One may have to use numerical approximation such as trapezium
approach to find MTTF value.

N
0.8 |
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Figure 3.10 MTTF of an item as a function of Reliability
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MTTF is one of the most popular measures for specifying reliability of
non-repairable items among military and Government organisations
throughout the world. Unfortunately there are many misconception about
MTTF among reliability analysts. During the Gulf War, one of Generals
from a defence department said, 'We know exactly how many tanks to send,
we measured the distance from the map and divided that by MTTF'. What
many people do not realise is that MTTF is only a measure of central
tendency. For example, if the time-to-failure distribution is exponential,
then 63% of the items will fail before their age reaches MTTF value.

MTTF is one of the important contractual reliability measures for non-
repairable (consumable) items. However, it is important to understand what
MTTF value really means. For example let us assume that we have two
items A and B with same MTTF (say 500 days). One might think that both
the components have equal reliability. However, if the time to failure of the
item A is exponential is that of item B is normal then there will be a
significant variation in the behaviour of these items. Figure 3.11 shows the
cumulative distribution of these two items up to 500 days. The figure clearly
shows that items with exponential failure time show higher chance of failure
during the initial stages of operation.

1.
0.8 -
0.6 |
0.4 .
0.2 | & Normal

Exponential

Failure Function

0 200 400 600 800 1000

Time
Figure 3.11 Comparison of item with same MTTF

Using the equation (3.17), the MTTF of various failure distributions are
listed in Table 3.5.

It is easy to check that if the time to failure of the item is exponential then
more than 63% of the items will fail by the time the age of the item reaches
MTTF. In the case of normal distribution, it will be 50%.
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Applications of MTTF

1. MTTF is the average life of a non-repairable system.

2. For arepairable system, MTTF represents the average time before the
first failure.

3. MTTF is one of the popular contractual reliability measures for non-
repairable systems.

Table 3.5. MTTF of different time-to-failure distributions

Distribution MTTF
Exponential 1/A
Normal i

o
Lognormal exp( Uy + _l_)

2
. 1

Weibull nxIT'(1+ E)
Gamma a/p

3.5.1 Mean Residual Life

In some cases, it may be of interest to know the expected value of the
remaining life of the item before it fails from an arbitrary time t, (known as,
mean residual life). We denote this value as MTTF(t;), which represents the
expected time to failure of an item aged t,. Mathematically, MTTF(t,) can
be expressed as:

0

MITF(t) = [(t = to) (tltoat (3.18)

ty

ftlty) is the density of the conditional probability of failure at time t,
provided that the item has survived over time t,. Thus,
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f(tltg) =h(®)x R(t| 1)

where, R(tlto), is the conditional probability that the item survives up to

time t, given that it has survived up to time t,. Now, the above expression
can be written as:

iy 2O
f(tlto)—h(t)xR(tO)

The expression for MTTF(t;) can be written as:

r R(t)
MTTF(ty) = |(t —t))h(t) —=dt 3.19
(to) J( 0) ()R(to) (3.19)

substituting for h(t) in the above equation, we have

o

- 1
) Iy

The above equation can be written as (using integration by parts):

TR(t)dz

MTTF (t,) = ’°R(t ) (3.20)
0

The concept of mean residual life can be successfully applied for
planning maintenance and inspection activities.

Example 3.10

Companies A and B manufacture car tyres. Both the companies claim
that the MTTF of their car tyre is 2000 miles. After analysing the field
failure data of these two tyres it was found that the time to failure
distribution of A is exponential with A = 0.0005 and the time to failure
distribution of B is normal with p = 2000 miles and ¢ = 200 miles. If the
maintenance policy of the Exeter city car rentals is to replace the tyres as
soon as it reaches 2000 miles which tyre they should buy:
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SOLUTION:

Reliability of the car tyre produced by company A for 2000 miles,
R4(2000), is given by:

R 4(2000) = exp(~0.0005 x 2000) = 0.3678

Reliability of the car tyre produced by company B for 2000 miles,
Rp(2000), is given by:

R5(2000) = d(E= 2000) = @(20002;02000) =®(0)=05
g

Thus, it is advisable to buy the tyres produced by company B.
Example 3.11

The time to failure of an airborne navigation radar can be represented
using Weibull distribution with scale parameter 1 = 2000 hours and 3 = 2.1.
It was told that the age of the existing radar is 800 hours. Find the expected
value of the remaining life for this radar.

SOLUTION:
Using Equation (3.20), The MTTF(800) can be written as:

0 S 800
[R(@)dt [R(t)dt— [R(t)dt
MTTF (800) = 820 =0 0
R(800) R(800)
800 ¢
MTTF - —(—)*d
J (000 %
MTTF(800)= MTTF(800)= 0
0.8641

MTTF:17><F(1+%)=2000-F(1+51—1)=1771.2
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1
The value of I'(1+ —)can be found from Gamma function table (see

appendix).
800 —

Using numerical approximation, [ exp(—(——=)"" df = 763.90
0 2000

Thus MTTF(800) ~ (1771.2 - 763.90 ) / 0.8641 = 1165.72 hours
Thus, expected remaining life of the radar aged 800 hours is 1165.72
hours.
3.5.2 MTTF of a maintained system
Assume that an item is subject to preventive maintenance after every 7},

units, that is, at Ty, 2Tpm , 3Tpm , etc. The expected time to failure, MTTF ),
(MTTF of an subject to preventive) of the item is given by:

MTTF,,, = [Ryp(t)dt (3.21)
0

Using additive property of integration, the above integral can be written
as:

T, 21, 3T,

pm
MTTF,,, = IRpm(t)dt+ J’Rpm(t)dt+ IRpm(t)dt+,,_,
0 7;’"’ 27;2m

where R, (t) is the reliability of the item subject to preventive
maintenance. If the item is restored to ‘as-good-as-new’ state after each
maintenance activity, then the reliability function between any two
maintenance tasks can be written as:

Ry (t)=RIT,, 1*R(t), KT, <t<(k+DT,,

pm —

Using the above expression for Ryn(t) in the integral (3.21) we have:
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Tom T T,

MTTF,,, = jR(t)dt+ TR(Tpm)R(t)dt+ T[R(Tpm)]z R(t)dt+...
0 0 0

Ty
= {1+ R(Zp) +[R(Tpp ) +....} J’R(z)dr
0

As R(t) < 1, the above expression can be written as:

Tom Ty
jR(t)dt j R(t)dt
0

MTTF,,, =2 =
1'_R(Tpm) F(Tpm)

(3.22)

Similar logic can be used to derive the expression for MTTF,, when the
repair is not perfect (that is, when the item is not as good as new after
maintenance). MTTF,, can be used to quantify the effectiveness of the
maintenance action. If MTTF,,>MTTF, then one can say that the reliability
can be improved by carrying out maintenance. If MTTF,, < MTTF then,
the maintenance will not improve the reliability of the item. Figure 3.12
shows MTTF,, values of an item for different T, whose time-to-failure can
be represented using Weibull distribution with 1 =200 and B = 2.5. It can
be noticed that as the value of T, increases, the MTTF,, converges to that
of corrective maintenance.

Example 3.12

A solid state radar is subject to preventive maintenance after every 400
flight hours. The time to failure of the radar follows exponential distribution
with mean life 800 flight hours. Find the MTTF,y, of the radar.

SOLUTION:

We have: T, = 500 flight hours and (1/A) = 800

A =(1/800) =0.00125
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400
jexp(-o.omzs x 1)dt

MTTF,,, =2 =800
1— exp(—0.00125 x 400)

There is no improvement in the MTTF,,, because the time to failure is
exponential. Thus, preventive maintenance will not improve the reliability of
the system, if the time to failure is exponential. This example is used to
demonstrate this well known fact mathematically.

MTTFpm for different Tpm values

2000 MTTE,,

40 80 120 160 200 240
Tpm

Figure 3.12. MTTF,,, of an item for different T, values
Example 3.13

A manufacturing company buys two machines A and B. The time to
failure of machine A can be represented by Weibull distribution with n =
1000 hours and B = 2. The time to failure of machine B can be represented
by Weibull distribution with n = 1000 hours and = 0.5. The maintenance
manager in charge of operation plan to apply preventive maintenance for
both the machines for every 200 hours, so that he can improve the expected
time to failure of the machines. Check whether the manager’s decision is
correct.

SOLUTION:

The MTTF,,, for machine A is given by:
200
j exp(—(t / 1000)? )dt

MTTF,y = MITF,, - — ~5033 hours
exp(—(200/1000)*)
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MTTF for machine A is 7xI'(1+ %) =1000xI"(1+ %) =886.2 hours

Thus for machine A, preventive maintenance will improve the mean time
to failure of the system.

The MTTF,,, for machine B is given by:
200
jexp(—(t /1000)%5)dt

MTTF,, =2 —=— =~ 414 hours
exp(—(200/1000)")

MTTF for machine Bis nxI'(1+ %) =1000x I"'(1+ 0—15) =2000 hours

Thus for machine B, preventive maintenance will decrease the mean time
to failure of the system. Thus, it is better not to apply preventive
maintenance for machine B.

3.5.3 Variance of Mean Time To Failure

It is important to know the variance of mean time to failure for better
understanding of the item. From definition variance V(%) is given by:

V(1) = E(t*) - [E@]

= jtz F(t) — MTTF?
0

Applying integration by parts:

V(t)=2 j tR(t)dt — MTTF? (3.23)
0
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3.6. MEAN OPERATING TIME BETWEEN
FAILURES (MTBF)

MTBF stands for mean operating time between failures (wrongly
mentioned as mean time between failures throughout the literature) and is
used as a reliability measure for repairable systems. In British Standard (BS
3527) MTBEF is defined as follows:

For a stated period in the life of a functional unit, the mean value of the
lengths of time between consecutive failures under stated condition.

MTRBEF is extremely difficult to predict for fairly reliable items. However,
it can be estimated if the appropriate failure data is available. In fact, it is
very rarely predicted with an acceptable accuracy. In 1987 the US Army
conducted a survey of the purchase of their SINCGARS radios that had been
subjected to competitive procurement and delivery from 9 different
suppliers. They wanted to establish how the observed Reliability In-service
compared to that which had been predicted by each supplier (using MIL-
HDBK-217). The output of this exercise is shown in Table 3.6 (Knowles,
1995). It is interesting to note that they are all same radio, same design, same
choice of components (but different manufacturers) and the requirement set
by the Army was MTBF of 1250 hours with a 80% confidence. Majority of
the suppliers' observed MTBF was no where near their prediction.

Table 3.6 SINCGARS radios 217 prediction and the observed MTBF

Vendor MIL-HDBK-217 (hours) | Observed MTBF (hours)
A 7247 1160

B 5765 74

C 3500 624

D 2500 2174

E 2500 51

F 2000 1056

G 1600 3612

H 1400 98

I 1000 472

Let us assume that the sequence of random variables X; , X, , X3, ... X,
represent the operating time of the item before i-th failure (Figure 3.13).
MTBF can be predicted by taking the average of expected values of the
random variables X; , X5 , Xs,..., X; etc. To determine these expected
values it is necessary to determine the distribution type and parameters. As
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soon as an item fails, appropriate maintenance activities will be carried out.
This involves replacing the rejected components with either new ones or
ones that have been previously recovered (repaired). Each of these
components will have a different wear out characteristic governed by a
different distribution. To find the expected value of the random variable X,
one should take into account the fact that not all components of the item are
new and, indeed, those, which are not new, may have quite different ages.
This makes it almost impossible to determine the distribution of the random
variable X, and hence the expected value.

Down Down
time time

Figure 3.13 operating profile of a generic item

The science of failures has not advanced sufficiently, as yet, to be able to
predict failure time distribution in all cases. This is currently done
empirically by running a sample of items on test until they fail, or for an
extended period, usually under ‘ideal’ conditions that attempt to simulate the
operational environment.  Military aircraft-engines, for example, are
expected to operate while subjected to forces between -5 and + 9 ‘g’,
altitudes from zero to 50000 feet (15000 meters) and speeds from zero to
Mach 2+. One has to test the equipment with some new and some old
components to find the expected values of the random variables X,, X, etc.
In practice most of the testing is done on new items with all new components
in pristine condition. The value derived by these type of testing will give the
expected value of the random variable X; . In practice, the expected value of
X, is quoted as MTBF. In fact, the expected value of X; will give only the
Mean Time To First Failure (as the testing is done on new items and the
times reflect the time to first failure) and not the MTBF. To calculate MTBF
one should consider the expected values of the random variables X,, X, etc.

If the time to failure distribution of the system is exponential then the
MTBF can be estimated using the following equation (recommended by
MIL-HDBK-217 and DEF-STAN-00-40):

mrBF =L (3.24)

n
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where, T is the total operating period and ‘n’ is the number of failures
during this period. Note that the above relation is valid only for large value
of T. If n = 0, then MTBF becomes infinity, thus one should be careful in
using the above relation. The above expression can be used only when
sufficient amount of data is available.

Characteristics of MTBF

1. The value of MTBF is equal to MTTF if after each repair the system is as
good as new.

2. MTBF =1/ A for exponential distribution, where A is the scale parameter
(‘also the hazard function ).

Applications of MTBF

1. For arepairable system, MTBF is the average time in service between
failures. Note that, this does not include the time spent at repair facility
by the system.

2. MTBEF is used to predict steady-state availability measures like inherent
and operational availability.

3.7. PERCENTILE LIFE ( TTFp OR Bpo, )

Percentile life or By, is a measure of reliability which is popular among
industries. This is the life by which certain proportion of the population (p
%) can be expected to have failed. By, means the life (time) by which 10%
of the items will be expected to have failed. Percentile life is now frequently
used among aerospace industries as a design requirement. Mathematically
percentile life can be obtained by solving the following equation for t:

t
F(t)= j F(x)dx = p% (3.25)
0
Assume that F(?) is a exponential distribution with parameter A = 0.05,

and we are interested in finding B, . Then from above equation we have:

1 - exp(~=0.05¢) = 0.10 = ¢ = 2.107
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Thus 2.107 is the By, life for exponential distribution with parameter
0.05. The main application of percentile life lies in prediction of initial
spares requirement (initial spares provisioning, IP).

38. MAINTENANCE FREE OPERATING PERIOD
(MFOP)

Maintenance Free Operating Period is defined as:

The period of operation (for example, for military combat aircraft, a
typical MFOP may be 100, 200 or 300 flying hours) during which an item
will be able to carry out all its assigned missions, without the operator being
restricted in any way due to system faults or limitations, with the minimum of
maintenance.

In other words, maintenance free operating period guarantees a certain
period of operation without any interruption for unscheduled maintenance.
A MFOP (or cycles of MFOP) is usually followed by a maintenance
recovery period (MRP). MRP is defined as the period during which the
appropriate scheduled maintenance is carried out. Since it is almost
impossible to give 100 % guaranteed MFOP, we use the concept of
maintenance free operating period survivability (MFOPS) to measure
MFOP. MFOPS is the probability that the part, sub-system or system will
survive for the duration of MFOP given that it was in a state of functioning
at the start of the period. Note, unlike most warranties, the MFOP will not
always apply to new items, indeed, most of the time, the ages of the
constituent components will be quite varied and in many cases, unknown. It
should be also noted that during MFOP the redundant items are allowed to
fail, without causing any unscheduled maintenance.

3.8.1 Maintenance Free Operating Period Survivability
Prediction

Let us consider a system with n components connected in series. If the
reliability requirement is MFOP of t, life units, then the corresponding
probability that the system will survive the stated MFOP, given that all the
components of the system are new is given by:

wrosiy 1 R

[ %0 (3.26)
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where Ry(tys ) is the reliability of the k-th component for (the first) t, life
units. The equation (3.26) gives the probability for the system to have
MFOP of t,¢ life units during the first cycle. In general, for i-th cycle (here
each cycle refers to each ty life units), the probability the system will have
MFOP of t,¢ life units is given by:

MFOPS(t,,7) = f[ R@ > by ) (3.27)

oo Re([i =1 % t,¢)

MFOP of items with Weibull distributed failure times

For a component with failure mode, which can be modelled by the
Weibull distribution the probability of surviving t,¢ units of time given, that
the item has survived t units of the time is given by:

t'B —(f+l‘mf)’8
7 )

MFOPS (tmf) = exp(— (3.28)

n

where, 1 is the scale parameter and P is the shape parameter of the
Weibull distribution. The MFOP period for a given level of confidence can
be calculated by rearranging the above equation as follows:

tr =1t = 1P In(MFOPS (t,p )1 # 1 (3.29)

Maximum length of MFOP

The maximum length of MFOP for a stated MFOPS actually represents
the design life of that system. Design life denotes the age of the item up to
which the reliability of the system is greater than or equal to the designed
reliability value. For example assume that the time-to-failure distribution of
the item be Weibull with scale parameter 1 and shape parameter 3. Then the
MFOP duration for a specified MFOPS requirement is then given by:

1 1/
= In| —— .
MFOP = nx{ n( )} (3.30)
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Procedure to calculate the number of cycles the system satisfies the

required MFOP.

If the required MFOP is say, tys , life units. It may not be necessary to
carry out maintenance recover, after every MFOP. The following steps can
be used to find how many such MFOPs can be carried out without any
maintenance.

Step 1: Set i=1.

n Ry(ixt
Step 2: Calculate MFOP(i,a) = H___kil_mf)_

it Re (=10 x 1,0)

i
Step 3: If H MFOP(i,a) < a , then Go To Step 5.
k=1

Step 4: i= i+ 1, Go To Step 2.
Step 5: Number of cycles isi-1. STOP.
Example 3.14

For a computer to be used in a space station, it was required that the
MFOP duration for the memory unit should be at least 10000 hours at 95%
confidence. It was also required that the memory unit should be screened for
500 hours at different temperature cycles. Two memory chips were available
in the market that can be used in the computer to be installed in the space
station. The time to failure of a computer memory chip 1 follows Normal
distribution with @ = 12000 hours and o = 1000. The time to failure of a
computer memory chip 2 follows Weibull distribution with = 12000 hours
and 3 =2.2. Find which chip will satisfy the requirement.

SOLUTION:

Since the memory unit is subject to temperature screening, the age of the
memory unit when put into mission will be 250 hours.

Case 1. Memory chip 1.
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MFOPS for the memory chip 1 for the duration of 10000 hours is given
by:

(12000 - 10000)
1000 _0(2.0)
12000-500, ~ @(11.5)

® 1000 )

MFOPS =

=0.9772

Case 2. Memory chip 2

MFOPS for the memory chip 2 for the duration of 10, 000 hours is given
by:

exp(—(10000/12000)>2)

MFOPS = 5
exp(—(1000/12000)%2)

=0.5141

Since MFOPS for chip 1 is greater than 0.95, it will satisfy the MFOP
requirement.

3.9. SOFTWARE RELIABILITY
CHARACTERISTICS

Software is one of the most complex systems ever built by human. In the
recent years, software has become a critical part of many systems. For
systems such as air traffic control, space shuttle, fighter aircraft and
automated guided missiles it is usually the software that has significant
impact on the mission success. Software is a core element of today’s
defence systems. Virtually, all major military systems are dependent on the
correct operation of defence systems’ software. For example, approximately
80% of Euro Fighter 2000 functionality is provided by software (Glen
Griffiths, 1997). The B1-B bomber aircraft has 1.2 million lines of code and
fighter aircraft F-16 has seven flight computers and 135, 000 lines of code
(Edward Koss, 1988). Until recently it was assumed that the software is
100% reliable. However, this confidence has changed in the recent years.
The following few examples explain the importance of software reliability
engineering.
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1. During A310 avionics systems development 45000 hours were spent for
the software development against the predicted 20000 hours. 450
modifications were made during the development of this software. The
poor reliability was one of the main reason for the excess money and time
spent on the software development. One prediction shows that, by year
2015 the entire US Department of Defence Budget will go to software if
the current trend of software continues (Hess, 1988).

2. Software developed for the Apollo series of lunar flight is one of the most
well planned programs. However, most of the faults of the Apollo
program were due to software related failures. A software error in the on
board computer of the Apollo 8 erased part of the computer’s memory.

3. An error in FORTRAN statement resulted in loss of first American probe
to Venus.

4. American Airlines (AA) lost nearly a $1 billion due to software faults.
The world’s largest system, Sabre, requires 12 mainframes and is buried
deep in a nuclear explosion-proof bunker in the US.

5. During Gulf war, failure of a Patriot missile battery to track and intercept
an Iraqi launched Scud missile, subsequently struck a warehouse used as
a barracks for US forces at Dhahran, in Saudi Arabia. The fault was
traced to a 0.36-second error in the timing of software driven clock used
for tracking the incoming missile.

Software behaves entirely different from hardware. Software generally
becomes more reliable over time (however it might become obsolete as the
technology changes). Fault in the software is caused by defect, which
appear randomly in time. Errors in software are introduced during various
stages, mainly during: 1. Requirements definition, 2. Design, 3. Program
development and 4. Operation / maintenance.  Thus, any measure of
software reliability must start with the core of the issue, operational software
error counts and the rate at which they occur, that is the software failure rate
(Koss, 1998).

Software failures are not caused by physical environmental wear. Also
the main source of software failure comes from requirement and
specification error than machine code error or design error. No imperfections
or variations are introduced in making additional copies of software. Unlike
hardware, software reliability cannot be improved by introducing identical
different versions of the program. However, it is possible to improve by
producing independent versions of software to improve the reliability.
Software redundancy techniques are discussed in Chapter 11. The following
are few basic definitions in software reliability:
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Failures: A failure occurs when the user perceives that the program
ceases to deliver the expected service.

Faults: The cause of the failure or the internal error is said to be a fault.
It is also referred as a bug.

Execution time: The execution time for a software system is the CPU
time that is actually spent by the computer in executing the software.

3.9.1 Software Reliability

Software reliability is the probability that software will provide failure-
free operation in a fixed environment for a fixed interval of the time.
Probability of failure is the probability that the software will fail on the next
selected input.

Software reliability is typically measured per some units of time, whereas
probability of failure is generally time independent. These two measures can
be easily related if one knows the frequency of inputs that are executed per
unit of time. Here failure is caused by activation of internal fault or bug.
One can view software as a function, which maps a space of inputs into a
space of outputs. The input space can be partitioned in to two mutually
exclusive sets U and D. Where inputs from the set U produce desirable
output and inputs from the set D produce incorrect or undesirable output.

Assume that p represents the probability that the software fails for an
input selection. Then the reliability of the software for n input selection is
given by:

R,=(1-p)" (3.31)

The equation (3.31) is not suitable for complex software, as the
prediction of p is almost impossible.

3.9.2 Mean Time To Failure of Software

Mean time to failure is the average time between failures. Great care
should be taken while calculating mean time to failure and reliability of
software. For example, if a software is executed on two different computers
A and B, and if A is faster than B, then one can expect that the mean time to
failure of the software when executed on A will be less than that of B. Thus,
while measuring the reliability of a software, it is important to mention the
operating system on which the software is executed.
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3.9.3 Software failure rate

The primary metric for software reliability is the software failure rate,
which is given by the expected number of failures per unit time. Here time
usually refers to a computer hour. For example, if the software fails 2 times
during 2000 hours of operation then the failure rate of the software is 0.001.
Mathematically,

M) = (3.32)

NS

where, n is the number of failures during T hours of execution. Usually
the software failure rate is measures per 1000 Lines of Source Code (hence
called KSLOC) If faults are removed from the software upon failure, and no
new faults are introduced during the repair process, then the failure rate of
the software will be a decreasing function. Koss (1988) lists the following
characteristics as the prime factors that influence the software failure rate.

The execution environment.
Cyclic dependencies.
Variability of data
Execution frequency.

A=

3.9.4 Jelinski-Moranda Model

One of the earliest models proposed, which is still being applied today, is
the model developed by Jelinski and Moranda, while working on some Navy
projects for McDonnell Douglas. In Jelinski-Moranda model it is assumed
that the failure intensity of the software is proportional to the current fault
content. The following assumptions are used:

1. The number of faults in the initial software is an unknown, but

constant.

2. The fault that causes a failure is removed instantaneously after

failure, and no new fault is introduced.

3. The failure intensity remains constant throughout the interval

between failure occurrences.

4. Times between software failures are independent and exponentially

distributed.

If Ny denotes the number of faults present in the initial software, then the
failure intensity between the interval (i-1)st and i-th failure is given by:
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A =¢[N,-(-D], i=12..,N, (3.33)

In equation, (3.33), ¢ is a constant of proportionality denoting the failure
intensity contributed by each fault. The distribution of time between failure
is given by:

Plt, <t]=1-exp[-p(N, —i +1)f] (3.34)

The parameters Ny and @ can be estimated using standard statistical tools
(interested readers please refer to M Xie, 1991).

3.9.5 Goel-Okumoto Model
Goel-Okumoto software reliability model assumes that the cumulative

number of faults detected at time t follows a non-homogeneous Poisson
process. The failure intensity is given by:

A(t) = af exp(—fr) (3.35)

Where o and 3 are parameters to be determined from failure data. The
mean value function of Goel-Okumoto Model is given by:

m(t) = a[l — exp(—f¥)] (3.36)

m(t) gives the expected number of failures during t hours of execution.



Chapter 4
Systems Reliability

'A Bird is an instrument working according to a mathematical law. It lies
within the power of man to make this instrument with all its motion’

Leonardo da Vinci

In this chapter, we present methodologies that can be used to evaluate
systems reliability using simple mathematical tools. The chapter discusses
two approaches that can be used to predict the reliability metrics of the
system. First, we study the models that are based on simple probability
theory, assuming that the time-to-failure distributions of different
components within the system are known. These models can be used only
for non-repairable items. The second approach is based on Markov models,
for predicting different reliability measures. The models for repairable items
will be discussed using the Markov models. Throughout the Chapter, the
word ‘system’ is used to represent the complete equipment and the word
‘item’ is used as a generic term that stands for subsystem, module,
component, part or unit. Any reliability prediction methodology using time-
to-failure approach will involve the following steps:

1. Construct the reliability block diagram (RBD) of the system. This may
involve performing failure modes and effect analysis (FMEA).

2. Determine the operational profile of each block in the reliability block

diagram.

Derive the time-to-failure distribution of each block.

4. Derive the life exchange rate matrix (LERM) for the different

components within the system.

Compute reliability function of each block.

6. Compute the reliability function of the system.

W

w

U. D. Kumar et al., Reliability, Maintenance and Logistic Support
© Kluwer Academic Publishers 2000
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4.1. RELIABILITY BLOCK DIAGRAM

Reliability block diagram, RBD, of an item is a logical diagrammatic
illustration of the system in which each item (hardware/software) within the
system is represented by a block. RBD forms a basis for calculation of
system reliability measures. Each block within a RBD can represent a
component, subsystem, module or system. The structure of a RBD is
determined by the effect of failure of each block on the functionality of the
system as a whole. A block does not have to represent physically connected
hardware in the actual system to be connected in the block diagram. In an
RBD the items whose failure can cause system failure irrespective of the
remaining items of the system are connected in series. Items whose failure
alone cannot cause system failure are connected in parallel. Depending on
the item, a RBD can be represented by a series, parallel, series-parallel, r-
out-of-n or complex configuration. Construction of RBD requires functional
analysis of various parts within the system. Each block within a RBD should
be described using time-to-failure distribution for the purpose of calculating
system reliability measures. The RBD can also have network structures (e.g.
communication systems, water network and Internet). In the following
sections we address how to evaluate various reliability measures for different
reliability block diagrams.

4.2. RELIABILITY MEASURES FOR SERIES
CONFIGURATION

In a series configuration, all the consisting items of the system should be
available or functional to maintain the required function of the system.
Thus, failure of any one item of the system will cause failure of the system
as whole. Series configuration is probably the most commonly encountered
RBD in engineering practice. The RBD of a hypothetical system whose
items are connected in series is given in Figure 4.1.

Figure 4.1. Reliability block diagram of a system with series
configuration
Reliability function of series configuration

Reliability function of a system with series configuration can be derived
from the reliability function of its consisting items. Let Rg(?) represent the
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reliability function of a series system with n items. Let R(?) denote the
reliability function of the item i. If TTF; is the time-to-failure random
variable for the item i, then the reliability function of system for ‘t” hours of
operation is given by:

Rs(t) =P [TTF, 2t, TTF, >t, ..., TTF, >t] (4.1)

The equation (4.1) clearly states that the system under consideration will
maintain the required function if and only if all the n items of the system are
able to maintain the required function for at least t hours of operation.
Assuming that the random variables 77F; are independent of each other, the
expression (4.1) can be written as:

R®) =P[TTF, >t ] xP[TTF,>t] x ... xP[TTF, 2> t]
=Ry(t) xRy(®) x... xR,(¥)

Thus, the reliability of a series configuration with n items is given by:
n

Ry(®) = IR (1) (42)
1=

Note that in the above equation (4.2), it is assumed that the connecting
media (such as solder joints) between different items is 100% reliable
(unless this is specifically included in the RBD). However, this need not be
true. In the equation (4.2) time ¢ is used as a generic term. In most case time
actually represents age or utilisation of the item under consideration. It can
have different units such as hours, miles, landings, cycles etc for different
items. One has to normalise the ‘time’ before calculating the reliability
function in such cases. One method of normalising the different life units of
the items is using Life Exchange Rate Matrix (LERM), which will be
discussed later in this chapter. When the life units of items are different (or
different items have different utilisation), we use the following equation to
find the reliability of the series system.

R,= P[TTF, >1,,TTF, >t, -, TTF, >1,1= R, (t;) x Ry (t3)x--x R, (t,)

That is,

Rty =T TR 43)

i=1
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In equation (4.3), ¢; is the age of the item i, which is equivalent to age ¢ of
the system. That is, for the system to survive up to age t, the item i should

survive up to #. Throughout this book we use equation (4.3) unless otherwise
specified.

Characteristics of reliability function of a series configuration

1. The value of the reliability function of the system, Rg(t), for a series
configuration is less than or equal to the minimum value of the individual
reliability function of the constituting items. That is:

Rs()< Min {R;(1)}

i=12,.n

2. If h(t) represent the hazard function of item i, then the system
reliability of a series system can be written as:

R, () = [T exp(—[ i, (x)dx
i=1 0

=exp(—j) I3yl

Example 4.1

A system consists of four items, each of them are necessary to maintain
the required function of the system. The time to failure distribution and their
corresponding parameter values are given in Table 4.1. Find the reliability

of the system for 500 and 750 hours of operation.

Table 4.1 Time to failure distribution and their parameter of the items

Item Time to failure distribution Parameter values
[tem 1 Exponential A=10.001

Item 2 Weibull 1n = 1200 hours B =3.2
Item 3 Normal p = 800 hours ¢ =350

Item 4 Weibull n =2000 hours B = 1.75
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SOLUTION:

From the information given in Table 4.1, the reliability function of
various items can be written as:

Ry(f) = exp(~0.001 x 1)

Ry (1) = exp[~(——)*2]

1200
800—¢
R3 (1) = ©( 350 )
_ oS
Ry (2) = exp[ (——2000) ]

Since the items are connected in series, the reliability function of the
system is given by:

800 — t) x exp[—(

175
350 2000) ]

RS (t) = eXp(—0.00I X t) X exp[_(ja)32] % q)(

Reliability function

Figure 4.2 Reliability function of the system and its constituent items.
Substituting t = 500 and 750 in the above equation, we get:

R(500) = 0.6065 x0.9410 x8043 x0.9154 = 0.4202

R(750) = 0.4723 x0.8003 x0.5568 x 0.8355 =0.1759
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Figure 4.2 shows the reliability function of the system and various items
of the system. Note that the system reliability value is always less than or
equal to any of the constituting items.

Example 4.2

Avionics system of an aircraft consists of digital auto-pilot, integrated
global positioning system, weather and ground mapping radar, digital map
display and warning system. Apart from the above items, the avionics
system has control software. The time-to-failure distributions of various
items are given in Table 4.2. Find the reliability of the avionics system for
100 hours of operation if all the items are necessary to maintain the required
function of the avionics system.

Table 4.2 Time-to-failure distribution of various items of the avionics

system
Item Time-to-failure Parameter values
distribution

Digital autopilot Exponential A=0.003
Integrated global Weibull n=1200,3=3.2
positioning system
Weather and ground  Weibull n = 1000, B=2.1
mapping radar
Digital map display =~ Normal p=23800,c =120
Warning System Normal p=1500, c =200
Software Exponential A=0.001

SOLUTION:

From the data given in Table 4.2, we can derive the reliability function of
various items as follows:

1. Reliability of digital auto-pilot

R (f) = exp(=4 x £) = R, (100) = exp(-0.003 x 100) = 0.7408
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2. Reliability of integrated global positioning system.

R,(100) = exp(—(t/ 1)) = R, (100) = exp(—(100/1200)>?) = 0.9996
3. Reliability of weather and ground mapping system radar

R;(100) = exp(—(t / 7)?) = R3(100) = exp(~(100/1000)*') = 09920

4. Reliability of digital map display
800 -
R,(100) = (I)( ) = R,(100) = (D(T) O(58)=1

5. Reliability of warning system

Rs(100) = <I>(’u—_t) = R,(100) = @(&) (7)) =1
o 200

6. Reliability of software

R (f) = exp(—At) = exp(—0.001 x 100) = 0.9048

Thus, the reliability of the avionics system for 100 hours of operation is
given by:

6
R.(100) = H R;(100) = 0.7408 x 0.9996 x 0.9920 x 1 x 1 x 0.9048 = 0.6646
i=1
Hazard function of a series configuration

Let Ry(?) denote the reliability function of the system. From definition,
the hazard rate of the system, 45(?), can be written as:

dRs(H) 1

s ===y Rg(t)

4.4)

Using equation (4.2), the expression for Rg(t) can be written as:
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Rs=[JrR®=T]01-F®)] 4.5)
i=1 i=1

where F(t) is the failure function of the item i. Differentiating the above
expression for reliability function with respect to ¢, we get:

RO _ 5 ¢ o TTH-F
- ;ﬁmfm Fy ()] (4.6)

J=1
i

Substituting equation (4.6) in equation (4.4), we get

ns@ =3 20 =3 o) @47
) i=1 R () i=1 ’

Table 4.3 Hazard rate of series configuration with n items.
Probability density function Hazard function of the system, /(t)
of i-th item, fi(?)

(Exponential)
n
A; exp(—A4;t) hs (1) = 'zlli
1=
(Weibull) noBi t B.—
Bt g g | Bs@= AN
EL P exp(-(—)P1) =1 i i
ni i ni
(Normal) n Ui —t
1 1 t—ui o hs (=2 fi(t)/CD( )
——exp(-(-(—5)?) = o
(oF} 2 2 O

Thus the hazard function of a series system is given by the sum of the
hazard function of individual items. Table 4.3 gives hazard function of a
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series configuration with n item under the assumption that the time-to-failure
of the items follows same distribution but have different parameter. Figure
4.3 shows hazard rate of a series system with two items where the time-to-
failure of individual items follow Weibull distribution.

hazard rate

Figure 4.3 Hazard rate of series system with two items with Weibull
time-to-failure distribution.

In most cases, the hazard function of a series configuration will be a
increasing function. For example, consider a series system with 10 items. Let
9 out of 10 items be identical and have exponential time-to-failure
distribution with parameter with rate A = 0.01. Now we consider two
different cases for the time-to-failure distribution of the remaining one item.

0.2

0.18 1
016 | /
014 4 hy(t)

012 L
0.1 4

Hazard rat

008 | hi(®)

0.06 1

0.04 |

0.02 |

(o J E— it

°© 2 8% 831288288888 8¢2 L8
&2 2 2 2 2 8 8 &

Time

Figure 4.4 Hazard rate the system with 10 items where 9 of them have
constant hazard.
Case 1:
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Let the time-to-failure of the remaining one item be represented by using
Weibull distribution with scale parameter n = 100 and = 2.5. Now the
hazard rate of this system is given by:

hy(t) =9 x 0.01+£(L)ﬂ—1
nn

It is obvious from the above expression that the hazard rate of the system
is not constant. Figure 4.4 shows the effect of non-constant hazard function
on the system hazard function even when most of the items have constant
hazard function. In Figure 4.4, k() represents the hazard rate for the nine
items with exponential time-to-failure and /;,(t) represent the hazard rate of
the item with Weibull time-to-failure distribution.

Let the time-to-failure of the remaining one item can be represented by
using Weibull distribution with scale parameter n = 100 and B = 0.5. Now
the hazard rate of this system is given by:

hy () = 9% 001+ 2. (LyA-1
non

It is obvious from the above expression that the hazard rate of the system
is not constant. Figure 4.5 shows the effect of non-constant hazard function
on the system hazard function even when most of the items have constant
hazard function. In Figure 4.5, 4;(2) represent the hazard rate for the nine
item with exponential time-to-failure and #,(2) represent the hazard rate of
the items with Weibull time-to-failure distribution.

Note: The hazard function of complex repairable system may converge to
a constant hazard function under certain conditions (mainly under steady-
state conditions). This result proved by Drenick (1961) may not be true for
today’s highly reliable systems. Thus, one has to be very careful in using
constant hazard function and thus exponential time to failure for complex
systems. This problem will be further discussed in Chapter 8.
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Figure 4.5 Hazard function of the system with 10 items where 9 of them
have constant hazard.

Example 4.3

A system has two items A and B connected in series. The time-to-failure
of item A follows exponential distribution with parameter A = 0.002. The
time-to-failure of item B follows Weibull distribution with parameter n =
760 and B=1.7. Find the hazard rate of this system at time t = 100 and t =
500.

SOLUTION:

Let /14(21) and hp(?) represent the hazard rate of item A and B respectively.

Since the items are connected in series, the hazard rate of the system, Ag(?) is
given by:

_ _ Bt s _ L7t jo7
hs(t) =h, () +hp(?) /1+(77)(77) 0'002+(760)(760)

Substituting t = 100 and t = 500 in the above equation,
hs(100) = 0.00254

hg(500) = 0.0036

Mean time to failure of a series configuration

The mean time to failure, MTTF, of a series configuration, denoted by
MTTFs, can be written as:
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MTTFg = [Rgdt = [T1R,(t)dt 4.8)
0 0=l

The above integral can be evaluated using numerical integration if the
failure distribution is Weibull, normal, lognormal or Gamma. However, in
case of exponential distribution the expression for system MTTFs can be
obtained as follows. Assume that the time-to-failure distribution of
component i is given by,1 —exp(—A;t). Substituting R;(f) = exp(—4;¢)in
equation (4.8) we have,

MTTF, = | ﬁ R ()t =| ﬁ exp(—4;t)dt = | exp(—f‘, At)dt
0i=1 0i=1 0 i-1

MTTF, =—— (4.9)

Thus, the MTTF; of a series configuration with n items where the time-
to-failure of the items are represented by exponential distribution is given by
the inverse of the system’s hazard function. Note that this result is true only
when the time-to-failure distribution is exponential. ~The following
equation derived using trapezium approximation of equation (4.8) can be
used whenever the time-to-failure of at least one item is non-exponential.

MTTF ~ g x (R[0] + R[M *h]) + Mz_lh «R[i x K] (4.10)

i=1

Where h is a small value (e.g. 0.01 or 0.1), the value of M is selected
such that Rg (M x h) is almost zero.

Example 4.4

A system consists of three items connected in series. The time-to-failure
distribution and their corresponding parameter values are given in Table 4.4.
Find the mean time to failure of the system. Compare the value of MTTFg
with mean time to failure of individual items.
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Table 4.4 Time-to-failure distribution of different items

Item Distribution Parameter values

Item 1 Weibull m=10,B;=2.5

Item 2 Exponential A=02

Item 3 Weibull M2=20, B,=3
SOLUTION:

Mean time to failure of the system is given by:

w3
MTTFg = [T]R;(t)dt
0i=1

= Jexp—(y xexp(-e)x exp(—() 2yt
0 ™ ,

MTTF = Texp(—(L)z-S) x exp(—0.21) x exp(—(i)3 )t
0 10 20

Using numerical integration, the MTTFy is given by:
MTTFg~3.48

Table 4.5 gives the mean time to failure of various items. Note that the
mean time to failure of the system is always less than that of the components
when the items are connected in series.

Table 4.5 Comparison of MTTF of individual items and MTTFj

Item 1 Item 2 Item 3 System

MTTF =8.87 MTTF =5 MITF=1786  MITFs~3.48
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Characteristics of MTTF;s of series system

1. The MTTFs < MTTF; , where MTTF; is the mean time to failure of the
item i. Thus, the mean time to failure of a system with series RBD will be
less than the mean time to time failure of any of its constituting items.

MTTFg < Min {MTTF;}

i=12,..,n
Where MTTF; denote the mean time to failure of the item i.

2. For complex repairable systems, MTTFj, represents the mean time to
first failure.

4.3. LIFE EXCHANGE RATE MATRIX

Not all the components of the item will have the same utilisation or life
unit. In some cases, if the actual mission period is t hours, some items of the
system may have to operate more than t hours (in many cases it can be less
than ¢ hours). An aircraft jet engine will be switched on at least 20 minutes
before the actual flight. Thus, for 10 hours flight, the engine may have to
operate for more than 10 hours. Operational environment can also change
the ageing pattern of different components within a system. For example, the
average flight of a domestic flight within Japan is around 30 minutes
compared to that of around 3 hours in US. Thus the aircraft used in Japan
lands more often than the one in USA. This means that the usage of landing
gears, tyres etc of aircraft used in domestic flights in Japan will be much
higher than that of USA. It is very common that different items within a
system may have different life units such as hour, miles, flying hours,
landings, cycles etc. Thus, to find the reliability of a system whose items
have different life units it is necessary to normalise the life units. In this
section we introduce the concept of life exchange rate matrix, which can be
used to describe the exchange rates between various life units.

Life exchange rate matrix (LERM) is a square matrix of size n, where n
is the number of items in the system. Let us denote the life exchange rate
matrix as R = [r;;], where 1;; is the (i) th element in the LERM. Thus, for a
system with n items connected in series, the LERM can be represented as:
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rl’l r1’2 rl’n T
1"2’1 7'2’2 rz’n
LERM =
Lrn,l rn’z rn’n i

The elements of LERM are interpreted as follows:

r;j denotes that:
1 life unit of i =r;; x 1 life unit of ;.
Any LERM will satisfy the following conditions:

r;; =1 forall i.

ri,j = ik er,j for all i, j, k

v, . = —

tJ
rj’i
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As an example, let us consider a system with three items connected in
series (Figure 4.6). Let the life unit of items 1, 2 and 3 be hours, miles and

cycles respectively.

Hours Miles

3
Cycles

Figure 4.6. Series system with three items where each item has different

life units

Assume that:

1 hour = 10 miles
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1 hour =5 cycles

Using the above data, it is easy to construct the life exchange rate matrix
for the above system. The LERM for the above matrix is:

1 10 5
R=|1/10 1 05
/5 2 1

One can easily verify that the above matrix satisfies all three conditions
for a life exchange rate matrix. Using the above matrix, one can easily
measure reliability characteristics in normalised life unit. For the RBD

shown in Figure 4.6, reliability of the system for 5 cycles is given by
Ri(D)xRy(1) xR5(5).

Example 4.5

Reliability block diagram of a system consists of three modules A, B and
C connected in series. The time-to-failure of module A follows Weibull
distribution with scale parameter | = 100 hours and = 3.2. The time-to-
failure of module B follows Normal distribution with parameter p = 400
cycles and o = 32 cycles. The time-to-failure of module C follows
exponential distribution with parameter A = 0.00015 per mile. It was also
noted that, during 1 hour, the module B performs 12 cycles and module C
performs 72 miles. Find the probability that the system will survive up to
240 cycles of module B.

SOLUTION:

For the system to survive 240 cycles, module A should survive up to 20
hours and module C should survive up to 1440 miles.

The reliability of individual modules are given by:

Ry(t.0) = exp(-(4)P ) = exp(-(22)32) = 0.9942
n 100

—t 400 - 240
Ry(tp) = D8y = a( )=1
o 32
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Rc(tc) =exp(—A xtc) = exp(—0.00015x1440) = 0.8174
The system reliability for 240 cycles is given by:

R,(240) = R, (20)x R, (240) x R, (1440) = 0.9942 x 1x 0.8174 = 0.8126

4.4. PARALLEL CONFIGURATION

In a parallel configuration the system fails only when all the items of the
system fail. In other words, to maintain the required function only one item
of the system is required to function. The reliability block diagram for a
system consisting of items connected in parallel is shown in Figure 4.7

Figure 4.7 Reliability block diagram for a parallel configuration

Parallel components are introduced when the reliability requirements for
the system are very high. The use of more than one engine in aircraft is one
of the obvious examples of parallel configuration (In practice an aircraft
would not be allowed to fly if any of the engine fails. If an engine fails
during a flight, the pilot would normally be expected to divert to the nearest
airport). However, parallel items will increase cost, complexity and weight
of the system. Hence, the number of parallel items required should be
carefully determined and if possible optimised.

Reliability function of parallel configuration
Reliability function of a parallel configuration can be obtained using the

following arguments. As the system fails only when all the items fail, the
failure function, F(?), of the system is given by:
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Fg(t) = P[TTF, <t,TTF, <t,..TTF, <{] “4.11)

where TTF; represents the time-to-failure random variable of item i.
Assuming independence among different items, the above expression can be
written as:

Fs () = Fi(t) xF>(1) x ... xFyu(t) (4.12)
where Fy(?) is the time to failure distribution of item i. Substituting

Fi(®)=1 - Ry(¥) in equation (4.12), the expression for failure function of a
parallel configuration can be written as:

Fs@=[1-Ri@®)]x[1-Ro(t) ] x... x [I-Ru(¥) ] (4.13)

Now, the reliability function, Rg(?), of a parallel configuration can be
written as:

Rs(®) =1-Fs(®) =1-[1-Ri()] x[1-Ry()] x... x [1-Ra(¥)]

or
RS(t)=1—Ii]][l—Ri(t)] (4.14)

Characteristics of a parallel configuration

1. The system reliability, Rg(?), is more than reliability of the any of the
consisting items. That is,

Rs() = Max (R}

2. If hj(t) represent the hazard rate of item i, then the reliability function
of a parallel configuration can be written as:

n t
Ry () =1~ 111~ exp(—[ 7, ()]
i= 0
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Example 4.6
A fly-by-wire aircraft has four flight control system electronics (FCSE)
connected in parallel. The time-to-failure of FCSE can be represented by

Weibull distribution with scale parameter n=2800 and 3 = 2.8. Find the
reliability of flight control system for 1000 hours of operation.

SOLUTION:

Reliability function for a parallel system with four identical items is
given by:

4
Rs(1)=1- T1[1= (1)
=1-[1- RO

where R(?) is the reliability function of each item. For ¢ = 1000, R(¥) is
given by:

R(t) = exp(—(t /7)) = exp(—(1000/2800)*%) = 0.9455

Thus the reliability of flight control system for 1000 hours of operation is
given by:

Rg(1000) =1—[1-0.9455]* = 0.999991

Hazard function of a parallel configuration

Hazard function, As(2), of the parallel configuration can be written as:

—dRs () 1

hs=—4, Ry (1)

(4.15)

Substituting the expression for Rs(t) from equation (4.14) in the above
equation, we get

s == 50110 - R x——— 4.16)

[l_l—ll(l_Ri(t))]

i=
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It is easy to verify that the above equation can be written as:

SU0x TR0
hg(t) =22 =Liz) (4.17)

n

1-TT[1 - R;(#)]

i=1

Where, fi(?) is the probability density function of item i.
Example 4.7

For the flight control system electronics discussed in the example 3.5,
find the hazard function of the system at time ¢ = 100.

SOLUTION:

Since all the four items are identical, the hazard rate of the system can be
written as (using equation (3.15)):

_ 4 fOxF@P

h
SO = R or

where,
t. p_ t
70 =L P exp(-(LyP)
nn n
t
F(t) = exp(~(=)*)
n
Substituting t = 100, we get
he(t) =8.0 x10°°

Mean time to failure of parallel configuration

The mean time to failure of a parallel configuration, denoted by MTTFy,
can be written as:

MITF; = [ Rydt = [ {1 - f10- Ry 4.18)
0 0 i=
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For most of the failure distributions one may have to use numerical
integration to evaluate the above integral. However, in case of exponential
distribution we can get simple expression for system’s MTTF.

Assume that the time-to-failure distribution of component i is exponential
with mean (1/4,). Then the mean time to failure of the system, MTTFy, is
given by:

MTTF, = TTTR, ()t = {1 ~TT[1 - exp(~4,)] 3t (4.19)
0i=1 0 i=1

For particular values of n, we can simplify the above integral to derive
the expression for the MTTFy.

Case 1: Assume n=2. Equation (4.19) can be written as:

MITFy = [ {1~ [ exp(~Ay0))- (1 —exp(—Aot)]}d
0

= Tlexp(-ut) + exp(—2a) — exp(—(Ay + A, )0l
0

1 1 1

+——
2«1 ﬂz A’l + 12

Case 2: Assume # = 3, the expression for MTTFj can be written as:

© 3
MTTFg = [{1-[[T[(1 - exp(-A;))]}dt

0 i=1
4.20
1 1 1 1 1 1 1 (4.20)

= —— - - +
M A A A+dy L+ A3 A+ A L+ + A4

4.5. R-OUT-OF-N SYSTEMS

In an r-out-of-n (or r-out-of-n:G) system, at least r items out of the total n
items should maintain their required function for the system to be
operational. Following are few examples of r-out-of-n systems:
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1. Control software in a space shuttle has four programs. For the successful
completion of the mission, at least three of them should maintain the
required function and also the output from at least three programs should
agree with each other. This is an example of a 3-out-of-4 system.

2. Most of the telecommunication system can be represented as a r-out-of-n
systems.

The reliability function of r-out-of-n system can be derived as stated
below.

Reliability function of an r-out-of-n system

Consider an r-out-of-n system with identical items. That is,
Ri()=Ry(¥)=... = Ry(1). Then the system reliability, Rg(%,#,n), is given by:

Ry(t,r,m) = i(’.’}[R(r)]"[l - RO @21)
i=r\
For the cases when the time-to-failure distribution is exponential or

Weibull we have the following expressions for reliability function.

1. Exponential time-to-failure distribution
_&fn i n—i
Rg(t,r,n)=3| = [exp(-=A)]'[1-exp(-A1]
i=r\ 1
2. Weibull time-to-failure distribution
R _Z|n L B\qi L\ p\n—i
s(t,r,n)=2 ; [eXp(—(;) )) [1—exp(—(;) )]
i=r

However, if the items are not identical then one may have to use other
mathematical models such as enumeration to evaluate the reliability. For
example consider a 2-out-of-3 system with non-identical items. The
reliability function of the system can be derived as follows.

Let E; denote the event that the item i successfully completes the mission
(or survives t hours of operation). Then the reliability function for the system
can be written as:

Rs(t) =P[{E1/7E2} U{E] ﬂE]} U{Eg ﬂE_;}]
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By putting, 4 = E; N E,, B=E; N E; and C = E; N Ej, the above
expression can be written as:

Rs(t2,3) =P[{A UBUC}]

=P() + P(B) + P(C)-P(ANB)-PANC)-PBNC)
+P(ANBNC)

= P(E,NE;) +P(E1ﬂE3) +P(E,NE;)-2P(ENENE;)

Let R; (2) represent the reliability function for the item i. Now the above
expression can be written as:

Rs (1,2, 3) = Ry(t) Ry(t) + Ri(1) Rs(t) + Ry(t) Rs(1) - 2 x Ry (1) Ra(t) Rs(1)

The above approach becomes complex when the number of items n
increases. However, there are several approaches available to tackle complex
r-out-of-n systems with non-identical items. The reliability function of r-1-
out-of-n and r-out-of-n system with identical items satisfies the following
relation:

R (t,r-1,n)= (n J[R(t)]’_1 [1-R@" + Rg(2,7,n) (4.22)
-

Mean Time to Failure of r-out-of-n Systems

The mean time to failure, MTTF, of an r-out-of-n system, MTTFg(r,n),
can be obtained using the following expression:

MTTFg(r,n) = [ Rg(t,r,n)dt
0

One may have to use numerical integration in most of the cases to
evaluate the above integral. However, if the time-to-failure distribution is
exponential, then the above integral reduces to a simple expression. For
example, consider a 2-out-of-3 system with identical items where the time-
to-failure distribution of the item is represented by exponential distribution
with parameter A. The reliability function of 2-out-of-3 system with
exponential items are given by:
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3(3 . ‘
Rs() =X (l. j[eXp(—/U )] [1—exp(-An]""

i=2

=3exp(—2A¢)(1 — exp(—Ar)) + exp(—34r)
Now the MTTFs is given by,

MTTFg = T[3 exp(=2A1)(1 - exp(—At)) + exp(=3At]dt
0

5

64

Using equation (4.22), we get the following relation between MTTF(7-
1,n) and MTTFs (r,n) (Misra, 1992):
MITF¢(r—1,n) = j'(n ’ J[R(t)]’_1 [1- R dr + MTTF,(r,n) (4.23)
o\~

4.6. SERIES AND PARALLEL CONFIGURATION

In this Section we discuss two types of series and parallel structures,
which have wide application in reliability theory.

Model 1. Series-Parallel Configuration

Here the system has a series structure with n items where each item has
parallel redundant items. Assume that item 7 has m; components in parallel.
Figure 4.8 shows a series-parallel configuration.

2 n

i

i

2,m,

Figure 4.8 Series-parallel structure with » items subsystem where
subsystem i has m; parallel components
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In Figure 4.8, (i,f) represent j-th parallel component of the item i. If R;;(?)
denote the corresponding reliability of the component, then the reliability of
item i of the system is given by:

m;
R, (1) =1-TI[1-R, ; (V)] (4.24)
j=l
Now the system reliability can be written as:

RS(’)=f{Ri(f) =110~ TIa-R, ;@) (4.25)

i=1  j=1

Model 2. Parallel-Series System

-—l .1} I‘ 12 | Lm,

2,1 22

n,1 l | n2 | coe __A n,my
‘:, L | .
Figure 4.9. Parallel series structure with n sub-systems where subsystem i
has m; components

Assume that the system has » items connected in parallel where each
item has components connected in series. An aircraft with more than one
engine, is a typical example for these type of configuration. Figure 4.9 shows
parallel-series structure.

Since item i has m; components in series, the reliability of item i is given
by:

R, = ﬁRi’ ;) (4.26)
j=

where R;(?) is the reliability function of the component j in item i. Now
the reliability of the parallel-series system is given by:
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Rg(t) =1 —ﬁ[l ~RO1=1-TT0-TIR,, (O] 427)

=1 =l

4.7. REDUNDANT SYSTEMS

In systems, redundancy is a means of maintaining system integrity if
critical parts of it fail. In some cases this means replicating parts of the
system, in others, alternatives are used. A commercial aircraft has to be able
to complete a take-off and landing with one of its engines shutdown but,
except under very special circumstances, no such aircraft would be allowed
to leave the departure gate if any of its engines are not functioning. And yet,
ETOPS, extended twin engine operations allows certified twin-engine
aircraft (e.g. Boeing 777 and Airbus 330) to fly up to 180 minutes from a
suitable landing site. This is based on the probability that even if one of the
engines fails that far from land, the other is sufficiently, reliable to make the
probability of not reaching a landing site an acceptable risk. It should be
noted that in normal flight, i.e. at cruising speed and altitude, the engines are
generally doing very little work and usually are throttled back. If an engine
fails, it would normally be wind-milled to minimise 'parasitic' drag but, even
then, it still offers a considerable resistance and, of course, produces an in-
balance which has to be offset by the rudder and other controllable surfaces
all of which means the functional engine has to work considerably harder
thus increasing its probability of failure.

If the aircraft only had one engine and it failed, the probability of landing
safely with no engines is not very high, at least, for fast military jets. In
most cases ultimately, if the engine cannot be re-lit, the only option is to
eject after directing the aircraft away from inhabited areas, if there is time.
With commercial airlines, neither the pilot, the crew nor the passengers have
the option of ejecting or baling out if the aircraft suffers a total engine failure
(i.e. all engines fail). These aircraft will glide, to a certain extend but, with
no power, none of the instruments will function and, there will be no power
assistance for the control surfaces or to deploy the landing gear. For this
reason, they are fitted with wind turbines that should drop down and start
functioning if there is prolonged loss of power. This gives the pilots some
control, but even then, large airliners are not going to rise on a thermal,
however good the pilot may be.

A Boeing 767, on one of its first flights, had a total engine failure some
1500 miles from its intended destination, Ontario. All attempts to re-light
the engines failed simply because it had run out of fuel. There was a total
blackout in the cockpit and, even when the co-pilot managed to find a torch
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(flashlights) all this showed was that none of the instruments were working
(being all digital and computer controlled). The pilot, by pure chance,
happened to be an extremely accomplished glider pilot and, again by pure
chance, the co-pilot happened to be particularly familiar with this part of
Canada, some 200 miles outside Winnipeg. For several minutes the pilot
manhandled the controls and managed to stop the aircraft from loosing
height too quickly. Eventually the wind turbine deployed which gave them
enough power for the instruments, radio and power assisted controls to work
again. Unfortunately the aircraft had lost too much height to reach Winnipeg
but, it had just enough to get to an ex-military runway (used as a strip for
drag racing). There was just enough power to lock the main undercarriage
down, but not the nose wheel. The Gimli Glider as it became known, landed
safely with no serious casualties. But, out of eleven other pilots, who later
tried to land the aircraft in the same circumstances on a flight simulator all
crashed. Had it not been for the 'redundant' wind turbine, it is almost certain
even this experienced glider pilot would have crashed killing all on board.

If the Boeing 777, say, was fitted with three or four Rolls-Royce Trent
800s, Pratt & Whitney 4084s or General Electric GE 90's (instead of the two
it currently has) then there would be true redundancy since it needs only two
to achieve ETOPS (Extended Twin-engine Operations). There are, however,
a number of problems with this design. Firstly, it would add very
significantly to both weight and drag, to the point where it would seriously
reduce the payload and range, probably making the aircraft uneconomical to
operate and hence undesirable to the airlines. Secondly such an increase in
weight and drag would probably mean the normal two engines would
provide insufficient thrust therefore either more powerful engines would be
needed or, the extra engines would have to be used rendering them no longer
truly redundant.

On the Boeing 767, for example, the IFSD (In Flight Shut Down) rate
after 10 million hours was less than 0.02 per thousand flying hours (the
standard measure in the aerospace industry). And, none of these had led to
the loss of a single life, let alone an aircraft with its full complement of
passengers and crew. It is quite likely that, in some of the instances, flights
would have been diverted from their scheduled destinations to alternatives,
for safety reasons. The inconvenience to passengers (and airlines) would
have cost the airline but, the amount would, almost certainly, have been
significantly less than the loss of revenue resulting from the reduced payload
had truly redundant engines been fitted.

In many cases, the redundant items may not be functioning
simultaneously as in the case of parallel or r-out-of-n configurations. The
redundant items will be turned on only when the main item fails. In some
cases, the items may be functioning simultaneously but one of them may be
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sharing much higher load compared to the other. Such types of systems are
called standby redundant systems. Whenever the main item fails, a built-in
switch senses the failure and switches on the first standby item. It is
important that the switch has to maintain its function. Failure of the switch
can cause the system failure. The standby redundant systems are normally
classified as cold standby, warm standby and hot standby.

Cold Standby System

In a cold standby, the redundant part of the system is switched on only
when the main part fails. For example, to meet the constantly changing
demand for electricity from the 'National Grid' it is necessary to keep a
number of steam turbines ready to come on stream whenever there is a surge
in demand. The failure of a generator would result in instantaneous
reduction in capacity, which would be rectified by bringing one of these
'redundant’ turbines up to full power. In the event of a power cut to a
hospital, batteries may switch in instantly to provide emergency lighting and
keep emergency equipment, e.g. respirators and monitors running. Petrol
and diesel generators would then be started up to relieve the batteries and
provide additional power.

In a cold standby system, a redundant item is switched on only when the
operating item fails. That is, initially one item will be operating and when
this item fails, one item from the redundant items will be switched on to
maintain the function. In a cold standby, the hazard function of the item in
standby mode is zero.

Figure 4.10 Cold standby redundant system

Consider a cold standby system with two identical items (see Figure 4.10).
The reliability function of this system can be derived as follows (assuming
that the switch is perfect):

Rs(t) = P{The main item survives up to time t}
+ P{The main item fails at time # ( # < ¢) and the standby
items survives the remaining interval (-« ) }
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Thus,
Rg(t)=R()+ jt' Sf@R(t —u)du (4.28)
0

where f{?) is the probability density function of time-to-failure random
variable.

As an example consider a cold standby system with two items where the
time-to-failure distribution is exponential with parameter A. Using the
equation (4.29) the expression for reliability function is given by:

Rg (1) = exp(-At) + jl exp(—Au) x exp(—A(t —u))du
0
= exp(—At) + Atexp(—At) = exp(—A)[1 + A¢]

For a cold standby system with n identical items with exponential time-
to-failure distribution, the expression for reliability function is given by:

n-1 i
Rg (1) = exp(—/Ar) %Q_lt_')— (4.29)

The equation (4.30) is the cumulative distribution of Poisson distribution
with mean At. One can also derive the expression for non-identical standby
units using the arguments presented in equation (4.28). For a cold-standby
system with non-identical items, the system reliability function is given by:

t
R, = Ri() + [ fi(X)Ry (¢ — x)dbx (4.30)
0

Where R;(?) and fj(¢) are the reliability function and failure density
function of item 1 and R,(?) is the reliability function of item 2. Assume
that the time-to-failure items 1 and 2 can be modelled using exponential
distribution with mean (1/4,) and (1/1,) respectively. Using equation (4.31),
the reliability function of cold-standby system with non-identical items is
with exponential failure time is given by:

R (t) = exp(-A;1) + lj.ll exp(—4,x) x exp(—4, (t — x))dx
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A
R(0) = exp(-A (D + ! - [exp(=22) —exp(-4i0)]
1~ "2

The MTTF of a cold-standby system can be evaluated by integrating the
reliability function between 0 and . The MTTF of a cold-standby system
with n identical units with exponential failure time is given by:

MTTF =% (4.31)

Equation (4.31) can be easily derived from equation (4.30). For the non-
identical MTTF is given by:

MTTF, = 3~ (4.31a)
i=1 li
Warm Standby System

In a warm standby system, the redundant item will be sharing partial load
along with the main item. Thus, in a warm standby, the hazard function of
the standby item will be less than that of the main item.

That is, a standby system can deteriorate even when it is not in use.
Consider a system with two warm standby items. Assume that R(?) and

R(t) represent the reliability of the item in operating mode and standby

mode respectively. Now the reliability function of the system can be written
as:

Rg(r) = R(1) + f F(x)x R(x)x R(t — x)du (4.32)
0

For a particular case where R(t) =exp(-Af) and R®(¢) =exp(-A,) the
reliability function of a warm standby system is given by:

R (1) = exp(—Ar) + j Aexp(—Au) x exp(—Au) x exp(—A(t —u))du
0
=exp(-an) + 22 (1 exp-z,0)

S
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Hot Standby System

In a hot standby, the main item and the standby item will be sharing
equal load, and hence will have the same hazard rate. Thus, a hot standby
can be treated as a parallel system to derive reliability expressions. If Z,(?)
and hy?) represent the hazard rate of a operating and standby item
respectively. The Table 4.6 gives the various redundancies and the
properties of hazard rate.

Table 4.6 Types of standby redundancy and the corresponding properties

of hazard rate
Type of Redundancy Properties of hazard rate
Cold Standby hg(t)=0
Warm Standby ho(t) > hg(t)
Hot Standby ho(t) = hs(t)

4.8. COMPLEX RELIABILITY BLOCK DIAGRAMS

In many cases, the reliability block diagram will have complex
combinations of series and parallel blocks. In such cases, one has to reduce
the block to either a series structure or a parallel structure before one can
predict the reliability characteristics of the system. Reducing a complex
reliability structure will involve the following steps:

1. Replace all purely series (parallel) with an equivalent (reliability wise)
single block.

2. Repeat step 1 up till the RBD reduces to either a series or parallel
structure.

3. Compute the reliability of resulting RBD.

For example, consider the RBD shown in Figure 4.11.
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2 3 5
4 6
Figure 4.11 Reliability block diagram with combination of series-
parallel structures

The time-to-failure of the six items within the system shown in Figure
4.11 are shown in Table 4.7.

Table 4.7. Time-to-failure of items shown in Figure 4.12

Item Distribution with parameter values
1 Weibull, n =450 hours, B=2.4
2 Lognormal y,=4.5, 6,=0.75
3 Weibull, n =890 hours, B=1.75
4 Exponential, A = 0.001
5 Normal p = 800, =120
6 Exponential, A = 0.00125

The reliability block diagram shown in Figure 4.11 can be evaluated
using the three steps explained above. The RBD in Figure 4.11 can be
replaced by a series structure with three blocks as shown in Figure 4.11a.

A B C

Figure 4.11a Reliability block diagram equivalent to Figure 4.11

2 3

Figure 4.11b RBD equivalent to block B in Figure 4.11
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The block A is same as item 1, where block B is equivalent to the RBD
shown in Figure 4.11b.

The block B is equivalent to RBD shown in Figure 4.12.c.

4

Figure 4.11c. RBD equivalent to block C in Figure 4.11

The expression for reliability function of the system in Figure 4.11 is
given by:

R,(0)=R,4()x Rg())x R (1)
where

Ry =R (0)

Rp()=1-[1-(1= Ry () xR3 (1)) x (1 - Ry (1))]

Re(@)=1-[1-(1~Rs()x(1-Rs())]

For some systems, the reliability block diagram may have more complex
configuration than the series/parallel structure as discussed so far. The well-
known ‘Wheatstone Bridge’ (see Figure 4.12) is an example of such
configuration. To find the reliability of such systems one may have to use
special tools such as cut-set, path-set, enumeration or the conditional
probability approach. In this Section we illustrate the cut-set approach for
evaluating reliability of complex structures.
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4.9. CUT SET APPROACH FOR RELIABILITY
EVALUATION

Cut-set approach is one of the most popular and widely used methods for
predicting reliability of complex structure. The main advantage of cut-set
approach is that it is easy to program and most of the commercial software
for reliability prediction use cut-set approach to evaluate the reliability of
complex structures. A cut-set is defined as the set of items that, when
failed, will cause the system failure. A cut-set with minimum number of
items is called minimal cut set. That is if any item of the minimal cut set
has not failed, then the system will not fail. Mathematically, if the set C is a
cut set of the system. Then, the set C will be a minimal cut set if for all ¢; €
C, C-c; isnota cutset. Here C - ¢; represents the set C without the
element ¢;. The cut set approach to reliability prediction involves identifying
all the minimal cut sets of the system.

> 2 5

Figure 4.12 Bridge network

In Figure 4.12, the set of items C = {1, 2, 3} forms a cut set, since the
failure of the items 1, 2 and 3 will cause system failure. However, the set C
= {1, 2, 3} is not a minimal-cut set since C - 3 = {1, 2} still forms a cut set.
For the structure shown in Figure 4.12, the minimal cut sets are given by:

Cr={1,2},Cs={135,Cs={23 4} andC,= {4, 5}

Since all the elements of the minimal cut set should fail to cause the
system failure, each cut set can be considered as a parallel configuration.
Thus, the cut sets C;, C,, C; and C, represent the following structures shown
in Figure 4.13.
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1 2
4
1
C = C2= 3 C3= 3 C4—
2 5
5 4

Figure 4.13. Equivalent RBD for minimal cut sets of the system shown in
Figure 4.12

Since the system will fail when at least one minimal cut sets fail, the
reliability function of the system can be written as:

Rs(t) = RC)(1) xRCy(t) x RC3(1) xRC(1) (4.33)

where RC; (1), RC; (¥), RCs(t) and RC (%) are the reliability function of the
structures represented by the cut sets C;, C,, C; and C, respectively. If R;(?)
denote the failure function of the items 1, 2, 3, 4 and 5, then we have:

RC,()=1-F(OF1), RCy()=1- ROF0)F5()
RC3(f) =1- Fy(OF;()F,(f),  RC,() =1- Fy()F;(p)

Substituting the above expressions in equation (4.33), we get the failure
function for the complex structure shown in Figure 4.12.

In general, cut set approach involves the following steps:

. Identify all the minimal cut sets of the system.

. Since all the elements of the minimal cut set should fail to cause the
system failure, each cut set can be treated as a parallel configuration.

3. Since failure of any one minimal cut set can cause system failure,

different minimal cut sets can be treated as a series configuration.

N =

4.10. CASE STUDY ON AIRCRAFT ENGINES

Aircraft engine is one of the most critical items used in today’s aviation
industry. In this section, we try to address several reliability measures one
may like to know about an engine. There are totally eleven items including
the external gearbox, oil tank and filter. The time-to-failure of these items
are given in Table 4.8.
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Table 4.8. Time-to-failure distribution of various items of the engine

Item Item Distribution Parameter Values
no.01 LP compressor Weibull n=15000,B=3
02  LP stage 2 stator Weibull n=5000,3=2.8
03  Intermediate casing Weibull n=11000,B=3
04  HP compressor Weibull n=12000,B3=3.5
05 HPNGV Weibull n=28000,B=3
06  HP turbine Weibull n=25000,3=4
07 LPNGV Weibull n=7000,B=2.2
08  LP turbine Weibull n=20000,3=2.8
09  Exhaust mixer Weibull n=7000,B=3
10  External gear box Weibull n=6500,=3
11 Oil tank and filter =~ Weibull n=5000,B3=3.8

AW

We are interested in carrying out the following tasks

Draw the reliability block diagram of the engine.

Find reliability of the engine for 3000 hours of operation.

Find the hazard rate of the engine at # = 3000 and ¢ = 7000 hours.

Find the MTTF of different items of the engine and estimate the MTTF of

the engine from the MTTF values of the items.

Find the MTTF of the engine if all the items are subject to preventive

maintenance after every 1000 hours of operation (assume that after

maintenance all the items behave as good as new).

. For an engine of age 5000 hours, find the mission reliability for 1000
hours of operation.

. Find the MFOPS of the engine for 500 hours of operation for different

cycles.
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SOLUTION:

1. Since all the item of the engine must maintain their function, the
system will have a series configuration as shown below:

LP compressor LP stage 2 Intermediate HP compressor
] stator [~ |casing ‘
LHP NGV HP turbine LP NGV LP Turbine

Exhaust mixer External Oil tank and
gearbox filter

Figure 4.14 Reliability block diagram of the engine

2. Since all the items of the system follow Weibull distribution, the
reliability function for each of these items is given by:

R() = exp(—(%)ﬁ)

Substituting the values of m and B for various items in the above
equation, the reliability of various items for 3000 hours of operation is given
by:

1. Reliability of LP compressor for 3000 hours of operation is given by:

3000

——"3)=10.9920
15000

R;(3000) = exp(—(

2. Reliability of LP stage 2 stator for 3000 hours of operation is given by:

3000, 5
R,(3000) = exp(~(——)*%) = 0.7872
»(3000) = exp( (5000) )

3. Reliability of intermediate casing for 3000 hours of operation is given
by:
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3000

R3(3000) = exp(—(———
3(3000) = exp(~( 70

)*) =0.9799

4. Reliability of HP compressor for 3000 hours of operation is given by:

3000 3 5
R, (3000) = exp(—(————)>°) = 0.9922
4(3000) = exp( (12000) )

5. Reliability of HP NGV for 3000 hours of operation is given by:

3000

R5(3000) = exp(—(=—
5(3000) = exp(~(3 005

)>) =0.9486

6. Reliability of HP turbine for 3000 hours of operation is given by:

3000 . 4
R5(3000) = exp(—(————)") = 0.9997
6(3000) = exp(—(—=---)")

7. Reliability of LP NGV for 3000 hours of operation is given by:

30005,
R,(3000) = exp(—(——)>?) = 0.8563
7(3000) = exp( (7000) )

8. Reliability of LP turbine for 3000 hours of operation is given by:

3000 ¢
Rq(3000) = exp(~(———)>%) = 0.9950
5(3000) = exp( (20000) )

9. Reliability of exhaust mixer for 3000 hours of operation is given by:

3000

Ry(3000) = exp(—(5—
9 (3000) = exp(=(Z o0

) =0.9243

10. Reliability of external gearbox for 3000 hours of operation is given
by:

3000

Ry4(3000) = exp(~(——
10(3000) = exp(-(.2

*) =0.9063

11. Reliability of oil tank and filter for 3000 hours of operation is given
by:
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R,1(3000) = exp(— (3000)33) 0.8662

Using the above values of individual reliabilities, the reliability of the
system is given by

11
Rg(3000) =[]R;(3000) =0.4451
i=1

0.06 -
0.05 4
0.04 |
0.03 L

0.02 L

Hazard function

0.01 +

© © 9 O 9 ©0 © Q0 9 Q@ © © O o o o
cggg8geggeggegegegegeggsgs
,,,,,,,,,, §

Time

Figure 4.15 hazard function for the engine.
3. Hazard function of the system.

Since all the items of the system follow Weibull time-to-failure, the
hazard function is given by:

n(ry= By Ly
n n

The system hazard function is given by:
11
hg(1) = Zlhi(t)
i=

It is easy to verify that the hazard function of the system at t = 3000 and
t= 7000 is given by:
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hg(3000) = 0.000791 and 44 (7000) = 0.004796
Figure 4.15 depicts the hazard function for the engine.

4. The expression for MTTF is given by:

MTTF=77><1"(1+—[1;)

By substituting the values of 1 and [3, one can find the MTTF of different
items. Table 4.9 gives the MTTF of different items.

Table 4.9 MTTF of different item of the engine

Item MTTF (in hours)
LP compressor 13 395
LP stage 2 stator 4 450
Intermediate casing 9 823
HP compressor 10 800
HP NGV 7 144
HP turbine 22 650
LP NGV 6202
LP turbine 17 800
Exhaust mixer 6251
External gear box 5 804
Oil tank and filter 4525

Since the lowest MTTF is 4 450 (LP stage 2 stator), the MTTF of engine
will be less than 4 450.
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5. Mean time to failure of a system subject to preventive maintenance is
given by:

Tp
| Rg(r)dt

MTTF,,, =2 ——
P 1-Rg(Tp)

It is given that the engine is subject to preventive maintenance every
1000 hours of operation. Thus, Tp = 1000 hours. The above expression can

be evaluated using numerical integration. The approximate values of
MTTF,, is:

1000
[Rs (t)dt

MITF,, = _999.06
1-Rg(1000)  0.0369

~ 27,075

6. The mission reliability of the engine is given by:

R(ty.1,,)

MR(t,t,) = R(,)

where ¢, is the age of the item at the beginning of the mission and ¢, is
the mission duration. Substituting #, = 5000 and ¢, = 1000, we have

TR, (6000)

MR(t, 1) = R(5000+1000) _0.0013 — 0.0548
b>tm) = T - -
R(5000) TTR,(5000) 0.02369

i=1
7. The maintenance free operating period survivability, MFOPS, for the

engine described is given by:

11
Rg(ixt,y) I_I;IlRi(’Xtmf)

Rg([i =1]1xty) B ﬁRi([i—l]x L)
i=1

MFOPS(t,,;) =
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The above equation can be evaluated for #,,= 500 and fori=1, 2, ... etc.
Figure 4.16 shows the MFOPS values for different cycles (note that these
values are derived without considering maintenance recovery period MRP).

MFOPS

- &N O ¢ OV © M~ 0O 0O O T N O ¢ 1O © N~ 0 O

- - v e v e e e -

Cycle number

Figure 4.16 MFOPS value for different cycles for the engine

4.11. SYSTEMS RELJABILITY EVALUATION -
STOCHASTIC MODELS

Stochastic modelling is one of the most powerful tools of modern
probability that can be used to analyse reliability, maintenance and logistic
support problems. It is basically a dynamic model that can be used to
analyse random phenomena such as the behaviour of repairable systems,
availability, demand for spares etc. The advantage of stochastic modelling is
that it allows one to model any system characteristics by incorporating time-
to-failure, repair time, repair strategy, maintenance and logistic delay time.
In this chapter we discuss various stochastic processes such as Markov
process, Poisson Process, renewal process and regenerative process and their
applications to reliability engineering.

4.12. STOCHASTIC PROCESSES

A stochastic process (also known as random process) is a collection of
random variables {X(?), teT}, where T is the set of numbers that indexes the
random variables X(t). In reliability, it is often appropriate to interpret t as
time and T as the range of time being considered. The set of possible values
the stochastic process X(t) can assume is called state. The set of possible
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states constitutes the state-space, denoted by E. The state-space can be
continuous or discrete. For example consider a system with two items
connected in parallel as shown in Figure 4.17. Assume that the time-to-
failure of the two parallel items are given by two sequence of random
variables X; and Y; (i =1, 2, ...). Here the subscript i represents the time to i

failure of the items. If the sequence of random variable Z; represents the i"
repair time, then the process { X(t), t > 0 } by definition forms a stochastic
process. At any time t, it is possible that two, one or none of these two items

will be maintaining the required function. Thus, the set {0, 1, 2} forms the
state-space of the system.

Figure 4.17 System with two identical items connected in parallel

Analysing a system using stochastic processes will involve the following
fundamental steps.

1. Identify the time domain T for the system. The time domain T can be
discrete or continuous.
2. Identify the state space of the system. The state space can be either
discrete or continuous.
Once the process is defined using the family of random variables {X(t), t
e T}, state space (E) and the parameter set (T), the next step will be to
identify the properties of the process that can be used to classify the process
and also to analyse the process to extract information. As far as reliability is
concerned, processes with a continuous time parameter and discrete state
space are important. In this chapter, we discuss the following processes and
their applications to reliability engineering.

1. Markov processes
2. Non-homogeneous Poisson Process
3. Renewal processes

Homogeneous Poisson process model is discussed in Chapter 8. Readers
who are interested to know more on applications of stochastic process are
advised to refer Birolini (1997).
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4.13. MARKOV PROCESS

A stochastic process is said to be a Markov process if the future evolution
of the process depends only on the current time and state. That is, the future
state of a system is conditionally independent of the past, given the present
state and age of the system is known. Thus, to predict the future state one
need to know only the present state and age of the system. Mathematically, a
stochastic process {X(t); t € T} with state-space E is called a Markov
process if it satisfies the condition

PIX(t,+h)=] | X(tn)=in’X(tn—l)zin—l""’X(tO)=i0]

Xy ) =) | X(y)=iy] (439

for all (j, ip, ip1, .., o) € E. The above property is called Markov
property. A Markov process with discrete state space is called Markov
Chain. A Markov process with continuous time and discrete state space is
called continuous time Markov chain (CTMC). The conditional probability
defined in equation (4.34) is referred as the transition probability of Markov
process and is defined using the notation Pj(t, + h)

Py, +h)=PX(t, +h)=j | X(t,)=1,] (4.35)

A Markov process is called time-homogeneous or stationary if the
transition probabilities are independent of time t. For a stationary Markov
process,

Py(ty + 1) = Py ey + ) = Py (h) (4.36)

Thus, the transition from state i to state j in a stationary Markov chain
depends only on the duration h. The transition probabilities Pyt + h)
satisfies the following Chapman-Kolmogrov equations

Pit+h)= kZE Py () Py (1) 4.37)

In all the models discussed in this Chapter we assume that the Markov
process is stationary. It is convenient to use a matrix to represent various
state transition probabilities of a Markov process. For example, if a system
has n states, we define a matrix P, such that
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[Py Py - By

le P22 .ee .Pzn
P =[P ()=

| Pu P o Py

The matrix P is called Transition Probability Matrix (TPM) or Stochastic
Matrix.

Let {S;, j € E} represent the time spent at state j (sojourn time at state ;).
The probability that the process will spend more than ¢ hours at state j is,
P[S; > #]. Assume that the process has already spend % hours in state j, the
probability that it will spend additional # hours in state j is given by:

P[S;>t+h|S;>h] (4.38)

Since past is irrelevant in Markov process, the above expression can be
written as:

P[S;>t+h|S;>h] =P[S;>1] (4.39)

The only continuous distribution that satisfies the above relation is
exponential distribution. The above property of exponential distribution is
called memory-less property. Thus, in a Markov process, the time spent in
any state follows exponential distribution. Thus,

P[S, > f]=exp(-Vv ;1) (4.40)

where the parameter v; depends on state i. This is a very important result
and limitation of Markov processes. This implies that the Markov process
can be applied only when the time-to-failure, repair time and logistic delay
time follows exponential distribution.

Transition Rates Between the States of a Markov Process

Since the time spent at any state j of a Markov process follows
exponential distribution, the probability that the process remains in state j
during a small interval 8t is given by:
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P[S; > &t] = exp(—V ;o)

1_vjéit . (v;a)° )
1! 2!
=1-v;dt + O(Jt)

where O(8t) represents the terms which are negligible as 3 approaches
zero. That is,

0@ _
§—>0 Ot

0

Thus, for a small duration of 3t, P;; (3t), probability that the process will
remain in state j for small duration &t is given by:

P;(dr)=1-v;ét+ O(r)
Probability that the system will leave state j is given by
1- P, (o) =v ;6 + O(6r)

v; is the rate at which the process {X(t), t € T} leaves the state j.
Rearranging the above equation we have,

Py(8)~1=—v,8 +O(&)

Substituting Aj; = - vj in the above equation, we get

It is easy to verify that
lim 2L _ 441
530 & ¥ (4.41)

The transition probability P;(8t), that is the process will enter state j (with
probability r;;) after leaving state / during a small duration 6t is given by:
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Bj(ét) =[1- B;(d)] x ry =[v;ot + O(S)] % rij

4.42
=10+ O(&) @42

where A; is the rate at which the process enters the state j from the state i.

Let Pj(t) = P[X(t) = j], that is Pj(t) denotes that the process is in state j at
time t. Now for any dt, we have

Pi(t+8) = P[X(t+80) = ]
=Y PXt+d)=j | X@®)=ilP[X(®)=i]

ieE

The above expression can be written as
Pi(t+8)= ZE P,;(81)Py (4.43)
le

The above equation (4.43), upon few mathematical manipulation will
give a system of differential equation which can be solved to find Pj(t).

From equation (4.43)
Pi(t+d)-P;(1)= .ZEP,']- OOP,()+ P (D[P (o) 1] (4.44)
i#j

For 6t — 0, and using equation (4.41) and (4.42), equation (4.44) can be
written as:

%Pj(t>=iezE IO IORPAC (4.45)
izJ
Also
> Pj =1 (4.46)

JjeE
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Equation (4.45) is called Kolmogrov backward equations, which along
with equation (4.46) has a unique solution. Thus, various state probabilities

of the process can be obtained by solving the system of differential equations
of the form:

d
Ep(t) = AP(?) (4.47)

where P(t) is a time-dependent N dimensional probability vector and A is
a square matrix where the element (i,j) represent the rate at which the
process enters the state j from the state 7.

Application of Markov Processes to reliability and point availability
prediction

The first step in calculating the reliability and availability using Markov
modelling is to identify the system up states (states in which the system
maintains the required function) and the system down states. The state-
space, E, of a Markov chain can be partitioned into two mutually exclusive
sets U and D. Where, U is the set system up states (states in which the
system maintains the required function) and D is the set of down states
(failed state). Now the state probabilities P; and the time spent on each state
can be used to evaluate point availability and the reliability of system using
either differential equations or integral equations. The point availability,
Ag(t), of the system is given by:

As(t)=P[X()eU]= %Pj(t) (4.48)
Jje

Pj(t) can be evaluated by solving the system of differential equations
(4.43) and (4.44).

Also, the state probabilities can be evaluated using integral equations.
The probabilities Pj(t) can be obtained by solving the following system of

integral equations.

Forallij € E,

t
P;(t) =35, exp(-v ;) + %g Aji exp(~=v ;x)P; (t — x)dx , (4.49)
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where &;=0fori#jand §;=1fori=].
Example 4.8

Time-to-failure distribution of a repairable item can be represented using
exponential distribution with parameter . Upon failure the item is repaired
and the repair time also follows exponential distribution with parameter p.

Find

1. the state space of the system.
2. the transition probability matrix.

3. derive the set of differential equations satisfies by the state
probabilities.

4. solve the differential equation to find the time-dependent state
probabilities.

SOLUTION:

1. The system can be in two states, either operating or failed (thus under
repair). Let us denote state 1 as operating state and state 2 as failed state.
Thus the state space, E, is given by

E={1,2}

Also, the process {X(t), t > 0} forms a markov process with state space

{1, 2} since all the times involved in the process follow exponential
distribution.

2. Various entries of state transition probability matrix can be derived as
follows:

For 8t — 0, P;;(8t), probability that the system will be in state 1 after
after a small duration dt is given by:

Pn(dt)=exp(-Adt) =1-Adt
On similar argument, one can derive the remaining probabilities, we have
Pp(8t)= A8t; Py=pndt; Pyu=1-pdt

The transition probability matrix P is given by:
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{1 -4 A }

P=

U 1-p

Figure 4.17 represents the transition diagram of the system.

1-A

A I-p

Figure 4.17 Transition diagram for a two-state system
3. The transition rates A; is given by:
Mi=-vi=-A Ap=A>
Ay =p Ap=-vy=-p

Substituting the above values in equation (4.45) we get
d

Epl(t) =—AR () + uR (1)

d

EPz(t) = AP () — 1Py (1)

The above equation represents the Kolmogrov backward equation for the
item

4. Since Pi(t) + P,(t) = 1

45w =-a70+ u1- RO

Rearranging the above equation, we get a first order differential equation,
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d
ZRO+A+ RO =p

The general solution of the above differential equation is given by

B(t)=—F—+ Cxexp(~(A+ m)1)
A+ 1

where C is a constant which can be determined using the initial
probability Pj(0). Assume that P;(0) =1. Substituting this in the general
solution we get,

1=—# tcoc=_2
A+u A+u

Thus for the initial condition P;(0) =1, the probability that the system will
be in state 1 (operating state at time t = 0) is given by:

7 A
P = —(A t
() l+#+i+ﬂe><p(( + p)t)

The above equation in fact is the point availability of the item. Similarly,
P, (t) is given by

Z—-

P()=
2() A+u A+pu

exp(~(4 + 1))

For t — oo, the above equations give,

A
B ()= lf,u and P2(°°)=m

Using the relation, MTTF = 1 / A and MTTR = 1 / p, one can easily
verify that,

MTTF

P(0)= — 227
1(=) MTTF + MTTR

Which is nothing but the steady-state inherent availability of the item.



148 Reliability, Maintenance and Logistic Support

4.14. NON-HOMOGENEOUS POISSON PROCESS
(NHPP)

A counting process {N(?), t =0} is said to be a non-homogeneous Poisson
process with intensity function A(2), ¢ 20, if:

1. N©) =0.

2. N(t) has independent increments.

3. The number of events in any interval # and ¢ + s has a Poisson
distribution with mean [S(#+s) - S(?)], that is

PIN( +5) = N(t) = n] = 5O = SO e><P|{-(S (t+5)-S®)}
n:
(4.50)

Where
S(f) = jl(x)dx (4.51)
0

S(t) is the expected number of events in (0,t). Also, N(t+s) - N(¥) is
Poisson distributed with mean S(z+s) - S(2).

Modelling Repairable items Using Non-Homogeneous Poisson
Process Under '4s Bad As Old’ Repair Policy

Consider a repairable item which upon failure is restored in a negligible
amount of time and after restoration the condition of the item is identical to
that immediately prior to failure (as bad as old). That is after repair the
hazard function of the system will be same as the value of hazard function,
just before repair.

Let X, X, ..., denote the sequence of failure times of a repairable item.
That is the sequence {X, , n > O}are independent and identically distributed
random variables with hazard function h(t). That is,

h(t) = %% (4.52)
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Where f{t) and R(¢) are probability density function and reliability
function of X;. Assuming that n failures have occurred by time t,, the
probability of (n+1)™ failure, f,.(t), can be written as (Keller, 1984):

fon@®) = % = h(t) the hazard function.

Where, R, (t) = O]' f(@)dt

Assume that a failure occurs between ¢ and #+h. This is possible if and
only if some X, whose value greater than ¢ lies between ¢ and #+A. This
probability is basically a hazard function. That is,

PIX, € (t,t +B)| X, > 1] = h(t)x h+ o(h) (4.53)

Thus the process {N(t), t = 0} is a non-homogeneous Poisson process
with intensity function h(t). The expected value of N(t) is thus given by the
cumulative hazard function

HY = [h(x)ds. (4.54)
0

Thus, if the condition of the item after repair is 'as bad as old', then the
expected number of failures for this item during t units of operation is given
by its cumulative hazard function H(?).

4.15. RENEWAL PROCESS

Renewal theory was originally used to analyse the replacement of
equipment upon failure, to find the distribution of number of replacement
and mean number of replacement. It is the most appropriate tool to predict
the demands for consumable items. Let {X,; n=1, 2, ...} be a sequence of
non-negative independent random variables with common distribution F. Let
X, be the time between (n-1)* and n™ event. Let:
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n
SQ=0, Sl’l = ZXI (455)
i=1

1

Thus S, is the time to n™ event or epoch at which the nth renewal occurs.
Let N(t) be the number of renewals by time t.

N(t) = Max{n; S, <t} (4.56)

Let X;, X, ... are independent and identically distributed random
variables with distribution F(z). Then P{S, <t} is given by:

P{S,(1)<t}=F" (1) 4.57)

where F'(1) is the n-fold convolution of F(z). That is,

F'()= }F”_l (x)dF (x) (4.58)
0

We use the convention that F’(z) = 1 for t > 0. F(1) represents the
probability that the nth renewal occurs by time t. The distribution of N(t)
can be derived using the following arguments.

Distribution of N(t)

The counting process, N(t), is called a renewal process. From the
definition of N(t) and S,, we have

{(N®)=n} & {S, <tS,41 >1} (4.59)

PIN@®)=n]=P{N@t)<n+1} - P{N(t)<n}
=P(S,4+1 >t} - P{S,, >t} (4.60)

=1-F" (5 -11-F"@)]

Thus the probability that the number of renewal by time t is equal to n
given by:
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P{N(t)=n)=F"(@t)- F"*1() (4.61)

It is difficult to evaluate the above function analytically for many
theoretical distributions, however it can be solved using well-known
numerical methods.

Renewal Function

The expected number of renewal during specified duration t is given by:

EIN@)] =M (1) = Eix[Fi () - Fitl ()] (4.62)
i=1

The above equation can be simplified, and the expected number of
renewals (expected number of demands) is given by:

M@= S Fi) (4.63)
i=1

The above equation is called renewal function, M(t), and it gives the
number of renewal during (0, t]. Taking the derivative of renewal function
we get:

oo

m(t) =§;M<t) = 310 (4.64)

n=1

Where f'(t) is the derivative of F'(t). m(z)dt is the probability that a
renewal occurs during (t, t+3t). m(2) is called the renewal density or renewal

rate.

Calculating F'(t), P[N(t) = n], M(t) and m(t)

Exponential Distribution

F(t) =1-exp(-At)
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When the time to failure distribution is exponential, the renewal process
constitutes a Poisson process. Thus, Poisson process is also a special case of
renewal process where time to failure is exponential.

"1 exp(=A4) x (A1)’

F't)=1- O - (4.65)
i !
n
PIN(t) = n] = e"p("]‘;)"‘ (40 (4.65)
M(t) = At (4.67)
m(t)=A (4.68)
Normal Distribution

By assuming ¢ << p, we have

F*' ()= CI)( —nx i ) where ®(t) is the standard normal distribution.
The distribution of N(t) is given by:

n=1 o xAn oxan+1

M@= S ol =24 ”"”) (4.69)
n=l OX

For distributions like Weibull, one has to use numerical approximation to
find the renewal function. The approximation techniques are discussed in
Chapter 8.
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Elementary Renewal Theorem

For a distribution function F(t) with F(0) = 0 and finite mean, and if f(x)
exists then the following equation is valid

fim MO _ 1
>0 ¢ MTTF

(4.70)

The above result is called the Elementary Renewal Theorem. This implies
that in the steady state, the expected number of failures is given by the ratio
of t over the MTTF value.



Chapter 5
Maintainability and Maintenance

Maintenance is the management of failures and
the assurance of availability

J Hessburg

Maintainability and maintenance has always been important to the
industry as it affects the performance as well as the finance. For commercial
airlines, maintenance costs around 10% of the airlines total cost, as much as
fuel and travel agents' commission (M Lam, 1995). Operators/users would
like their system to be available and safe to operate when required. One
should be lucky to find a smiling customer when the system fails and it takes
a long time to recover the functionality.

There are several ways that designers can provide maximum utility of
their product. One way is to build items/systems that are extremely reliable
(and consequently will, almost certainly, have a higher acquisition cost).
Another is to design systems that are quick and easy to repair when they fail.
Obviously, the main objective of the designer is to provide a reliable and
safe item at an affordable price.

Maintenance is the action necessary to sustain and restore the
performance, reliability and safety of the item. The main objective of
maintenance is to assure the availability of the system for use when required.
For aircraft, maintenance forms an essential part of airworthiness. The
common objective of aircraft maintenance, civil or military, is to provide a
fully serviceable aircraft when it is required by the operator at minimum cost
(Knotts, 1996). However, maintenance costs money. The annual
maintenance cost of production assets in the United Kingdom is estimated in
excess of $13 billion, with $2 billion wasted through inefficient maintenance
management practices (Knotts, 1999). Maintenance also accounts for
approximately 10% of the organisations’ employees and at least 10-15% of
its operating costs.

U. D. Kumar et al., Reliability, Maintenance and Logistic Support
© Kluwer Academic Publishers 2000
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5.1. CONCEPT OF MAINTAINABILITY

In the previous chapters, we showed that it is important for the
operator/user to know the reliability characteristics of the item. We also
recognised that it is almost impossible for any item to maintain its function
forever, as failure and the degradation of performance is inevitable. Thus,
for the user it is equally, or even more important to know:

¢  When and how often maintenance tasks should be performed
¢ How they should be performed

¢ How many people will be needed

¢  What skills they will need and how much training

¢ How much the restoration will cost

¢ How long the system will be down

¢ What facilities and equipment (special and general) will be required.

All the above information is important as it affects the availability and
the life cycle cost of the system. One has to apply a scientific discipline to
find answers to these questions.

Maintainability is the scientific discipline that studies complexity, factors
and resources related to the maintenance tasks needed to be performed by
the user in order to maintain the functionality of a system, and works out
methods for their quantification, assessment, prediction and improvement.

Maintainability Engineering is rapidly growing in importance because it
provides a very powerful tool to engineers for the quantitative description of
the inherent ability of their system/product to be restored by performing
specified maintenance tasks. It also contributes towards the reduction of
maintenance costs of a system during its utilisation to achieve optimum life
cycle cost.

The maintainability engineering function involves the formulation of an
acceptable combination of design features, which directly affect maintenance
and system support requirements, repair policies, and maintenance resources.
Some physical design features such as accessibility, visibility, testability,
complexity and interchangeability affect the speed and ease with which
maintenance can be performed.

Maintainability studies have the following objectives (R Knotts 1996):

— To guide and direct design decisions
— To predict quantitative maintainability characteristics of a system
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— To identify changes to a system's design needed to meet operational
requirements
In the technical literature, several definitions for maintainability can be
found. For example, the US Department of Defence's MIL-STD-721C
(1966) defines maintainability as:

The measure of the ability of an item to be retained in or restored
fo specified condition when maintenance is performed by personnel
having specified skill levels, using prescribed procedures and
resources, at each prescribed level of maintenance and repair.

Maintainability can be expressed in terms of maintenance frequency
factors, maintenance elapsed times and maintenance cost. Maintainability
therefore is an inherent design characteristic dealing with the ease, accuracy,
safety, and economy in the performance of maintenance functions.
Maintainability requirements are defined in conceptual design as part of
system operational requirements and the maintenance concept. Anon (1992)
describes maintainability as:

The characteristic of material design and installation that
determines the requirements for maintenance expenditures
including time, manpower, personnel skill, test equipment, technical
data and facilities to accomplish operational objectives in the user's
operational environment.

One of the common misperceptions is that maintainability is simply the
ability to reach a component to perform the required maintenance task
(accessibility). Of course, accessibility is one of the main concerns for many
maintenance engineers. Figure 5.1 illustrates an accessibility problem in one
of the older twin-engine fighter aircraft, Gloster Javelin. Before an engine
could be changed, the jet pipe had to be disconnected and removed. To
remove the jet pipe it was necessary for a technician to gain access through a
hatch and then be suspended upside down to reach the clamps and pipes
which had to be disconnected. The job could only be achieved by touch; the
items were outside of the technician’s field of view. The technician had to
work his way down between the engine and the aircraft’s skin, with tools in
his hand. For safety reasons, he was held by his ankles, as shown in figure
5.1 (source: R Knotts).

However, there are many other aspects to be considered other than
accessibility. Maintainability should also consider factors such as visibility,
that is the ability to see a component that requires maintenance action,
testability (ability to detect system faults and fault isolation), simplicity and
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interchangeability. Additionally decision-makers have to be aware of the
environment in which maintainers operate. It is much easier to maintain an
item on the bench, than at the airport gate, in a war, amongst busy morning
traffic, or in any other result-oriented and schedule-driven environment.

Access Hatch

Access Hatch[‘%—
to Disconnect Jet Pipe

Items for

Aircraft Disconnection

Skin~a

Figure 5.1 Accessibility concern in the Javelin fighter aircraft

Another area to be considered under maintainability is troubleshooting
the various modules within the allowed time, i.e. determining whether the
system is safe to operate and, if not, what action is needed. For the
commercial airlines, there is usually less than an hour at the gate prior to the
aircraft’s departure to the next destination, whereas for a racing car or
weapon system every second could be vital.

To meet these requirements, an easily manageable device is needed
which can diagnose with a high degree of accuracy, which modules within
the system are at fault. It is now widely accepted that false removals (often
referred to as No Fault Found — NFF) cost about the same as an actual
failure when the component under investigation is removed and replaced.
Reducing the number of false removals, therefore, would be a big cost saver.

Devices with these capabilities have been developed in the aerospace,
Formula 1 racing car and luxury car industries. For example, the Boeing 777
includes an 'on-board maintenance system' with the objective to assist the
airlines to avoid expensive gate delays and flight cancellations. For similar
purposes the Flight Control Division of the Wright Laboratory in the USA
has developed a fault detection/isolation system for F-16 aircraft, which
allows maintainers, novice as well as expert, to find failed components.

In the next section, we discuss the maintainability measures and how
these measures can be used for effective maintenance management.
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S.2. MEASURES OF MAINTAINABILITY

It is extremely important for the user to have information about the
functionality, cost, safety, and other characteristics of the product under
consideration at the beginning of its operating life. However, it is equally, or
even more important to have information about the characteristics with
which to define the maintenance time. Measures of maintainability are
related to the ease and economy of maintenance such as; elapsed time that an
item spends in the state of failure, man-hours required completing a
maintenance task, frequency of maintenance, and the cost of maintenance.
As the elapsed time has a significant influence on the availability of the
system, operators would like to know the maintenance times; not just the
mean time but also the probability that a maintenance task will be completed
within a given time. Maintenance elapsed times are even advertised as a
marketing strategy.

5.2.1 Maintenance Elapsed-Time

The length of the elapsed time, required for the restoration of
functionality, called time to restore, is largely determined at an early stage of
the design phase. The maintenance elapsed time is influenced by the
complexity of the maintenance task, accessibility of the items, safety of the
restoration, testability, physical location of the item, as well as the decisions
related to the requirements for the maintenance support resources (facilities,
spares, tools, trained personnel, etc). It is therefore a function of the
maintainability and supportability of the system. It will, of course, also be
influenced by other factors during the various stages of the life of the system
but any bad decision made (either explicitly or by default) during the design
stage will be costly to rectify at a later stage and will significantly affect both
the operational costs and system availability.

1. Personnel factors which represent the influence of the skill, motivation,
experience, attitude, physical ability, self-discipline, training,
responsibility and other similar characteristics related to the personnel
involved;

2. Conditional factors which represent the influence of the operating
environment and the consequences of failure with the physical condition,
geometry, and shape of the item under restoration;

3. Environmental factors which represent the influence of factors such as
temperature, humidity, noise, lighting, vibration, time of the day, time of
the year, wind, noise, and others such as those similar to the maintenance
personnel factors during restoration.
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This maintainability measure can be represented using the probability
that the maintenance task considered will be completed by a stated time.
Since the maintenance elapsed time is a random variable, one can use the
cumulative distribution function of the elapsed time to find the percentage of
maintenance tasks that will be completed within a specified time.

Mean Time to Repair

One approach for measuring maintainability is through Mean Time to
Repair (MTTR). MTTR is the expected value of the item's repair time.
With the knowledge of the reliability and maintainability of the sub-systems
one can evaluate the maintainability of the system, that is, mean time to
repair of the system, MTTR;, (Birolini, 1994).

Assume that the reliability block diagram of the system has a series
structure with n items with no redundancy. Let MTTF; and MTTR; be the
mean time to failure and mean time to repair of sub-system i in the system.

Consider an arbitrarily large operating time 7. Assuming that the failure
rate of the unit is constant, the expected number of failures of unit i in during
T is given by:

T
5.y
The mean of total repair time to repair unit i during 7' is given by:
T
MTTR; 5.2)
MITF;
For the whole systein, the mean number of failures is given by:
n T
2 (5.3)
i=1 MTTF;
For the whole system, the mean of total repair time is given by:
n T
2. MTTR; x 5.4)

i=1 i

Combining equation (5.3) and (5.4), we get the mean time to repair at the
system level, MTTR,, as:
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% MTTR;
i—1 MTTF;
MTTR, = =121 (5.5)
é’: 1
i=1 MITF;
Assuming constant failure rate, that is,
n
A= MITF, and A = Elxli , equation (5.5) can be written as:
noa.
MTTR, = Y =~ MTTR,; (5.6)
i=1 ’ls
Example 5.1

The MTTF and MTTR of four sub-systems in a system are given in
Table 5.1. Estimate the system level mean time to repair, MTTR,.

Table 5.1 MTTF and MTTR values for a subsystem

Sub-system MTTF MTTR

1 200 24

2 500 36

3 340 12

4 420 8
SOLUTION:

Applying equation (5.5), we get:

24 36 12 8

+ + +
MTTR = 2(1)0 5(1)0 3‘110 4%0 ~ 20 hours.

+ + +
200 500 340 420

Mean Time to Repair — Multi-Indenture Case

Many complex systems are broken down into a number of levels of
indenture (Lol). For these systems, recovery of an Lol; unit is usually



162 Reliability, Maintenance and Logistic Support

achieved by the removal and replacement of Lol items. In many cases, the
replacement Lol;,; item will not be the item that was removed. It may be a
new (i.e. unused) one or it may be one that was removed from another Lol;
unit and subsequently recovered and put into stock for such an occasion.

Now, for such a system, the time to repair will be the time to remove and
refit the units at the next lower level of indenture. The elapsed time will
need to take into account logistic delays (i.e. waiting for equipment,
personnel, spares and any transport to and from the site at which the
maintenance work is to be done). This is discussed in more detail in Chapter
10.

Suppose a system is made up of n levels of indenture and a unit at Lol; is
made up of m; Lol items. Suppose also that to recovery an Lol; unit, one
of the m; items is removed and replaced with average times, MTTRM;; and
MTTRP;; respectively. Let us assume that the probability that item j is
rejected given that unit i has been removed is F, ; then over an arbitrarily

1

long operating time 7, the expected number of systém failures is:

_Tr
MTTF,

Where, MTTF, is the mean time between failures of the system (over
time T). Now, the probability that the failure was due to sub-system j is P;;
so the mean time between failures due to sub-system j is

1 1 MITF
MR = "B B,

/11,,' 1,j1 Lj

Assuming the system reliability block diagram is series and is series and
there are no redundancies. The expected number of failures of sub-system j
is

P, r __ T =2,,T
Y MTTF,  MTTF,, "

The expected time to recover the system given that sub-system j is the
cause of its failure is

MTTR, , = MTTRM, , + MTTRP,,
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The expected total time spent recovery the system due to sub-system j
failures over time T is then

MTTR,, . MTTR,,
¥ LT = T=A,,MTTR, T
J MITF, ~ MTTF,,

So, the expected total time spent recovering the system by sub-system
exchange is

il MTTR, MITR,, . _ o, MTTR

P W= T
,ZI " MTTF, ZMTTF Jz;}““MTTR

Where, m; is the number of sub-systems. Then the mean time to recover
the system (by sub-system exchange per system failure) is

B m ﬂ‘],j
MTTR,; = 3, —= MTTR,

J=1 1

To determine the total maintenance time, we would have to look at the
time spent recovering the sub-systems, by sub-sub-system exchange and so
on down to the lowest level components that are recovered in this way and
then add on any time spent repairing the lowest level components (parts) if
they can be repaired but we will leave this exercise until our next book.

5.2.2 Maintenance Man Hour (MMH)

Although elapsed time is an extremely important maintenance measure,
one must also consider the maintenance man-hours, MMH (also known as
maintenance labour hours). The MMH is an estimate of the expected
“spanner-in-hand” time and takes into account all of the maintenance tasks
and actions required for each system, sub-system or component recovery. It
should be noted that the MMH can be considerably greater than the elapsed
time as it is often possible and sometimes even necessary to employ more
than one person on any given activity or task.

“Work study” and “time and motion” exercises have generated tables of
times for every conceivable maintenance action, from releasing the catches
that are used on access panels to inspecting the blades on a turbine using a
boroscope to drilling out a stud that has sheared after too much torque has
been applied to it, to disconnecting and reconnecting all of the pipes and
leads when removing and replacing an engine.
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In most cases, these times are based on carrying out these tasks and
actions in ideal conditions, i.e. in a properly lit workshop, which is heated
and provides shelter from the elements. They are generally done when the
components are in pristine condition free from contamination, corrosion or
damage. It is also generally assumed that the mechanic carrying out each
action will have been properly trained and familiar with the correct
procedures. In practice, however, it is very rare for all of these ideal
conditions to be met so, the actual times will inevitably be longer than those
used in the MMH prediction.

Maintenance man-hours are useful in their own right but very often they
are given as a ‘“rate” such as (MMH/operating hour), (MMHicycle),
(MMH/month), and (MMH/maintenance task). For example, elapsed times
can be reduced (sometimes) by increasing the number of people involved in
accomplishing the specific task. However, this may turn out to be an
expensive trade-off, particularly when high skill levels are required to
perform the tasks. Also, unless it actually requires more than one person to
do the job, there is likely to be an “interference factor” which means that the
efficiency of each person is reduced. Therefore, a proper balance among
elapsed time, labour time, and personnel skills at a minimum maintenance
cost is required.

Commercial airlines and air forces use the measure Maintenance Man-
Hour per Flight Hour (MMH / FH) as an indicator of the maintainability of
the aircraft for comparison with other similar aircraft either of an older
generation or made by another manufacturer. This measure may be used to
decide between alternatives although, in many cases, it will be used to exert
pressure on the manufacturer to make improvements. The following
expression can be used to evaluate the MMH/FH:

N1(#)x MPMT x MNC p, + No () x MCMT x MNC,
Total flying hours

MMH/FH =

(5.7)

Where:

N;(?) is the total number of preventive maintenance tasks during t
hours, and N,(#) is the total number of corrective maintenance tasks. The
value t should be equal to the operational life of the aircraft.

MPMT = Mean preventive maintenance time.
MCMT = Mean corrective maintenance time.
MNC,,, = Mean number of crew for preventive maintenance.
MNC,,, = Mean number of crew for corrective maintenance.
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Note that these estimated mean values should be weighted according to
the expected frequency of each maintenance task as we did when calculating
MTTR; above.

A problem with estimating the MMH/FH metric is that it relies on the
reliability of the various components of the system, which may be age-
related and will, inevitably, depend on the maintenance and support policies.
For these reasons, the MMH/FH may not remain constant with aircraft age.
The implication of using such a metric is that it is preferential for it to be
minimised, however, it may actually be both cheaper and yield a higher level
of availability if more time is spent on maintenance, particularly preventative
maintenance.

5.2.3 Maintenance Frequency Factors

Maintainability engineering is primarily concerned with designing a
system so that it spends a minimum time in maintenance, given that it needs
maintaining.  Another characteristic of system design pertaining to
maintainability is in optimising the mix between preventative and corrective
maintenance.

The ideal system design would allow the operators to use the system until
just before it fails but, with enough notice of the impending failure so that
the operator can choose to perform the necessary maintenance at the most
opportune moment. In all but a few cases, prognostics have, as yet, not
reached this level of sophistication. An alternative approach is built-in
redundancy and fault-tolerant systems. These allow the operators to defer
maintenance for a limited period or, in certain circumstances until the
backup system fails.

Corrective maintenance can be expensive if the failure causes damage to
other parts of the system or if it stops the system from earning its keep.
However, redundant components will also add to the cost of the system and
may reduce its load-carrying capacity. The spare wheel in cars takes up
space that could otherwise be used for carrying luggage, it also increases the
gross weight, which will reduce the performance of the car both by reducing
its rate of acceleration and increasing the fuel consumption.

It is common practice for motorists to replace tyres before the tread has
been completely worn away because it is unsafe to drive on bald tyres. It is
also illegal and the penalties can be both expensive and inconvenient. It is
also very easy to inspect tyres for wear so it is possible to leave them until
the “last minute” or get them replaced when the car is not needed thus
minimising the inconvenience or lack of availability.
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Brake pads are more difficult to inspect by the owner. As a result, many
cars are now fitted with pads that have an in-built electrode, which causes a
warning light to be illuminated on the dashboard when it comes into contact
with the metallic disc (due to the non-conductive part of the pad being worn
away). this generally gives the driver a sufficient warning for him or her to
find out what the warning light means and take the necessary corrective
action before the brakes become dangerous.

Most motorists have their cam or timing belts replaced within about 1000
miles of the manufacturer’s recommended mileage possibly during a routine
service (scheduled maintenance) or at the driver/owner’s convenience. In
this case, the owner has almost certainly no way of knowing how much
longer the belt will last and, indeed, it is likely to cost them almost as much
to have the belt inspected as it would to have it replaced because of the
amount of work involved. In this case, the extent of the damage to the
engine if the belt breaks is likely to cost a great deal more than that of
replacing the belt early. It would no doubt be possible to devise a monitor
that could indicate when the belt was starting to wear but, whether it would
be practical in terms of its size, reliability, cost and extra weight is very
much open to debate.

Here we have seen four different solutions to the same problem of
avoiding failures and hence the need for corrective maintenance. One of the
tasks of the maintainability engineer is to determine which, if any of these,
or other similar approaches is appropriate taking into consideration the costs
and practicalities in each circumstance.

There is clearly a need to strike a balance. Preventative maintenance
may cause components to be replaced unnecessarily (or at least
prematurely). Allowing a system to run until it fails may maximise the times
between maintenance but failures can be expensive to rectify both because of
the extent of the damage caused and because of the loss of availability of the
system whilst it is being maintained. Prognostics can help but these too have
their own problems of reliability and the need for maintenance as well as
possibly adding to the weight, complexity and cost of the system.

5.2.4 Maintenance cost factors

For many systems/products, maintenance costs constitute a major
segment of the total life-cycle cost. Further, experience has indicated that
maintenance costs are significantly affected by design decisions made
throughout the early stages of system development. Maintainability is
directly concerned with the characteristics of system design that will
ultimately result in the accomplishment of maintenance at minimum cost.
Thus, one way of measuring maintenance cost is cost per maintenance task,
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which is the sum of all costs related to elements of logistics support which
are required to perform the considered maintenance task.

In addition to the above factors, the frequency with which each
maintenance action must be performed is a major factor in both corrective
and preventive maintenance. Obviously this is greatly influenced by the
reliability of the components but it can also be related to the type and
frequency of the maintenance performed. If a component is repaired then it
is likely that the time to failure for that component will be less than if it had
been replaced by a new one. We will return to the question of repair
effectiveness in Chapter 6.

Personnel and human factor considerations are also of prime importance.
These considerations include the experience of the technician, training, skill
level and number of technicians.

Support considerations cover the logistics system and maintenance
organisation required to support the system. They include the availability of
spare parts, technical data (manuals), test equipment and required special
and general tools.

If a maintenance task requires highly skilled personnel, a clean
environment equipped with expensive, special tools then it is unlikely, that it
will prove economical to perform this task at first line or, possibly, even at
second line. However, if the maintainability engineer had designed the
system so that this task could be done by personnel with lower skill levels
using standard tooling then it might have allowed the task to be done in the
field with a possible reduction in the turnaround (or out-of-service) time. If,
the task is only likely to be done once in the system’s life during a major
overhaul when it would be at a central maintenance unit or returned to the
manufacturer then such considerations may be less relevant. For example,
there is little to be gained by making it easy to replace a broken cam belt by
the side of the road. The damage done to the engine, as a result of a failed
cam belt, will mean that the engine will either have to be replaced or
overhauled/reconditioned before it is likely to function again.

5.3. MAINTAINABILITY DEMONSTRATION

The objective of the maintainability demonstration is to show that the
various maintenance tasks can be accomplished in the times allotted to them.
Generally, the most important issue is whether the system can be recovered
by sub-system (or line replaceable unit — LRU) exchange within the
specified times. It is a common requirement that each LRU can be removed
and replaced without interfering with any other LRU. Some of the early jet
fighters were virtually built around the engine so that, in order to replace the
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engine, it was not so much a question of removing the engine from the
aircraft as removing he aircraft from the engine.

A recent innovation on commercial aircraft is to use autonomics, which
signal ahead to the destination any detected faults in the mission critical
components (i.e. those not on the minimum equipment list). This allows the
mechanics to prepare to replace these items as soon as the aircraft has
reached the gate. If such replacements can be performed within the 50 min,
or so, turnaround time then it will not be necessary to find a replacement
aircraft or delay the departure. Anyone who has seen the film Battle of
Britain or Reach for the Sky will recognise the importance of turning fighter
aircraft around in minimum time when the airfield may be under attack from
enemy bombers and fighters. An aircraft not in the air is bit like a duck out
of water, it is particularly vulnerable and do very little to defend itself.

The demonstration is also expected to generate results that can contribute
to the whole development process, identifying any remaining deficiencies
such as the design of the system and the test equipment, compilation of
maintenance manuals, etc. Any maintainability demonstration would
involve the following steps:

1. Identify the operation and environmental condition in which the
system is likely to be used.

2. Simulate the system failures and perform corrective maintenance
action. One should also record the maintenance man-hours required
to complete the repair task successfully.

Further, it is an important to take care of the following issues during the
demonstration:

—

The test must be on a sample of fixed final build standard.

2. The test conditions must be representative, the equipment/tools,
maintenance manuals, lighting and similar factors must be carefully
considered.

3. A mix of repairers representative in skills, training, and experience of

those who would do the actual repair in service must conduct the

repair.

Once we have the recorded repair time data from the above procedure,
then it is easy to verify whether the maintainability target has been achieved
using the following procedure.

Let ¢, t,, ..., t, denote the observed repair times to complete the repair
tasks for a sample of n units. For n > 30, the (1 - o) 100 percent confidence
limit is given by:
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s
MTTR+z a T (5.8)
n

Where z, is the z value (standard normal statistic) that locates an area of
o to its right and can be found from the normal table. For example, for a
95% confidence limit, the z, is given by 1.645. MTTR and 's' are given by:

MTTR =

N

L 217 2
2ti,and s =—— 3 (¢t; - MTTR)
i=1 n—1;-
If the target maintainability is MTTR’, then to demonstrate that the
system has achieved this, we have to show that:

MTTR" < MTTR +z, —= (5.9)
\n

Whenever the number of repair time data is less than 30, we use t-
distribution; in that case, the condition for acceptance is given by:

MTTR" < MTTR +1 (5.10)

S
a,n-1 ﬁ

The value of t,,; can be obtained from the t-distribution table shown
given in appendix.

Example 5.2

A maintainability demonstration test is carried out on 20 parts and the
accomplished repair times are shown in Table 5.2. If the target MTTR is 20
hours, check whether the system has achieved the target maintainability

using 95% confidence level.

Table 5.2. Recorded repair times form a sample of 20 parts in hours

8 6 12 20 24
12 9 17 4 40
32 26 30 19 10
10 14 32 26 18
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SOLUTION:

Since the observed number of data, n is less than 30, we use t-statistic.
The MTTR and standard deviation, s, are given by:

20 1 n
MTTR = L >.t; =18.45 hours, s = [— > (¢; —MTTR)2 = 10.06 hours
20,5 195

From the t-distribution table (see appendix) we get, t, ., = 1.729 (a0 =
0.05,n-1=19).

95% upper limit for MTTR is given by:

MTTR +1,, 73_- = 18.45+1.729x% =22.33
n .

Which is greater than 20 hours, which is the target MTTR. Thus the
achieved MTTR is significantly greater than the required MTTR and is
therefore not acceptable.

5.4. MAINTENANCE
According to BS 4778, maintenance can be defined as:

The combination of all technical and administrative actions, including
supervision actions, intended to retain an item in, or restore it to, a state in
which it can perform a required function.

In other words, all actions, which keep the system running and ensure
that it is maintained to an acceptable standard in which it is able to operate at
the required levels efficiently and effectively.  The objectives of
maintenance are to:

1. Reduce the consequences of failure.

2. Extend the life of the system, by keeping the system in a proper condition

for a longer time. In other words, to increase the “up” time of the system.

Ensure that the system is fit and safe to use.

4. Ensure that the condition of the system meets all authorised
requirements.

5. Maintain the value of the system.

(98]
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6. Maintain reliability and achieve a high level of safety.
7. Maintain the system's availability and therefore minimise production and
quality losses.

8. Reduce overall maintenance costs and therefore minimise the life cycle
cost.

The purpose of maintenance is to keep systems in a state of functioning
in accordance with their design and to restore them to a similar state as and
when required.

S.5. MAINTENANCE CONCEPT

The maintenance concept begins with a series of statements defining the
input criteria to which the system should be designed. These statements
relate to the maintenance tasks that should be performed at each level of
maintenance (organisational, intermediate and depot), the test equipment and
tools that should be used in maintaining the system, the skill levels of the
maintenance personnel that perform the identified tasks, maintenance time
constraints, and anticipated maintenance environmental requirements
(Knezevic, 1997). A preliminary maintenance concept is developed during
the conceptual design stage, is continually updated, and is a prerequisite to
system design and development. Maintenance concept at the design phase
tends to ensure that all functions of design and support are integrated with
each other. The maintenance concept evolved from the definition of system
operational requirements delineates [Blanchard et. al., 1995]

The anticipated level of maintenance

Overall repair policies

Elements of maintenance resources

The organisational responsibilities for maintenance

The maintenance concept serves the following purposes:

1. It provides the basis for the establishment of maintainability and
supportability requirements in the system design.

2. It provides the basis for the establishment of requirements for total
support which include maintenance tasks, task frequencies and time,
personnel quantities and skill levels, spare parts, facilities, and other
resources.

3. It provides a basis for detailing the maintenance plan and impacts upon
the elements of logistic support.
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5.6. LEVELS OF MAINTENANCE

Complex systems can be considered as made up of several levels of
indenture. A combat aircraft that may be considered as the Level 0 (Lol-0),
may be thought of as consisting five subsystems: airframe, armament,
avionics, propulsion and general. The propulsion system then becomes a
Lol-1 item that may consist of the engines, the auxiliary power unit (APU)
and various accessories including control units and pumps, each of which
may be considered as Lol-2 items. An engine is typically an assembly of a
number of modules or Lol-3 items which, in turn, may be made up of sub-
assemblies and parts, Lol-4 and 5 respectively.

At the same time, the military typically divides its maintenance and
support infrastructure into 3, 4 or 5 echelons, lines or [maintenance] levels.
“First Line”, or “O-Level” is from where the systems are operated. “Second
Line” or “I-Level” is typically the main operational bases from which the
squadrons are deployed. These are usually supported by a depot or
maintenance unit at “Third Line” or “D-Level”. The contractor, supplier or
original equipment manufacturer (OEM) often provides a shadow facility at
“Fourth Line” effectively duplicating the Third Line facility’s capabilities.

Maintenance levels are concerned with grouping the tasks for each
location where maintenance activities are performed. The criteria in which
the maintenance tasks selected at each level are; task complexity, personnel
skill-level requirements, special maintenance equipment and resources and
economic measures. Within the scope of the identified level of maintenance,
the manufacturer and the user should define a basic repair policy that may
vary from repair/replace a part (Lol-5, say) to replace the entire system. The
hierarchies of achieving maintenance tasks are divided into three or four
levels.

5.6.1 User level (organisational)

This type of maintenance level is related to all maintenance tasks which
are performed on the system whilst it is on deployment or at its operating
site. This would include replenishment tasks, e.g. re-fuelling, re-arming,
maintaining oil levels, simple condition and performance monitoring
activities, external adjustments and replacement of line replaceable units
(LRU). Some minor repairs and routine servicing may also come under this
category.
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5.6.2 Intermediate level

Intermediate maintenance level is related to all maintenance tasks, which
are performed at workshops (mobile, semi-mobile and/or fixed) where the
systtms would normally be based. Common maintenance tasks
accomplished at this level are detailed condition and performance
monitoring activities, repair and replacement of major items in a system,
major overhaul, system modification, etc. Performing maintenance tasks at
this level require higher personnel skills than those at organisational level
and additional maintenance resources.  Traditionally, a removed LRU

would be recovered, generally by module (or shop-replaceable unit — SRU)
exchange, at this level.

5.6.3 Depot level

Depot maintenance level is related to all maintenance tasks, which are
accomplished beyond the capabilities of intermediate level at remote sites.
In the UK system, “Third Line” refers specifically to an operator-owned
facility whereas in US nomenclature “D-Level” also includes
manufacturer/contractor facilities. Maintenance tasks at this level are carried
out by highly skilled specialists at a specialised repair facility or the
equipment producer’s facility. Maintenance tasks at depot level include
complete overhauling and rebuilding of the system, highly complex
maintenance actions, etc. They would also include tasks which may only be
performed rarely, particularly if they require expensive equipment or are
likely to take a long time.

5.6.4 Hole-in-the-Wall

With the move to ever greater efficiency and/or minimal costs, the
perceived need to reduce manning levels and the desire of OEMs to increase
their revenue by entering the “after-market”, the “hole-in-the-wall” concept
is gaining in popularity. This is where the only intrusive maintenance task
the operator performs is to remove the LRU (at first line). This is then
passed through this mythical hole in the wall to the OEM or maintenance
contractor in exchange for a replacement (serviceable) LRU. The contractor
then takes the LRU away to a convenient location where it is recovered.
Such contracts are often funded by fleet hour arrangements such as “power-
by-the-hour”, see chapter 12.

The advantage to the operators is that they can get on with what they are
in business for; putting “bums on seats” or “bombs on target”. It is also
argued, perhaps more strongly by the OEM than the operator, that having
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designed and built the LRU, they (the OEM) are the best people to take it
apart and repair it. A secondary advantage to the OEM, and again, hopefully
to the operator, is that because all of the maintenance is done in one place,
the people doing it should become more efficient (as they see the same job
more often) and the in-service data (time to failure, cause of failure, items
repaired or replaced, etc.) should be consistent and more accurate.

Better data should lead to improved forecasting, reduced logistic delays,
more appropriate maintenance policies and, ultimately, to improved designs.

5.7. MAINTENANCE TASK CLASSIFICATION

All users would like their systems to stay in a state of functioning as long
as possible or, at least, as long as they are needed. In order to achieve this, it
is necessary to maintain the system’s functionality during operation, by
performing appropriate maintenance tasks. Thus, maintenance task can be
defined as a set of activities that need to be performed, in a specified
manner, in order to maintain the functionality of the item/system.

Figure 5.2 shows the process of maintenance task, which is initiated by
the need for maintenance due to a reduction, or termination of the
item/system functionality. The execution of a maintenance task requires
resources such as the right number and skills of personnel, material,
equipment, etc. It also requires an appropriate environment in which the
maintenance activities can be carried out.

Resources —| I Environment

v v

Need for Maintenance task Maintenance task
maintenance activities complete
A
Restore
functionality

Figure 5.2 Process of maintenance task

Maintenance tasks can be classified into the following three categories:
1. corrective maintenance task
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2. preventive (predictive) maintenance task
3. conditional maintenance task
Each maintenance task is briefly discussed in the following sections.

5.7.1 Corrective Maintenance Task

Corrective maintenance task, CRT, is a set of activities, which is
performed with the intention of restoring the functionality of the item or
system, after the loss of the functionality or performance (i.e. after failure).
Figure 5.3 illustrates typical corrective maintenance task activities. The
duration of corrective maintenance task, DMT", represents the elapsed time
needed for the successful completion of the task. Corrective maintenance
task is also referred to as an unscheduled or unplanned maintenance task.

CMT start

\\ Item

Failed

CMT complete

Verification

Fault
Location

* DMT®

Test and Check

Corrective maintenance
task activities

Ajquiassesiq

Repair or
Replacement

Figure 5.3 Activities of typical corrective maintenance task



176 Reliability, Maintenance and Logistic Support

5.7.2 Preventive Maintenance Task

Preventive maintenance task, PMT7, is a maintenance activity that is
performed in order to reduce the probability of failure of an item/system or
to maximise the operational benefit. Figure 5.4 illustrates the activities of a
typical preventive maintenance task. The duration of the preventive
maintenance task, DMT?, represents the elapsed time needed for the
successful completion of the task.

PMT complete PMT start

Disassembly

Verification

Tp
MTBF {
DMTP

Preventive maintenance
task activities

yuowaoeday

Test and Check

Assembly

Figure 5.4 Activities of a typical preventive maintenance task

Preventive maintenance task is performed before the transition to the
state of failure occurs with the main objective of reducing;:

e The probability of the occurrence of a failure
o The consequences of failure
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Common preventive maintenance tasks are replacements, renewal and
overhaul. These tasks are performed, at fixed intervals based on operating
time (e.g. hours), distance (e.g. miles) or number of actions (e.g. landings),
regardless of the actual condition of the items/systems.

5.7.3 Conditional (Predictive) Maintenance Task

Conditional maintenance task, COT, recognises that a change in
condition and/or performance is likely to precede a failure so the
maintenance task should be based on the actual condition of the item/system.
COT does not normally involve an intrusion into the system and actual
preventive action is taken only when it is believed that an incipient failure
has been detected. Thus, through monitoring of some condition parameter(s)
it would be possible to identify the most suitable instant of time at which
preventive maintenance tasks should take place.

COT start

COT complete

Inspection/
Examination

Decision

FMTY/ FMTE

Ble(

DMT™

UO1393[[09

Conditional maintenance
task activities

Condition
interpretation

Condition

\ assessment

Figure 5.5 Activities of a typical conditional maintenance task.
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Figure 5.5 illustrates the activities of a typical conditional maintenance.
The duration of conditional maintenance task, DMT™, represents the
elapsed time needed for the successful completion of the task.

In the past, corrective maintenance and preventive maintenance tasks
have been popular among maintenance managers. However, in recent years,
the disadvantages of these tasks have been recognised by many maintenance
management organisations. The need for the provision of safety, and
reduction of the maintenance cost have led to an increasing interest in using
conditional maintenance task. Waiting until a component fails may
maximise the life obtained from that component but, its failure may cause
significant damage to other parts of the system and will often occur at
inopportune times causing a disruption to the operation and inconvenience to
the users. Routine or scheduled preventive maintenance, on the other hand,
may be very convenient but is likely to result in an increase in the amount of
maintenance needed because parts will be replaced when they have achieved
a fraction of their expected life.

5.8. MAINTENANCE POLICIES

The maintenance policy defines which type of maintenance will
(normally) be performed on the various components of the system. It is
determined by maintenance engineers, system producers and /or users to
achieve high safety, reliability and availability at minimum cost. With
respect to the relation of the instant of occurrence of failure and the instant
of performing the maintenance task the following maintenance policies exist:

1) Failure-Based maintenance policy, FBM, where corrective maintenance
tasks are initiated by the occurrence of failure, i.e., loss of function or
performance,

2) Time-Based maintenance policy, LBM, where preventive maintenance
tasks are performed at predetermined times during operation, at fixed
length of operational life,

3) Inspection-Based maintenance policy, IBM, where -conditional
maintenance tasks in the form of inspections are performed at fixed
intervals of operation, until the performance of a preventive maintenance
task is required or until a failure occurs requiring corrective
maintenance. Note that the failure could be due to a component of the
system that was not being subjected to IBM or it could have happened as
a result of some unpredictable external event such as foreign object
damage or because the inspection interval was too long or the inspection
was ineffective.
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4) Examination-Based maintenance policy, EBM, where conditional
maintenance tasks in the form of examinations are performed in
accordance with the monitored condition of the item/system, until the
execution of a preventive maintenance task is needed or a failure occurs.
The principal difference between the above maintenance policies occurs

at the time when the maintenance task is performed. The advantages and

disadvantages of each maintenance policy are briefly described below.

5.8.1 Failure-Based Maintenance Policy

Failure-Based maintenance policy, FBM, represents an approach where
corrective maintenance tasks are carried out after a failure has occurred, in
order to restore the functionality of the item/system considered.
Consequently, this approach to maintenance is known as breakdown, post-
failure, fire fighting, reactive, or unscheduled maintenance. According to this
policy, maintenance tasks often take place in ad hoc manner in response to
breakdown of an item following a report from the system user.

A schematic presentation of the maintenance procedure for the failure-
based maintenance policy is presented in Figure 5.6. Corrective maintenance
task priorities can range from "normal", "urgent" to "emergency". These
categories reflect the nature of the response rather than the actual actions
done. Failure based maintenance could be the most applicable and effective
maintenance policy in situations where:

1. Items for which the loss of functionality does not compromise the safety
of the user and/or the environment or the failure has little or no economic
consequences (i.e. categories “major” and “minor” see “FMECA” in
Chapter 11)

2. systems have built-in redundancy or have been designed to be fault-
tolerant

»
v

Operating
time

Item
Failed

Figure 5.6 Failure-Based Maintenance Policy
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Advantages of failure based maintenance

Implementation of FBM to the above situations could lead to full
utilisation of the operating life of the item. This means that the non-critical
items will have the ability to perform their function(s) for the stated period
of time when they operate under stated conditions. This means that
coefficient of utilisation, CU, which is the ratio of the Mean Duration of
Utilised Life of the item (MDUL" ) to the expected operating life (MTTF), of
items considered will have value of 1. The user will get maximum value out
the component when the FB maintenance policy is applied.

Disadvantages of failure based maintenance

Despite the advantages of implementing this policy, it has some
disadvantages when it is not correctly selected.

The failure of an item will generally occur at an inconvenient time.
Maintenance activities cannot be planned.

It demands a lot of maintenance resources.

The failure of an item can cause a large amount of consequential damage
to other items in the system.

B

Analysis of maintenance costs have shown that a repair made after failure
will normally be three to four times more expensive than the same
maintenance activity when it is well planned [Mobley (1990)].

5.8.2 Time-Based Maintenance Policy

Some failures can lead to economical consequences such as loss of
production and therefore a reduction in profit. Some failures may have an
impact on the safety of the user, passengers, third parties and environment.
Therefore, it is desirable to prevent these failures, if possible, by carrying out
maintenance actions before failure occurs.

As the main aim is to reduce the probability of occurrence of failure and
avoid the system breakdown, a time-based maintenance policy is performed
at fix intervals, which is a function of the time-to-failure distribution of the
item considered and in some cases it may be adjusted by the system's user.
This policy is very often called age-based, life-based, planned or scheduled
maintenance. The reason for that is the fact that the maintenance task is
performed at a predetermined frequency, which may be based on, for
example, operating times such as, hours, years, miles, number of actions or
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any other units of use, that make it is possible to plan all tasks and fully
support them in advance. A schematic presentation of time-based
maintenance procedure is presented in Figure 5.7. The frequency of
maintenance task, FMT" , is determined even before the item has started
functioning. Thus, at the predetermined length of operational life specified,
preventive maintenance tasks take place. The time-based maintenance policy
could be effectively applied to items/systems that meet some of the
following requirements:

1. the probability of occurrence of failure is reduced

2. the likely consequences of failure is “catastrophic” (e.g. loss of life or
serious injury)

3. the total costs of applying this policy are substantially lower than the
alternatives

4. the condition of the system, or its consisting items, cannot be monitored
or is impractical or uneconomical.

Advantages of time-based maintenance policy

One of the main advantages of this maintenance policy is the fact that
preventive maintenance tasks are performed at a predetermined instant of
time when all maintenance support resources could be planned and provided
in advance, and potential costly outages avoided. For failures, which could
have catastrophic consequences to the user/operator and environment
(Chernobyl, Bhopal, Piper Alpha and similar) it may be the only feasible
option. Time-based maintenance has many advantages over failure-based
maintenance, which are summarised in the following list:

1. Maintenance can be planned ahead and performed when it is convenient
from the operational and logistics point of view.

2. The cost of lost production and of consequential damage can be reduced.

Downtime, the time that the system is out of service, can be minimised.

4. Safety can be improved.

W
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H I’ .
»
J U Operating time

Figure 5.7 Time Based Maintenance Policy

Predetermined
Time Tp

Disadvantages of time -based maintenance policy

In spite of the advantages given above, the time-based maintenance
policy has several disadvantages that must be minimised. This policy could
be uneconomical because the majority of items are prematurely replaced,
irrespective of their condition. In many industries this policy is now only
used under special conditions because it is very costly, and also because its
efficiency in reducing failures is not always supported by experience. A
summary of the disadvantages of time-based maintenance policy is listed
below.

1. Time-based maintenance is performed irrespective of the condition of the
system. Consequently, a large number of unnecessary tasks will be
carried out on a system that could have been operated safely for a much
longer time.

2. The tasks may require higher numbers of skilled mechanics.

3. If the time to perform the maintenance is greater than the time the system
would normally be idle (eg overnight) then because of the frequency, it
could cause higher levels of unavilability.

4. Tt cannot guarantee the elimination of all failures and will do nothing to
reduce non-age-related failures.

5. Increasing the frequency of maintenance tasks may lead to an increase in
the probability of human errors in the form of maintenance-induced
failures.

6. Reducing the probability of failure by prematurely replacing components
means that the coefficient of utilisation of the item/system, CU Lowill
have a value much less than one.
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5.8.3 Condition Based Maintenance (Predictive
Maintenance)

The need for the provision of safety, increased system availability, and
reduced maintenance costs have led to an increasing interest in development
of alternative maintenance policies. A policy which overcomes many of the
disadvantages of the previous maintenance policies (failure-based and time-
based), and has proved its ability to extend the operating life of a system
without increasing the risk of failure is condition-based maintenance, CBM.
CBM is also known as predictive maintenance.

Condition-based maintenance can be defined as: "Maintenance carried
out in response to a significant deterioration in a unit as indicated by a
change in the monitored parameters of the unit's condition or performance"
[Kelly & Harris (1978)]. This means that the principle reason for carrying
out maintenance activities is the change or deterioration in condition and/or
performance, and the time to perform maintenance actions is determined by
monitoring the actual state of the system, its performance and/or other
condition parameters. This should mean the system is operated in its most
efficient state and that maintenance is only performed when it is cost-
effective. A schematic presentation of condition-based maintenance
procedure is presented in Figure 5.8. This policy is worth applying in
situations where:

1- The state of the system is described by one or more condition
parameters.

2- The cost of the condition monitoring technique is lower than the
expected reduction in overall maintenance costs.

3- There is a high probability of detecting potentially catastrophic failures

(before they happen).

Inspection time

4

Condition

>
U Operating time

Figure 5.8 Condition based maintenance policy

The condition-based maintenance is a condition or performance-driven
preventive maintenance. This means that the timing of the maintenance task
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is not simply a function of the mean-time-to-failure. The principle of
condition-based maintenance therefore is based on the way of monitoring the

condition parameters of a system giving three different types of condition
monitoring:

1- Inspection

Inspection is generally performed at regular intervals using any of a
number of non-destructive test (NDT) procedures which are designed to
determine whether the condition of the (inspected) item is satisfactory or
unsatisfactory and hence whether further action is required.

2- Examination

This is a condition-monitoring task, which presents a numerical
description of the condition of the item at that moment through relevant
condition predictors. The results directly affect the scheduling of the next
examination. This is possible because of the unique properties and
characteristics of the relevant condition predictor.

3 - Performance Trend Monitoring

For propulsion or energy producing systems, in particular, the
“performance” may be expressed as a ratio of the output to input, e.g. miles
per gallon, kilometres per litre, thrust per kilogram or (mega)watts per tonne.
As the system deteriorates, usually through wear but also through damage,
these ratios may show signs of decreasing. For systems operating in
relatively constant conditions (e.g. constant ambient temperature, pressure
and output), consistent changes in the specific fuel consumption (SFC) will
almost certainly be indicative of a deterioration in the system which will
need some form of maintenance to restore it to an acceptable level. For
systems that are operated in an inconsistent manor for which the
environmental conditions may be in a constant state of change, the SFC may
be subject to considerable noise and hence any deterioration will only be
apparent by using sophisticated trending algorithms, such as Kalman
Filtering.

8.3.1 Setting up condition-based maintenance policy

In order to implement CBM policy, it is necessary to use the following
management steps that are shown in Figure 5.9
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Identification and selection of maintenance significant items

The first requirement of implementing CBM is to decide which items of
the system should be monitored, since it is likely to be both uneconomical
and impractical to monitor them all. Therefore, the first step of the
condition-based maintenance decision process is a comprehensive review of
all items in a system, in order to identify the maintenance significant items,
MSIs. These are items whose failures could be safety-critical,
environmentally damaging or revenue sensitive. Thus, each item within the
system should be analysed from the point of view of failure, especially the
consequences of failure. The most frequently used engineering tools for
performing this task is a Failure Mode Effect and Criticality Analysis,

FMECA and Reliability Centred Maintenance, RCM (see also Chapters 6
and 11). Care should be taken to ensure that all of the maintenance
significant items are identified and listed.

Identification and selection of condition parameters

Once the maintenance significant items are identified it is necessary to
determine all monitorable parameters which describe their condition or
performance. The condition parameter can be defined as a measurable
variable able to display directly or reflect indirectly information about the
condition of an item at any instance of operating time. Ideally, maintenance
engineers would like to find many condition/parameters which can be
monitored and which accurately reflects the condition /performance of the
system. In practice there are two distinguishable types of condition
parameters which are able to achieve this (Knezevic et al, 1995):

Relevant Condition Indicator, RCI

The Relevant Condition Indictor, RCI, is a parameter that describes the
condition of an item during its operating time and it indicates the condition
of the item at the instant of inspection. The numerical value of RCI
represents the local value of the condition of an item/system at the time of
inspection. This type of condition parameter is usually related to the
performance. However, RCI is not able to predict the future development of
the condition of the considered item/system. Typical examples of the RCI
are performance, the level of vibration, level of oil, pressure, temperature,
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etc. It is necessary to stress that the RCI could have an identical value at
different instances of operating time.

System/ items selection

Condition parameters
selection

Condition monitoring
techniques selection

Collecting data &
> information

Condition
assessment &
fault diagnosis

accepted

unaccepted

Condition-based
maintenance task

Figure 5.9 Flow of condition based maintenance

Relevant Condition Predictor (RCP)

The Relevant Condition Predictor, RCP, is a parameter, which describes
the condition of an item at every instant of operating time. Usually this
parameter is directly related to the shape, geometry, weight, and other
characteristics, which describe the condition of the item under consideration.
The RCP represents the condition of the item/system which is most likely to
be affected by a gradual deterioration failure such as wear, corrosion fatigue
crack growth. The general principles of the RCP are discussed by Knezevic
(1987). Typical examples of RCP are: thickness of an item, crack length,
depth of tyre treads, etc. The RCP cannot have identical values at two or
more instance of time. The numerical value of the relevant condition
predictor at any instant of operating time quantifies the cumulative value of
the condition of an item/system at the time of examination.
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Selection of condition monitoring technique

Having identified the maintenance significant item and the associated
condition parameter(s), the next step is to select the suitable monitoring
technique, which will be used to inspect and examine each condition
parameter.

The condition monitoring technique is a device used to inspect or
examine an item in order to provide data and information about its condition
at any instance of operating time. Numerous condition monitoring
techniques, for instance, NDT techniques, performance, vibration, etc are
available for use by maintenance engineers in order to determine measurable
value of condition parameter. It is important to understand the behaviour of
the failure that the item exhibits so that the most effective monitoring
techniques can be chosen.

The decision as to which condition-monitoring techniques are selected
depends greatly on the type of system, the type of condition parameter and,
in the end, on cost and safety. Once the decision is made as to which
techniques are to be used, it is possible to define the equipment or instrument
that will be needed to carry out condition monitoring.

Collecting data and information

The philosophy of condition monitoring is to assess the condition of an
item/system by the use of techniques which can range from human sensing
to sophisticated instrumentation, in order to determine the need for
performing preventive maintenance tasks. With the increased interest in
condition monitoring in recent years there have been a number of
developments in the techniques that are used to collect data and provide
information, which helps maintenance engineers assessing the condition of
an item or a system. These developments have made it possible to obtain
more reliable information on the condition of the system. In many instances
such information is used to insure that the status of the system will continue
to be in a functioning state without significant risk of breakdown, and in
some instances to make a decision on the timing of when maintenance tasks
should be performed. The method of data collection can be classified into the
following categories:

On-line data collection and monitoring
On-line data collection and monitoring uses instrumentation fitted to the

system which takes continuous measurements of the condition parameters.
These may then be analysed by an on-board computer to determine whether
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there has been a change in the condition of the item/system and whether that
change requires any action. The benefit of using on-line monitoring is to
reduce the need for human intervention and minimise the probability of a
failure occurring between inspections.

Off-line collection and monitoring

Off-line collection and monitoring is periodic measurement of a
condition of an item/system or continuous data collection which is analysed
remotely. This type of method involves either the collection of data using a
portable data collector, or taking a physical sample, for example, lubrication
oil samples for analysis of contamination and debris content. Periodic
monitoring therefore provides a way of detecting progressive faults in a way
that may be cheaper than the on-line system.

Figure 5.10. Condition monitoring and condition assessment
Condition assessment

The assessment of the condition of an item/system (Figure 5.10) can
range from human experience to sophisticated instrumentation. The last few
decades have seen a number of developments in the methods which are used
to help the maintenance engineers assess and diagnose the condition of an
item/system and provide them with information on which to base their
decision. Once condition monitoring sensors have been installed and data
are being collected, it is necessary to have reliable methods of interpreting
the data to identify whether the considered item is undergoing a transition
from the normal to abnormal condition and in many cases to identify the
causes of the changes.
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Effective condition-based maintenance requires a large number of
measurements taken continuously or at intervals that assure recognition of
change in the condition of the item/system in sufficient time to avoid the
need for any corrective action. The volume of data necessary to accurately
determine the condition of the item/system can require an excessive amount
of time to process and analyse. Consequently, the demand to manipulate and
process large amounts of data very quickly has lead to the development of
tools such as Artificial Intelligence, Al, to assist engineers to gain maximum
value from the data.

In recent years, Artificial Intelligence techniques such as Expert System,
Neural Networks and Fuzzy Logic have been applied to the discipline of
monitoring and diagnostic systems [Mann et al (1995)]. These techniques
extend the power of the computer beyond the usual mathematical and
statistical functions by using dialogue and logic to determine various
possible courses of action or outcome. By processing information much
faster (than humans) the time to assess the condition and diagnose the causes
of failures can be reduced. It can analyse situations objectively and will not
forget any relevant facts (given that it has been supplied them), therefore the
probability of making a wrong assessment or diagnosis may be reduced.
Furthermore, it can detect incipient failures through its on-line monitoring of
the condition parameters of the system [Lavalle et al (1993)].

Implementation of condition based maintenance

Having identified and listed all the condition parameters of the
maintenance significant items, the aim of this step is to implement condition
based maintenance. According to the classifications of condition parameter,
condition based maintenance could be divided in two policies:

Inspection Based Maintenance Policy

The suitable maintenance policy for items for which their conditions are
described by the relevant condition indicator, RCI is inspection-based
maintenance. The algorithm, which presents the maintenance procedure in
this case, is shown in Figure 5.11

Inspection is carried at fixed intervals to determine whether the condition
of the item, is satisfactory or unsatisfactory according to the RCI. Before the
item/system is introduced into service the most suitable frequency of the

inspection, FMT I and critical value of relevant condition indicator RCI o
has to be determined. Once the critical level is reached,
RCI(FMT") > RCI,,, the prescribed preventive maintenance tasks take
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place. If the item fails between inspections, corrective maintenance takes
place.

Advantages of inspection based maintenance

CBM has the potential to produce large savings simply by allowing items
in the system to be run to the end of their useful life. This reduces the
equipment down time and minimises both scheduled and unscheduled
breakdown situations. By eliminating all unscheduled interruptions to
operation and production and only carrying out required maintenance in a
carefully controlled manner, it is possible to reduce the maintenance cost, to
improve safety, improve the efficiency of the operation and increase the
system’s availability.

MAINTENANCE PROCEDURE

Condition-based Maintenance policy

Type i Inspection

|

Determination of

FMT and RCI &

A 4

—.@‘—

| Inspection of RCI l

<

Yes

task

Figure 5.11 Algorithm for inspection based maintenance task

The benefits of inspection based maintenance policy can be summarised
as follows:

1. Reduce unplanned downtime, since maintenance engineers can determine
optimal maintenance intervals through the condition of constituent items
in the system. This allows for better maintenance planning and more
efficient use of resources.



Maintainability and Maintenance 191

2. Improve safety, since monitoring and detection of the deterioration in
condition and/or performance of an item/system will enable the user to
stop the system (just) before a failure occurs.

3. Extending the operating life of each individual items and therefore the
coefficient of life utilisation will be increased compared to time based
maintenance

4. Improve availability by being able to keep the system running longer and
reducing the repair time.

5. Reduce maintenance resources due to reduction in unnecessary
maintenance activities

6. The above benefits will lead to a reduction in maintenance costs

Examination Based Maintenance Policy

The decision for performing the condition-based maintenance tasks is
based on the information related to the condition of an item/system
established through condition checks during its operational life. This
indicates that inspection-based maintenance strategy has achieved the
demand for increasing the level of utilisation of an item/system. However,
the system availability may not increase, due to an increased number of
interruptions of the operation caused by increasing the number of
inspections. Therefore, as an alternative, examination based maintenance
approach is proposed by Knezevic (1987b) for the determination of
maintenance tasks based on relevant condition predictors.

Examination based maintenance provides additional information about
the change in condition of the items considered during its operational life.
Consequently, examination based maintenance was developed for the control
of maintenance procedures [El-Haram 1995]. With more information about
the process of change in condition, a higher level of utilisation of the items
can be achieved whilst maintaining a low probability of failure during the
operation.

It is a dynamic process because the time of the next examination is fully
determined by the real condition of the system at the time of examination.
Dynamic control of maintenance tasks allows each individual item to
perform the requested function with the required probability of failure, as in
the case of time-based preventive maintenance but with fuller utilisation of
operating life, hence with a reduction of total cost of operation and
production.

The critical level of the relevant condition predictor RCP,,, sets the limit
above which appropriate maintenance tasks should be performed. The
interval between the limit (RCPjj, ) and critical values depends on the
ability of the operator to measure the condition of the item through the
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RCP. The item under consideration could be in one of the following three
states, according to the numerical value of the RCP ,:

1. RCR,;; < RCP(l) < RCF,: continue with examinations;
RCP,, < RCP(I) < RCP,, : preventive maintenance task required;

3. RCP,, < RCP(l): corrective maintenance task, because the failure
has already occurred.

In order to minimise interruptions to the operation and maximise the
availability of the system, no stoppages occur until the time to the first
examination of the condition of the item, FME . The result of the
examination is given as a numerical value of the relevant condition

predictor, MRCP(FMT"), and it presents the real condition of the item at

this instant of time. The following two conditions are possible, dependent on
the value recorded:

1.  MRCP(FMT") > RCP,, which means that a prescribed maintenance
task should take place.

2. MRCP(FMT") < RCP

cr

the item can continue to be used.

The question, which immediately arises here, is: when will the next
examination have to be done, preserving the required reliability level? The

time to the next examination depends on the difference between the RCP,
and MRCP(FMT"). The greater the difference, the longer the
(operational) time to the next examination, FMT,” . At the predetermined

time of the next examination, FMY:,E , either of the two conditions is

possible, and the same procedure should be followed, as shown in Figure
5.12

Advantages of Examination Based Policy

The advantages of the examination-based maintenance policy are:

1. Fuller utilisation of the functional life of each individual system than in
case of time -based maintenance;

2. Provision of the required reliability level of each individual system as in
case of time-based maintenance;

3. Reduction of the total maintenance cost as a result of extending the
realisable operating life of the system and provision of a plan for
maintenance tasks from the point of view of logistic support;



Maintainability and Maintenance 193

4. Increased availability of the item by a reduction of the number of
inspections in comparison with inspection-based maintenance.

5. Applicability to all engineering systems. The main difficulties are the
selection of a relevant condition predictor and the determination of the
mathematical description of the RCP(]).

Maintenance Policy

Condition -Based Maintenance
Policy

Type Examination

v

[ Determination of FMTIE and RCP, J

v

| System in use l

v

Examination of RCP at FMT;E

MRCP (FMT{) > RCP,,
Preventive task I Determination of FMTE |4

A

Examination of RCP at FMTF

Figure 5.12 Maintenance procedure for examination based
maintenance

In practice, it is impossible to eliminate all breakdowns. In some cases, it
may not be economical or practical to use examination-based maintenance.
Sometimes it is not physically possible to monitor the condition of all
maintenance significant items. For these reasons, condition-based
maintenance should not be considered to be a stand-alone policy. It should
be integrated as a part of the overall maintenance policy. Thus, the optimal
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selection of maintenance policy for a system should include failure-based,

time-based, inspection -based and examination-based maintenance

strategies. The reasons for this are summarised below:

1. Not all items in the system are significant; the suitable maintenance
policy is therefore, failure-based maintenance.

2. It may not be possible or practical to monitor the condition / performance
of the significant items, so the suitable maintenance policy is therefore,
time-based maintenance.

3. If the condition parameters of a significant item cannot be described by a
relevant condition predictor, then the suitable maintenance policy is
inspection-based maintenance

4. For significant items with relevant condition predictors, the most suitable
policy is examination-based maintenance.

A maintenance management approach such as reliability centred
maintenance could be used to select the most applicable and effective
maintenance task for each item in the system

5.9. MAINTENANCE RESOURCES

It is important to stress that the number of activities, their sequence and
the type and quantity of resource required mainly depends on the decisions
taken during the design phase of the item/system. The time required to
perform a maintenance task will also depend on decisions made during this
phase, such as the complexity, testability, accessibility and any special
facilities, equipment, tools or resources needed.

Resources required primarily to facilitate the maintenance process will be
called Maintenance Resources, MR.. The resources needed for the
successful completion of every maintenance task, could be grouped into the
following categories (Knezevic 1997):

1. Maintenance Supply Support, MSS: is generic name which includes all
spares, repair items, consumables, special supplies, and related
inventories needed to support the maintenance process

2. Maintenance Test and Support Equipment, MTE: includes all tools,
special condition monitoring equipment, diagnostic and check-out
equipment, metrology and calibration equipment, maintenance stands and
servicing and handling equipment required to support maintenance tasks
associated with the item/system. Typically, MTE can be divided into two
groups: special to type equipment (STTE) and general (to type)
equipment (GTTE).
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3.

Maintenance Personnel, MP: required for the installation, check-out,
handling, and sustaining maintenance of the item/system and its
associated test and support equipment are included in this category.
Formal training for maintenance personnel required for each maintenance
task should be considered

Maintenance Facilities, MFC: refers to all special facilities needed for
completion of maintenance tasks. Physical plant, real estate, portable
buildings, inspection pits, dry dock, housing, maintenance shops,
calibration laboratories, and special repair and overhaul facilities must be
considered related to each maintenance task

. Maintenance Technical Data, MTD: necessary for check-out procedures,

maintenance instructions, inspection and calibration procedures, overhaul
procedures, modification instructions, facilities information, drawings
and specifications that are necessary in the performance of system
maintenance functions. Such data not only cover the system but test and
support equipment, transportation and handling equipment, training
equipment and facilities

. Maintenance Computer Resources, MCR: refers to all computer

equipment and accessories, software, program tapes/disks, data bases and
so on, necessary in the performance of maintenance functions. This
includes both condition monitoring and diagnostics.

On the other hand, it is important to remember that each task is

performed in a specific work environment that could make a significant

impact on the safety, accuracy and ease of task completion. The main
environmental factors could be grouped as follows:

space impediment (which reflects the obstructions imposed on
maintenance personnel during the task execution which requires them to
operate in awkward positions)

Climatic conditions such as rain/snow, solar radiation, humidity,
temperature, and similar situations, which could make significant impact
on the safety, accuracy and ease of task completion.

Platform on which maintenance task is performed (on operational site,
on board a ship/submarine, space vehicle, workshops, and similar).

5.10. MAINTENANCE INDUCED FAILURES

Whenever the cause of failure is related to the maintenance performed on

the system, we call it maintenance-induced failure MIF. The root cause of
MIF is poor workmanship, which might lead to poor spares or material
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selection, improper use of test equipment, training, working environment etc.
A few examples of maintenance-induced failure are discussed in this section.

In 1991, Nigel Mansell lost his chance of becoming the Formula 1 World
Champion in Portugal when one of the mechanics during a routine tyre
change cross-threaded the retaining nut on the rear offside wheel. The result
was that the wheel overtook the car as Nigel was exiting from the pit lane
and his chance of victory and of the championship ended at that moment.

An airline pilot had a very lucky escape when he was nearly sucked
through a window in the cockpit. The window was removed and replaced
during a recently completed maintenance activity. When the cabin was
pressurised as the aircraft climbed to cruising altitude, the window blew out.
The rapid loss of pressure caused the pilot sat next to the window to be
sucked through the hole. A combination of his size and the quick reactions
of other members of the crew were all that saved him from a certain death.
The cause of the window being blown out was that it had been refitted using
under-sized screws.

In 1983, a new Air Canada Boeing 767 flying from Montreal to
Edmonton ran out of fuel half way between the two at Gimli near Winnipeg.
Although this was not entirely the fault of the refuellers, their
miscalculations in converting between imperial and metric units was the
final straw in an unfortunate sequence of events. @A number of
recommendations followed this incident which should mean that it never
happens again (provided everyone follows the procedures correctly).

A few years ago, a team of “experienced” mechanics thought they knew
how to do a particular maintenance task so did not follow the instructions in
the maintenance manuals. The result was a cost of several million pounds
sterling and a number of aircraft being out of service for considerably longer
than they should have been.

These are extreme examples of what may be considered as “maintenance
induced failures”. They are also ones where it was relatively easy to
determine the cause(s).

One of the major causes for accidental damage to components (from line
replaceable units to parts) is the need to remove them in order to access other
components. Using CATIA and EPIC (or similar systems) can do a great
deal to aid the task of making components accessible and removing
interference provided, of course, the design team are aware of these needs
and their importance to the operational effectiveness of the aircraft.

Fasteners not properly tightened and locked (where appropriate) can
work loose. Similarly, if they are not “captured” then there is a danger of
them being “lost” when undone. If they are inside the engine or engine
nacelle they may be sucked into the delicate machinery almost certainly
causing extensive and expensive damage. Fasteners over-tightened may
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cause distortion resulting in leaks or damage, which may again have serious
consequences. Consistent and sensible use of fasteners can not only reduce
such problems but will also reduce the parts list and hence improve the
supportability of the aircraft.

Some spare parts may be expensive or difficult to obtain. There may be a
temptation to use alternative sources (other than those authorised). In many
cases these may be made from inferior materials or to less demanding
tolerances and quality standards. The use of such rogue parts may result in
premature component failure and, possible, serious damage. Configuration
control and full traceability of parts is an essential element of aircraft safety
but, until practical electronic tagging of all parts becomes available, it will
remain difficult to police effectively.

S.11. MAINTENANCE COST

The world's airlines spend around $21 billion on maintenance, out of
which 21% is spent on line maintenance, 27% on heavy maintenance, 31%
on engine overhaul, 16% on component overhaul and the remainder on
modifications and conversions (M Lam 1995). Repair and maintenance of
building stock in the UK represents over 5% of Gross Domestic Product, or
£36 billion at 1996 [Building maintenance information report 254,1996].
Maintenance and repair costs can be two to three times the initial capital
costs, over the life of many types of buildings.

If one recognises that maintenance is essentially the management of
failure then clearly, this expenditure is primarily the result of poor quality
and unreliability. However, since it is impossible to produce a system which
will never fail if operated for long enough we must consider ways in which
the costs of maintenance can be kept to a minimum whilst ensuring system
availability, safety and integrity.

We have already seen that there are many factors which can affect the
costs of maintaining a system. Whilst the original design will be a major
influencing factor on these costs, the operators and maintainers of the system
can, nonetheless, do much to minimise the cost of ownership by adopting the
most suitable maintenance policies for the conditions prevailing.

5.11.1 Cost of Maintenance Task

The cost of the maintenance task is the cost associated with each
corrective or preventive task, whether time-based or condition-based. The
expected corrective maintenance cost is the total cost of maintenance
resources needed to repair or replace failed items. Similarly, the expected
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preventive maintenance cost is the total cost of maintenance resources
needed to inspect and/or examine an item before failure takes place and to
replace any items rejected. Thus, the total maintenance cost throughout the
life of a systems/product is the sum of the corrective and preventive
maintenance costs and the overhead costs, which consist of all costs other
than direct material, labour and plant equipment. The cost of maintenance
task can be divided into two categories:

5.11.2 Direct cost of maintenance task

The direct cost associated with each maintenance task, CMT, is related to
the cost of maintenance resources, CMR, which are mentioned in Section 9.
This is the cost of the maintenance resources directly used during the
execution of the maintenance task, which is defined as:

CMT =C;+C,+C,+C,+C, +C, (5.11)

Where: C = cost of spare parts, C,,= cost of material, C,= cost of
personnel, C,= cost of tools and support equipment, C,= cost of

facilities and C, = cost of technical data.

5.11.3 Indirect cost of maintenance task

Indirect costs includes as management and administration staff needed
for the successful completion of the task and the cost of the consequences of
not having the system available which is related to a complete or partial loss
of production and/or revenue. It also includes the overhead costs, i.e. salaries
of employers, heating, insurance, taxes, facilities, electricity, telephone, IT,
training and similar which are incurred while the item is in state of failure
(and, of course, not included in the direct costs). These costs should not be
neglected, because they could be even higher than the other cost elements.

Cost of lost production and/or revenue, CLR, is directly proportional to
the product of the length of the time which the system spends in the state of
failure (down time) and the income hourly rate, IHR, which is the money the
system would earn whilst in operation. Thus, the cost of lost revenue could
be determined according to the following expression:

CLR = (DMT + DST)x IHR = DT x IHR (5.12)
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Where DMT is duration of maintenance task, DST is duration of support
task and DT is total down time. Note for systems that are not normally in
continuous operation, the downtime should take account of the proportion of
the time the system would normally be expected to be operational. In
particular, preventative, planned or scheduled maintenance would normally
be done when the system would be expected to be idle and would only count
as “downtime” for any period that the system would be expected to be
operational. Thus, for example, if an airliner is not permitted to fly between
the hours of 21:00 and 07:00 then any maintenance tasks undertaken and

completed during those 10 hours would not affect the revenue-earning
capacity of the aircraft.

5.114 Total cost of maintenance task

The total cost of maintenance task is the sum cost of direct and indirect
costs, thus:

CMT = CMR + CLR (5.13)

Making use of the above equations the expression for the cost of the
completion of each maintenance task is defined as:

CMT =C,+C, +C, +C, +C, +C, +(DMT + DST)x IHR (5.14)

It is necessary to underline that the cost defined by the above expression
could differ considerably, due to:

Adoption of different maintenance policies
The direct cost of each maintenance task
Consumption of maintenance resources

Duration of maintenance task, DMT®, DMT” , DMT"' and DMT*

Frequency of preventive maintenance task, FMT", the frequency of
inspection, FMT" and frequency of examination FMT ©

6. Duration of support task, DST°, DST”, DST' and DST*

7. The expected number of maintenance tasks NMT(T,) performed
during the stated operational length, L. For example, in the case of

e

T
FBM, NMT(T,) = —*—
MTTF
8. Different probability distributions and different values which random
variables
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DMT®,DMT? ,DMT" ,DMT* ,DST*,DST?,DST" and DST®
can take.
9. Indirect costs of maintenance tasks.

Thus, the general expression for the cost of each maintenance task will
have different data input for different maintenance policies, as shown below:

CMT*=C_,+C, +C,+C,+C; +C; +(DMT* + DST ) x IHR*
CMT? =C{ +Cp +C7 +C2 +C7 +CJ +(DMT? + DST?)x IHR”

CMT' =C,,+C, +C, +C,+C; +Cy+(DMT' + DST")x IHR'

CMT* =Cy +C, +C,; +C, +C; +C,; +(DMT"* + DST")x IHR"®
Where: CMT* is related to the cost of each maintenance task performed
after the failure, CMT? is cost in the case of time based maintenance
CMT" is cost of inspection based maintenance and CMT' is cost of
examination based maintenance.
The expected total maintenance cost for a stated time, CMT(T,,), is
equal to the product of the maintenance cost for each maintenance task and

the expected number of maintenance tasks performed during the stated time,
NMT(T,), thus:

CMT(T,) = CMT* x NMT*(T,) + CMT? x NMT?(T,) +

(5.15)
CMT"' x NMT'(T,) + CMT* x NMT*(T,))

5.11.5  Factor Affecting Maintenance Costs
Maintenance cost could be affected by the following factors:

1. Supply responsiveness or the probability of having a spare part available
when needed, supply lead times for given items, levels of inventory, and
SO on.

2. Test and support equipment effectiveness, which is the reliability and
availability of test equipment, test equipment utilisation, system test
thoroughness, and so on.

3. Maintenance facility availability and utilisation.
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4. Transportation times between maintenance facilities.

5. Maintenance organisational effectiveness and personnel efficiency.
6. Durability and reliability of items in the system

7. Life expectancy of system

8. Expected number of maintenance tasks

9. Duration of maintenance and support task

10.Maintenance task resources

In order to reduce maintenance costs, it is necessary that the impact of the
above factors should be reduced and/or controlled.

In calculating the various cost elements of maintenance, it is important to
recognise that facilities, equipment, and personnel may be used for other
tasks. For example, mechanics in the armed forces may be put on guard
duty or provide a defence role when not performing maintenance tasks.
Thus eliminating all maintenance tasks at first line (or O-Level) may not

necessarily lead to a significant reduction in the personnel deployed or,
indeed, in the operational costs.

5.12. AIRCRAFT MAINTENANCE - CASE STUDY

For every commercial airline, maintenance is one of the most important
functions to assure safe operation. Federal Aviation Regulation (FAR)
require that, no person may operate an aircraft unless the mandatory
replacement times, inspection intervals and related procedures or alternative
inspection intervals and related procedures set forth in the operations
specifications or inspection program has been complied with. All aircraft
must follow a maintenance program that is approved by a regulatory
authority such as FAA (Federal Aviation Administration, USA) and CAA
(Civil Aviation Authority, UK). Each airline develops its own maintenance
plan, based on the manufacturer’s recommendations and by considering its
own operation. Thus, two different airlines may have slightly different
maintenance program for same aircraft model used under similar operating
conditions. Aircraft maintenance is reliability centred. It is claimed that each
aircraft receives approximately 14 hours of maintenance for every hour it
flies (R Baker, 1995). Maintenance accounts for approximately 10% of an
airline’s total costs. On average a typical Boeing 747 will generate a total
aircraft maintenance cost of approximately $1,700 per block hour.

Aircraft maintenance can be categorised as:

1. Routine scheduled maintenance.
2. Non-routine maintenance.
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3. Refurbishment.
4. Modifications.

Routine Scheduled Maintenance

Scheduled maintenance tasks are required at determinant recurring
intervals or due to Airworthiness Directives (AD). The most common
routine maintenance is visual inspection of the aircraft prior to a scheduled
departure (known as walk around) by pilots and mechanics to ensure that
there are no obvious problems. Routine maintenance can be classified as:

1. Overnight maintenance.
2. Hard time maintenance.
3. Progressive Inspection.

Overnight maintenance normally includes low level maintenance checks,
minor servicing and special inspections done at the end of the working for
about one to two hours to ensure that the plane is operating in accordance
with Minimum Equipment List. Overnight maintenance provides an
opportunity to remedy passenger and crew complaints (M Lam, 1995).

Hard time is the oldest primary maintenance process. Hard time requires
periodic overhaul or replacement of affected systems/components and
structures and is flight, cycle and calendar limited. That is, as soon as the
component age reaches it hard time it is replaced with a new component.
Most of the rotating engine units are hard timed. The purpose of hard time
maintenance is to assure operating safety of component or system, which
have a limited redundancy.

Progressive inspection groups like time related maintenance tasks into
convenient ‘blocks’ so that maintenance workload becomes balanced with
time and maintenance can be accomplished in small ‘bites’ making
equipment more available. Grouping maintenance tasks also helps better
utilisation of the maintenance facilities. These maintenance task groups are
(detailed information can be found in M Lam (1995) and L R Crawford,
1995):

1. Pre-flight — Visual inspections carried out by the mechanic and the pilots
to ensure that there are no obvious problems.

2. A Check — Carried out approximately every 150 flight hours, which
includes selected operational checks (general inspection of the
interior/exterior of the aircraft), fluid servicing, extended visual
inspection of fuselage exterior, power supply and certain operational
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tasks. During A check, the aircraft is on ground for approximately 8 to
10 hours and requires approximately 60 labour hours.

3. B Check — Occurs about every 750 flight hours and includes some
preventive maintenance such as engine oil spectro-analysis, oil-filter are
removed and checked, lubrication of parts as required and examination of
airframe. Also incorporates A-check. The aircraft could be on ground for
10 hours and will require approximately 200 labour hours.

4. C Check — Occurs every 3, 000 flight hour (approximately 15 months)
and includes detailed inspection of airframe, engines, and accessories. In
addition, components are repaired, flight controls are calibrated, and
major internal mechanisms are tested. Functional and operational checks
are also performed during C-check. It also includes both A and B
checks. The aircraft will be on ground for 72 hours and will require
approximately 3,000 labour hours.

5. D Check — This is the most intensive form of routine maintenance occurs
about 20,000 flight hours (six to eight years). It is an overhaul that
returns the aircraft to its original condition, as far as possible. Cabin
interiors including seats, galleys, furnishings etc are removed to allow
careful structural inspections. The aircraft is on ground for about 30 days
and will require approximately 20,000 labour hours.

A and B checks and overnight maintenance are instances of line
maintenance (performed upon the aircraft incidental to its scheduled revenue
operations), often carried out an airport. C and D checks, however are heavy
maintenance that requires special facilities and extensive labour. The task
intervals for various checks mentioned above could vary significantly. The
recommended time intervals for different aircraft models are given in Table
5.3 (dircraft Economics).

Table 5.3 Different scheduled checks in a commercial aircraft

Aircraft Type A check B Check C Check D Check
Flight hours | Flight Flight Flight
hours hours hours
Boeing 707 90 450 14,000
Boeing 727 80 400 1,600 16,000
Boeing 737-100 | 125 750 3,000 20,000
Boeing 747-100 | 300 3,600 25,000
DC-8 150 540 3,325 23,745
DC-9 130 680 3,380 12,600

Non-routine maintenance refers to the maintenance tasks that has to be
performed on regular basis during checks, but which is not specified as
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routine maintenance task on the job cards of the maintenance schedule.
Non-routine maintenance shouldn’t be confused with unscheduled
maintenance, which is repairs that have to be done as a result of an
unexpected failure such as accidental damage (such as bird strike) to critical
components or a response to airworthiness directives (AD). As the aircraft
age, they require more maintenance due to fatigue and corrosion. The most
significant of these aging aircraft airworthiness directives concerns Boeing
747. The fuselage of the Boeing 747 is built in sections as separate entities
and then assembled during the aircraft production phase. The fuselage is
built in five sections and the points at which these sections are joined are
called the production breaks. Section 41 is the section from the nose to just
aft of the forward passenger entry (Maintaining the Boeing 747, Aircraft
Economics, 1994). The modification of Section 41, which is the area ahead
of the forward passenger doors, requires approximately 60,000-70,000 man-
hours to complete and requires replacement of most of the structural
components (L. Crawford, 1995).



Chapter 6

Maintenance Optimisation

You can see a lot by observing

Yogi Berra

The objective of maintenance optimisation models is to determine the
optimum maintenance tasks that minimise the downtime while providing the
most effective use of systems in order to secure the desired results at the
lowest possible costs, taking all possible constraints into account. The
models can be either quantitative or procedure based such as reliability
centred maintenance [Nowlan and Heap, 1978], age related maintenance or
total productive maintenance.

The widespread application of preventive maintenance has led to
extensive mathematical models in the literature that treat the question of how
preventive maintenance should be scheduled. Mathematical models could be
either deterministic or stochastic. =~ Preventive maintenance tasks are
performed in the belief that they will improve system utilisation. In the
literature the majority of the models, which are used to determine the
optimal maintenance task are often based on some criterion. The most
frequently used criteria for developing maintenance models are:

1. Minimising; maintenance cost, down time and time to repair.
2. Maximising; revenue, profit, time between failure and availability.
3. Achieving required level of reliability and safety.

The development of mathematical models and their algorithm are driven
by the needs for adequate maintenance planning which should provide
optimal solutions to the following question: when should an item be
repaired, replaced, inspected or examined? The mathematical model
provides answer to the above question, based on information available and
the chosen criteria. In many cases the time when a maintenance task is

U. D. Kumar et al., Reliability, Maintenance and Logistic Support
© Kluwer Academic Publishers 2000
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performed could be based on one or more criteria. In order to analyse the
impact of the above criteria and similar measures on the selection of optimal
maintenance task, it is necessary to establish a relationship between them.
This can be achieved by building a model, which could be either
mathematical and/or engineering approach, which defines that relationship
and provide a basis for all the analysis necessary.

The traditional method for modelling preventive maintenance is to model
the relationship between the preventive maintenance interval and the
operating cost per unit time, or the system availability. Example of optimal
preventive maintenance models using different optimisation criterion include
the following work:

e Barlow and Proschan (1975) presented a model to determine the optimal
replacement interval, which was based on minimising the expected cost
per unit of time.

e Kelly (1976) suggested a model using revenue rather than availability as
an optimisation criterion.

¢ Handlarski (1980) proposed a model using profits as an optimisation
criterion.

e Waston (1970) presented a model to minimise downtime per unit time
for a group of components.

e Asher and Kobbacy (1995) proposed the use of a non-homogeneous
Poisson process to model preventive maintenance situation with
increasing rate of occurrence of failure.

o Knezevic (1987) presented a model using required level of system
reliability as an optimisation criterion

However the complexity of modelling preventive maintenance stems
from the difficulty of quantifying the effect of performing preventive
maintenance at different intervals. In fact, most of the mathematical models
assume that the systems behaves either 'as good as new' or ' as bad as old'
after preventive maintenance is carried out, which is seldom true, unless the
whole system is replaced with a new one.

6.1 PREVENTIVE MAINTENANCE AND RELIABILITY

In Chapter 4, we analytically determined the effect of preventive
replacement task on reliability the reliability function by considering the
TTF distribution. We also proved that for the items, which do not wear out,
scheduled replacements do not improve reliability. Indeed they are more
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likely to induce failures. Items subject to failure mechanisms such as wear,
corrosion, fatigue, etc, should be considered for preventive maintenance.

As mentioned Chapter 3, the hazard function could be decreasing,
constant or increasing. If an item has a decreasing hazard function, then
would have a high infant mortality (or it is improving as time progresses)
and therefore, maintenance aimed at restoring it to as new condition is
actually disadvantageous and not advisable. That is, when the hazard
function is increasing, then any replacement will increase the probability of
failure as shown in Figure 6.1a.

Hazard rate

»
I 1 I L

R R2 R3 Operating Time

Figure 6.1a Decreasing hazard and Replacement

If an item has a constant hazard function, then its time to failure has an
exponential distribution. In other words, the probability of failure during the
next time increment remains unchanged throughout the lifetime of the item,
indicating that it is "as good as new" no matter how long it has operated. In
this case preventive maintenance is irrelevant. That is, replacement will
make no difference to the failure probability as shown in Figure 6.1b.

A

Hazard rate
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|

1 ! I
R R2 R3 Operating Time
. Figure 6.1b Constant hazard and Replacement
If an item has an increasing hazard function, then scheduled replacement
at any time will in theory improve reliability of the system. Thus, preventive
scheduled maintenance is worthwhile only if the item has an increasing
hazard function as shown in Figure 6.1c.
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Hazard rate

R R2 R3 Operating Time

igure 6.1c Increasing hazard and Replacement

The effectiveness and the economy of preventive maintenance can be
maximised by taking account of the time-to-failure distributions of the
maintained items and of the hazard function trend of the system. In order to
optimise preventive replacement, it is therefore necessary to know the
following for each item, the time-to-failure distribution, the cost of failure
and the cost of scheduled replacement, and the effectiveness of maintenance
after scheduled replacement.

6.2 OPTIMAL REPLACEMENT TIMES

The optimal replacement time technique applies to systems with
increasing hazard (wear-out condition) only. The costs of wasted item life
due to preventive replacement during routine maintenance is balanced
against the costs of an unplanned repair. It is necessary to establish the time
to failure distribution of the considered item. Then it is possible to balance
the additional cost of an unplanned replacement over the convenience of a
planned preventive maintenance against the cost of giving up some useful
life of the item by replacing it before it fails due to wear-out. This approach
depends on good data collection and analysis to identify the distribution of
the failure (see Chapter 12). Furthermore, this is only effective when the
ration of unplanned maintenance cost to the planned replacement is high.
And it usually applies where there is no redundancy. If this is the case then it
is necessary to calculate: the failure function (i.e. 1- R(#)) in a particular
interval times, the cost of the unplanned maintenance and the cost of planned
replacements during that interval.

The optimal replacement interval, which minimises the sum of the
unplanned maintenance cost and a planned replacements cost, could be
based on the following two replacement policies:
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e Age Replacement
e Block Replacement

There is a huge literature available on the age replacement policies.
Barlow and Proschan (1975) discuss the traditional approach which is to
replace the item at failure or at age T, whichever comes first. Extensions of
this approach have been treated by Pierskalla et. al. (1976), Valdez-Flores et.
al. (1989), Nakagawa et. al. (1983), Berg et. al (1986) Black et. al (1988),
Sheu (1994), Vanneste (1992), Dekker (1994) and many more authors deal
with an optimal age replacement policy where replacement at failure
depends on random cost of minimal repair. These papers provide a fairly
comprehensive chronological review of the research performed concerning
preventive replacement maintenance.

For the age replacement case, an interval starts at time t = 0 and ends
either with a failure or with a replacement at time T, which ever occurs first.
The probability of surviving until time t =T is R(T) thus the probability of
failing is (1— R(T") ). The average duration of all intervals is given by:

MTBF =?R(t)dt (6.1)
0

Thus the cost per unit time is

[C, x (i = R()+C, x R(t)]

- (6.2)
[ R(t)dt
0

where C, is the cost of unplanned maintenance and C, is the cost of a
planned replacement.

For block replacement case, replacement always occurs at time ¢ = T
despite the possibility of failures occurring before # = 7. For this case the
cost per unit time is:

u

CuxD S G Gy
MIBFxT T MTBF T

(6.3)

Note that, since the failure rate is not constant, the MTBF used in the
above equation varies as a function of T.
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6.2.1 Optimal Replacement Under Minimal Repair
Some times it may be required to find the optimal replacement time.
That is, whenever an item fails it is repaired to ‘as-bad-as-old’ and is
replaced at time ¢. Let
C = cost of the item
C, = operating cost per unit of time
C,, = total repair cost
The total replacement cost, 7C,(?), is given by

TC,(t)=C + Cyt + C, H(?) (6.4)

Assume that the time to failure of the item is Weibull, then the total
replacement cost is given by

TC,(H)=C +C,t +C,, (t/n)P (6.5)
The cost of replacement per unit time, 7C,, is given by:

B-1
rc,-Sic, v, (6.6)
t nﬂ

To find the optimal replacement time #, we minimise the unit cost of
replacement by setting d7C,/dt = 0 and solving for z.

drc, ¢C P2
” =—t—2+Ctr><(,B—l)x 77/3 =

0

The optimal replacement time ¢, is given by:

1/
;| Cxn” (6.7)
Cox(B-1)
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Example 6.1

Time to failure of a global positioning system (GPS) follows Weibull
distribution with characteristic life n = 1750 hours and B = 3.5. The total
cost of repair is $800 and the cost of GPS is $20000. Upon failure, the GPS

is minimally repaired. Find the optimal replacement time of the GPS.

R _[20,000 %1750

1/35
=3378.72 hours
800x%2.5

6.3 REPAIR VS REPLACEMENT

Before a system enters service, indeed, when it is still at the concept
stage, it is necessary to consider which parts of the system are going to be
repaired or discarded and where this will be done. Most complex systems
are in some way repairable but there are a few exceptions. Putting satellites,
manned or unmanned, into space requires the use of rockets. In almost all
cases, these rockets are used only once and no attempt is ever made to repair
them. The space shuttle is a major exception. Its two solid fuel boosters are
jettisoned two minutes into the flight and are subsequently recovered from
the ocean and reused up to twenty times, according to Dyson (1992). Their
main rockets form part of the winged orbiter and are also reused. The main
liquid oxygen and liquid hydrogen tank is jettisoned after 390 second and
breaks up on re-entry. The orbiter is expected to return to earth intact, many
of the ceramic tiles which act as a heat shield are lost during re-entry but,
these are expendable.

The part of the system, which has entered a state of failure, can usually
be removed and replaced with a similar part, which is in the state of
functioning. The removed part may then be either repaired or discarded. A
repair may restore the system to a 'same-as-new' but is much more likely to
restore it to a condition, which is only marginally better than 'same-as-old'.
An exception to this may occur when the replacement part is 'newer’ then the
removed one or is an improved design (in terms of reliability). Replacing a
worn tyre on a car will make that part of the vehicle more reliable, but not
the reliability of the car as a whole. Simply changing a worn tyre, even for a
new one, is unlikely to restore the system to a 'same-as-new' condition.

Although most complex systems are usually repairable, they are likely to
reach a stage in their lives when it becomes uneconomical to try to repair
them. An aircraft which has suffered a 'controlled flight into terrain
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(crashes), a car which has hit a wall at high speed, a 20 year old television
set which has blown a (cathode ray) tube may all be repairable (technically).
But, the cost of doing a repair is likely to be higher than the cost of
replacement. In each of these cases, one of the most important factors was
age, the second of course was cost. Age manifests itself in a number of
ways: wear, corrosion, and obsolescence.

The effectiveness of repair plays a major role in deciding whether a
component is repairable or discardable. A repair is classified as ‘as-good-
as-new’ (or ‘same as new’) when the value of the hazard function after repair
completion is the same as that of a new item. If the value of the hazard
function after the repair completion is same as the value just before failure,
the repair is called ‘as-bad-as-old’ or minimal repair (or ‘same as old’). 1If
the value of hazard function after repair completion lies between the 'as-
good-as-new' and 'as-bad-as-old', then it is called ‘imperfect repair’. Figure
6.2 illustrates the three levels of repair effectiveness using hazard function.

same as old >

same as new
Imperfect

repair \

e

Figure 6.2. Repair effectiveness and hazard function

The decision on whether to repair or to replace individual item or
complete systems could be based on the following:

e The age of the item and how does it compare to the expected life or
MTBEF. If the age is well within the life expectancy than the tendency
will be considered repair, if the life expectancy is running out or has
been exceeded the tendency will be replace.

e Spare parts availability. In areas of rapid technological change, repair is
clearly not feasible if spare parts can not be obtained. This may dictate
replacement even when condition assessment indicates repair.

e The trend in maintenance cost. Life cycle cost analysis is useful to
demonstrate the cost benefits within an acceptable period in which
replacement can offer. Apart from maintenance cost, replacement can
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be justified on the ground of other cost savings for example, the saving
in energy cost from the use of a modern high efficiency system.

e Financial constrains which could have a great affect on maintenance
decisions that are related to repair or replace. While system designer
and maintenance engineers may suggest that replacement of an item or a
system is preferable, financial constraint may dictate that a repair is
carried out. It is for this reason that replacement decisions should be
prioritised as being essential, required or advisable.

As mentioned above that, in most cases, the primary reason for deciding
to replace an item instead of repair is based on the cost. The cost of repair
will depend on the following elements.

1. The expected number of failures over the life of the system. The
expected number of failures is computed using renewal function,
M(1), or cumulative hazard function, H(#). Whenever the repair is
‘as-good-as-new’, renewal function is used. If the repair is ‘as-bad-
as-old’, then cumulative hazard function is used.

2. Fixed cost of repair, F,, involve the cost of maintenance facilities,
test and support equipment, training maintenance personnel,
technical manuals etc.

3. Variable cost to repair a failure, C,, involve the labour cost,
transportation and handling etc.

4. The percentage of failures, p (0 < p < 1) that cannot be repaired.
Under such circumstances one has to replace the item.

Assume that ‘C’ represents the cost of the item. The total repair cost under
‘as-good-as-new’ repair policy is given by:

F+M@)xC,x(1=p)+px[C+C,Ix M(t) (6.8)
Replacement cost will depend on the following elements:

5. Fixed cost of replacement, F, involving facilities, test and
equipment, training, technical manuals and inventory costs. Note
that the equipment and skill level required to replace an item will be
much less that the required for repairing an item.

6. Cost to replace an item, C; (personnel cost, transportation and
handling).

Again assuming that ‘C’ represents cost of the item. The replacement
cost is given by:
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F;+[C+Cy1xM(t) (6.9)

It will be cheaper to repair an item rather than replacing it if the
following inequality is true.

F, + M(#)xC, x(1= p)+ px[C+C11x M(t) S Fy +[C+Cy1x M(1) (6.10)

However, many military and commercial organisations decide to repair
rather than discard when the repair cost is less than certain percentage (say
60%) of the replacement cost.

Example 6.2

Automatic flight control (AFC) system costs about $150 000 to buy.
Also it is known that the time to failure of the AFC follows a normal
distribution with mean 1200 flying hours and standard deviation 200 hours.
About 90% of the failure modes of AFC are repairable. However, it will
cost $400 000 towards fixed cost of repair (that is setting up facilities,
equipment, tools etc). Also, on average each repair costs $12 000. Fixed
cost for replacement is $220 000 and each replacement costs $2000. For a
period of 15 000 hours, find whether it is beneficial to repair or replace
assuming that the repair restores the system to ‘as-good-as-new’ state.

SOLUTION:

We have the following information:

Fixed cost of repair, F, = $400 000

Cost of repair, C, = $12 000

Cost of unit part, C = $150 000

Fixed cost of replacement, F,; = $220 000

Cost of replacing the part, C;= $ 2000

Also it is known that the percentage of failures that cannot be repaired is

10%. From the above information, the expected cost of repair for 15 000
hours of operation is given by:
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Total repair cost is given by

F, + M(15000)x C, x 0.9 + M(15000)x 0.1x[C4 + C]

where, M(15000) =)’ @(15000 —nx2000

=l Jn %200

)~12

Substituting the value of M(15000), the total cost of repair is $712 000. The
total cost of replacement is given by

F, +[C +C 1% M(f) =$2044000

The total repair cost is less than that of replacement cost, thus it is beneficial
to repair the item rather than to replace.

6.4 RELIABILITY CENTRED MAINTENANCE

Reliability Centred Maintenance, RCM, has its roots in the airline
industry in the late 1960s in conjunction with the introduction of the Boeing
747. Federal Aviation Administration (FAA4) requirements for maintenance,
resulted in a maintenance plan with a very extensive set of maintenance
tasks. These maintenance tasks were extensive that the airlines probably
would not have been able to operate the 747 profitably. It was becoming
apparent that it was simply not possible to reduce the failure rates of much of
their items using time-based preventive maintenance such as replacements or
overhauls. As a result, the Federal Aviation Authority formed a
Maintenance Steering Group, MSG, consisting operator, manufacturer and
regulator. Their task was to research a maintenance area of particular
importance to various systems, so that a logical and generally applicable
approach could be used for developing maintenance strategies that could
ensure the maximum safety and reliability and provide the minimum
maintenance cost. The decision diagram was developed and presented in
1967 at the AIAA commercial Aircraft Design and Operations meeting.
Subsequent improvements were then embodied in a document on
maintenance evaluation. This document became known as MSG-1. Using of
the technique led to the further improvements, which were, formed a
document known as MSG-2 and finally MSG-3 which were issued in 1970
and 1980 respectively. The commercial aircraft models, Boeing 767, 757,
747-400, 737NG and 777 use MSG-3 methods.
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A major milestone in the history of RCM was a report commissioned by
the United States Department of Defence and United Airlines and prepared
by Stanley Nowlan and Howard Heap (1978). Nowlan and Heap developed
the principles of RCM by looking at the impact of preventive maintenance
on the prevention of the failure and its consequences.

The RCM approach later attracted the attention of the U.S military and
naval aircraft and then became the approved and required method for
defining maintenance programmes for most of Air Force and Army. In the
1980s, observing the cost-benefits form the airline industry, the military and
other industries such as nuclear power, chemical, automotive,
manufacturing, oil and gas, construction etc. who were also faced with
requirements for intensive maintenance programmes, started applying RCM
approach.

Why RCM

During the development of the Boeing 747, batches of the engine aircraft
were tested to determined the failure patterns, the results are display in
Figure 6.2a. The study has established that there are actually six failure
relate patterns as illustrated in Figure 6.2. The most two common failure
patterns show a failure rate decreasing with age before going into a period of
random failure and a totally random failure pattern which represent 82% of
the items. The study also shows that 68% of items start with burn-in, which
drops eventually to a constant probability of failure (note that the
percentages are based on a sample data, and should not be generalised). This
means that after the burn-in period, there is no relationship between
reliability and operating age. In these cases, unless there is an age-related
failure, time-based preventive maintenance do nothing to reduce the
probability of occurrence failure. In fact, it can increase the incidence of
failure by introducing burn-in into otherwise stable systems. Thus, since the
majority of failure patterns do not exhibit pronounced wear-out period,
maintenance responses must be aimed primarily at detecting potential
failures or hidden failures leading to functional failures. For the system,
which exhibits definite wear-out patterns, maintenance responses must also
include removal and replacement of items within a specified age limit but
only after the exact condition is confirmed with inspection or examination.
RCM process was therefore developed on the basis of the following concept:

e There are systems, which do not generally experience a wear-out phase
(indicated by increasing of failure rates). This means, that the hazard rate
of those systems does not change with age. Time-based preventive task
will not prevent such type of failures.
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e Not all failures affect the system function(s) equally. Therefore, the
emphasis in preventive maintenance should be on maintaining important
system functions and must done to mitigate the failure consequences.

4%\ -/ ™| _—

1) Bathtub Curve; decreasing, constant 4) Low failure rate when item is new,
and gradually increasing failure rate quick increase to constant rate

2% J 14%

2) Constant to gradually increasing 5) Constant failure rate
failure rate

| 68% \

3) Gradually increasing failure rate 6) Decreasing to constant failure rate
Figure 6.2a. Patterns of failure

RCM is a systematic approach for selecting applicable and effective
preventive maintenance tasks for each item in a system taking into
consideration failure consequences. Applicable means that if the task is
performed, it will accomplish one of the reasons such as prevent or mitigate
failure, or detect a hidden failure. Effective means that the selected
maintenance task will be the least expensive task. RCM is therefore a
logical process used to determine what must be done to ensure that any
system continues fulfil its intended functions [Moubray, 1997).

RCM ensures that preventive maintenance requirements are based on the
failure consequences of the system and allow it to realise its inherent
reliability. Only applicable and effective maintenance tasks are used to
prevent failures. If an appropriate task does not exist, no preventive
maintenance will be performed. The item will be redesigned to eliminate the
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failure if the failure mode has health or safety consequences. RCM focuses
on the functionality of system in the desired operating environment. By
focusing on the function, maintenance tasks are selected to improve
reliability and availability of the system. The implementation of appropriate
maintenance strategy allows the system to be operated reliably for the full
life cycle of the system.

6.4.1 RCM Process

The RCM process is used to identify system functions, the way these
functions fail, and the consequences of the failures and apply this
information to develop appropriate maintenance tasks to prevent system
failures. The primary objective of RCM is to preserve system functions
taking into account the objectives of maintenance such as minimising costs,
meeting safety and environmental goals and meeting operational goals.
However, the additional objectives of RCM are:

e To eliminate ineffective preventive maintenance tasks

e To focus maintenance effort on failures that may affect health, safety,
environment, economic and operation and any other business related
consequences.
To increase system availability
To ensure system achieves inherent level of reliability
To achieve the above mentioned goals at minimum operation,
maintenance and support costs

The RCM analysis is best initiated during the system design phase.
However, it can be effectively utilised for an existing system as maintenance
planning evaluation and continuous improvement methodology. The RCM
process begins with a failure mode and effects analysis (FMEA), which
identifies the significant system failure modes in a systematic and structured
manner. The process then requires the examination of each significant
failure mode to determine the optimum maintenance task to reduce or avoid
the severity of each failure. The chosen maintenance task must take into
account cost, safety, environmental and operational consequences. The
effects of parameter such as redundancy, spares costs, maintenance
personnel costs, system ageing and condition and repair times must be taken
into account. Figure 6.3 illustrates a typical RCM process. However, the
process to perform the RCM analysis varies somewhat among the
practitioners and the system users around the world. The basic RCM steps,
however, are quite common to all applications. The RCM process comprises
the following steps:
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System selection.

Perform Failure Modes and Effects Analysis (FMEA).

RCM decision logic process. Identification of failure consequences.
Selection of maintenance task.

AW -

5. The above steps are briefly described below.
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Figure 6.3. RCM process
System Selection

All systems in principle may benefits from RCM analysis. However, the
RCM team should start with the systems that they assume will benefit most
from the analysis. The team should also identify the level of assembly
(plant, system, subsystem) at which the analysis should be conducted. They
should always try to keep the analysis at the highest practical indenture level.
The lower the level, the more difficult it is to define performance standards.
Therefore, before a decision to perform an RCM analysis, the following
questions should be asked when selecting the system to analyse [Brauer et al.
1987]:

e Will an improvement in preventive maintenance reduce costs and
improve reliability and safety?
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e Does the current maintenance strategy include a large proportion of
time-based maintenance tasks that could easily be replaced by condition-
based maintenance tasks?

o Is there a known design problem that is causing failures and incur high
maintenance and support costs?

Once a decision to perform the RCM analysis is made and the system is
selected, it is necessary to collect as much relevant data and information as
possible. The data and information that is required to support the RCM
analysis may include:

e Design information including drawings and technical specifications of
the system

e Operating performance of the system such as performance requirements
and operating profile.

e Historical maintenance data form the maintenance management system.
Examples of such data are downtime, cost of maintenance, and all
preventive and corrective maintenance tasks performed on the system.

e Reliability data, such as MTBF, failure rate, preventive maintenance task
frequency.

¢ Support data, such as support costs, level of support, etc.

Failure Mode and Effects Analysis

FMEA is a systematic approach to identify all possible ways in which
failure of a system can occur together with its causes and thus the failure's
potential effect on the system. It is performed to determine how each item in
the system is likely to fail and what will happen if it does. FMEA is
described in details in Mil-Std 1629A. If, as is usually the case, the FMEA
is extended to include an evaluation of the failure criticality- an assessment
of the severity of the failure effect and its probability of occurrence. Thus,

this procedure is the result of two steps which, when combined, provide the
FMECA.

e Failure Modes and Effects Analysis (FMEA)
e Criticality Analysis (CA)

The FMECA activity is an integral part of reliability, maintainability, ILS
and RCM. In this chapter we briefly introduce FMEA to provide
information which is needed to implement RCM. The FMECA will be
discussed in Chapter 11. In general, the objectives of FMEA are to:
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e Assist in selecting design alternatives with high reliability and high
safety potential during early design phase.

e Ensure that potential failure modes and their effects on operational
success of the system have been identified.

e Provide a basis for quantitative reliability, maintainability and
availability analyses.

e Provide historical documentation for future reference to aid in analysis
of field failure and consideration of design changes.

e Assist in the objective evaluation of design requirements related to
redundancy, failure detection systems, fail-safe characteristics, and
automatic and manual override.

¢ Provide data information for the implementation of RCM

Before implementing FMEA and RCM, it is essential that functional
failure is fully defined and understood. Unless the failed state of an item is
defined, it is difficult to determine failure effects, failure consequences and
appropriate maintenance tasks. The definition of failures must be
established at the system, subsystem and possibly even lower levels. There
are two ways in which a failure or the required function can be terminated.
First, the required function is immediately terminated. Such termination
usually occurs suddenly without previous indication of damage and
independent of the age and condition of the item. Secondly, the required
function is gradually terminated due to a change in condition, performance
or any other measurable condition parameters of the item, with possibility to
observe some deterioration before functional failure takes place. The
distinction between the two categories will help in selecting the appropriate
maintenance task.

The FMEA procedure might be termed a "what if" approach in that it
starts at the item level and asks what if this item fails, the effects are then
traced to the system level. The FMEA procedure is carried out and
documented using an appropriate worksheet. Varity of different FMEA
worksheets are in use. A commonly used FMEA worksheet is shown in
Figure 6.4. The following steps are usually completed when performing
FMEA:

Building functional block diagram

Identification of all possible failure modes of each item

Identification of all possible causes of each failure mode

Identification of the effects of each failure mode on the item, on the
subsystem and finally on the system as a whole.

B
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Functional Block Diagram

Prior to the FMEA, it is necessary to gather all the necessary information
on design, operating characteristics, system requirements, description and
definition of the function(s) of a system and its associated items. A function
can be defined as the requirements that a system or an item must accomplish.
Function can be divided into primary function(s) "the main reason why an
item is required" and secondary function(s) "the function(s) which an item
may be expected to accomplish its primary function(s)" [Moubrey, 1997].
The diagram, which represents the major functions that a system performs, is
called a Functional Block Diagram, FBD. The functional block diagram is
constructed by dividing the system into functional blocks. Each block then
further broken down into progressively lower levels of indenture.

System/subsystem/item Page No. of

Date Revision
Indenture Level Prepared By
Intended Use
Ident Item Function Failure Failure Failure Effects Failure Remarks
No functional modes modes detection

LE NHL EE
ident. causes method

Figure 6.4 Typical FMEA worksheet

FBD aims to explain the functions of the system and their
interrelationships and to help visualise the functional relationship of the
various items to each other, to the higher levels of indenture (the system) and
to the end plant. It is also used to develop the relationship and the functional
flow sequence between the primary and the secondary functions and the
inputs and the outputs of each function. The result of this step is a list of
function(s) of each item in the system, which forms the basic information,
required to start the FMEA process.
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Identification of Failure Mode

The second step of FMEA analysis is to identify all possible failure
modes of each item in the system. A failure mode can be defined as the
manner in which an item fails. Many factors such as material of an item, the
way it constructed/manufactured, environmental conditions, and the way it is
operated could have an effect on the way in which the item will lose its

function(s). For example, two items with the same function but made from
different materials, constructed/ manufactured and operated differently will
have different failure modes. The number of failure modes a system can
have depending on the complexity, the operating circumstances and the level
at which it is being analysed. Therefore, the identification of failure modes
is an important step in the development of FMEA and RCM analysis.

Identification of Failure Causes

The cause of failure mode refers to the reasons for the failure mode to
occur. The objective of this step is to identify all the likely reasons why the
failure mode occurred. Since preventing the failure mode means eliminating
or at least controlling its causes, it is therefore necessary that all possible
causes of each failure mode need to be identified. Clearly, the more precise
the description of the causes of failure, the more understanding we have for
deciding how it may be eliminated or accommodated. A failure mode of an
item could be the results of one of many different causes.

Identification of Failure Effects

The failure effects are the impact of each failure mode on the element
function(s). The objective of this step is to identify what happens when each
failure mode occurs. Failure effect answers the question "what is the impact
a failure mode has on an item function(s) and ultimately on the whole
system?" It is necessary to note that failure effects are not the same as
failure consequences, which answer the question "why does a failure mode
matter?" The impact of failure mode on an item function(s) and on the next
higher indenture level (subsystem) and ultimately on the end level (system)
should be identified, evaluated and documented. In this step, the analyst
considers each failure mode and determines the effects that it will have on
the overall system function(s). The general way of identifying the effects of
a failure mode is to assume that no preventive maintenance will be carried
out, which is as if nothing was being done to prevent the failure mode. The
effect of an item failure depends upon the function(s) of the item in the
system. For example, two valves may have the same design specifications
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but the effect of a failure will depend upon what the valve controlling. The
failure mode under consideration may impact several indenture levels in
addition to the indenture level under analysis. The failure effects can be
divided into three levels:

Local effect (Item level): Local effects concentrate specifically on the
impact of a failure mode on the operation and function(s) of the item in the
indenture level under consideration. The purpose of defining local effects is
to provide a basis for evaluating compensating provisions and for
recommending corrective actions.

Next Higher Level (Subsystem level): Next higher level effects
concentrate on the impact of a failure mode on the operation and function(s)
of the items in the next higher indenture level (subsystem) above the
indenture level under consideration.

End effect (System level): End effects evaluate and define the total effect
a failure mode has on the operation, and function(s), of the whole system.
The end effects evaluate the total impact of a failure mode on the function(s)
of the system.

6.4.2 RCM Decision Logic Process

The RCM methodology analyses the consequences of each failure mode,
which are taken from FMEA, and identifies an applicable and effective
maintenance task by using the principle that a maintenance task is worth
doing if its deals successfully with the consequences of the failure mode
which it meant to prevent. RCM is based on decision logic process, which
involves the evaluation of each failure mode for determination of its
consequences and evaluation of each consequence for selection of applicable
and effective maintenance tasks that can prevent the failure mode and avoid
its consequence. The RCM decision logic process is designed to lead,
through the use of standard assessment questions, to the most effective
maintenance task combinations.

Identification of Failure Consequences

Failure consequence answers the question “why does a failure mode
matter?” The identification of failure consequences is the heart of RCM
decision process, because RCM addresses the consequences of failure rather
than failure itself. It is not whether a failure occurs but what happens when
it occurs, which is important to the user and to the business. After the
significant items failure modes have been properly identified through the
FMEA, a series of questions, which are part of the RCM decision process
can be answered. The answers to the following questions determine the
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consequence for each failure and identify which branch of the decision
process to follow during maintenance task evaluation.

1. Can the user detect the failure?

2. Does the failure mode have an affect on health of the user?

3. Does the failure mode have an affect on safety and the environment?

4. TIsthe cost of failure and its consequential damage greater that the cost of
preventing the failure?

5. Dose the failure mode have an affect on the operational performance?

6. Dose the failure mode have an affect on the appearance? In some assets

such as building the appearance consequence could have a big affect on
the business.

The above questions are asked for each failure mode, and the answers
which are in a simple ‘yes’ or ‘no’ format, are recorded on a RCM decision
logic worksheet. An Example of RCM decision worksheet is shown in
Figure 6.5. The answer to the first question will help determine if the failure
is evident or hidden. A ‘yes’ means that the failure is evident, whereas, a
‘no’ means that the failure is hidden. Hidden failures are those failures in
which the user will not be aware of the loss of their function under normal
circumstance without special monitoring. The functional failure of an item
is considered hidden to the operator or the user if either of the following
situations exist [Smith, 1993]:

e The item has a function, which is normally active whenever the system
is used, but there is no indication to the operator/user when that function
ceases to perform.

e The item has a function, which is normally inactive and there is no prior
indication to the operator/user that the function will not perform when
called upon.

The consequence of a hidden failure is an increased risk of a multiple
failure. In high risk plants, protective devices can be installed on systems or
items where hidden failure might occur. Once the hidden failure is
identified, it is necessary to analyse it by providing an answer to the
following question "does the hidden failure have an effect on user health and
safety and the environment? A "yes" answer indicates that the hidden failure
have an effect on user health, safety and the environment. The effect will
result either when the failure occurs or when the function is called upon. A
"no" answer indicates the failure has non-health and safety and the
environment hidden failure consequences, which only involve other failure
consequences such as economic.
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Evident failures are those failures in which the user under normal
circumstances will find out about when they occur The failure
consequences of evident failure could be divided into health, safety,
environment, economics, operations and appearance. The RCM decision
logic for identifying failure mode consequences is shown in Figure 6.6.

This is generally where RCM decision logic structure tend to differ,
because it is often necessary to tailor the structure to suit the particular sector
of industry. For example, the commercial aircraft industry has to give safety
a very high priority. The nuclear power and oil and gas industries have to
give safety and environment a very high priority. The Military may give
equal emphasis to safety as to performance and availability. Other industries
such as manufacturing and construction will primarily be concerned with the
cost within the health and safety legislation. Consequently, RCM decision
logic structure which was developed for commercial aircraft, nuclear power,
oil and gas industries, differ from those found in military standards and also
from the production and construction industries.

The answer to the questions two through six in the decision logic diagram
will identify the consequences of evident failure, which could be one of the
following consequences, which are briefly described below.

Health consequence

This category is for failure modes whose occurrence has a direct effect on
the health of the user and/or those whom their health could be affected by
the failure or if it causes damage which could lead to the breach of any
health regulations. If the second question yields a 'yes' the failure mode is
placed in the health list. A 'no' takes RCM team to the third question.

Safety consequence

This category is for failure modes whose occurrence results in possible
death or harm of a person, either operate or make use of the system and/or
damage or distortion of the system. If the third question yields a 'yes' the
failure mode is placed in the safety list. A 'no' takes RCM team to the fourth
question.

Economic consequence

This category is for failure modes whose occurrence could have an
economical significant effect due to the cost of maintenance, which is the
cost of repairing the actual failure and cost of losing the revenue or
production or unavailability of the system. If the cost of failure and the cost
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of its consequential damage is greater than the cost of preventing the failure
then the considered failure mode has an economical consequence. If the
fourth question yields a 'yes' the failure mode is placed in the economical
consequences list. A 'no' takes RCM team to the fifth question.

Operational consequence

This category is for failure modes whose occurrence could have an effect
on the operational performance of the system or serviceability of a part of
the system. If the fifth question yields a 'yes' the failure mode is placed in
the operational consequences list. A 'no' takes us to the last question of
failure consequences decision diagram.

Appearance consequence

A failure mode has appearance consequence if its occurrence results in
changing the quality of the original cosmetic of an item or a system [El-
haram et al. 1997]. This consequence is for failure modes whose occurrence
affects non-operational performance, but involves user satisfaction.

This type of consequence might be tolerable to some user until the next
target of opportunity arises to restore the item to original appearance
specification, however, in many cases, the appearance of the system or
facility is one of the key functions of running a business. In this case, this
category could lead to operational or economical consequences. If the
answer to the final question yields a 'yes' the failure mode is placed in the

appearance consequences list. A 'no' means that the considered failure mode
has no consequences.

The fact that some of failure mode could hurt or effect the health and
safety of the user, could lead to breach of the environment regulations, or
could lead to economic, operational or non-operational effect does not
necessary mean that they will do so every time they occur. Many failures
occur quite often without doing so. Therefore, one of the most difficult
aspects in determining the consequences is the extent to which beliefs about
what is acceptable vary from one system to another and from one
circumstance to another.
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System’s Failure
Modes

Can the user
detect the
failure?

No

1

Hidden failure

Evident failure

Does the failure
mode have an
effect on the
health?

Does the failure
mode cause
health and or
safety incident?

Health
Consequence

Does the failure
mode have an
effect on the

Health and/or Economic
No safety hidden hidden
consequence

safety or/and

consequence
environment?

Safety
Consequence

Is the cost of
failure greater
than the cost of
preventing the
failure?

Economic

Does the failure
Consequence

mode have an
effect on the
operational

performance?

Operational
Consequence

Does the failure
mode have an effect
on the cosmetic of
an element of a
building?

Appearance No
Consequence Consequence

Figure 6.6. Failure Consequences: Decision Logic

Selection of Maintenance Tasks

Once the consequences of each failure mode are identified based on the
decision logic shown in Figure 6.6 the second part of RCM decision process
is to select the most applicable and cost-effective maintenance task or
combination of tasks which prevent each failure consequence [Anderson
1990]. Generally speaking, all types of maintenance tasks are described in
Chapter 5 could be applied to every failure mode of each item in the system,
but only one task or combination of tasks will yield optimal results. The

RCM task evaluation requires that a task meet both the applicability and
effectiveness criteria to be acceptable.
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Two criteria for selecting maintenance task used in RCM are:

1. Applicability - The applicability of the task depends on the failure
characteristics of an item. Therefore, the applicable task must satisfy the
requirements of the type of failure mode. These requirements are
different for each type of maintenance task. After the applicable task is
selected, the effectiveness of that task in preventing the failure
consequences must be determined. A maintenance task is applicable in
relation to consequences of failure and it should satisfy the applicability
criterion. For example a preventive maintenance task is applicable if it
can eliminate or avoid the failure, or at less reduce the probability of
occurrence to an acceptable level.

2. Cost- Effectiveness - A maintenance task is effective in relation to
economical consequences, which means that the task does not cost more
than the failure it is intend to prevent. The effectiveness could be
evaluated by balancing the cost of performing the maintenance with the
cost of not performing it. The direct and indirect maintenance costs are
described in ChapterS. The effectiveness criteria vary by failure
consequences. Therefore, each type of task must meet the effectiveness
criteria under the consequences of failure.

Effectiveness criteria for health, safety and environment
consequences

For health, safety and environment failure consequences, the
effectiveness criteria requires that the task reduce the probability of failure to
an acceptable level. For hidden failure consequences, the task must reduce
the probability of multiple failure to an acceptable level. In order to assess
the effectiveness of preventive maintenance task, it is necessary to define the
values of acceptable probability of failure, actual probability of failure and
probability of multiple failure. If a task proves not to be cost effective, no
preventive maintenance is required. However, in these cases redesign is
required.

Effectiveness criteria for economic and operational consequences

For economic and operational consequences, the effectiveness criteria is
cost related. For purely economic consequences, a task is effective if it costs
less than the cost of the failure it prevents. For operational consequences, a
task is effective if its cost is less than the combined cost of operational loss
and the failure it prevents. If cost effectiveness can not be determined form
evaluating the failure rate, operational consequences, repair and operating
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costs, an economic trade-off analysis must be performed. This analysis
determines whether a task is cost effective and identifies the optimal interval
at which to perform the task. If a task proves not to be cost effective, no
preventive maintenance is required. However, in some cases redesign may
be desirable.

The RCM team will use the decision logic process, which is shown in
Figure 6.7a and b, to select the most applicable and cost-effective
maintenance task or combination of tasks which will be one of the
following:

Condition-based maintenance

This is an on-condition task designed to monitor the condition of an item
in order to detect incipient failure modes with identifiable condition
parameter(s). It is a task, which could be in a form of a scheduled inspection
or examination that is designed to monitor the performance and/or the
condition of an item in order to detect incipient failure. This task can vary
from visual inspection to more advance inspections using a variety of
condition monitoring tools. For health and safety consequences this task
must reduce the risk of failure to ensure the safe use of system and its
surrounding. For economic and operational this task must be cost-effective,
which means, that the condition-based maintenance cost must be less than
the cost of the failure.

Time-based maintenance

This is a scheduled replacement or reconditioning task in order to retain
an item to satisfactory conditions before a functional failure takes place.
Functional failure is the inability of any system to fulfil a function to a
standard of performance, which is acceptable to the user. This task
performed in accordance with a predetermined plan at regular, fixed interval.
For health and safety consequences replacement at a specified age must
reduce the risk of failure to ensure the safe use of system. For economic and
operational consequences replacement at fixed frequency must be cost-
effective, which means, that the replacement cost must be less than the cost
of the failure it prevents.
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Health and/or safety consequences l

Is an inspection task
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to detect potential
failure both applicable

and cost effective?
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Condition-based oS

task

replacement task to avoid
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and cost effective?

Time-based
task I

Is a combination of

preventive tasks both
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effective?

Combination L.
of tasks Redesign is

required

Figure 6.7a. RCM decision logic for maintenance task selection for
health and safety consequences

Failure-based maintenance

This is a corrective task to restore an item following functional failure. It
is reactive maintenance task performs on item which has ceased to meet an
acceptable level of operational and functional requirements. This task
usually takes place in ad hoc manner response to the breakdown of the item.
This task is most cost-effective for failures, which have no health, safety,
and economic or operational consequences. No pre-determined action is
taken to prevent failure modes, which have an affect on appearance and
failure modes, which effect neither health, safety, environment nor
economics and operations consequences.
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Economic and/or operational
consequences
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) N
Time-based Is a combination of o
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Figure 6.7b. RCM decision logic for maintenance task selection for
economic and operational consequences
Failure finding task

This is a task used to locate hidden failures, which can not be otherwise
detected. Its purpose is to prevent them or at least reduce the risk of the
associated second failure. It is an inspection of a hidden function to identify
any potential failure. Failure finding task is applicable to items, which are
subject to a functional failure that, is not evident to the user.

Redesign

This is an engineering action where no applicable and cost-effective
maintenance task was found. For health and safety consequences, a design
change is required to eliminate the failure mode. For the economic and
operational consequences, a design change may be desirable to reduce the
economic losses. If the design changes is needed for reasons other than
health and safety, a cost and benefits analysis is required, in order to show
the expected cost saving.
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6.4.3 Potential Failure and P-F Curve

In order to determine the frequency of condition-based maintenance task,
it is necessary to identify the potential failure (P) and functional failure (F)
points, which both define the P-F interval. The potential failure point is
defined as the point where the deterioration in condition or performance can
be detected. The functional failure is defined, as the point at which an item
fails to perform it required function. Once these points have been defined,
the interval can be determined by examining the change in the trend of
operational performance or the change in the deterioration mechanisms of
condition parameter. The P-F curve, which is illustrated in Figure 6.8 shows
how a failure starts to deteriorate from the P point, if it is not corrected, it
continues to deteriorate usually at an accelerating rate- until reaches the F
point. The P-F interval can be known as the "lead time to failure" [Rausand,
1998], which is the time between potential failure and functional failure. The
longer the P-F interval the more time one has to make a good decision and
plan actions. Having identified the potential failure point, then two actions
can take place:
1. To prevent the functional failure, depending on the nature of failure

mechanism it is sometimes possible to intervene to repair the existing

item before it fails completely.

2. To avoid the consequences of the failure, in most cases, detecting a
potential failure does not actually prevent the item from failing, but it
makes it possible to avoid or reduce the consequences of the failure.

Potential failure
A
(P)

AN

Condition

Function failure

(F)
4
t

< 5 Time

>
>

P-F interval

&
<

Figure 6.8 The P-F Curve
P-F curves have considerable variation in length from minutes to months
or more which depends on the types of failure mechanism and the speed of
deterioration. Identifying P-F curve will lead to determine the inspection or
examination interval which is shown as ¢ in Figure 6.8, adjust the original
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inspection or examination frequency, organise the logistic resources needed
to correct the potential failure without disturbing operation or mission. For
condition-based maintenance task to be applicable, the P-F interval and the
interval # must be reasonably consistent.

RCM -The team

RCM is cross-discipline exercise, which requires the combined skill from
several disciplines to carry out the analysis. An effective RCM
implementation requires a multi-discipline team effort involving active
participation from the various disciplines such as design engineers, system
analyst, reliability and safety engineers, maintainability and maintenance
engineers, production and process engineers, operators or users and other
people with a specific expertise, for example representative from the
manufacturer. The collaborative team work effort will implement the RCM
analysis steps, which will identify the system functions, the system
performance standards, functional requirements, the failure modes, the
causes and consequences of failures, and finally the most applicable and
effective maintenance tasks to mitigate failure consequences. RCM can be
carried out manually, however this could be time consuming and not cost
beneficial. There are a number of computer software packages available to
carry out RCM. These packages vary according to their ease of use and the
logic that is used.

6.5 AGE RELATED MAINTENANCE

The ideal maintenance plan would be to replace the component just
before it is about to fail. This can only be done if there is a high probability
of being able to detect that the component has started to fail. For a
mechanical component, this requires that there is a high probability that it
will be inspected between the time when a crack first becomes visible and
when the component breaks and, that the inspection process will actually
identify a crack if one is present. Under ideal conditions, i.e. bright new
metal with no oil or dirt contamination, a crack first becomes visible, to the
naked eye, when it is 0.1 mm long. Normally, unless the aircraft engine is
stripped down to part level, inspection has to be done using an intrascope or
boroscope, which can often only see a part of the surface and then may be at
a very oblique angle. The surface being inspected is usually contaminated
and the picture seen through one of these instruments is difficult to interpret.
The conditions under which the inspector has to work may be anything but
ideal; cold, wet, dark, windy, contorted or, even blinded by sunlight.
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RCM is defined as part of the LSA exercise and, by implication, should
use the data held within the LSA record (LSAR) database. This database
holds just one piece of information relating to the time to failure for each
failure mode of each component. This item of data is the “MTBF” - mean
[operating] time between failures. The only (continuous) failure distribution
that can be defined by a single parameter is the exponential distribution. The
unique property of the exponential distribution is that replacing an old, but
still functional, component with a new one does not improve, in any way, the
probability that it will survive the next hour, day or year. To attempt to
overcome this, it has been recognised (by the Department of Defence) that
many components crack and that, if the crack propagation time is reasonably
long, and the components are inspected sufficiently frequently, there is a
high probability of detecting a crack before the component actually fails. In
practice, very little is usually known about the crack propagation times,
neither with respect to their duration or the amount of variance, so it is
almost impossible to determine the probability of detecting a crack given a
routine inspection probability. The effectiveness of inspection - the
probability of detecting a crack given one is present is usually unknown.

The second deficiency is that the exercise is supposed to be done on each
component in total isolation. It is assumed that when the system fails it is
the result of one, and only one, component failing and when it is recovered
only that component which failed is repaired or replaced. Whilst this may be
true for some systems (or subsystems) such as electronic equipment, it is
rarely the case for mechanical ones. Typically, for military gas turbine
engines, over 50% of the modules, which comprise the engine, will be
replaced (known as opportunistic maintenance or on-condition
maintenance). The failure of one component can often cause significant
damage to several other components within the engine. When an engine is
disassembled, it becomes possible to inspect many of the components, which
are otherwise inaccessible. These may be damaged, worn or corroded so
will need to be repaired or replaced. Because it is expensive to remove and
strip an engine, the opportunity will also be taken to replace safety-critical
components, which are nearing their hard life. With aero-engines, it is quite
possible for failed components to go undetected for some time, often until
the engine is removed. Such failures may cause small increases in vibration,
reduction in thrust or specific fuel consumption. These factors may lead to
the engine being run hotter (at higher throttle settings) to achieve the
required performance and hence could lead to more rapid wear/deterioration
of some other components. This effect is difficult to quantify and has not
been considered in this chapter.

The Department of Defence has, however recognised that when engines
and/or modules are reconditioned (usually at Depot level or by the
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contractor), unnecessary work may be done and, parts may be replaced
prematurely. The RCM process attempts to reduce this by requiring that
parts which are unlikely to have failed (based, of course on MTBF!) should
not be inspected for anything other than obvious damage. In particular, parts
that have a protective coating should not be stripped (of that coating) unless
there is evidence to suggest that the coating has been damaged or
compromised. This is based on the engineering maxim “unless it’s broken
don’t fix it” principle.

Hard life (hard time) and soft life are two maintenance concepts used in
aircraft maintenance. Hard life is defined as the age of the component, at or
by which the component has to be replaced. Upon achieving this age, the
system or sub-system containing the given component will be rejected for
subsequent recovery (by part exchange). It is, therefore, age based
preventive replacement. This concept is already in common use with safety-
critical parts such as discs, which can cause the loss of the aircraft if they
burst. Associated with a hard life is usually a minimum issue life (MISL)
which specifies how many flying hours the (safety-critical) part must have
remaining for it to be re-issued - i.e. re-fitted into an engine. The purpose of
the MISL is to reduce the number of unnecessary engine removals and
recoveries that are expensive and, as such, is a purely economical device.

Soft life is the age of the component after which it will be rejected the
next time the engine or one of its modules, containing it, is recovered (age
based opportunistic replacement). 1t is effectively the same as the minimum
issue life except that it can apply to any part (not just those with a hard life)
and it is the age (from new) not the hours remaining to the hard life. Thus the
fact that a component has exceeded its soft life would not be sufficient
reason to ground the aircraft in order to remove the engine whereas this
would be cause for rejection if it had exceeded its hard life.

The cost of a planned arising, one done to replace a component which has
achieved its hard life, is likely to be considerably less than that of an
unplanned arising. Firstly, it can be scheduled at the operator’s convenience
so minimising the disruption to the operation. Secondly, because the
component has not actually failed, there will be no caused or secondary
damage. Offset against this, however, is the fact that the component will
have been replaced prematurely, i.e. it is likely to have lasted for a number
of hours more before it actually failed. This means that, over the life of a
fleet of aircraft, there could be more engine removals and recoveries than
would otherwise have been the case. Given that the cost of a planned arising
is less than that of an unplanned one and, that the probability of an
unplanned arising can be reduced by replacing a given component before it
fails, there may be an optimum age at which the given component should be
replaced. If the cost of a component is relatively small, compared to the cost
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of a Line Replaceable Item (LRI) removal there is likely to be an optimum
value for the soft life. Note that the longer the LRI lasts, between removals,
the more likely the soft-lifed part will fail before the soft-life policy has had
the opportunity to come into effect.

Let
C.i= cost of an unplanned LRI rejection due to component i
Cpi= costof a planned LRI rejection due to component i
C;i= cost of replacing component ; at time ¢

fi(t) = probability density function of time to failure (TTF) for
component i

Ji(®) = probability density function of TTF for LRI (excluding
component i)

T,;= soft life for component i

Tywi= hard life for component i

Using simple probability arguments, one can derive the following
mathematical expressions. The expected costs associated with unplanned
engine removals caused by the given component, E(C; ), is given by:

EC;,)=H(T;)C;,, 0<t<Ty,; (6.10)

where, H(?) is the cumulative hazard function given by:

H(1) = [} h(x)dx = gﬁ Ei;dx = 1 f ;"())C)m 6.11)

For the case when the distribution of the times to failure for component i
are given by a Weibull distribution, W[f3;, n;]

H(t) = (;757)"" (6.12)

Cumulative hazard function, H(#), is used here rather than the cumulative
distribution function, F(¥), as it is assumed that a component which fails
before it reaches its soft life will be repaired to a “same-as-old” state and
hence can fail several times before eventually reaching its soft life. If the
repair restores the component to a “ same-as-new” state then H(#) should be
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replaced by the renewal function with the cumulative distribution function of
TTF given by F{(?).

The expected cost for the period when the component’s age is greater
than its soft life but less than its hard life can be derived in two parts: the
first is when the LRI is rejected before the component and; the second when
the component fails before the LRI. In both cases, the component would be

replaced with a new one so there would be no opportunity of it failing two,
or more times, within this period. The corresponding expression is given by:

E(Cy) =Cyi [ £y~ Fy(0)dt

N for T;; <t <Ty; (6.13)
+Coi = F @) /i)t

In equation (613), fi() is the convolution of fiz) forj = 1, n and i #j
where 7 is the number of components which can cause an LRI failure.
Similarly for Fy(#). The expected cost of a planned LRI removal due to the
component reaching its hard life is given by:

E(Cip) = R(Ty)Cyp,i, for t>T,,; (6.14)

where R(T},;) is the reliability function for component i. If the component
reaches its hard life, the LRI is removed and the component is replaced with
a new one.

Now the total expected cost of maintenance is given by:

E(C)=E(C;,) + E(Cis) + E(C;p) (6.15)

It will be noted that E(C;,) is a function of T; E(C;,) is a function of T};
and 7; and E(C;)) is a function of Tj,;.

If component i causes an LRI removal (fails or reaches its hard life), it
will create an opportunity for the other components that have soft lifing
policies, thus the costs C,; and C,; will depend on these other component
soft lives (and, of course, vice versa). Similarly, there will be an opportunity
to inspect other components for unexpected damage, wear or corrosion, that
may have occurred before the component has reached its own soft or hard
life and hence may avert a failure.

For safety critical components, the hard life is determined by its failure
distribution(s) and is not subject to economic considerations, in the same
way as non-safety-critical ones. However, the soft life, usually referred to as
the minimum issue life or MISL, is based purely on economic considerations
and is subject to the above analysis.
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If a component has several failure modes the whole process gets
somewhat more complicated. It is possible that if the component fails due to
failure mode i it will be repaired to the same-as-old whereas if the cause was
failure mode j (i#/) then the component is replaced or restored to same-as-
new. The component, which failed due to mode i could fail again for the
same reason or fail due to a different (competing) failure mode. The amount
of damage (to other components) may also be significantly different if the
component fails in different ways. As an example of this, a blade can, melt,
if its cooling holes become blocked or, it can break off at its root. If it melts,
the amount of damage to other components is minimal but if it breaks, the
damage can be extensive.

A further complication is that different soft lives (and MISLs) may be
applied at different echelons in the maintenance environment. Typically,
components held (in storage) at the deeper echelons (3™ and 4™ lines) will be
required to have potentially more life remaining (before causing a planned
LRI removal) than those which are held at 2™ line. A typical 2™ line MISL
might be 100 hours whilst the 3 or 4™ line MISL might be 400 hours. This
is generally due to the fact that the 2" line MISL would normally only apply
to modules which have not had to be recovered, i.e. they have simply been
removed for access to other modules which have had to be recovered.
Modules held at 3™ or 4™ line would normally only be there if they have
been rejected and hence would have needed to be recovered. To put it
another way, if a module contains rejected components and hence has to be
stripped and re-built then the marginal cost of replacing a hard or soft lifed
component is relatively low compared to the case when the module is
rejected purely to replace such a component.

6.5.1 Age related maintenance - Case Study on Aircraft
Engine

A simulation program was coded to consider a very simple case in which
the LRI (Engine) arisings are modelled by an MTBF and just one part is
considered for soft/hard life optimisation. The MTBF for the engine should
be adjusted to exclude the failures resulting from this part which is modelled
using a Weibull distribution. No attempt has been made to model either the
maintenance or supply activities - recovery of the LRI is instantaneous and
the component in question is also instantly replaced by a new one every time
it is rejected (for whatever reason). Suppose the MTBF for an engine is 1000
Flying Hours excluding component 1 which has a Weibull time to failure
distribution with scale parameter 5000 hours and shape parameter 3 (i.e.
W([3,5000]).
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Let the cost of an engine failure (and recovery) due to:

an unplanned failure of component 1 (C,;) =100,

a planned rejection of component 1 (C,;) =50

Let the cost of replacing Part 1 (soft-lifed) (C;;) = 10

[Note: the (expected) cost of an “unplanned failure” would include the
cost of repairing the failed component and any others that were either
secondary or found damaged or that had exceeded their soft lives or MISL.
The (expected) cost of a “planned rejection” would include the cost of
replacing the component and any others that were found damaged or that had
exceeded their soft lives or MISL. It would not include secondary damage
because the component had not failed so could not have caused any]

Using Monte-Carlo simulation with 1000 replications of one engine
flying 10,000 Flying hours (FHrs) the following 3 graphs were produced.
The Figure 6.9 shows how the costs vary with hard and soft life. This
indicates that there is no benefit in setting a hard life - all curves are

decreasing monotonically (allowing for random variations) as the hard life
increases.
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Figure 6.9 Cost Vs Hard life Vs Soft life
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Figure 6.10 Recovery cost Vs soft life

The Figure 6.10 shows how the recovery cost varies as the soft life
increases for an infinite hard life. It appears to become asymptotic to a value
of approximately 157,000. Due to run times and the fact there was
considered to be little benefit, soft lives between 4900 and 10000 were not
simulated (hence the straight line).
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Figure 6.11 Number of unplanned engine rejections versus soft life

The Figure 6.11 shows how the numbers of unplanned engine rejections
due to component 1 “Failures” and the number of soft-lifed removals of
component 1 “Soft Lifed” vary with the soft life.

It should be noted that if the engine fails for reasons other than the failure
of component 1, it has been assumed that component 1 is not replaced unless



Maintenance Optimisation 243

it has exceeded its soft life. In practice, there is a certain probability that the
part would be damaged as a result of the primary cause of failure. There is
also a certain probability that the component will be found damaged during
inspection while the engine is being stripped. This may actually be age-
related, unfortunately, we have no data to be able to test this hypothesis.

In this particular exercise, the failed engine was recovered instantly and
continued to operate until it either failed again or achieved 10,000 FHrs. No
attempt was made to model spares or the recovery procedure. In practice,
when an engine fails, it is replaced by a spare (as soon as one becomes
available). The failed engine is stripped to its modules. The rejected
modules are replaced with spares and are sent for part exchange. The fact
that the parts will not need to be inspected, which often involves removing
their coatings, the use of dye-penetration and being re-coated (if found
satisfactory) all by relatively skilled personnel, means additional savings
may be made. Strictly, this only applies to parts that have exceeded their
soft life; as there is no point in inspecting a part if is going to be replaced
regardless. However, if the part has not yet reached its soft life, which from
the graphs is around 1/3 the expected life (1500 versus 4500) there is
unlikely to be any signs of sub-surface damage.

6.6 TOTAL PRODUCTIVE MAINTENANCE

The demand for high quality products at lower costs is driving
manufacturers to shift focus toward equipment management programs.
Leading the way is the Japanese theory known as Total Productive
Maintenance, TPM, which is a proactive equipment maintenance strategy
designed to improve Overall Equipment Effectiveness, OEE. TPM is an
integrated approach to maintenance and production which is developed and
introduced by Japan Institute of Plant Maintenance during 1970’s. Nakajima
(1986) defined TPM as: productive maintenance carried out by all
employees participating through small group activities. According to
Nakajima the concept of TPM includes the following elements:

1. TPM aims to maximise overall equipment effectiveness by eliminating
the major six equipment losses, which are equipment failure, set-up and
adjustment, idling and minor stoppages, reduced speed, process defects
and reduced yield.

2. TPM is implemented by various departments of a company such as
maintenance, operation and production.

3. TPM involves every all employees, from top management to the shop
floor workers.
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4. TPM is based on motivation management through involvement of small-
group activities.

Thus, TPM introduce measures to maximise the overall equipment
effectiveness which is a function of the equipment availability, its
performance efficiency, and the corresponding quality rate taking into
consideration the equipment losses. The OEE, is given as [Nakajima,
(1989)]:

OEE = Avaliability x Performance efficiency x Quality rate (6.16)

where; availability can be expressed as a ratio of actual operating time to
loading time. Thus,

Availability = Loading time — Downtime

— 6.17)
Loadingtime

where; Loading time is the planned time available per a period of time
say day or month for production operations, and downtime is the total time
that the plant or part of the plant is not operating due to equipment failure
or/and set-up and adjustment requirements.

Performance efficiency can be expressed as the product of operating
speed rate to net operating rate, thus.

Performance Efficiency = Net operating time x Operating speed rate

The operating speed rate refers to the discrepancy between the ideal speed
(based on equipment capacity as designed) and its actual speed.

Theoretical cycle time

Operating speed rate =
P &P Actual cycle time

The net operating rate measures the maintenance of a given speed over a
given period. This calculates losses resulting from minor recorded
stoppages, as well as those that go unrecorded on the daily log sheets.
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Actual processing time

Net operating time = —
Operating time

. (6.18)
_ Processed amount x Actual cycle time

Operating time

where; processed amount presents the number of items processed per a
given period of time (day or month), and operating time is difference
between loading time and downtime. Thus

Performance Efficiency = Net operating time x Operating speed rate

_ Processed amount x Actual cycle time o Theoretical cycle time
Operating time Actualcycle time
_ Processed amount x Actual cycle time x Theoretical cycle time

Operating time

Quality rate can be expressed as a ratio of non-defect amount produced to
total amount produced over a given period. Thus,

. Processed amount — Defect amount
Quality rate =

(6.19)
Processed amount

where; the defect amount refers to the number of items rejected due to
quality defects of one type or another. TPM is therefore a philosophy aim to
maximise OEE through the optimisation of equipment availability,
performance efficiency and quality rate.

TPM Achievement

The main contribution made by TPM to maintenance is that it destroys
the barrier between the maintenance department and production department
within a company (Williams et al, 1994). This means, that the operators
have been given a new role, which is not only to operate equipment, but to
monitor the condition of the equipment and prevent it from breaking down.
It also encourages the operator, who is idle to provide first-line maintenance,
to perform simple maintenance tasks. In many industries, the OEE ratio for
equipment and processes is currently running at 50% to 60%; TPM can
effect improvements to the level to 80% or 90% [Willmott, (1989)]. TPM
has made excellent progress in many areas. This include:
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measure and eliminate much of the non-productive time
measure and eliminate specific equipment performance problems and
provide specific tools to use to improve equipment performance

e improve teamwork and less adversarial approach between production
and maintenance

e help operators and maintenance staff to understand how they can
improve the efficiency of the equipment with which they work.
improve work areas around the equipment
aim at zero defects and zero failures.

Noting the above benefits from the application of TPM to the Japanese
manufacturing, many companies in USA, Europe and Asia are being active
implementing of TPM.

6.7 COMPUTERISED MAINTENANCE MANAGEMENT
SYSTEM

It is generally accepted that the main functions of management are
planning, organising, staffing, leading and controlling. These functions
therefore also apply to the maintenance management. Over the recent
decades, the maintenance management, perhaps more so than many other
management disciplines, has undergone significant change. Maintenance
management refers to the application of the appropriate planning
organisation and staffing programme implementation and control methods to
maintenance task and its activities. Maintaining systems involve the
collection of large amount of data and information to record historical
system performance, identify spares, etc. Development of information
systems for improving maintenance management has over the years focused
upon improved means for optimising maintenance. Improving the task
planning, scheduling and execution can enhance the effectiveness of
maintenance work. This may be achieved by integrating control across all
the maintenance tasks and by improving the control over work location,
issue, execution and reporting.

The Key to maintenance work control is information in workload, on the
available resources and plant running conditions. This information is
dynamic, altering continuously due to ongoing changes in the production
requirement, plant performance and work force availability. It is therefore,
difficult and labour intensive to mange this information manually. The
dynamic nature of the situation requires a dynamic response in scheduling,
allocation, issue and feedback [Paulsen et al. (1991)]. Historically this
information has been held in paper based records. Large amounts of paper
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based records can become difficult and expensive to store and analyse, errors
and omissions can then easily take place.

The development of the Personnel Computer has been followed by an
increasing choice of Computerised Maintenance Management Systems
(CMMS) which replaced the paper-based records. The objectives of CMMS
are to provide timely, accurate information that will assist management in
planning, organising, staffing, budgeting and controlling for maintenance. It
also provides a systematic, automated procedure for standardising

maintenance of a system. The structure of CMMS is shown in Figure 6.12.
CMMS generally includes elements such as:

Work orders system
Maintenance task selection (FBM, TBM, and CBM)
Maintenance resources (manpower management, tools and facility
management)
e Spare parts inventory management (Purchasing functions such as
ordering, requisition of materials, etc.)
Data and information management (e.g. equipment history)
Finance and budgeting system
Reporting and documentation

Most of the above mentioned elements of CMMS offer the important
modules that maintenance managers are seeking to assist with the effective
and efficient maintenance management activities. CMMS is designed to
help maintenance departments reduce costly downtime, control expenses,
increase maintenance staff productivity, track spare parts inventories and
costs, effectively deploy available personnel and support equipment,
improve the efficiency of purchasing parts and maintain data required for
reporting and control.

There are many maintenance management systems available from various
vendors. These range from the simple work planning and control systems to
very comprehensive systems with on-line, real time, multi-access, relational
database computer systems which can run on stand alone or main frame
systems. Many companies now own and use a CMMS to good effect with,
in many cases, substantial improvements in maintenance department
efficiency as results. CMMS will administer a preventive maintenance
programme, stock inventory etc more efficiently, more reliably and more
cheaply than a comparable manual system. Companies that have
implemented more advanced maintenance systems have on average achieved
a return on investment of 11 times the programme cost. Maintenance costs
having reduced up to 27%, productivity gains up by 21%, unscheduled
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downtime reduced by 40% and a 74% reduction in system breakdown has
been achieved.

Work Order
System i
Maintenance s Maintenance
Tools and <> <> Manpower
Facilities
Spares & Maintenance System Data &
Material Management «— > Information
Provisioning System System
Maintenance Task A 4 Finance and
Selections Maintenance Budgeting
Report and System
Documentation

Figure 6.12 Structure of Maintenance Management System
Benefits of CMMS

CMMS can improve the effectiveness of maintenance management by
prioritising day-to-day maintenance activities and maintenance scheduling,
procurement and material management along with integration of these
functions with human resources planning and financial management
solution. CMMS could contribute to cost saving through cost effective
management of system and maintenance resources, optimisation of
workflow, improving of integration between various application such as
accounting, planning and document management systems and finally it could
provide information, which is presented in a comprehensive manner, to
maintenance management to make the right decisions at the right time.



Chapter 7
Supportability and Logistics

Think of the end before the beginning

Leonardo da Vinci

Very few systems remain functional throughout their life: aircraft, buses,
cars, ships require repair, replacement; manufacturing plants require
supplies of raw materials maintenance and replacement of worn tools.
When any part of the system changes from state of functioning (SoFu) to a
state of failure (SoFa), the system loses a certain amount of functionality.
Restoration of the system’s functionality is invariably achieved through
maintenance. And, all maintenance activities require support from facilities,
equipment and resources. System failures may be anything from
inconvenient to downright dangerous. Running out of fuel, in a car, may
mean a long walk, in an aircraft, you will be exceptionally lucky if you can
walk. Knowing in advance when a system will require maintenance can
save embarrassment and even lives but, above all, it can save money. From
relatively simple devices such as fuel gauges, oil pressure warning lights,
magnetic oil filter plugs through to highly complex equipment such as
engine health and usage monitoring systems (HUMS), these all play their
part in allowing the operator to decide the best time to perform preventive
maintenance.

Reliability can predict (with varying levels of confidence) when a system
will enter a state of failure. Having done so, maintainability will predict
how long the maintenance tasks, to recover the system, will take. But,
supportability will determine whether it is worth recovering and, if so,
where it should be done and what will be needed to do it. Supportability
engineering is concerned with designing the system so it can be supported at
minimum (life cycle) cost. This will need to take into account what
facilities, equipment and resources will be required to enable the system to
be supported in the most cost effective manner. Support or logistics is the
process of determining what (facilities, equipment and resources) will be

U. D. Kumar et al., Reliability, Maintenance and Logistic Support
© Kluwer Academic Publishers 2000
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needed when and where and making sure these requirements are satisfied to
ensure that the maintenance task can proceed with minimal delay.
Nowadays supportability engineering plays a leading role in the life cycle
considerations of a product because it is recognised as making a
considerable contribution towards the shape of the functionality profile and,
as a consequence, the operational cost. Figure 7.1 illustrates where these fit
within system operational effectiveness.

Function(s]
Performance(s) Functionability
Attributes
Technical -
Effectiveness -
Reliability -
Maintainability Avallablll'(z'_ ]
-
Supportability P
-~ Operational
Design - ~ — Effectiveness
- Operation
- Maintenance
Operation Logistics

Figure 7.1 System operational effectiveness

The most appropriate time to perform supportability analysis is at the
beginning of the life cycle, i.e. the early design stage. At the early design
stage there is a wider choice of option for selecting the best support
alternative and also can make full use of the existing resources. A change at
a later stage of the development cycle might be very expensive. A good
example for successful consideration of supportability comes from the
Boeing Company, which decided to design the cockpits of their latest
aircraft to have the same design and layout. Thus, once a pilot was trained
to fly one of them he or she would not have to visit a flight simulator for any
of the other similar planes. This makes great savings for the customer as the
pilots will be available more often, and also reduce the number of flight
simulators that would have to be purchased or hired (M Turner, 1999).
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Boeing showed supportability considerations quite clearly from the
development of their new 777 aircraft. The Boeing 777 is the largest
aircraft and has 8 doors, it was decided where possible to make them all
common. Boeing achieved about 95% commonality, which will reduce the
number of different spares to be held by the customers.

7.1 SUPPORTABILITY - TERMS AND DEFINITIONS

In this section we introduce various terms and definitions used in
supportability engineering.

7.1.1 Supportability

Knezevic (1993) gives the following definition of supportability:

Supportability is the inherent characteristics of an item related to its
ability to be supported by the required resources for the execution of the
specified maintenance task.

The first important point in the definition of supportability is that
supportability is inherent, i.e. it is a consequence of design whether
deliberate or accidental. It is basically how well the item has been designed
for support. In order to explain the physical meaning of supportability; let us
establish the link between the maintenance process and the additional length
of time during which the item is in SoFa. Thus, supportability can be
graphically presented as shown by Figure 7.2, where T represents the instant
of time when the required support resources have been made available and
the specified maintenance task can be performed.

State of Functioning SoFu
SoFu T

T
Time to i1 Time to
Support (77S) : Maintain

Figure 7.2 Concept of supportability
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The additional time spent in SoFa, due to the performance of the support
task, that is, the time to support, TTS, is a random variable.

The randomness in support time is caused due to the factors listed below:

Maintenance factors: these are related to the management of the
maintenance process, in particular its concept, policy and strategy.

Location factors: the influence of the geographical location of the items,
communication systems, or transport.

Investment factors: these influence the provision of support resources
(spares, tools, equipment, and facilities).

Organisational factors: these determine the flow of information and
support elements.

Thus, the time-to-support random variable depends on the above
mentioned factors, that is:

TTS = f(maintenance, location, investment, organisational factors)

Taking into account the analysis performed so far, it could be concluded
that T7S has an unpredictable nature, being the result of the variability and
complexity of all the influential factors to the restoration process, together
with the provision of support resources. It is therefore reasonable to say that
it is impossible to give a deterministic answer regarding the additional
length of time during which any specific item will spend in the state of
failure. It is only possible to assign a probability that it will happen at a
given instant of time, or that a certain percentage of trials will, or will not,
be completed during a specific time interval.

7.1.2 Supportability Engineering

Supportability engineering can be defined as (Knezevic, 1993):
A scientific discipline which studies the processes, activities and factors
related to the support of a product with required resources for the execution

of specified operation and maintenance tasks, and works out methods for
their quantification, assessment, prediction and improvement.
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Military and aerospace companies have recognised the importance of
information regarding the supportability of their product.

7.1.3 Logistic Delay Time (LDT) or Time to Support (TTS)

The time to support or logistic delay time is defined as the time taken to
restore a system excluding the time taken to perform the maintenance tasks.
Essentially, it is the time spent waiting for facilities, equipment, manpower
and spares. In practice, this time may be made up of number of elements as
the system recovery may require several maintenance tasks, each of which
possibly requiring different facilities, equipment and resources.

7.1.4 Support Resources

The resources needed for the successful completion of every operation and
maintenance task, could be grouped into the following categories:

Supply Support

Test and Support Equipment
Transportation and Handling
Personnel and Training
Facilities

Data

Computer Resources

Each of these categories identified, are briefly described below.
Supply Support

Supply support is the generic name, which includes all spares, repair
parts, consumables, special supplies, and related inventories needed to
support the operation and maintenance processes. Considerations include
each operation and maintenance task and each geographical location where
spare/repair parts are distributed and stocked; spares demand rates and
inventory levels; the distances between stocking points; procurement lead
times; and the methods of material distribution. Supply support factors will
largely be determined by the maintenance policy which addresses such as
depth to which maintenance will be carried out, where this will be done and
what level of system availability is to be achieved (Walsh, 1999).
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Test and Support Equipment

Any equipment that is required to support operation and maintenance
tasks can be classified as support equipment. This category includes all
tools, special condition monitoring equipment, diagnostic and checkout
equipment, metrology and calibration equipment, maintenance stands, and
servicing and handling equipment required supporting scheduled and
unscheduled maintenance actions associated with the system or product.
Most maintenance tasks will require certain types of equipment. These may
include hoists, cranes, general purpose tools (e.g. hammers, screw drivers,
spanners) special tools (e.g. jigs, plug spanners, valve-spring compressors,
star-headed screwdrivers). Test and support equipment may be classified as
"peculiar" (newly designed and/or off-the-shelf items peculiar to the system
under development) or "common" (existing items already in the inventory).
M Turner (1999) mentions that in the 1960's the United States Department
of Defence discovered that millions of dollars had been spent on various
support equipment that was not required. This became the catalyst for the
beginnings of Logistic Support Analysis (LSA). Through such analysis, the
inclusion of every piece of support equipment in the inventory has to be
justified.

Transportation and Handling

This element of support includes all provision, containers (reusable and
disposable), and supplies necessary to support packaging, preservation,
storage, handling, and/or transportation of system, test and support
equipment, spares and repair parts, personnel, technical data, and mobile
facilities. In essence, this category basically covers the initial distribution of
products and the transportation of personnel and materials for operation and
maintenance purposes.

In some cases the failed unit will be already at the facility, in others it
will need to be moved. If the aircraft has lost all of its power, a tug will be
needed to move it off the runway/taxiway to the hanger. Similarly, if the
ship's engine have failed then tugs will be required to tow it to a safe haven,
harbour or dry dock. Aircraft engines are highly prone to salt water
corrosion. If they are likely to be carried by ship then they will need to be
protected from sea spray. They are also quite delicate, in so far as the
external pipework can easily be damaged if knocked. To overcome these
problems, special containers have been designed for some engines (e.g.
Rolls Royce EJ200). If designed correctly, this also has the advantage that
it allows stacking and handling by standard dockyard equipment.
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Personnel and Training

The Personnel required for the installation, checkout, operation, handling,
and sustaining the maintenance of the system (or product) and it’s

associated test and support equipment are included m this category.
Maintenance personnel required for each operation and maintenance are
considered. Personnel requirements are identified in terms of quantity and
skill levels for each operation and maintenance function by level and
geographical location. Formal training includes both initial training for
system/product familiarisation and replenishment training to cover attrition
and replacement personnel. Training is designed to upgrade assigned
personnel to the skill levels defined for the system. Training data and
equipment (e.g. simulators, mock-ups, and special devices) are developed as
required, to support personnel training operations.

At the heart of every maintenance task is the mechanic. This person will
have certain skills but may need special ones for certain tasks. They will
need training both general and specific. For example, in the British armed
forces, three skill levels are identified. Ideally, all the tasks should be
designed to be within the capability of the lowest level mechanic to allow
maximum flexibility, however, this is not always possible. The use of
boroscope, intrascope or endoscopes allows the opportunity to look inside
an aircraft engine or wherever, but it does require skilled personnel
(inspectors/mechanics) to interpret the pictures. Use of video could play
important role in training personnel.

Facilities

This category refers to all special facilities needed for completion of
operation and maintenance tasks. Physical plant, real estate, portable
buildings, housing, intermediate maintenance ships, calibration laboratories,
and special depot repair and overhaul facilities must be considered. Once
the failure has been registered the first maintenance task can start, however,
certain resources will be needed. Firstly, there will be a need for
somewhere to do the work, i.e. a maintenance facility. A facility is a
physical location where maintenance activities can be performed.
Specifically, it is a location which protects both the system and the
maintainers from whatever elements (e.g. wind, sun, rain, snow, sea, sand,
nuclear, biological and chemical contamination, dust or smoke) are
considered likely to be detrimental. Capital equipment and utilities (heat,
power, energy requirements, environmental controls, communications, etc.)
are generally included as part of the facilities. Often, the first level of
maintenance, (e.g. removing an aircraft engine, radar set or car wheel) can
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be done in the open, by the side of runway or motorway, so no facilities, as
such, are required.

Technical Data

Technical data includes all the documented technical procedures in
either electronic or hard copy, system installation and checkout procedures,
operation and maintenance instructions, inspection and calibration
procedures, overhaul procedures, modification instructions, facilities
information, drawings, and specifications that are necessary in the
performance of system operation and maintenance functions are included
herein. Such data not only covers the system but also the test and support
equipment, transportation and handling equipment, training equipment, and
facilities.

Computer Resources

This facet of support refers to all computer equipment and accessories,
software, program tapes/disks, data bases, and so on, necessary for the
performance of system operation and maintenance functions. This includes
both condition monitoring and maintenance diagnostic aids.

7.1.5 Arising

An arising is any non-trivial event that causes the state of the system to
change from functioning to failure. An arising may be routine or non-
routine, planned or unplanned, predictable or unpredictable, age-related or
non-age related.

Planned Arising

Planned arising refers to an event when an item with age related failure
is replaced to avoid any deterioration in system characteristics. Turbine
discs in aircraft engines are given 'predicted safe cycle lives', which defines
the maximum number of stress cycles a disc can be subjected to before it
has to be replaced. Typically, this is about a 1/4 of its expected time to
failure (MTTF). By knowing the age at which the disc has to be replaced, it
should be possible to predict, with a reasonable level of confidence when
the engine will be needed to be removed so resources can be made available
in a timely manner.
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Unplanned Arising

Components may fail due to non-age related external factors such as a
stone being thrown up from the road and cracking the windscreen, a nail
puncturing a tyre, a bird being ingested by an engine etc. These events
might result in an unplanned arising. Age-related failures also can result in
unplanned arising, however this can be reduced by planned maintenance.

On Condition Arising

A lot of maintenance actions are done as a result of
inspection/examination which may, may not, be routine. Some of these will
cause the system to enter a state of failure whilst many are likely to be
identified whilst the system is already in a state of failure. The former
becomes unplanned arisings the latter come under the category of
opportunistic maintenance.

7.2 SUPPORTABILITY MEASURES

The support task, whose main objective is provision of the support
resources required for the performance of the specified maintenance task,
can be considered as a random variable, called Duration of Support Task,
DST, as (or time to support, TTS). Since it is readily accepted that a
population of supposedly identical items experience states of failure for
different lengths of time, it follows that the ability of the system to be
supported can only be described in probabilistic terms.  Hence,
supportability is fully defined by the random variable DST and its
probability distribution.

The most frequently used supportability measures are:
1.Supportability function,

2.DSTp Time,

3 Expected time to support,

A brief definition and description of these characteristics follows.
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Supportability Function

The cumulative distribution function of the random variable, DST, which
represents the probability that it will have a value equal to or less than some
particular value, say a, F(a) = P(X <a), is called the supportability function.
At any instant of time ¢ the supportability function presents the probability
that the required support resources will be provided before or at the
specified instant of time, , thus:

S(t) = P [support resources will be provided before time t]
t
S(t) = [s(t)dt (7.1)
0

where, s(2) is the probability density function of support process.
DSTp Time
This is the length of time by which required support resources will be

provided for a given percentage of demands. DST, time can be
mathematically represented as:

t
DST, =t —> for which S(t)= J(; s@)dt=p (7.2)
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Figure 7.3. DSTp Time

The most frequently used DSTp is DSTgp, which presents the length of
time during which 90% of support tasks will be completed, as shown in
Figure 7.3.
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t
DST,, =t —> for which S(t) = [s(t)dt = p = 0.90
0

Expected time to support

The expected value of the random variable DST can be used as another
measure of supportability, thus:

E(DST) = Oj?t x s(t) dt (73)
0

This characteristic is also known as Mean Time to Support, MTTS.

Example 7.1

Assume that the duration of support task for restoring a weather radar
follows Weibull distribution with scale parameter 1 = 24 hours and 3 =2.7.

1. What is the probability of providing support resources within the

first 18 hours?

2. What is the length of support time by which required resources will
be provided in 90% of the cases?
3. What is the Mean Time to Support?

SOLUTION
1. P(DST<18) =S(18)

For Weibull distribution,
18,7
S(18)=1- exp(—(—z—z) )=0.3686

That is, less than 40% will be satisfied within 18 hours.

2.85(1) =09

That is, 1 — exp(—(—z%)”) =0.9=¢=24x{In[1/0.1]}"'*" =32.68
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That is, to be 90% confident one should allow nearly 33 hours.

3. MTTS for Weibull distribution is given by (using Gamma Table, or
using the function EXP(GAMMALN(1+1/B)) in EXCEL)

MTTS =nxT(1+1/B)=24x0.889 =21.33 hours

7.3 RECONDITION

Whereas repair may be considered to be minimum needed to restore a
component to a state of functioning, reconditioning, is defined as that which
is necessary to restore the system to an as-good-as-new. Short of replacing
a component with a new one, reconditioning will seldom restore it to a truly
as-good-as-new state.

Typically, reconditioning is applied to assemblies rather than to piece
parts. In this case, the restoration is usually achieved by replacing rejected
parts with new ones. A possible exception would be if the windscreen of a
car has been broken in an accident. In this case, an undamaged windscreen
taken from a similar car that has been scrapped will have very nearly the
same life expectancy as a new one. This is because the vast majority of the
failures of windscreens are unrelated to its age.

Aircraft engines are usually recovered by module exchange. The engine
is disassembled to a depth necessary to access (and replace) any rejected
modules. The rejected modules are sent to a workshop for recovery (by part
exchange). In the meantime, the engine will be rebuilt with spare modules.
These will either be new or as a fleet of aircraft ages, with modules
previously recovered by part exchange. Unless new ones replace all of the
modules, the engine cannot really considered as reconditioned (according to
the definition above). Similarly, unless all the parts have been replaced with
new ones in any given module, that module has also not been reconditioned.
In practice, the term recondition is used to define a module recovery in
which one, or more, of the lifed parts has been replaced because they have
been due for replacement. The implication is that none of the other parts
have age-related failures, or at least, these failures are not the primary
causes of rejection. In practice this is often not the case.
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7.4 OBSOLESCENCE

Obsolescence plays a crucial role in logistic support, specially, when it
comes to forecasting spare parts requirement. Any overstock with potential
obsolescence would result in heavy loss of capital investment. In the early
days of television, the broadcasting was 405 lines in black and white, today
it is 625 in colour, tomorrow it will be digital (already sold in the market)
and one day it will probably be in 3-D. The original phonographs used
cylinders as their recording medium. These were later replaced with
circular disks. The early version operated at a speed of 78 rpm and discs
were generally 10 inches in diameter and normally played about 2 minutes
per side. Later the speed was reduced to 45 rpm and the size to 7 inches in
diameter but the duration remained approximately same. Next extended
play (EP) and long play (LP) records were introduced. The former squeezed
more grooves onto the same 7 inch 45 rpm disc to give up to 10 minutes per
side. The LP however, increased the size to 12 inches (with some 10
inches) and reduced the speed to 33 1/3 rpm to give around 30 minutes per
side. At the same time the record player has been developing, tape
recorders, cassette players and now compact disc (CD) players have also
been developed. A major disadvantage of the record player was that it was
bulky and very sensitive to movement. The discs were also susceptible to
damage (scratching and warping). The tape recorder had the major
advantage that users could not only play pre-recorded tapes but could make
their own recordings from radio, other tapes, records and of their own
sounds. With the advent of the transistor, it became possible to produce
easily transportable tape recorders, indeed, today's players will fit easily into
a pocket. Next came the compact disc that uses laser technology and record
digitally. The discs are approximately 5 inches diameter (although smaller
ones are produced), single sided and will hold up to 75 minutes of music.

These are just some examples. At the turn of the 20th century no heavier
than air machine had flown. At the start of World War II, no one in the
British government, at least, could see any benefits in developing the jet
engine, now almost every aircraft is powered by them. At the end of the
same war, it was thought the market for computers would be two or three
per country, now millions of people use them everyday. In 1970, the British
Steel Corporation owned one of the first 'portable' computers, it filled the
whole of a ten ton lorry and had a tiny fraction of the memory power of one
of today's computers that will fit into the palm of the hand.

At a somewhat more mundane level, it has been said no two RB199
engines (which power the Panavia Tornado) were built the same due to the
speed of developments and modifications to parts. This is perhaps not too
critical during the production phase but, when it comes to deciding how
many spares to hold, it becomes a major consideration.
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7.5 LEVEL OF REPAIR ANALYSIS

Level of Repair Analysis, LORA, is a systematic procedure to determine
the cost of alternative maintenance options and maintenance levels, taking
into account spare parts, support equipment and manpower cost [Blanchard,
1992]. LORA determines the alternative maintenance tasks at different
maintenance levels. Maintenance task complexity, manpower skills-level
requirements, frequency of occurrence, special facility needs, economic
criteria etc., dictate to a great extent the selection of specific repair task to
be accomplished at each level. Each option reflects the characteristics of
system design which is evaluated in terms of effectiveness criteria such as
availability, reliability, maintainability, supportability, Life cycle costing
etc. The maximum benefits in implementing LORA4 is obtained by
performing it at the early stages of system design and use the analysis to
change the design accordingly, to prepare maintenance plans and to
determine logistics resources allocations.

Level of repair analysis technique can be used to decide whether an item
should be repaired or discarded and if repaired, to find the location where
repair or discard will be performed. Whenever a system fails, the faulty
LRU is isolated and replaced with a spare LRU if available. The removed
LRU may be discarded or repaired. If it is decided to discard a LRU, then
all the SRUs within the LRU are also discarded. If the LRU is repaired, each
LRU or SRU may be repaired at intermediate or depot level. The repair of
LRU is carried out by replacing or repairing the consisting SRUs.
Maintenance or repair levels in LORA are determined for each item to be
organisational level (15t line), intermediate level (20 [ine), depot level (3rd
line) or 4th line (contractor). Obviously, each of these decisions has a
different economic impact. LORA attempts to find the best combination of
repair/discard decisions and the maintenance level that minimise the total
support cost. For example, if an item is recommended to be repaired by the
manufacturer, then there is no need to procure logistic support resources
such as test and support equipment, facilities etc. However if the repair is to
be carried out by the operator, then the operator needs to procure all the
support resources required.

The following optimisation model is a refinement of the model presented
by Barros (1996), by considering the impact of expected number of failures
on LORA optimisation.

The optimal repair/discard decisions for a system can be derived using 0-
1 non-linear programming formulations. Let,



Supportability and Logistics 263

N = The total number of indenture level for the system under
consideration.

nj = Number of components at the indenture level j.

K = Total number of repair options.

MyT) = Expected number of failures for item i during the
cumulative
Life (7) of the fleet.

FCyj; = Fixed cost associated with repair option 7' for item i/ at the

indenture level ;.

VCy,jj = Variable cost associated with repair option 'r' for item i at
the Indenture level ;.

if repair option r is selected for item i at
Z,5;= indenture level j

0, otherwise

if repair option r is for item i at
1,
Vrij = indenture level j requires fixed cost

0, otherwise
The objective function for the optimisation model is given by:

Minimise:

nj
2 2, VC, ; xM;(T)+ FC, ; ;y,; ;] (7.4)
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Subject to the constraints:

k . .

Y zp;;=1i=12,..,m;j=12,..,N (7.5)

r=1
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Fori=1,2, ...,nj,j= ,2,..,N,»r=1,2, ..,k

Zrij S Zrij-l (7.6}
Zy4j 22 j-l (7.7)
Zr,i,j = 0,1 (7.8)

The objective function (7.4) tries to minimise the support cost associated
with different repair options over the expected life of the system. Constraint
(7.5) makes sure that only one repair option is selected for each component
in the system. Constraint (7.6) and (7.7) controls the decisions at the higher
and lower indenture levels. That is, if an LRU is discarded upon failure,
then all the consisting SRUs are discarded. If an SRU is repaired at lower
maintenance level, then the LRU in which the SRU is enclosed is also
subject to repair. The above optimisation problem can be carried out by

variety of special purpose software or using general purpose software such
as SOLVER of EXCEL.

7.6 TESTABILITY, INSPECTION AND DIAGNOSTICS

Good troubleshooting is nothing more than good deductive reasoning.
At the centre of that reasoning is a careful collection and evaluation of
physical evidence. Unfortunately, many aircraft devices use computer chips
to provide a function formerly fulfilled by substantial mechanical parts or
subsystems. Consequently, troubleshooting in the traditional sense of
searching for physical evidence of failure is hindered. You can’t
troubleshoot a computer chip by looking for physical evidence of failure. A
broken chip does not look any different than a healthy one. Although it can
be argued that broken chips occasionally make smoke, evidence of
malfunction is seldom readily apparent. Broken chips do not leak, vibrate,
or make noise. Bad software within them does not leave puddles or stains
as evidence of its misbehaviour. Ones and zeros falling off the end of
connector pin are difficult to see.

( J Hessburg, Chief Mechanic New Airlines, Boeing)
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Testability is the characteristics of a system that governs the extent to
which the system supports fault detection and, once found, fault isolation
down to a particular component of the system. Before a system can be
recovered we must first be able to determine that it does, indeed, need to be
recovered. The problem is to decide when a system's state changes or better
still, is about to change from a state of functioning to state of failure. Most
maintenance is actually done before the system stops working. It is more
likely to be done at the convenience of the operator or following a warning.

In this section we look at some of the ways system designers can help the
operators prevent failures by forewarning the users that the system is about
to enter a state of failure unless some form of preventive maintenance is
carried out. These ranges from simple gauges found in almost all vehicles
through to complex built-in test equipment to the need for data entry
checking in software. To provide overall system operational effectiveness,
consideration must be given to providing the proper test and inspection
capabilities in the basic equipment design. Testability must be established

within the early design stage for effective support and minimum life cycle
cost.

7.6.1 Built in Test (BIT)

The objective of any system designer should be to design-in most cost-
effective approach to support for his product. This can be achieved by
including a self-test mechanism in the design of the product. The
requirement for built-in test is included in many avionics systems. Built in
test (BIT) provides monitoring and fault detection capabilities as an integral
feature of system design. Advanced BIT sub-systems are processor
controlled and are fully isolated by hardware interlocks from the safety
critical parts of the system. All faults are identified to the BIT subsystem
and the LRU (line replaceable unit) responsible identified. Fault isolation
can be accomplished locally or remotely following menu driven software
prompts. As technology advances to increase the capability and complexity
of modern systems, there is a necessity for the use of automatic failure
detection capability. The need for BIT is driven by operational availability
requirements, which do not permit the lengthy duration of maintenance
activities associated with detecting and isolating failures in electronic
equipment. Also, a well-designed BIT system can substantially reduce the
need for highly trained maintenance personnel. The performance measures
for BIT are:

1. Percentage detection, BPDp, the percentage of all faults or failures
that the BIT system detects.
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2. Percentage isolation, BPIp, the percentage of detected faults or
failures that the system will isolate to a specific level of assembly.

3. Percentage of false alarms, BPFRp, is the percentage of BIT
indicated faults where no fault is found to exist.

4. Percentage of false removals, BPFRp, is the percentage of units that
removed as indicated by BIT whose condition was found to be
satisfactory at the higher maintenance level.

5. Automatic fault isolation capability, AFIC, is the percentage
isolation and detection, that is

AFIC = BPD , x BPI,, (7.9)

The percentage of false alarms is a difficult parameter to measure
accurately because initial fault detection followed by an analysis indicating
that no fault exists can be due to several possible events such as

1 The BIT system erroneously detected a fault.

2 An intermittent out-of-tolerance condition exists somewhere.

3 A failure exists but cannot be readily reproduced in a maintenance
environment.

The percentage of false removals can be a more difficult problem to
address, because it may be caused by the following events.

1 Incorrect BIT logic.

2 Wiring or connection problems which manifest themselves as faulty
equipment.

3 Improper match of tolerances between the BIT and the test equipment at
the next maintenance level.

The resolution of each type of false alarm and false removal requires a
substantially different response. From a supportability point of view, false
alarms often lead to false removals creating unnecessary demands on supply
and maintenance. Another concern is the fact that false alarms and
removals create a lack of confidence in the BIT system to the point where
maintenance or operations personnel may ignore certain fault detection
indications. The specification of BIT performance must be tailored to the
specific system under consideration as well as the available funds and, most
importantly, the mission requirement. This tailoring activity must include a
comprehensive definition of BIT capability based upon the figures of merit
presented above.
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The design of BIT is based upon two assumptions regarding the
reliability of the basic system, accurate identification of failure modes and
correct estimation of the frequency of occurrence of the failure mode.
However if either of the assumptions is proven incorrect by test or
operational experience, the resultant BIT performance is likely to be
inadequate or at least less effective than anticipated. The development of
BIT and diagnostics has traditionally been an activity that has
chronologically followed basic system efforts.

Example 7.2

A system has five line replaceable units (LRU) with the BIT and system
performance characteristics as mention below:

Mean Time Between Failure of the system: 50 flying hours.

Total mission duration: 5000 flying hours.

Percentage detection: 90%

Percentage isolation: 90% (to LRU level)

False alarm rate: 5% (of all BIT indications)

MTTR (with BIT): 2 hours (includes all failures which have been both
detected and isolated).

7 MTTR (non BIT): 5 hours (includes failures which have not been
isolated but may have been detected)

AN N AW

Making use of the above information determine:

The expected number of failures during 5000 flying hours.
The expected number of failures detected by BIT

The expected number of failures isolated to an LRU.

The automatic fault isolation capability (4FIC).

B R S

SOLUTION

5 The expected number of failures, E/N(?)], during 5000 hours is given by
(since we have only the MTBF value, we will assume exponential time-
to-failure distribution)

E[N@)] = T/ MTBF = 5000/50 =100 failures

6 Expected number of failures detected by BIT is
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E[N(5000)]x BPD, =100x 0.9 = 90

7 Expected number of BIT isolation is the product of isolation percentage
and the expected number of failures detected by BIT. That is, 90 x 0.9
= 81 failures.

8 AFIC = BPD,x BPI ,(at LRU level) =0.9x0.9 = 0.81

7.6.2 Built-in-Test-Equipment (BITE)

Built in test equipment, commonly known as BITE, refers to the part of
the system which performs the built-in test function. In most digital
avionics the equipment part of BITE includes some hardware and much
software. Typically, the system to be tested is connected to BITE through
an interface unit. This is basically a routing system so that the stimu<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>