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Preface

The 28th EARSeL Symposium and Workshops 

“Remote Sensing for a Changing Europe” 

Istanbul, Turkey, 2–7 June 2008 

Merhaba, 

After Voss (Norway, 1981), Igls (Austria, 1982), Brussels (Belgium, 1983), Guildford (UK, 1984), 

Strasbourg (France, 1985), Lyngby (Denmark, 1986), Noordwijk (Netherlands, 1987), Capri (Italy, 

1988), Helsinki (Finland, 1989), Toulouse (France, 1990), Graz (Austria, 1991), Eger (Hungary, 

1992), Dundee (UK, 1993), Göteborg (Sweden, 1994), Basel (Switzerland, 1995), Malta (1996), 

Lyngby (Denmark, 1997), Enschede (Netherlands, 1998), Valladolid (Spain, 1999), Dresden 

(Germany, 2000), Paris (France, 2001), Prague (Czech Republic, 2002), Ghent (Belgium, 2003), 

Dubrovnik (Croatia, 2004), Porto (Portugal, 2005), Warsaw (Poland, 2006), and Bolzano (Italy, 

2007), the EARSeL family met in a city where the continents meet. The ‘28th EARSeL Symposium 

and Workshops’ with the title ‘Remote Sensing for a Changing Europe’ took place in Istanbul, 

Turkey on 2–7 June 2008. Both the symposium and the accompanied two workshops were hosted 

by the Remote Sensing Division of the Istanbul Technical University (ITU) at the Süleyman 

Demirel Convention Center in the ITU Maslak Campus. The Symposium was chaired by Prof. Dr. 

Derya Maktav, Head of ITU Remote Sensing Department and co-chair of EARSeL SIG Urban 

Remote Sensing, and Prof. Dr. Rudi Goossens, Head of EARSeL. The Turkish Chamber of the 

Cadastre and Mapping Engineering, and the Scientific and Technological Research Council of 

Turkey (TÜBİTAK) also supported the meeting.  

Technical presentations were on all fields of geoinformation and remote sensing, and especially 

on: 

• Geoinformation and remote sensing 

• New sensors and instruments 

• Image processing techniques 

• Time series analysis, data fusion 

• Imaging spectroscopy 

• Urban remote sensing, land use and land cover 

• Radar remote sensing, LIDAR 

• Land degradation and desertification 

• Hydrology, land ice & snow, coastal zone 

• Forestry, agriculture 

• 3D spatial analysis 

• World heritage 

The meeting welcomed 220 registered participants from all over the world. Eighty papers were 

presented during the symposium (2–5 June) at the 21 oral sessions including the three special 

sessions. As well, 60 papers were presented at the poster sessions which were also presented during 

two ‘oral communications’ sessions where the authors had the opportunity to present their poster 

papers for 4–5 minutes and invite the participants to visit their posters for detailed information. The 

ITU Süleyman Demirel Convention Center with one conference hall, one senate hall and four 

workshop rooms served for the event. 

In addition to these topics, the symposium also included three special sessions: 
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The special session ‘ASTER’, jointly held by ASTER and EARSeL, included applications of 

ASTER, such as the usefulness of thermal remote sensing images in the study of wet permafrost, 

and crop and water monitoring at the scale of a small agricultural region from ASTER data. 

“SPOT” special session, jointly held by SPOT and EARSeL, focused on the new ASTRO-

TERRA mission; a global database designed to build consistent and accurate geospatial datasets; 

assessing agri-environmental impact in the French West Indies and French Guyana; and the opera-

tional use of SPOT imagery for population and housing census in Africa.  

The third special session ‘Seismic Geohazards’ chaired by Freek van der Meer, chair of the SIG 

Geological Applications, integrated valuable presentations on ASTER and geohazards; evaluation 

of the damaged provoked by seismic events through teledetected imagery; application of an inte-

grated airborne hyperspectral and lidar dataset in resolving the frequency and intensity of earth-

quakes; predicting topographic aggravation of seismic ground shaking by applying geospatial tools; 

and tropical volcanic islands, coastal landslides and tsunami risk. 

To encourage the establishment of two new SIG’s, “Remote Sensing for Archaeology and Cul-

tural Heritage” (3 June) and “Thermal Remote Sensing” (4 June), in addition to the already existing 

14 SIG’s, two lunch meetings were organized where the chairmen had the opportunity to advertise 

their new groups. 

The ‘SIG on Remote Sensing for Archaeology and Cultural Heritage’, co-chaired by Dr. Rosa 

Lasaponara and Dr. Nicola Masini (Italy), addressed the researchers interested in the application of 

active and passive remote sensing technologies (ground, aerial and satellite) and in the information 

technologies for archaeological investigation, protection and valorization of cultural heritage.  

Dr. Claudia Kuenzer of the German Remote Sensing Data Center, DFD of the German 

Aerospace Center, DLR presented the newly founded ‘SIG on Thermal Remote Sensing’. About 

20 participants joined the lunch meeting and presentation, during which the goals of this new SIG 

were introduced. SIG-TRS envisages bringing the thermal community among the EARSeL 

laboratories closer together, and promoting a platform for exchange about methods, applications, 

new sensors and in-situ approaches in the field of thermal remote sensing.  

The ITU-Center for Satellite Communications and Remote Sensing (ITU-CSCRS) where we 

had the technical visit, is located at the ITU Maslak Campus and is one of the foremost institutions 

around the world with a highly capable ground receiving station unit. It is the first center estab-

lished in Turkey to conduct application oriented projects in remote sensing and satellite communi-

cations technologies and to serve national/international civil/military companies in their research, 

development, and educational activities. CSCRS has the capabilities of acquiring images from re-

mote sensing satellites, processing data, and sending the products via satellite links to resident and 

foreign users. The station can receive images of the Earth’s surface within a radius of 3000 km, 

which covers from Sweden to Sudan, and England to Kazakhistan. In the center the data acquired 

from SPOT-2, SPOT-4, RADARSAT-1, ERS-2, NOAA-11, NOAA-14, METEOSAT satellites are 

archived, formatted and processed with state-of-the-art technology.  

After the technical visit at ITU-CSCRS on 2 June the icebreaker party of the symposium was 

organized in the same place on the same day. 

In addition to the technical meetings, EARSeL-bureau meeting, Council meeting, co-editors 

meeting, and General Assembly took place on different dates during the event. 

The participants of the symposium discovered the wealth of impressive sights all along the 

shores in a Bosphorus boat trip along Istanbul’s famous waterway dividing Europe and Asia. 

The symposium dinner took place at a restaurant close to the Fatih Sultan Mehmet Bridge from 

where a beautiful view of the Bosphorus could be enjoyed. 

In conjunction with the symposium two workshops ran parallel and after the end of the 

symposium: 

1st Workshop “Earth Observation From Research to Teaching in Schools and Universities” of 

the “Special Interest Group (SIG): Education and Training” of EARSeL chaired by Mario Hernan-

dez, UNESCO; Rainer Reuter, University of Oldenburg, Germany; and Alexander Siegmund, Uni-

versity of Education Heidelberg, Germany, on 6 June, aimed at making the results obtained from 

more than 250 EARSeL member institutes available to the public. 
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The workshop further addressed the Global Environment and Security (GMES) programme of 

the European Commission (EC) and the European Space Agency (ESA).  

The topics of the workshop included: earth observation for kids; science education in schools, 

high schools and universities; applications in biology, chemistry, geography, physics and mathe-

matics curricula; training activities in GMES; the Global Earth Observation System of Systems 

(GEOSS) and other international programmes; and public outreach of environmental sciences and 

global change. 

On 7 June, an open meeting of the EARSeL project “Science Education through Earth Observa-

tion for High Schools (SEOS)” followed the workshop, which was an initiative for using remote 

sensing in science education curricula in high schools funded under the 6th Framework Programme 

of the EC. Eleven different partners from several European countries in cooperation with the ESA 

have so far implemented the project. 

The second workshop of the symposium was organized as the 4th Workshop of the EARSeL 

SIG on Developing Countries (chaired by Gürcan Büyüksalih, Turkey; Richard Sliuzas, Holland; 

and Peter Lohmann, Germany), in conjunction with the 8th workshop of the GIS in Developing 

Countries network (GISDECO 8), with the title “Integrating GIS and Remote Sensing in a Dy-

namic World” on 4–7 June 2008. 

This workshop brought together experts from the EARSeL and GISDECO networks for the first 

time. Especially for developing countries, integration of remote sensing and GIS offers unique ac-

cess to primary data on the status of land surfaces, as well as possibilities for analysis, visualisation 

and development of possible solutions to problems associated with dynamic changes of nature and 

humanity. Global urbanisation, climate change and its effects on natural and human systems, land 

use and land cover changes, and salinisation are imminent dangers. The workshop provided a fo-

rum for presenting and discussing results, and for exchanging expertise and experience among re-

searchers and users engaged in solving the problems of developing countries. 

The topics of this workshop included: 

Adapted sensor and mapping methods (TerraSAR-X, ALOS, ASTER, IKONOS, QUICKBIRD, 

dynamics of urban development, biomass), environmental monitoring (land degradation, desertifi-

cation, erosion), model development and integration (landuse and cover models, biosphere model, 

effects of climate change), DEM generation for developing countries (SRTM, Cartosat-2, ALOS-

PRISM), innovative remote sensing and GIS education (distance learning, professional develop-

ment), theory and practice of partipatory GIS (case studies on community mapping and PGIS), GIT 

and poverty alleviation (food and water security, resilience), hazards and risk mitigation (measur-

ing risks and adaptive planning systems), and managing global urbanisation (slum mapping, sus-

tainable transport systems). 

I would like to thank the members of the scientific committee who have contributed to the ab-

stract review process, to the artist Beygü Gökçin who artistically combined space and music with 

piano; the band of the Turkish Air Force Academy for their exceptional performance at the opening 

session, to my colleagues from my department, and, of course, to my students for their great efforts 

before, during and after the symposium.  

Finally, I wish good luck and success to my Greek colleauges who will organize  

the 29th EARSeL Symposium in Crete, Greece in 2009. See you in Crete. 

With my best regards, Prof. Dr. Derya Maktav

November, 2008, Istanbul EDITOR

 Istanbul Technical University

 Remote Sensing Division

 34469 Maslak, Istanbul, Turkey

 http://www.ins.itu.edu.tr/deryamaktav

 dmaktav@ins.itu.edu.tr
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Precipitation in the Antarctic gradually decreased 

L.N. Vasiliev 

Institute of Geography Russian Academy of Sciences, Moscow, Russia

Keywords: precipitation rate, cycles, wavelet power spectrum, cumulative sum 

ABSTRACT: Despite forecasts that global warming will increase Antarctic snowfall, there is some 

evidence that exactly the opposite is true. Analysis of the Global Precipitation Climatology Project 

(GPCP) data indicates a decrease in the accumulation on the Antarctic ice sheet over the last 29 

years. The GPCP satellite remote sensing data, spanning the years 1979 to 2007, exhibits 6-year 

cycles in precipitation rate. Precipitation in these cycles from 1982 to 2005 has gradually decreased 

by 15%. This reduction is statistically significant. 

1 INTRODUCTION 

There is no consensus at present on how to determine the mass balance of the Antarctic ice sheet. 

Although most researchers Chen et al. (2006), Ramillien et al. (2006), Rignot & Thomas (2002), 

Wingham et al. (2006), Zwally et al. (2005) consider that the ice sheet in East Antarctica is grow-

ing and that in West Antarctica is contracting, the current balance of these two parts of the ice 

sheet, and its changes in the past have not been established. Basic distinctions lie, as a rule, in dif-

ferent assessments of the influx of matter onto the surface of the Antarctic ice sheet Giovinetto & 

Zwally (2000), Kotlyakov (1966), Kotlyakov (2000), Vaughan et al. (1999). Accumulation as-

sessments restricted to 10-year periods and climatic models of reanalysis cannot characterize the 

present-day oscillations of the snowfall volume with necessary precision. Uncertainty in the predic-

tion of the behaviour of the Antarctic ice sheet may be decreased by long-term series of precipita-

tion measurements and elucidation of causes of its oscillations. Satellite measurements of global 

precipitation carried out within the framework of the Global Precipitation Climatology Project 

(GPCP) made it possible to assess accumulation in Antarctica with different spatiotemporal resolu-

tions for the period of 1979–2007. 

Initial data were obtained by combining precipitation measurements from several space sys-

tems. Microwave measurements are carried out from satellite sun-synchronous low Earth orbit us-

ing a Special Sensor Microwave Imager (SSM/I). The infrared precipitation estimates are obtained 

primarily from geostationary satellites and secondarily from polar orbiting satellites. The latter are 

then calibrated by precipitation values from microwave measurements. Additional precipitation 

estimates are obtained based on Television and Infrared Observation Satellite (TIROS) Operational 

Vertical Sounder (TOVS). Precipitation values obtained from the combination of space measure-

ments at different frequencies are corrected based on the rain gauge data network. Primary data are 

represented in two versions: 1) monthly precipitation on a grid of  2.5° μ 2.5° latitude – longitude 

spanning the years 1979–2007 Adler et al. (2003) and 2) daily measurements on a grid of 1° μ 1° 

from January 1997 to 2007 Huffman et al. (2001). 
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2 METHODOLOGY 

Spatiotemporal series of monthly and daily precipitation can be regarded as a succession of points 

in the phase space. To obtain a clear interpretation of the dynamic structure, it is necessary to reduce 

the phase space dimension without loosing essential properties in the process. In this work, we have 

begun with a primary representation of the spatial distribution of annual precipitation in the Antarc-

tic (Fig. 1). Comparison of successive images similar to Fig. 1 for the last 29 years shows that sat-

ellite measurements in combination with ground-based precipitation data yields a relatively stable 

spatial structure of accumulation. The time series analysis of annual accumulation is presented in 

Fig. 2. 

Errors in the assessment of accumulation stem from both random errors in the algorithm of pre-

cipitation based on brightness temperature, and random measurement errors. Random errors in the 

elementary 2.5° μ 2.5° cell depend on the temporal density of its coverage by space measurements 

and the spatial density of rain gauge data. The precipitation value for each cell has therefore been 

accompanied by the calculated variance for that cell. Error files exhibit a structure similar to pri-

mary data, from which variance of the sum of monthly precipitation σ
2

 is calculated. Assessment of 

the relative error of annual accumulation will be proportional to 

1/ 2

n

P

σ

−

where P is the annual sum 

of monthly precipitation and n is the number of months in a year. Calculated in this way, the aver-

age relative error of annual accumulation has 7.4%. It is apparent that the relative error of 10-years 

accumulation will decrease to 2.4%. Error values of monthly precipitation in each 2.5° μ 2.5° cell 

are assessed by the variance, σ
2

, which depends nonlinearly on the precipitation intensity. Although 

the probability distribution of the error it not certain, it approximates a logarithmic normal distribu-

tion. However, a final assessment of accuracy using sparse data on Antarctic snow measurements 

will require further investigation. 

Figure 1. Spatial distribution of annual precipitation in Antarctica in 2005 with resolution 1° latitude 1° lon-

gitude. One of the examples for the period of 1979–2007.
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The comparison of the data obtained with snow measurements at polar stations for the period of 

1997–2006 is presented in Table 1. Precipitation values were determined for the 1° μ 1° cell using 

daily space measurements. Differences between the two measurements are mainly related to spatial 

nonuniformity inside the cell. This is particularly prominent at Station Bellingshausen. At an aver-

age variance σ
2

 of monthly precipitation, the relative error of accumulation at low P values will of 

Figure 2. Annual accumulation in the Antarctic grounded ice sheet () and with the ice shelf (◊) over the 

period 1979–2007. Confidence level for points is determined by the error bars 190 Gt. 

Figure 3. The Morlet wavelet transform of the time series of monthly precipitation in Antarctica, 1979–2007. 

(A) Time series of monthly precipitation. (B) Distribution of local values of the wavelet power spectrum for 

the time series of monthly precipitation (light contour lines correspond to boundaries of 90%-confidence 

level for local values of power spectrum. (C) Time-averaged values of wavelet power spectrum are propor-

tional to the sum of local values at each period. Interpretation of local values of the power spectrum with a 

period exceeding 100 months with a time series of only 348 months is not recommended. 
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course increase drastically. This is observed at Station Vostok. In other cases, relative errors vary 

from 4 to 20%. 

3 RESULTS

Accumulation is determined by two regimes of precipitation behaviour: inter-annual low-frequency 

variations, which characterize large-scale changes (Fig. 2), and intra-annual seasonal oscillations 

(periodicity). The latter can arbitrarily be attributed to high-frequency oscillations. To establish the 

time scale of accumulation variability, we used the time series of monthly precipitation in Antarc-

tica and analyzed it with a continuous wavelet transform. Choice of the analyzing wavelet plays a 

crucial role. To establish actual criteria of regularity and to explain them, it is necessary to use an 

analyzing wavelet that corresponds best to the time series under study. The main interest lies in 

elucidation of criteria of periodicity and their associated time scales. The Morlet wavelet fits this 

objective since it precisely determines values of periods, but not the location of maximums and 

minimums. This corresponds to our requirements. Figure 3 presents the result of application of the 

Morlet wavelet. The wavelet power spectrum clearly localizes a strict periodicity along the period 

axis at 12-months, which is related to intra-annual seasonal behaviour of precipitation. The low-

frequency region at a period of about 72–84 months includes a second (weaker) maximum, which 

indicates the existence of a 6 to 7-year cycle. It is worth noting that the precipitation volume in 6-

year cycles from 1982 to 2005 gradually decreases by 3.5% per cycle on average. This is illustrated 

by variation in the cumulative sum of precipitation in four successive 6-years periods from 1982 

(Fig. 4). The precipitation volume decreased by 15% during 2000–2005 compared to the period of 

1982–1987. This inference quantifies the behaviour of annual precipitation that may be perceived 

Table 1. Comparison of precipitation measured by satellite systems and snowfall in water equivalent on polar 

surface stations for the period of 1997–2006 

Figure 4. Cumulative totals of precipitation in Antarctica over 6-year cycles show a slow decrease in accumu-

lation since 1982.
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qualitatively from Fig. 2. Of course, the inference should be treated with caution since the time se-

ries is only 29 years long and so contains only 4 cycles. 

4 CONCLUSIONS

Our work has revealed a statistically significant variation in accumulation in Antarctica over the last 

29 years, although no trend in world-wide precipitation over the last 50 years is indicated by the 

same data. Progress has been achieved in determining precipitation accumulation by the application 

of modern satellite remote sensing. The existence of a 6 to 7-year cycle is indicated but not com-

pletely confirmed. This cycle and its explanation require further study. Nevertheless, one might ex-

pect that the stability of annual periodicity in combination with low-frequency (6 to 7-year) varia-

tions can be used to refine the dynamic mass balance model of the Antarctic ice sheet. Application 

of modern methods for measurement of global precipitation significantly improves the determina-

tion of mass balance as a result of on-line data collection, improved accuracy, and spatiotemporal 

reliability.
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ABSTRACT: Since the 27
th

 EARSeL symposium 2007 in Bolzano with WorldView-1 and 

Cartosat-2A two more very high resolution optical satellites of a new group have been launched. 

Images with a ground sampling distance (GSD) of 0.45 m, which will be distributed with 0.5 m 

GSD, are operational available. In August 2008 GeoEye-1 shall be launched, having even 0.42 m 

GSD. With CBERS 2B an additional high resolution is in space. The system of 5 RapidEye 

satellites shall follow. The high number of new satellites gives a strong push to the 3D-Remote 

sensing. The wide spread of the stereo systems Cartosat-1 and ALOS/PRISM has improved the 

possibility of generating detailed and accurate digital elevation models based on space images. An 

overview of the new optical systems, but also a short information about new radar satellites and in 

near future planned missions together with the influence to the practical application is given. Only 

systems available for civilian use are respected in this overview.

As new trend in aerial application we have with mid format digital aerial cameras and the 

combination of vertical and oblique images like from Pictometry and Multivision. The digital mid 

format are now completed by combinations of cameras, closing the gap to the large format digital 

cameras.

Digital height models can be generated by interferometric synthetic aperture radar (IfSAR) or 

by automatic image matching. The images used for image matching should be taken within a short 

time interval to avoid changes of the object and different shadows. Stereo systems generating 

stereo combinations in general have some advantages. 

1 INTRODUCTION

Detailed earth observation determining or respecting the three-dimensional shape of the earth 

surface and usable for mapping purposes is dominated by the used sensors. Low or medium 

resolution systems like Landsat cannot be used for this task. The first civilian use of satellite images 

for 3D-mapping came with SPOT 1 in 1986, but with 10m ground sampling distance (GSD) the 

accuracy and identification of object details is limited. With IRS-1C in 1996 the GSD was improved 

to 5.8m, but the real break through of the use of space images for detailed information extraction 

came with IKONOS in 1999. Today we have several high and very high resolution optical 

satellites. The number is permanently growing and also the resolution is improving, just now 

images taken by WorldView-1 are distributed with 0.5 m GSD. The Indian space organisation 

ISRO plans Cartosat-3, to be launched in 2011, with 0.35 m GSD and the US company GeoEye 

made a proposal for GeoEye-2 with 0.25 m GSD. The last requires a change of the US 

governmental limitation of the distribution of space images to currently at least 0.50m GSD. With 

stereo satellites like Cartosat-1 and ALOS/PRISM optimal conditions for the generation of digital 

elevation models (DEM) exist. In this presentation only civilian or dual use systems are respected. 

Most of these sensors are used for military and civilian application. Without military or secret 

service application we would not have such a variety of reconnaissance satellites, which we can use 
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now also for civilian projects. Only a very limited number of systems are only based on civilian use 

like the German TerraSAR-X and the announced RapidEye. Sensors with medium resolution 

(above 10m GSD) are mainly used for land-use monitoring, they are also not included here. A 

special position has ASTER, allowing the generation of height models by the stereo system with 

16m GSD. This sensor belongs to the overlap of the land-use monitoring and the mapping. 

The optical space images are competing with aerial images. Of course the highest resolution is 

only possible from air, here a clear tendency to digital cameras exist. Beside the large format digital 

cameras also digital mid format cameras are becoming more important, supported by CCD-arrays 

with more pixels. In addition combinations of mid-format cameras are closing the gap to large 

format cameras. As platform of light weight cameras unmanned aerial vehicles are used more 

often, supported by partially automatic steering of these devices. 

Beside very high resolution optical space images, now also very high resolution synthetic 

aperture radar (SAR) images are available with TerraSAR-X having the advantage of imaging 

through clouds. With interferometric SAR from aircraft large areas have been covered by DEMs 

for private companies. Such a competition to survey administrations is growing. 

Laser scanning from air, also named LIDAR is used more and more for very precise and high 

resolution DEMs, also in not too dense forest areas.

2 SENSORS 

2.1 Optical imaging sensors

2.1.1 Optical satellites

Figure 1 gives an overview about the launch of the high and very high resolution optical satellites 

and their best ground resolution. All these systems are imaging with CCD-lines, generation the 

scenes by the movement and/or angular movement of the satellites. Today the majority of high and 

very high resolution optical satellites are flexible satellites, able to change the view direction fast 

and precise based on reaction wheels or control moment giros. The change of the view direction 

usually is precise enough to use it also during imaging without loss of accuracy.

The optical satellites today are usually equipped with positioning systems like GPS, gyros for the 

attitude determination and star trackers for the absolute determination of the satellite attitude 

(Fig. 2). Based on this equipment the exterior orientation of the sensor can be determined. In the 

case of IKONOS this is possible with a standard deviation of 4m without use of control points, for 

WorldView-1 Digital Globe talks about 2.5 m. The other sensors are not so accurate, requiring in 

any case control points for the correct geo-reference, but this is also recommended for IKONOS 

and WorldView-1 at least for a check and for a correct handling of the national net datum – the 

relation between the national coordinates and WGS80 in ITRF (international terrestrial reference 

frame).

As obvious in Fig. 1, the number of launches of such systems stays on a high level, the number 

of very high resolution optical sensors is growing permanently and with WorldView-1 0.45 m GSD 

has been reached (Fig. 3). Because of a legal restriction in the USA only images with 0.5 m GSD 

are distributed by US companies. This limitation will be used also for GeoEye-1, scheduled for 

launch in August 2008. GeoEye-1 will have 0.42 m GSD for nadir view. In addition in 2009 

WorldView-2 shall be launched, it will have the same panchromatic resolution like WorldView-1, 

but also 8 spectral channels. In addition to the classical blue, green, red and near infrared a costal 

channel, yellow, red edge and a short-wave-infrared channel will be available.

The high resolution systems Resourcesat and RapidEye have a good spectral resolution with 4, 

respectively 5 spectral bands. They are more directed to land use monitoring, but with 5.8 m and 

6.5 m GSD they are at the limit for mapping purposes. 
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Figure 1. High and very high resolution optical satellites available for civilian use in sequence of launch with 

their best GSD.

Figure 2.  GeoEye-1; Typical hardware     Figure 3. Dolmabace palace, Istanbul in WorldView-1 

components of a high resolution optical     image 0.5m GSD. 

satellite courtesy: GeoEye.

The development of the optical sensors is continuing as shown in Table 2. The resolution will 

be improved and more systems will come, which will not just replace old systems. Table 2 is not a 

complete list, in addition the proposals may be changed and very often the launch is postponed. 

Also additional countries, like Turkey, will launch very high resolution optical satellites, but no 

clear specifications are available yet. 
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There is a clear tendency to smaller satellites, reducing the overall cost. The electronic 

components are getting smaller and most new systems are limited to just one camera. From Table 1 

TopSat, Beijing-1, the not more active OrbView-3 and the EROS-satellites are belonging to the 

group of satellites with a weight below 500 kg, while ALOS has a weight of 4 tons and Resource 

DK1 even 6.8 tons. 

The Indian space organisation ISRO has the most complete program for earth observation 

satellites from very high up to low resolution systems. It has a dense program for the development 

Table 1. High and very high resolution optical satellites available for civilian use 

Sensor Country GSD

(nadir) [m] 

Swath  

[km]

Pointing  

in-track 

Pointing

across

SPOT 1-4 France 10/20 60 – +/-27° 

SPOT 5 France 5 (2.5)/10 60 – +/-27° 

SPOT 5 HRS France 5 x 10 120 +20°, -20° –

MOMS-02 / -P Germany 5.8/16.5 37/78 -27°, 0°, 27° 

IRS-1C/1D India 5.8/23.5 70/142 – +/-26° 

Resourcesat India -/5.8 70 – +/-26° 

KOMPSAT S. Korea 6.6 17 – +/-45° 

Terra ASTER Japan 15/(30, 90) 60 0°, 27.2° 

IKONOS USA 0.82/3.2 11.3 free view

direction

EROS A Israel 1.8 12.6 free view

direction

QuickBird USA 0.61/2.44 16.4 free view

direction

OrbView 3 USA 1/4 8 free view  

direction

not active 

EROS B Israel 0.7 14 free view

direction

FORMOSAT 2 Taiwan 2/8 24 free view

direction

IRS-P5 Cartosat-1 India 2.5 30 26° fore,  

5° after 

free view to side

TopSat UK 2.5/5 15/10 free view

direction

Beijing-1 China 4/32 /600 free view

direction

ALOS Japan 2.5 35 (70) -24°, 0°, 

+24° 

free view to side

KOMPSAT-2 S. Korea 1/4 15 free view

direction

Resource DK1 Russia 1/3 28 free view

direction

IRS Cartosat-2 India <1 9.6 free view

direction

WorldView-1 USA 0.45 15.8 free view

direction

CBERS-2B China/ 

Brasil 

2.5/20 27/120 free view

direction

IRS Cartosat-2A India 1 10 free view

direction
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of improved optical and radar satellites and replaces also old systems. From 1995 up to 2007 ISRO 

launched successful 9 earth observation satellites and this program will be continued with 3 more 

systems in the next 2 years and 4 satellites in 2011. 

The distribution of the satellite images is an important factor, causing a sharing of different 

satellite products to major distributors. For example SPOT Image is also distributing Formosat-2 

and KOMPSAT-2 images and enlarging so the product group over 5 m, respectively 2.5 m GSD 

(for supermode) panchromatic SPOT images to 2 m and 1 m GSD. For longer time it was difficult 

to get images from the Disaster Monitoring Constellation (DMC), constructed by Surrey Satellite 

Technologies Ltd (SSTL), UK. SSTL has build satellites with 32 m GSD for the multispectral 

range for Algeria, China, Nigeria, Turkey and the UK, Spain will follow soon. Beijing-1 belongs to 

this group, but it is equipped in addition with a 4m panchromatic camera. The Images are now 

distributed by DMC International Imaging, UK. SSTL has build also the TopSat satellite having 

2.5 m panchromatic GSD. All these satellites are belonging to the group with less than 500 kg 

weight. The DMC constellation will be continued with the Deimos Satellite for Spain, having an 

improved resolution of 22 m instead 32 m like the group before; it shall be launched 2008. For 

Nigeria a second satellite shall be launched 2009 with 2.5 m GSD for the panchromatic band.

To manage large disasters like caused by earthquakes, floods, forest fires and oil spills, with 

social and economic relevance for Earth and mankind, the International Charter “Space and Major 

Disasters” was initiated at the UNISPACE III in Vienna in 1999. The major earth observation 

organizations are participating and after official declaration of a disaster, they are trying to get 

images of the affected area, so that organizations like the Center of Satellite Based Crisis 

Information of the DLR are able to generate very fast ortho-maps of the affected regions as support 

for the local operating help organizations.

2.1.2 Aerial cameras

New aerial cameras are digital cameras. The large format digital cameras Z/I Imaging DMC, 

Vexcel Imaging UltraCamD and UltraCamX like also the line scan camera Leica ADS40 are well 

established and are taking over the imaging from standard photogrammetric film cameras. The 

change from film to digital systems is faster than expected few years ago. As new development we 

have the growing use of mid format digital cameras, equipped with just one CCD-array, using a 

Bayer pattern for generating colour images. With the new Kodak CCD-array having 5412 x 7216 

 

Table 2. Proposed high resolution optical satellites available for civilian use 

Sensor Country Proposed launch GSD

(nadir) [m] 

Swath [km] Remark 

GeoEye-1 USA August 2008 0.42/1.64 15

RapidEye Germany July 2008 -/6.5 78 5 satellites 

Resourcesat-2 India 2008 5.8/(23.5) 70/140 +/-26° 

NigeriaSat-2 Nigeria 2009 2.5/5 

WorldView-2 USA 2009 0.45/1.8 15 pan + 8 spectral 

THEOS Thailand 2009 2/15 22/90

EROS C Israel 2009 0.7/2.8 11

Pleiades France Begin

2010 + 11 

0.7/2.8 20 Follow on

of SPOT 

Cartosat-3 India 2011 0.35/-

ResourceSat-3 India 2011 2.5/5.8 25

GeoEye-2 USA 0.25/ proposal 
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pixels a capacity of 39 Mpixels has been reached. This CCD-array is also used in the UltraCamX, 

leading to the improved number of pixels against the UltraCamD. 

For metric application fix-focus systems are required like the Applanix DSS, IGI DigiCam and 

Rolleimetric AIC. All these cameras are equipped with the just mentioned Kodak CCD-array. The 

gap between the mid-format and the large size digital cameras is closed by combinations of more 

than one mid-format system. DIMAC is using like IGI (Fig. 4) a combination of 2 cameras with 

shifted principal point, allowing the merge of 2 parallel used single camera images to a homogenous 

larger virtual image. Rolleimetric is offering beside a combination of 2 AIC-cameras also the use of 

4 oblique mounted AIC (Fig. 4). The combination of vertical and oblique images got very fast a 

widespread use by companies like Pictometry and Multivision. The required images can be taken 

by cameras like Track’Air MIDAS, viewing to the nadir and into 4 oblique directions, partially not 

with overlap to the nadir image.

2.2 Laser scanner (LIDAR)

The use of laser scanners became standard for very precise and detailed digital elevation models in 

several countries. The range for the flying height has been enlarged, limiting the possible pulse rate 

because of the time of flight, but the first systems have reduced this problem by handling more than 

one pulse during the time interval required for sending up to receiving again the same pulse. Of 

course the point spacing is influenced by the flying height, but this can be fitted to the 

requirements. 

For very high accuracy specifications in the range of 10 cm standard deviation of the height, the 

orientation of the point clouds for every flight line has to be improved by a procedure similar to the 

former model block adjustment. 

2.3 Synthetic Aperture Radar (SAR)

SAR is used from space and from aircraft. With the German TerraSAR-X and the Canadian 

Radarsat-2 the possible ground resolution from space has been improved drastically. The ground 

resolution and the swath of SAR are depending upon the imaging mode. TerraSAR-X has in the 

SpotLight mode 1 m GSD, in StripMap mode 3 m GSD and in ScanSAR 16 m GSD, while 

Radarsat-2 has in total 11 different modes from Ultra-Fine with 3m GSD up to ScanSAR Wide 

with 100 m GSD. Corresponding to the GSD the swath width of Radarsat-2 varies between 20 km 

and 500 km. 

The information contents of SAR-images having the same ground resolution like optical images 

cannot be compared directly (Fig. 5). At first the imaging is totally different – the object reflection 

of the spectral range used by optical images is mainly depending upon the chemical situation of the 

object, while radar is mainly depending upon the physical situation of the surface. The 

Figure 4. Combinations of digital mid-format cameras.
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interpretation of SAR-images requires a special training and understanding of SAR-imaging. 

Special problems exist in build up areas with the radar lay over – the return signals from the 

facades and partially roofs are mixed with the return signal from the ground in front of the buildings. 

In addition total reflections by corners are causing problems like also the speckle. Of course the 

speckle can be reduced by filtering, but this causes also a loss of information. On the other hand 

some special objects like railroads with the metallic rails can be seen clearer like in optical images. 

The main advantage of SAR images is still the penetration through clouds – for SAR-images the 

partially painful waiting for cloud free weather does not exist.

The information contents of SAR-images can be improved by multi polarization like shown in 

Fig. 6. By the combination of HH and VV polarization the image interpretation is improved.

An important advantage of SAR-images is the combination of 2 images, taken with a small base 

length, to interferometric SAR (IfSAR), allowing the determination of digital height models. From 

space this has been done with the Shuttle Radar Topography Mission (SRTM), generating a nearly 

worldwide coverage (Passini et al. 2007). The height models of SRTM are available free of charge 

in the internet, having a spacing of 3 arcsec, corresponding to ~92 m at the equator. The standard 

     

     TerraSAR-X SpotLight image     Optical image 

Figure 5. Comparison of SAR-image with optical image – both with 1m GSD; main building University 

Hannover. 

Figure 6. Multi polarization (HH/VV) TerraSar-X SpotLight image reduced by factor 2 city of Dresden.
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deviation of the height values is in the range of 4 m up to 12 m depending upon the terrain 

inclination and the land cover – the highest accuracy is reached in flat and open areas. The used C-

band of SRTM cannot penetrate the vegetation, so not digital elevation models with the height of 

the bare ground, but digital surface models (DSM) with the height of the visible surface are 

generated.

TerrSAR-X will be completed by a second, identical satellite to a tandem configuration in 2009. 

Both SAR-satellites are joint together to the TanDEM-X configuration, where both satellites will 

have a base between 0.5 km and 2 km. Based on this configuration worldwide height models shall 

be generated with 12 m point spacing and a standard deviation of 2 m (Pitz 2006).

The Canadian company Intermap has generated height models of the USA, Great Britain and 

Western Europe as NEXTMap USA, NEXTMap Britain and NEXTMap Europe by IfSAR from 

aircrafts operating in 6km up to 9 km flying height. The NEXTMap products have a point spacing 

of 12 m and shall have a vertical standard deviation of 1m and a horizontal accuracy of 2 m. 

Intermap generated these height models without contract from governments. The sold height models 

in most countries are less expensive than height models from survey administrations.

3 HEIGHT MODELS FROM OPTICAL IMAGES

Height models are a basic requirement for geo information systems (GIS). They have to be used for 

the most often generated product, the ortho image. If the available height models are not accurate 

enough, have not sufficient point spacing or if existing height models are too expensive or not 

distributed, height models have to be generated. One possibility is the generation of height models 

by automatic image matching. This requires stereo models where both images have to be taken 

under similar conditions. Optimal is the imaging of both used scenes during the same path, 

avoiding changes of the object and different illumination conditions. With the today dominating 

flexible satellites in most cases the acquisition of a stereo pair from the same orbit is possible. 

Nevertheless only a limited number of stereo pairs are available in the image archives because of 

economic reasons; this is different for the stereo systems like ASTER, SPOT-5 HRS, Cartosat-1 

and ALOS/PRISM. Based on 2 or 3 optics, they are generating permanently stereo models. The 

images taken by SPOT-5 HRS cannot be ordered, SPOT Image only likes to distribute height 

models based on it. The SPOT-5 HRS height models over forest areas should be handled with care 

because of the limited spectral range of the images between 0.48 µm and 0.70 µm. This is not 

leading to sufficient image contrast in forest areas (Büyüksalih et al. 2008). ASTER stereo pairs are 

taken in the near infrared spectral range, optimal also for matching in forest areas, but the 15m 

GSD limits the vertical accuracy to approximately 15 m (Sefercik et al. 2007). ASTER/PRISM 

images have some problems with the image quality, but this seems not to influence the results of the 

image matching. In addition the orientation based on sub-images requires more control points than 

the orientation of a full scene. Very good results have been achieved with Cartosat-1 stereo pairs. 

The images are covering a spectral range from 0.50 up to 0.85µm, including the near infrared, 

leading to good contrast in forest regions. Even in difficult regions a good coverage by matched 

points has been reached (Jacobsen, 2007, Büyüksalih et al. 2008, Jacobsen et al. 2008).

The gaps in matching Cartosat-1 scenes (Fig. 7) are caused in the case of Mausanne by missing 

contrast in fields without vegetation, in Warsaw by areas covered by snow, in Istiranca by clouds 

and in Jordan by lakes and fields without vegetation. No other optical satellite could lead to 

completer matching results. The automatic image matching leads to the height of the visible 

objects, that means to digital surface model. If a mixture of points located on the ground and 

located on objects, like trees and buildings, is given, the points not belonging to the bare surface 

can be filtered. By filtering the standard deviations of the height values have been improved in any 

case (Table 3). 
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As it can be seen in Table 3, the height accuracy is depending upon the terrain inclination. For 

flat and open terrain after filtering root mean square differences of the DEMs based on Cartosat-1 

against reference height models are 3.17 m, 3.22 m and 2.39 m. For 2.5 m GSD and the base to 

height relation of 1.6 this corresponds in the average to a standard deviation of the x-parallax of 0.7 

GSD, this is a very good result for DEMs. If a DEM is analysed against check points, the results 

would be too optimistic because check points have usually a good object contrast and are not so 

much affected by terrain inclination. For getting realistic information about the accuracy of height 

models, reference height models have to be used. As point spacing 3 GSD, identical to 7.5 m, are 

justified, so detailed and precise DEMs can be generated by automatic image matching of Cartosat-

1 images. 

4 CONCLUSION

Caused by the improving ground resolution the competition between aerial and space images is 

growing. Medium scale maps can be generated based on aerial or space images. With WorldView-

1 images, maps in the scale 1:5000 can be generated by on-screen digitizing of ortho-images. The 

DEM required for such ortho-images can be achieved by automatic matching of Cartosat-1 images 

if the satellite elevation does not exceed 20° under the condition of a required geometric accuracy of 

0.2mm in the map scale. Not in any case such a large map scale is requested, so also space images 

with larger GSD can be used. As rule of thumb for mapping, 0.1mm GSD in the map scale is 

required, corresponding to 1m GSD for the map scale 1 : 10 000, but the GSD should not be quite 

larger than 5m to allow the identification of objects which have to be shown in any small scale 

map.

The high number of high and very high resolution space systems is improving the situation for 

mapping – in most cases images are available in the archive, avoiding a waiting time for 

acquisition. Only if the latest object information is required, new images have to be ordered. The 

variety of space images also has a positive influence to the financial side, the images just required 

for the actual project can be ordered, avoiding higher price for a higher ground resolution.

Aerial images are taken more and more by digital cameras. The digital mid format cameras are 

playing an important role for several projects. The gap between the mid format and the large format 

cameras is closing by combinations of 2 and 4 mid-format cameras. 

Figure 7. Cartosat-1 – overlay of matched points (white) to after scenes. 

Table 3. Accuracy of Cartosat-1 height models checked by precise reference DEMs 

SZ bias SZ as F (terrain inclination a)

open areas 4.02 -0.51 3.91 + 1.64*tan aMausanne 

January open areas filtered 3.30 0.48 3.17 + 3.14*tan a

open areas 4.13 -1.16 3.96 + 3.06*tan aMausanne

February open areas filtered 3.39 -0.58 3.22 + 1.97*tan a

open areas 3.23 -0.54 3.16 + 1.19*tan aWarsaw 

open areas filtered 2.43 0.44 2.39 + 8.80*tan a

K. Jacobsen / 3D-Remote sensing, Status Report 200814



SAR images have growing importance, supported by the very high resolution TerraSAR-X and 

Radarsat-2. Of course the information contents of SAR-images is not on the same level like the 

information contents of optical images, nevertheless today a mapping based on SAR images taken 

from space is possible. A big advantage of radar is the penetration through clouds, so images can 

be taken in any case at the planned time without respecting the weather conditions. Only very 

strong rain may degrade the SAR image quality. A further advantage is the use of IfSAR for the 

generation of height models. This can be done from space and air. The coming TanDEM-X 

constellation is announced with 2m vertical standard deviation, while the NextMAP, taken from air, 

is specified with 1m standard deviation. DEMs also can be generated without problems based on 

optical space models taken from the same orbit.

The actual overview over the optical space systems is mainly based on internet information. 

This is a little painful – any information has to be confirmed seriously because there is still a lot of 

not precise, partially wrong information about the systems in the WEB. Even several information 

shown by operating organizations, is not updated if some parameters have been changed in the 

meantime.
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ABSTRACT: For city planning and security services the combination of vertical and oblique images 
like from Pictometry and Multivision recently became very popular. For larger cities a high number 
of such image combinations are even included in Microsoft Virtual Earth. The geo-reference of the 
image combinations usually is based on direct sensor orientation – the combination of GPS and 
inertial measurement units. The images are taken by camera systems like Track’Air MIDAS, 
equipped with 5 Canon EOS cameras, each with 4992 x 3328 pixels. The Canon EOS is not really a 
metric camera; it keeps the inner and the system orientation only stable during one photo flight. The 
images are also used for simple measurement purposes as well as the generation of 3D-city models. If 
object information without disturbing loss of accuracy against the direct sensor orientation is 
required, a system calibration during the day of the photo flight has to be done. The method of 
calibration and achieved accuracy is described as well as the characteristics and potential of the 
image combinations. 

1 INTRODUCTION

The interpretation and understanding of vertical aerial or space images requires experience. For 
untrained persons the interpretation of terrestrial or oblique images is easy because they are closer 
to the standard experience in viewing to objects. In addition usually the facades are not or nearly 
not visible in vertical images. With the combination of vertical and oblique images totally new 
application for photogrammetry came. 

Such images like from the Pictometry system using a camera system with one vertical and 4 
oblique cameras are widely used by Microsoft Virtual Earth as “Bird’s Eye” (Figure 1). In Western 
Europe the Blom Group is imaging all cities with a population larger than 50000, that means 
approximately 900 cities with together approximately 100 000 km². 12 Pictometry camera systems 
are in use for this. The competitor MultiVision is using a similar system. 

The commercial application of the combination of vertical with oblique images like generated 
by Pictometry and MultiVision systems is dominated by visual inspections and simple 
measurement of distances for public safety and planning purposes. The use together with 
geoinformation systems requires the knowledge of the exterior orientation of every image together 
with a digital elevation model (DEM). Block adjustments are too time-consuming and complex, so 
the exterior orientations are based on direct sensor orientation – the use of the combination of 
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inertial measurement units (IMU) together with relative cinematic GPS-positioning. In several 
countries networks of permanent GPS reference stations are available, but also with satellite based 
reference systems like OMNISTAR and different off-line reference systems, like JPL Final, the 
GPS reference is available in sub-meter accuracy. Especially for planning purposes not only the 
visualization is important, also some metric information is used. This requires a calibration of the 
imaging system and the relation to the IMU and the GPS-antenna. 

Figure 1: Main building of 
Leibniz University Hannover 

in Microsoft Virtual Earth, 
based on Pictometry system, 

taken by Blom Group 

Oblique view 13cm GSD

The use of oblique aerial images or the combination of vertical and oblique images is not a new 
invention. Prior to 1938 in the USA, UK, Germany, France, Italy and Switzerland single and 
multiple lens cameras have been produced for oblique or combined configuration (Manual of 
Photogrammetry, 2nd edition) and Moffit 1967 (figure 2). Scheimflug invented an eight-lens camera 
in 1900, viewing oblique into 8 directions, Aschenbrenner developed in 1920 a 9-lens camera with 
8 oblique and a nadir view, similar to the USGS 9 lens camera (figure 2). 

In military reconnaissance oblique images are in use since long time. They combine the 
advantage of a view to facades and other vertical objects, together with imaging from distance. The 
orientation and calibration of such systems, partially with extreme long focal length, is known since 
longer time (Jacobsen 1988). The combination of a nadir, 2 low and 2 high oblique images taken 
by the Z/I Imaging KS-153 can be seen in figure 3. Today oblique images even can be taken by the 
very high resolution satellites like WorldView-1 (fig. 4). 
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above: Aschenbrenners 9-
lens camera 1920 

centre and below: USGS 9-
lens camera 

3 above figures: Trimetrogon 

below: Scheimpflug’s 8-lens 
camera (1900) 

Zeiss oblique camera 
arrangements 

Figure 2: historic multiple lens and multiple camera arrangements for oblique aerial images 

Figure 3: nadir, low and high oblique images of the reconnaissance camera Z/I Imaging KS-153, 
viewing from horizon to horizon 
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Figure 4: Dolmabahce palace, 
Istanbul in WorldView-1 image 
with 29.3° incidence angle 

Today for the combination of nadir and oblique images dominating digital medium format cameras 
are used for civil application, allowing smaller systems which can fit to any standard aerial camera 
cone. Different camera combinations are in use. A typical camera system for such an application is 
the Track’Air (The Netherlands) MIDAS camera system. It has a combination of 5 of the shelf 
Canon EOS small format cameras with a focal length of 23.8mm for the nadir view and 51mm for 
the 4 oblique views (figure 5). The vertical camera has a field of view of 71.92° x 51.69° and the 
oblique cameras 38.8° x 26.4°, viewing approximately with 45° nadir angle, covering a nadir angle 
from 32° up to 58° (footprint arrangement – see figures 7 and 8). All 5 cameras have a CCD-array 
of 4992 x 3328 pixels with 7.2μm pixel size. The Canon EOS-cameras of the MIDAS system have 
a limited geometric stability, requiring more often a check of the calibration.

Figure 5: Track’Air MIDAS camera system – combination of 5 Canon EOS cameras 

2 BUNDLE ORIENTATION OF VERTICAL AND OBLIQUE IMAGES

A data set with a combination of standard aerial wide angle photos (153mm focal length) and 
digital middle format images has been oriented by bundle block adjustment. The 3 different digital 
cameras have the same CCD-array like the Canon EOS, described above and focal length of 
84.3mm, 169.5mm and 169.8mm. The oblique images have nadir angles in the range of 50°. 

The image scale for the vertical images is approximately 1:4600 (9cm ground sampling distance 
(GSD) based on 20μm pixel size), for the centre of the oblique images 1:9400 (7cm GSD), 1:9900 
(7cm GSD) and 1:26000 (19cm GSD). Because of the unusual arrangement and the different type 
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of images no automatic block adjustment was possible with standard commercial software for 
automatic image matching, so the tie points had to be measured manually. Only 13 ground control 
points and no direct sensor orientation has been used, but for such a block with an extreme number 
of ties, with up to 16 images per ground point, this is quite enough. The bundle block adjustment 
did not cause any problem, only the number of blunders was higher than usual; but this was 
expected because of the quite different image scale, different view directions and the combination 
of digitized analogue photos with digital images. The sigma0 value of 20μm was satisfying for the 
required purpose. At the ground control points for the horizontal component root mean square 
errors of 2cm and for the height 7cm have been reached. The orientation by traditional bundle 
adjustment is possible, but the manual measurement of tie points is time-consuming. That means 
for such an image configuration the direct sensor orientation (use of GPS + inertial measurement 
system (IMU)) is a must. Only for the calibration a manual measurement of the tie and control 
points of such a block is justified, but after the first initial calibration, the preceding calibration can 
be used for support of the measurement. 

Figure 6: footprints of 
combination of vertical and 
oblique images 

Colour of footprint = camera

3   CALIBRATION OF TRACK’AIR MIDAS CAMERA SYSTEM 

A larger area has been flown with the Track’Air MIDAS camera system, organized by 
MultiVision. The camera with the nadir view has a focal length of 23.8mm and the oblique cameras 
approximately 51mm. This corresponds for the vertical view to 17cm GSD and for the oblique 
images to 10cm x 11cm up to 15cm x 29cm. For oblique images the GSD in the view direction is 
the GSD across the view direction divided by the cosine of the nadir angle, so it is not a square 
size.

3 flight lines, each with 4 vertical images, and the corresponding oblique views have been used 
for the bundle block adjustment. This should lead to a configuration like shown in figure 8c, but 
some of the oblique images are not well connected with the block, so they are not supporting the 
calibration significantly. By this reason some of these images have not been used (figure 7a). The 
centre flight line has been flown from north to south, while the other both have been flown in the 
opposite direction, improving the calibration configuration.

The data acquisition was made with LPS. LPS had no problems to match the vertical images 
(figure 8a) and overlapping images in the image space, but for the oblique images the matching is 
limited to the connection of 2 neighboured images. An automatic image matching of the whole test 
block, even if it was supported by initial image orientation of the first bundle block adjustment, 
failed. LPS has not been developed for automatic aero triangulation of such a configuration, 
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starting with the problem of different focal length. So a combination between manual pointing and 
matching of 2 images was used. The automatic matching of overlapping different image 
combinations often leads to the extraction of corresponding object points. The used Hannover 
program system BLUH for bundle block adjustment is able to identify such points based on their 
similar object coordinates und can rename corresponding points to the same point names, leading to 
a better block tie. Some extension for program system BLUH was necessary, starting with the 
automatic exclusion of object points from the adjustment located only in images taken from the 
same projection centre. Such points do not allow the computation of object coordinates. As control 
information an orthoimage with 1m GSD and a DEM was used. For the vertical images this was 
leading to a sigma0 of 11μm and root mean square discrepancies at the control points of 16cm for 
X and Y and 1.6m for Z (table 1). 

Figure 7a: footprints of calibration block, 3 flight 
lines, colour = camera 

Figure 7b: footprints together with tie 
points

By the adjustment of all images of the test-block (figure 7) the system geometry and the camera 
geometry have been determined. The dominating systematic image errors are the radial symmetric 
components with values up to 100μm. This is usual for the used optics. The radial symmetric 
distortions, as well as the overall systematic image errors, are similar for the oblique sub-cameras, 
using the same type of lens system. For the vertical sub-camera equipped with a different lens 
system it varies from the other. The systematic image errors, or in other words – the difference 
between the mathematical model of perspective geometry and the real image geometry, can be 
respected in the application software system for handling the vertical and oblique images, or it can 
be used for resampling the images to strict perspective geometry. 

The sigma0 (accuracy of image coordinates) of the vertical images of 11μm corresponds to 1.4 
pixels. With the average image scale of 1:11 000 it corresponds to 12cm on the ground, not far 
away from the reached root mean square discrepancies at the horizontal components of the control 
points. The larger discrepancies at the control point height only can be explained by the limited 
accuracy of the DEM used for the determination of the control point heights. In an adjustment of all 
images together the sigma0 is with 33μm larger, caused by the different view direction, but 
partially also by the limited accuracy of the control point heights (table 1). 

Supported by relative cinematic GPS-positions of the projection centres, also the inner 
orientation has been improved. Of course there is a strong correlation between a shift of the GPS-
positions, especially in Z-direction, and the inner orientation, but the block configuration together 
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with fixing the corresponding projection centres together, supports the determination of the inner 
orientation.

Figure 8a:only vertical 
images with tie points, 

colour coded corresponding 
to number of images/point 

Figure 8b: footprints of one 
image combination 

Figure 8c: maximal number of 
images for test block 

configuration

sigma0 RMSX / RMSY 
control points 

RMSZ
control points 

only 12 vertical images 11 μm 15 cm 160 cm 

all images 33 μm 38 cm 122 cm 

Table 1: accuracy of block adjustment of control-block      32 control points 

Based on the improved inner orientation by combined block adjustment with GPS-coordinates of 
the projection centres, joining also the corresponding projection centres of the vertical and oblique 
images together, the relation of the oblique cameras to the vertical camera have to be determined 
(table 2). The image orientations taken from each projection centre have to be rotated by 
multiplying the rotation matrixes by the inverse rotation matrix of the vertical image. This leads to 
the rotation values for the nadir image of 0° for all 3 rotations. The averaged relative orientations of 
the oblique images in relation to the nadir view are identical to the internal system calibration. 

Based on the orientation of the combined adjustment, the boresite calibration can be computed 
by comparing the orientation from the controlled bundle block adjustment with the inertial 
orientations. The boresite values are related to the roll, pitch and yaw-system, the required 
transformations are made within the Hannover program GPSCOR. The so computed boresite 
calibration values can be used in the same run or a separate run of GPSCOR for the correction of 
the inertial data. The corrected inertial data are corresponding to the orientation of the vertical 
camera. With the values of the internal system calibration (rotations of the oblique cameras in 
relation to the vertical camera – see table 2), with program ROTOR the exterior orientation of all 
images of a project can be computed. Of course the so computed orientations, within the calibration 
sub-block, should be close to the orientations from the controlled bundle clock adjustment. 

The kappa-values of the orientation of the sub-cameras in relation to the vertical reference 
camera (table 2) show, that the sub-cameras are always oriented into the oblique view direction. 
The oblique angles vary from 49.1 grads up to 51.3 grads (44.2° to 46.2°). With orientation of the 
sub-cameras in relation to the nadir images, the orientations have been computed by ROTOR. With 
these orientations, object coordinates have been computed by combined intersection, resulting at 
the control points to RMSX=0.62m, RMSY=0.60m and RMSZ=1.63m, satisfying the expectation. 
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phi  [grads] omega  [grads] kappa  [grads] 

sub-camera 5 -.0261 49.9609 -.3585

sub-camera 7 -49.1002 -.5065 -99.8977

sub-camera 8 1.7375 -51.1537 199.2017

sub-camera 19 51.3505 .4023 99.6800

Table 2: orientation of sub-cameras against nadir reference camera 

4 CONCLUSON 

The combined use of vertical and oblique cameras like in Track’Air MIDAS camera system 
requires an internal system calibration. The orientation of an image block, taken with such a 
combination leads to a strong overlap of images with up to 12 images per object point. Standard 
commercial programs are not able to handle such a block by automatic image matching and a 
manual measurement is very time consuming. So a direct sensor orientation with a combination of 
relative cinematic GPS-positioning together with an inertial measurement system is required. The 
direct sensor orientation together with the system calibration leads to the orientation of all sub-
cameras. 

With a sub-block of 3 flight lines and 4 vertical images in every flight line, with good connected 
oblique images, a complete system-calibration is possible. The used Canon EOS cameras have 
systematic image errors, dominated by the radial symmetric distortion, in the range up to 100μm or 
14 pixels. The influence of the systematic image errors can be respected in a geo-coded 
interpretation and measurement system like from Pictometry or MultiVision by the application 
software or by generating perfect perspective images based on a resampling of the images using the 
systematic image errors. 

The reached absolute accuracy within the calibration block of approximately 0.6m in X and Y is 
sufficient for the purposes of MultiVision applications. The relative accuracy is better than this. Of 
course it is depending upon the direct sensor orientation and the stability of the sub-cameras and 
the camera system including the misalignment. The camera geometry under usual conditions is 
stable within the block and the direct sensor orientation is dominated by the used hardware 
components. Images taken by MultiVision or Pictometry usually are only used as single images, 
allowing a geo-coding only by means of digital elevation models. These DEMs are an important 
limitation – because of the inclined views, the height errors of the DEMs are causing dislocations 
approximately in the same size like the height error.  
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ABSTRACT: This paper presents a comprehensive framework for determining the interaction
between transport, land-use and environmental impacts, where the developed concepts were
tested  using  a  case  study.  As  the  study  area,  two  bridges  connecting  Europe  and  Asia  and  the
planned third bridge was selected, where the constructed transportation infrastructures had dras-
tically changed the land-use profile and still have negative impacts on environment. After ex-
ploring the interaction systematically and identifying the land cover/use pattern specific for the
Istanbul Metropolitan Area, possible alternatives routes for the new bridge were by means of
multi-criteria decision making approach and potential prediction of impacts were performed. The
former land-use, transport infrastructure data were integrated with Landsat TM satellite images
retrieved in 1987, 1997 and 2005. In order to identify the pattern of interaction, the land use ana-
lyses of  the Asian side of  the Istanbul  Metropolitan area were compared within a  selected box
buffering the current and planned highways. For the planned third bridge alternative scenarios
were selected, where alternatives were environmental friendly, cost-efficient and compatible
with the current infrastructure. The results show that, easy accessibility caused by the develop-
ment in transportation infrastructures created an attraction in this region and urban areas ex-
panded rapidly. By means of the shortly described methodology and achieved results, the pro-
posed framework aids authorities and decision-makers to better facilitate sustainable
transportation.

1 INTRODUCTION

The interaction between transport, land-use and their impacts to the environment is prioritized at
the research agenda, since the necessity of integrated policies for sustainable development is highly
emerged (Rajaram et al. 2001; Rodier et al., 2002; Shaw and Xin, 2003; Parsons and Salter, 2003;
Geurs and Wee, 2004). Transport system creates new accessibility levels that encourage changes in
land use patterns. Changes in land use system, on the other hand, can modify the travel demand
patterns and induce changes in the transportation system (Wegener, 2001). The adverse affects of
transportation on environment can be listed as air pollutant emissions, greenhouse gas emissions,
noise, and diverse affects on habitat, ecosystems, endangered species. Additionally, it affects water
quality through consumption and causes fragmentation and replacement of natural cover with im-
pervious surfaces. In parallel, the urban form affects travel behavior, resulting air pollution, global
climate change and noise. Residential and commercial development was indirectly effected includ-
ing the distribution of employment opportunities. The transportation options available to link resi-
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dential and commercial locations influence household travel behavior, including trip frequency, trip
lengths, and mode of choice. Vehicle travel, in turn, generates air pollutant emissions, greenhouse
gas emissions and noise (EPA, 2001). The complexity and variety of different components making
up the urban environment, and the interactions among them, are the most pronounced in the mega
cities. In this context, it is important to develop integrated frameworks and systems in order to
detect changes and monitor dynamics, where looking at one component of change in isolation
could lead to decisions being taken on the basis of insufficient information. The integration will
certainly be facilitated be new technologies, tools, and expertise as land-use/cover changes are
quite difficult to grasp as they occur incrementally (Kaya and Curran, 2006; Musaoglu et al.,
2006). Since the interaction between transport, land-use and environment has spatial and temporal
characteristic, Spatial Information Sciences, involving Photogrammetry, Remote Sensing and Geo-
graphic Information Systems (GIS), provide mature solutions for integrated policies.

In order to emphasize the efficiency of Spatial Information Sciences for integrated policies, a
spatial framework was designed and spatial and temporal analyses were conducted in Istanbul. The
Istanbul Metropolitan Area is the only mega-city in the world that sits astride two continents – Eu-
rope and Asia, where the transportation system has been unable to keep pace with the rapid growth
and changing urban structure. Two bridges connect Europe and Asia, the Bosphorus Bridge (1973,
part of the inner-city traffic ring) and the Fatih Sultan Mehmet Bridge (1988, part of the outer-city
traffic ring) span the Bosphorus. The city proper covers an area of 2000 km2, while the metropoli-
tan area occupies 5700 km2. The research is conducted at the Asian side of the Istanbul Metropoli-
tan Area. The study area was illustrated in Figure 1.

Figure 1. The study area – The Asian side of the Istanbul Metropolitan Area.

The Istanbul Metropolitan area had a population about 4.7 Million according to 1980 census da-
ta which has more than doubled and reached about 10 millions in only two decades. According to
the estimations performed by State Statistical Institute, population of Istanbul may reach about 20
million in 2032 (DIE, 2008). The growth rate in Istanbul has had a significant negative effect on
the remaining green area. Rapid motorization is generating serious congestion and air pollution in
Istanbul due to the high population density and the lack of supporting infrastructure. According to
the State Statistical Institute reports, in 2006, every fifth citizen of Istanbul owns a vehicle. Rapid
motorization is generating serious congestion and air pollution in Istanbul due to the high popula-
tion density and the lack of supporting infrastructure. Some negative side effects were observed,
such as valuable agricultural lands and forest were cut through new routes and dense urbanization
along the transportation network was settled (Demirel, 2006).  The proposal for a third highway
bridge by the Ministry of Public Works has been heavily criticized by transportation and city plan-
ners and non-governmental organizations. This strong opposition have resulted evaluation of other

D. Toraman et al. / Spatial information sciences for transportation decisions 25



alternatives, such as railway tunnel, however the proposal of constructing a third highway bridge is
still on the agenda of policy-makers.

The main objectives of the study are to discuss and evaluate the land-use changes which may be
attributed to transport and monitoring the affects on environment. In order to achieve these goals,
the objective of this study is to develop a comprehensive spatial framework for detecting the rela-
tionship, where the main focus will be (i) to characterize the major spatial-temporal changes of land
use, which may be attributed to transportation activities, (ii) to identify the land cover/use pattern
specific for the Istanbul Metropolitan Area, (iii) to explore possible alternatives routes for the new
bridge by means of multi-criteria decision making approach, (iv) possible impacts of the planned
highway, (v)impacts of transport and land-use on environment at a local scale.

2 DATA AND METHODOLOGY

The interaction between transport, land-use and environment is a dynamic process that involves
changes over spatial and temporal dimensions between the three systems. Transportation, land use
and environment interaction involves the time element (when), the location element (where) and
the attribute element (what) that are interrelated with each other. The critical dimensions of the de-
signed framework were the consistent definition of spatial information and time. Effects of trans-
portation system changes on other systems and vice versa, occur at varying spatial and temporal
scales. A highway construction project may introduce a traffic increase shortly after its completion
and lead to some land-use changes in its immediate vicinity. However, its impacts on the land-use
patterns at the regional scale may be insignificant in both short and long-terms, due to the relatively
small changes to the accessibility levels on other parts of the metropolitan area.

In order to model this spatio-temporal interaction Spatial Information Technologies were used
including digital image processing of satellite images and spatial data modeling, spatial analysis,
information presentation and dissemination on both spatial and time domain. The methodology of
this work is constituted upon Spatial Information Sciences, where photogrammetry, remote sensing
and GIS forms the components. The great strength of remote sensing is that it can provide spatially
consistent data sets that cover large areas with both high detail and high temporal frequency, in-
cluding historical time series and remote sensing data provide a means of monitoring change in ur-
ban land cover over time (Kaya and Curran, 2008). GIS are composition of tools and methods for
collecting, storing, retrieving at will, transforming, and displaying spatial data for a particular set of
purposes. Given the spatial nature of many environmental impacts, GIS can have a wide applica-
tion in all Environmental Impact Assessment (EIA) stages, acting as an integrative framework for
the entire process, from the generation, storage, and display of the thematic information relative to
the vulnerability/sensitivity of the affected resources, to impact prediction and finally their evalua-
tion for decision (Antunes et al., 2001). The designed framework for exploring the interaction is
presented in Figure 2. The contribution of the spatial information sciences to the decision making
process was marked in grey. The frame-work involves data acquisition, analyses, assessment, mon-
itoring and information to the public, where the integrated policies for transport, land-use and envi-
ronment were emphasized. This will ensure the integration of currently loosely coupled informa-
tion and increase the efficiency of the decision making process.

In this study various spatial information were retrieved from satellite images, aerial photographs
and orthophoto maps. Landsat images acquired in 1987, 1997 and 2005, were used to monitor the
development of transportation infrastructures and their impacts to the land-cover/use. 1:25000
scaled topographic maps were used for rectification, where the achieved accuracy was 0.5 pixel
root mean square (RMS). The first degree polynomial transformation and nearest neighborhood
method were used. In order to detect the dynamics of the interaction, digital land cover classifica-
tion was performed. The purpose was to establish the link between the spectral characteristics of
the image to a meaningful information class value. In this study, the Iterative Self Organizing Data
Analysis Technique (ISODATA) unsupervised classification algorithm was used (Tou et al.,
19974). From satellite images retrieved 1987 and 1997 for the Istanbul Metropolitan area the Trans
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European Motorway (TEM) which was being constructed in 1987 was retrieved and from the cen-
terline of the highway a band having a width of 4 km was created. The same process was per-
formed for the year 1997 and 2005, in order to determine the temporal change. Since the aim of the
study is to explore the interaction between transport, land-use and environment, five spectrally se-
parable, land cover classes identified by ISODATA were; (i)settlements (involving impervious sur-
faces such as urban area and industrial areas), (ii) road, (iii)barren land, (iv) green area (involving
forest areas, semi-natural vegetation etc.) and (v) water.

Figure 2. The designed framework.

The classification accuracy for the year 1987 image was 82%, for the year 1997 was 82%,
where for the year 2005 the accuracy of 84% was achieved. In order to explore the interaction sev-
eral data sources are being required, where within the scope of this study density of the population,
district borders of the Istanbul Metropolitan Area, highways and Digital Terrain Model (DTM)
were being used. Density of the population, which is attributed to district borders, is a powerful in-
dicator for exploring the urban dynamics. Additionally, DTM of the study area was used in order to
select the alternatives of the newly planned third bridge, where multi-criteria decision making ap-
proach was followed. Multi-criteria analysis (MCA) is one of the most utilized techniques for per-
forming evaluation studies dealing with the ranking of alternatives in the presence of conflicting
objectives (Malczewski, 1999). The critical aspect of spatial multi-criteria analysis is that it in-
volves evaluation of geographical events based on criterion values and the decision maker’s prefe-
rences with respect to a set of evaluation criteria. In a vector-based GIS context, attributes of geo-
graphic features may serve as decision criteria while in a raster-based system, different raster
datasets would represent decision criteria. GIS requires that the evaluation criteria have a spatial
reference. In this study various alternatives for the third bridge were evaluated, where multi-criteria
decision analyses approach is conducted. The weighted linear combination decision rule was ap-
plied, where it allows the user to specify a set of weights representing the relative importance of
criteria  according  to  the  user’s  preferences.  The  weight  of  a  criterion  defines  its  impact  on  the
compensatory aggregation. By default, criterion weights are set to 1/n to represent n equally impor-
tant criteria. Mathematically, the score of alternative i is calculated as si = wjxij, where wj is the
weight of criterion j, and xij is the standardized attribute value of alternative i for criterion j.
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Green Area Barren Land Road Settlement Water

3 RESULTS

The developed frame-work was used to monitor the changes experienced in 1987, 1997 and 2005
within the study area. For the study area, urban areas sharply increase between 1987 and 1997,
likewise the increase in the total length of road network. Hence, development of transportation in-
frastructures created an attraction in this region and urban areas expanded rapidly. At the satellite
image of 1987 the construction site of the Trans European Motorway, which connects the European
and Asian side, can be detected. At the satellite image of 1997, it can be observed that, TEM was
completed and new roads were constructed in order to access TEM. However, the complete net-
work begins to enlarge with new branches, which helps people to access the main network easily.
The development is mainly observed at the northern side. Impact of developing infrastructures to
the environment was analyzed by means of classification results of the satellite images. As a result
of easy accessibility caused by the development in transportation infrastructures, several industries
have moved to these areas and resulting unplanned and uncontrolled expansion in urban area.

In order to detect the spatial and temporal patterns of the bridges, the second bridge is selected
as an example, where similar results and the same trend was achieved for the first bridge, illustrated
in Figure 3. The land cover/use results within the years 1987 and 1997 of the second bridge were
compared.  Within only 10 years the settlement class is increased 283% only at the selected band
for the second bridge. The total area classified was 13600 ha, where in 1987, 8% of the area was
determined as settlements. Between years 1987-1997, the settlement was 1075 ha in 1987 and an
extra 3044 ha has been gained by year 1997, only within ten years period. In contrast, crop and
bare soil areas decreased 29%, indicated as barren lands in Figure 3. The green areas were also de-
creased 26%. The classification results and the comparison between years 1987 and 1997 were pre-
sented in Figure 3.

Figure 3. Classification results of the selected band within years 1987 and 1997.

According to the analyze results, there is a tendency of conversion of barren land to settlement
and green area to barren land. The achieved classification results between years 1987-1997, support
the recognized tendency clearly. The road class is 20 times within only ten years. The population
density within the districts, where the TEM was passing through, was increased 211% within the
years 1990 and 2000. The population density within the Asian side is increased 42% (DIE, 2001).

1987 1997

TEM TEM
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For the alternative design, criteria were selected being social, environmental, economic, topo-
graphy and compatibility with the current transportation infrastructure. Four alternatives were be-
ing evaluated namely, environment friendly (alternative 1), cost-efficient (alternative 2), compati-
ble with the current transportation infrastructures network (alternative 3) and an equal weighted
option (alternative 4). There is no limit for the alternatives, where the important issue is the deci-
sion maker’s preferences with respect to a set of evaluation criteria. All weights for alternatives are
subjective decisions of authors. However, a detailed questionnaire, query and analyze is required
for the optimum weights of an optimum alternative. The given weights for the alternatives are as
follows; for alternative 1: social-0.10, environmental-0.60, economic-0.10, topography-0.10, net-
work compentence-0.10; for alternative 2: social-0.10, environmental-0.10, economic-0.60, topo-
graphy-0.10, network compentence-0.10; for alternative 3: social-0.10, environmental-0.10, eco-
nomic-0.10, topography-0.10, network compentence-0.60; for alternative 4: social-0.20,
environmental-0.20, economic-0.20, topography-0.20, network compentence-0.20. Total weights
for the alternatives should be equal to 1. Each evaluation criteria should have a spatial reference.
For each evaluation criterion, an appropriate spatial data was selected for the analysis. For the crite-
ria “social”; land use, population density and urban plans in small scale (1:25.000) were being se-
lected. For the criteria “environmental”; air pollution, geological maps, earthquake risk maps were
used. For the criteria “economic”; land value, consumption of energy. For the criteria “topogra-
phy”; slope and aspect, which were retrieved from DTM, where for the criteria “network compe-
tence”; accessibility is chosen. The used multi-criteria approach is performed by ESRI, ArcGIS 9.2,
where model and extensions used are as follows: Spatial Analyst and Geo-processing. The obtained
results were presented in Figure 4, where Alternative 1 is green, Alternative 2 is yellow, Alterna-
tive 3 is white and Alternative 4 is red, which is illustrated in Figure 4. For all alternatives, the ini-
tial point was selected as the junction connecting European Motorway (E-5) and TEM, which was
on the TEM. The reason for selecting TEM is that, the E-5 motorway is highly used for intercity
traffic and TEM is regulated as national and international freight transportation. The ending point
of the alternatives is the possible foot of the third bridge, as announced in media. The Alternative 1
was passing through dense settlements, where house values on the basis of compulsory purchase
rates will increase the cost of this alternative.

Figure 4. Alternatives for the third bridge.

The Alternative 2, was passing through a dense forestry area at the northern part of Asian-side.
All alternatives were enforced not to pass through watershed areas, since adverse affects of trans-
portation on water is known. Additionally, environmental impact assessments of the newly planned
transportation infrastructures are regulated by the Ministry of Environment and Forestry, Turkey.
However, system was not enforced not to pass through dense forestry areas since there is an ongo-
ing debate on alternatives, where several alternatives were proposed passing through dense forestry
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3
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area. The alternative 3, is the most compatible with the current transportation network route for the
third bridge. The fourth alternative is illustrated in red in Figure 4. From the above mentioned al-
ternatives the fourth alternative was being selected, since this alternative is “business-as-usual”. All
criteria have equal weights. The settlement, road, barren land, green area and water patterns and
their trends were found and the second bridge spatial and temporal changes for the years 1987 and
1997 were illustrated in Figure 3. The same 10 year period was selected for the fourth alternative
being 2005 and 2015 and the specific patterns and trends for the Istanbul Metropolitan Area were
implemented in order to simulate the results of the given decision. The same 4 km band was being
applied. For the years 1987 and 1997, the settlement class is increased 283%, where the population
for the selected band was increased 211%. The land cover/use results within the years 2005 and
2015 of the third bridge alternative were compared and illustrated in Figure 5.  The settlement was
3848 ha in 2005 and in ten years period it is foreseen that the settlement will be 14738 ha.  The
road class for the selected band was 205 ha in 2005, where in year 2015, the same class will be
4075 ha. The population density within the districts of the selected band was 273638 in 2005,
where with 211% increase; it can be predicted as 851009.

These results illustrated that development of transportation infrastructures created an attraction
in the region and urban areas expanded rapidly. With the selected case study area, further studies
are going to be conducted. In order to determine spatial and temporal pattern and trend of the inte-
raction other several remote sensing images are required, especially the ones belonging to former
years of the Istanbul Metropolitan area, such as 60’s and 70’s. High resolution images can also be
used for detailed analyses. In order to better facilitate decision makers, criteria applied should be
determined upon the relevant documents, regulations, project results and discussions with the
transportation decision makers. For determining the criteria and importance of them, question-
naires, workshops, discussions with the decision makers are required. There is no limit for the ap-
plicable alternatives of the designed framework. Alternatives are going to be determined with the
decision makers and user friendly interfaces are going to designed for the implemented system. A
three-dimensional city model along the transportation infrastructures is going to be integrated into
the system, in order to determine the interaction between urban class retrieved from satellites and
transportation. In order to support strategic planning, the data model will involve analyses for stud-
ying impacts and estimate further years interaction between transport, land-use and environment.
Results will be simulated and visualized, in order to increase the awareness on the interaction and
support sustainable policies.

Figure 5. Classification results of the selected band within years 2005 and 2015.

D. Toraman et al. / Spatial information sciences for transportation decisions30



4 CONCLUSIONS

Spatial information sciences served quite well in detecting the interaction between transport,
land-use and environment. The spatial and temporal analyses indicated the rapid conversion of bare
land to urban areas, where transportation activities increase. At the local scale the efforts of con-
necting Europe to Asia, which is inevitable, contributed to the drastic affects on urban development
and environment. The distribution of accessibility in space influences location decisions and there-
fore results in changes of the land use and adversely affects environment. There is a tendency that
urbanization sprawl will continue. With the designed framework several alternatives of a newly
planned transportation infrastructure can be analyzed and future trends, depending upon former ex-
periences can be simulated. The research results indicate how spatial information technologies can
be utilized for detecting the dynamic changes in urban and environment, which may be attributed to
transport.
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ABSTRACT: QuikScat and SeaWiFS data (2000–2007) covering the Mediterranean Sea were used 

for a multisensor study of the coupling between wind patterns and algal blooms in the Gulf of Lion 

and the Rhodes-Ierapetra gyre systems. In these near-coastal hotspots, atmospheric forcing creates 

(albeit with different mechanisms) surface conditions that cause convective processes and 

consequent nutrient upwelling from deeper layers. As phytoplankton growth in the otherwise 

oligotrophic Mediterranean basin is always nutrient-limited, the blooming triggered by these 

processes reflects the prevailing wind patterns. Highly dynamic features recur systematically in the 

pigment field of both regions, in the same periods (January to May). 

INTRODUCTION 

The combined use of sundry remote sensing tools, to assess complementary environmental data, 

provides novel opportunities for the assessment of coastal and marine processes. A comparison of 

QuikScat and of Sea-viewing Wide Field-of-view Sensor (SeaWiFS) data, for the period 2000–

2007, was used to study the coupling between wind patterns and algal blooms in two regions of the 

Mediterranean Sea: the Ligurian-Provençal Sea, from 40 to 44°N, 2 to 8°E, and the Levantine 

Basin, from 32 to 38°N, 24 to 32°E (Fig. 1). 

The Mediterranean Sea is predominantly oligotrophic and behaves like a sub-tropical basin, 

where the light level is never a limiting factor, so that its decrease in winter does not inhibit algal 

growth, but the nutrient level always is. Blooming occurs in the colder, windy and wet (winter) 

season, and is related to the biological enrichment of surface waters due to cooling, vertical mixing 

and continental runoff, but not in the warmer, calm and dry (summer) season, when the water 

column is strongly stratified and the nutrient supply, from coastal zones or deeper layers, is much 

reduced (i).

Oligotrophy increases from west to east, except for near-coastal hotspots, corresponding to 

point sources of runoff (often affected by a severe anthropogenic impact) or to areas where 

atmospheric forcing creates particular conditions that favour the blooming. This is the case of near-

coastal features such as the Lions Gyre and the Ierapetra-Rhodes Gyre system (see Fig. 2). In both 

areas, bloom dynamics reflect enhanced air-sea interactions due to the prevailing wind patterns (i.e. 

the Mistral and the Etesian winds, respectively). In the north-western basin, the northerly wind 

increases the density of surface waters through intense evaporation and cooling, particularly in the  
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Figure 1. Mediterranean Sea, areas of interest: Ligurian-Provençal Sea (upper left box, centred at 42°N, 5°E) 

and Levantine Basin (lower right box, centred at 35°N, 28°E). 

Figure 2. Monthly means of SeaWiFS-derived (iv) chlorophyll-like pigment concentration [mg/m
3

], in the 

Ligurian-Provençal Sea (left panel), February 2000, and in the Levantine Basin (right panel), March 2000. 

Colour coding over land is based on a vegetation index, i.e. the Fraction of Absorbed Photosynthetically 

Active Radiation (FAPAR). Both images cover an area of about 1000 km × 1000 km, with 2 km spatial 

resolution. The circles indicate sites of deep convection, in the Gulf of Lion, and of upwelling/downwelling, 

in the Rhodes-Ierapetra gyre system. The large arrows recall the prevailing wind patterns. 

Gulf of Lions, and generates deep convection processes (ii). This can lead to a complete 

overturning of the water column, thus ventilating the deepest parts of the basin and bringing deep 

nutrient-rich waters to the surface. When the water column stabilizes, this favours the onset of 

intense algal blooms. In the south-eastern basin, northerly winds blowing along the axis of the 

Aegean Sea funnel through the straits between the Islands of Crete and Rhodes, generating a 

(quasi) permanent vortex pair (ii). This comprises the cyclonic Rhodes Gyre, north-east of the 

straits, and the anticyclonic Ierapetra Gyre, south-west of the straits – often entrained in the 

complex basin-wide surface circulation of the eastern Mediterranean (iii). In the first case, the 

divergence due to Ekman pumping is linked to the upwelling of colder, nutrient-rich waters; in the 
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second, the convergence is linked to the accretion and downwelling of warm, nutrient-poor surface 

waters.

THE QuikScat AND SeaWiFS DATA SET 

The wind speed data were collected by the microwave scatterometer SeaWinds, which was 

launched on the QuikBird satellite in June 1999. The QuikBird SeaWinds, later dubbed QuikScat, 

is the third in a series of NASA scatterometers that operate at 14 GHz (Ku-band). Scatterometers 

transmit microwave pulses down to the Earth’s surface and then measure the power that is scattered 

back to the instrument, and that is related to surface roughness. For water surfaces, the surface 

roughness is highly correlated with the near-surface wind speed and direction (v, vi). Hence, wind 

speed and direction at a height of 10 meters over the ocean surface can be retrieved from 

measurements of the scatterometer’s backscattered power. The 2000–2007 data used here, for 

comparison with the SeaWiFS data, are mapped to a 0.25 degree grid. Overlaid to the colour-coded 

maps of wind speed are black arrows denoting the mean surface wind direction, on a 0.5 degree 

grid. The wind speeds represent scalar averages of daily data, while the wind directions are vector 

averages of the same data
1

.

The chlorophyll-like pigment concentration (Chl) data were collected by the visible and near 

infrared radiometer SeaWiFS, which was launched on the SeaStar satellite in September 1997. The 

original imagery was processed
2

 to correct top-of-the-atmosphere radiances from atmospheric 

noise, to derive normalized water-leaving radiances, and then to compute from these a series of 

derived parameters (including Chl). Except for  the  pictures  shown in Fig. 2 (see Figure caption 

for details), each daily image of the 2000–2007 dataset was treated using the SeaDAS algorithm set 

(vii) and re-mapped on a common equal-area grid, with a grid cell, or “bin”, of 9 km × 9 km. For 

the creation of the composite data products, all valid pixels of a given time period and grid cell 

were compiled in the same bin, and their weighted mean was generated. The weight was based 

on the number of valid pixels used in the binning process (viii). Single images at full resolution 

(~1.2 km at nadir) display a larger amount of details, but are often incomplete over areas of the size 

considered here, due to imaging geometry, algorithm failure or cloud cover, even with daily 

overpasses of a wide-swath sensor. Hence the choice of utilizing composite images to assess the 

main Chl patterns from a statistical point of view. Because the number of valid pixels increases 

with larger and longer binning intervals, the compositing process generates complete, cloud-free 

images. As will be seen in the following, though, the short-term variability is averaged out too, and 

the composites retain only those patterns that persist over significant areas and periods of time. 

WIND PATTERNS AND ALGAL BLOOMS 

The seasonal and multi-annual trends of the average wind speed and Chl values, computed in the 

Ligurian-Provençal Sea and the Levantine Basin domains
3

 shown in Fig. 1, during the period 

considered (January 2000 to April 2007), are shown in Fig. 3. The wind speed record shows that 

maxima are reached systematically in the fall-winter period, i.e. between October and March. 

Conversely, the Chl  record peaks in January-February, for the Levantine Basin, and even later, in 

March-April, for the Ligurian-Provençal Sea. 

1

 QuikScat data are produced by Remote Sensing Systems and sponsored by the NASA Ocean Vector Winds Science Team. Data 

available at: http://www.remss.com/. 

2

 Source: National Aeronautics and Space Administration (NASA); SeaWiFS Ocean Reprocessing 5.1 (2005); for details see: 

http://oceancolor.gsfc.nasa.gov/REPROCESSING/SeaWiFS/R5.1/. 

3

 For the Levantine Basin, the two areas, for which the average wind speed and Chl  values were calculated, are slightly displaced, in 

order to compensate for the displacement of the driving wind field and the Rhodes Gyre. 
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Figure 3. Monthly mean wind speed and Chl in the Ligurian-Provençal Sea (left panel) and in the Levantine 

Basin (right panel). Note the different Chl scale, on the right vertical axis. 

Examples of the surface wind fields in the two areas considered are shown in panels (a) and (c) 

of Fig. 4. The corresponding surface pigment fields are shown in panels (b) and (d) of the same 

Figure. In both cases, the image series comprises monthly averages from January through May, for 

the year 2003. This period was chosen to capture the development of the classical “blue hole” and 

the ensuing spring bloom in the Gulf of Lion area, and the somewhat more episodical development 

of an analogous, but much smaller, spring bloom in the Rhodes Gyre (see trends in Fig. 3). The 

surface features recurring in these near-coastal hotspots represent the main blooming events of the 

Mediterranean Sea, respectively in the western basin and in the eastern basin, that are not driven 

directly by continental (e.g. fluvial) runoff
4

.

In the Ligurian-Provençal Sea, the highest wind speeds (around 10 m s
–1

, or more) occur in 

January and February. This corresponds to low pigment concentrations (Chl < 0.5 mg m
–3

), and 

often to the formation of a distinct “blue hole” (Chl < 0.2 mg m
–3

), in the Gulf of Lion – although, 

at the monthly scale considered, the link is not always evident and unambiguous, in some of the 

years considered (not shown here). Lower wind speeds (between 5 and 10 m s
–1

, or less), from 

March onwards, correspond to strong blooming (Chl > 1.0 mg m
–3

).

A simple regression analysis, carried out using the 2000–2007 monthly mean values of the 

Ligurian-Provençal Sea (as plotted in Fig. 3), is shown in Fig. 5. Various time lags, from 0 to 6 

months, were considered, in order to take into consideration the effect of two environmental 

factors: first, the biological response of the ecosystem cannot be instantaneous, after the set up of 

conditions favourable to algal growth (i.e. the increase in nutrient concentration due to vertical 

mixing); second, when the wind is strongest, the continuing deep convection can prevent blooming 

and lead instead to the formation of a “blue hole” in the pigment field. With no time lag (i.e. when 

the Chl values are matched with the wind speed of the same month; see Fig. 5a), the linear fit 

shows essentially no correlation (R
2

 ~ 0), while the second order polynomial fit (R
2

 = 0.05) suggest 

that Chl is lower at lower wind speeds, and that it grows with wind speed, but only up to a point; 

then, as wind speed becomes higher and higher, the Chl values drop again (i.e. corresponding to the 

occurrence of deep convection). As the time lag increases, so does the correlation. The maximum 

correlation is reached after 4 months  (i.e. when the Chl values are matched with the wind speed of 

4 months before), with R
2

 ~ 0.3 for both the linear and the polynomial fit (see Fig. 5b). At higher 

time lags, the correlation decreases again to very low values (R
2

 ~ 0.01, 0.02). 

The lack of a significant correlation, when wind speed and Chl are matched with no time lag, is 

due essentially to the fact that the ecosystem of the Ligurian-Provençal Sea responds in a very 

distinct manner to the extreme atmospheric forcing typical of winter months. In fact, if the 

regression analysis of monthly mean values is restricted to the first 4 months of the year, the 

correlation is more significant (R
2

 ~ 0.28, both in the linear and in the polynomial case), but 

4

 Note that the Rhone plume, in the Gulf of Lion area, presents separate dynamics. 
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negative, as shown in Fig. 6a. In this period, then, high Chl values occur only at lower wind speed. 

When the wind speed increases, and triggers the deep convection, the algae are mixed down to 

great depth in the water column, and cannot regain the surface to start over their photosynthetic 

activity. Conversely, for the remainder of the year, i.e. from May to December, the correlation is 

much lower (R
2

 ~ 0.07, both in the linear and in the polynomial case), but positive, as shown in 

Fig. 6b.

Somewhat weaker winds are measured in the Levantine Basin. Although the pattern is not as 

clear as in the Ligurian-Provençal Sea, wind speed is still higher in winter months (but well below 

the 10 m s
–1

 mark, in general), only to decrease slightly in spring months. Blooming events (Chl >

0.5 mg m
–3

) in the Rhodes Gyre trail the periods of high wind speed. However, blooms just as 

intense as, if not more intense than, that of spring 2003 (see Fig. 4), are seen to occur also in other 

years, following winter months when the wind field did not present the same high values (i.e. with 

wind speed ranging between 5 and 10 m s
–1

).

The regression analysis, carried out using the 2000–2007 monthly mean values of the Levantine 

Basin, is shown in Fig. 7. Once again, various time lags were considered, this time mainly to take 

Figure 4. Monthly means, January to May 2003, of wind speed (panels a and c) and of Chl (panels b and d), in 

the Ligurian-Provençal Sea (panel a and b), February 2000, and in the Levantine Basin (panels c and d). The 

images cover the areas shown in Fig. 1.
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into consideration the delay of the biological response to the set up of conditions favourable to 

algal growth (since in this case the increase in nutrient concentration is essentially due to Ekman 

pumping within the cyclonic Rhodes Gyres, and not to sustained deep convection, continuing for 

long periods of time). With no time lag (Chl and wind speed of the same month; Fig. 7a), both 

linear and polynomial fit show a positive correlation (with R
2

 = 0.33 and R
2

 = 0.35 respectively). 

The maximum correlation is reached with a time lag of 1 month (Chl matched to wind speed of the 

preceding month, Fig. 7b), so that R
2

 = 0.53 for both linear and polynomial fit. At higher time lags, 

the correlation decreases quickly to very low values, with R
2

 ~ 0.3 at 2 months, R
2

 ~ 0.1 at 3 

months, and R
2

 ~ 0 at 4 months.

Once again, the first 4 months of the year present a rather unique situation, in the Levantine 

basin, as already seen for the Ligurian-Provençal Sea. The correlation is still low, in this period, 

when wind speed and Chl are matched with no time lag (R
2

 = 0.03 in the linear case and R
2

 = 0.13 

in the polynomial case), but becomes much better with a time lag of 1 month (R
2

 = 0.38 in the 

linear case and R
2

 = 0.48 in the polynomial case), as shown in Fig. 8a. From May to December, the 
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Figure 5. Regression analysis of monthly mean wind speed and Chl in the Ligurian-Provençal Sea, at two 

time lags, respectively of 0 (panel a) and 4 months (panel b). 
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Figure 6. Regression analysis of monthly mean wind speed and Chl in the Ligurian-Provençal Sea, at 0 

months time lag, for January to April (panel a) and May to December (panel b).
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correlation is high, both with no time lag (R
2

 = 0.39 and R
2

 = 0.51) and with 1 month time leg 

(R
2

 = 0.51 and R
2

 = 0.55), as shown in Fig. 8b. 

CONCLUSIONS 

Algal growth in the Mediterranean Sea is always nutrient-limited, with consequent low biomass 

and primary production. The fertilization of the basin, supporting localized algal blooming, is ruled 

mainly by the impact of (coastal interactions and) atmospheric forcing in broad near-coastal zones, 

and then by the ensuing thermohaline processes. 

In the Ligurian-Provençal Sea, the winter winds lead to convective processes that promote 

nutrient upwelling and then a sustained spring blooms, once the wind regime relaxes and surface 

stratification sets in. In the Levantine Basin, upwelling due to Ekman pumping, within the cyclonic 

component of the wind-generated Rhodes-Irapetra vortex pair, also results in similar, but weaker, 

algal blooms. However, other factors appear to be critical, in this second case (due to the different 
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Figure 7. Regression analysis of monthly mean wind speed and Chl in the Levantine Basin, at two time lags, 

respectively of 0 (panel a) and 1 month (panel b). 
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Figure 8. Regression analysis of monthly mean wind speed and Chl in the Levantine Basin, at 1 month time 

lag, for January to April (panel a) and May to December (panel b). 
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physical processes taking place), as the pattern of high wind regime followed by blooming has a 

much shorter time scale and does not recur systematically. 

The examples presented here demonstrate that an improved interpretation of remote sensing 

data sets, and of the bio-geo-physical processes responsible for the observed phenomena, can be 

achieved through the combination of multi-sensor techniques. However, it is obvious that 

knowledge of the variability of pigment concentrations and surface winds is not sufficient for a full 

understanding of ecological dynamics in the two regions of interest. 

Modeling of the correlation between Chl and wind speed, planned for the future development of 

this line of work, might be able to provide more clues on the coupling between algal blooms and 

wind patterns in the Mediterranean Sea. It should be noted, however, that much longer data sets 

would be required for a long-term analyses of the Mediterranean trends, particularly for the case of 

local changes in times of global warming. 
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Determination of flood risks in the yeniçiftlik stream basin
by using remote sensing and GIS techniques

rfan Akar
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ABSTRACT: Floods are among the most devastating natural hazards in Turkey and worldwide,
causing the largest amount of casualties and property damage. GIS and remote sensing methods
are very attractive, fast, and reliable tools for various flood applications and management. In this
study, we investigated floods which occurred and are likely to occur in a study area in Istanbul,
Turkey, to determine the potential use of these tools with respect to these floods. Floods which
caused loss of life and property in the Yeniçiftlik stream basin located within the boundaries of
Beykoz, a suburb of Istanbul, attracted our attention due to their negative impact on human life
and  activities,  and  this  was  selected  as  the  study  area.  Many  geographical  parameters  such  as
vegetation, topographic and geologic features, precipitation, and land use features play a
significant role in the occurrence of flood related disasters. Data used were topographic,
soil, vegetation, and geological maps at scale 1:25000, IKONOS pan-sharpened imaging
(02.03.2008), as well as aerial photographs taken in 2006. Using the Arcinfo 9.2 Spatial Analyst
module, flood risk maps were created, assigning different weights to vegetation, geologic and land
use features, and other morphometric features such as slope, aspect, and so on. Land use and
vegetation features were determined by applying a supervised classification technique to IKONOS
data.  All  data  were  processed  using  HEC-GeoRAS  (in  ArcGIS)  and  HEC-RAS  software.  The
results indicate that the precision and diversity of the data used greatly affects the precision of
these risk maps.

1     INTRODUCTION
Floods are one of the significant natural disasters that substantially impact the economic and social
lives of people in many regions and countries (CEOS, 2003). Various computer models have been
developed in order to understand floods that occur and demonstrate their impacts. It is possible to
classify the basic components of these models into four parts: hydrological models, hydraulic
models, flood mapping, and generation of spatial data for use in the model (Snead, 2000). Together
with developments in GIS technologies and the increase in resolution of Digital Terrain Models
(DTM), applications for research related to hydrology, water resources, and the environment have
increased. Integration of GIS with hydrologic and hydraulic modeling software has been realized
for various purposes. Among these, HEC-GeoRAS is an ArcGIS extension program that has been
produced for generating spatial data. With this extension it is possible to extract and process
geometric data pertinent to river basins over the existing DTM, read the database pertinent to HEC-
RAS hydraulic software, and map water levels and floods (Özdemir, 2007). HEC-RAS is a one-
dimensional hydraulic program in which water surfaces related to continuous flows can be

Keywords: Remote sensing, GIS, yeniçiftlik stream, flood, hec-ras, hec-georas.
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calculated and discontinuous streams can be modeled (USACE, 2002). It has data storage and
management capacity and is widely used throughout the world . With the utilization of GIS and
development of this technology, hydraulic models of river systems can be generated more easily
(Maidment, 2000 and 2002). Thus by using flood modelings performed with GIS and hydraulic
software, it is possible to calculate the distribution area of water surfaces of potential floods and to
make relevant volume and depth calculations. The study field was located within the borders of the
Beykoz district of the Istanbul province between UTM/ED_1950/Zone35N, Max. West: 681127-
436675, Max. East: 686377-436675, Max. North:  4561198-271090, and Max. South: 4549558-
271090 coordinates. Yeniçiftlik stream basin has a perimeter of 33 km and a surface area of
31.1751 km2; the north–south length of the basin is 12.555 km, and the east–west length is 3.75
km. The research field comprised a 3.66 km2 area of this basin (Figure 1).

Figure 1. Study Area.

2    DATA AND METHOD

Data resources used in the study were topographical data at scale 1:25000, IKONOS pan-sharpened
(02.03.2008) satellite imaging, aerial photographs (2006), and digital soil, geological, and vegetation
data at scale 1:25000. Two different methods were applied to determine the flood areas. The first of
these methods was assessed using HEC-GeoRAS and HECRAS, using the data generated.
Applications related to this method are shown in Figure 2. Since there was no high resolution DTM
for the study field, stages of the study were compiled under four main headings: Triangular Irregular
Network (TIN) generation, processes performed using HEC-GeoRAS, processes performed using
HEC-RAS, and generation of flood maps. One of the most significant stages in flood mapping is the
generation of high resolution DTMs (Sugumaran and Davis et. al., 2000).  For  this  the  TIN  model,
which  best  reflects  the  linear  layers  from  geometric  data,  was  used  (USACE,  2005).  TIN  were
generated using data generated by 5–10 m contours on topographic maps at scale 1:25000. The
geometric data to be used in flood mapping were generated using HEC-GeoRAS. IKONOS pan-
sharpened satellite imaging and aerial photographs were used for generating these. Data completion
for geometric data was performed using HEC-RAS.

The second method used was Multi-Criteria Decision Analysis (MCDA). In this method the
parameters are taken into consideration one by one in order to determine the areas of risk. Basic
elements of the basin's flood risk comprised the geographical properties of the basin and its flood
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characteristics. A flow chart detailing the method is shown in Figure 3. Applying this method, the
parameters pertinent to flood risk in the study field were assessed and weight values were assigned
to each.

Figure 2. Flow chart of Hec-GEORAS and Hec-RAS                           Figure 3. Flow chart of MCDA method.
Applications.

3      HYDRAULIC MODELING AND FLOOD MAPPING

3.1.Creation of geometric data
In order to conduct hydraulic modeling of rivers, geometric data for river basins are required
(Özdemir, 2007). These data generally comprise establishing the connection of river systems, bed
cross-sections, defining connection points, data pertinent to hydraulic structures, and cross-section
interpolations.  Geometrical data used in the study included rivers, riversides, flow paths, cross-
sections and land use. Only data from the 3.66 km2 study area of the Yeniçiftlik stream basin were
used. In generating geometric data, the generation of TIN models as base data was performed as a
priority. Digitalization of geometric data in the area to be modeled after TIN generation and data
entry processes were performed (Figure 4).

Figure 4. Using geometric data in flood mapping.   Figure 5. Manning’s value.
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In digitalizing these data, the TIN model, IKONOS pan-sharpened satellite imaging, and aerial
photographs were used. Some characteristics emphasized in the digitalization of the geometric data and
data entry were as follows:

Rivers, river coasts, and stream paths were digitalized towards the flow direction.
Definitions of river paths were conducted (such as right, left and center).
Bed cross-section lines were digitalized towards river stream direction, from left coast
to right coast.
Cross-section lines intersected the river and stream paths once and both lines intersected
with each other.

A land use layer was generated using IKONOS pan-sharpened satellite imaging. For types included
in this layer Manning's N value, which is accepted as an indicator of the action demonstrated against the
stream hydraulically, was assigned (Figure 5; Fleckkenstein, 1998; Özdemir, 2007).

3.2Generation of the flood model
HEC-RAS is one-dimensional software in which the steady and unsteady streams are modeled
(Merwade, 2006).  Geometric data for the river basin and data for the stream have to be entered in
order to conduct the modeling (Özdemir, 2007). Geometric data pertinent to the study field were
generated using HEC-GeoRAS and other data were completed in this section (Figure 7).
Subsequently the data was transferred to HEC-RAS software. After completing the entry of
geometric data, stream data for the river in the area in which modeling was to be conducted were
entered. Stream data for the repetition frequencies of floods were accepted as Steady Flow data.
Since the gradient value of the study field was not very high, subcritic was selected for stream
calculation. Subsequently, models for 10, 50, and 100 years were generated (Figure 6).

Figure 6. Models pertinent to different flood repetition frequencies.                    Figure 7. Geometric data generating from Hec-RAS.

3.3.Multi-criteria decision analysis (MCDA)
This  is  the  process  of  assessing  options  of  a  definite  number  using  numerous  criteria  which  are
generally weighed, contradict one another, do not use the same unit of measurement unit, and may
even take qualitative values for the purposes of selection, sorting, classification, prioritization, or
screening (Yoon ve Hwang, 1995). In the method applied, parameters were taken into
consideration one by one while areas of risk were determined. Basic elements relevant to the flood
risk conducted for the study field comprised the geographical properties of the basin and its flood
characteristics.  The  flow chart  of  the  method  is  detailed  in  Figure  2.  Since  a  critical  stage  is  the
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generation of basic base maps whilst carrying out the risk analysis of the study field, base data for
topographic, vegetative, soil, and geographical characteristics were generated from data for the
basin digitalized in the digital media. Land use characteristics and geological and soil data were
converted into raster data structure for analytical purposes. In the method applied, the parameters
for flood risk in the study field were assessed and weight values were assigned to each (Figure 8).
Weight values ranged between one and 10. Those closer to one have the least risk and those closer
to 10 have the highest risk. The reclassify module of the Spatial Analyst module is used for
applications at this stage. Due to the fact that the impacts of parameters on relevant disasters show
varying rates, different values are assigned to each by means of this module. The overlay process is
realized following this value assignment. This process was performed using the Raster Calculator
module of the Spatial Analyst module. As the method was applied, the flood risk map of the study
field was determined (Figure 9). Five different degrees were selected for flood risk. Examination of
the flood risk map shows in particular that the risk is quite high in parts where the gradient values
are low and the settlement and agricultural areas are intense (Figure 9 and 10).

Figure 8. Decision hierarchies for flood hazard index ranking.         Figure 9. Flood risk mapping generating from MCDA method.

Figure 10. Displaying aerial photos of flood area determined by
MCDA method.
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4 CONCLUSION

In this study an area of 3.66 km2 in the Yeniçiftlik stream basin was examined. Flood risk analysis
was performed using Remote Sensing and GIS. Remote Sensing data were used in determining
land use, demonstrating changes in land use, determining the river basin characteristics of the study
field, and creating geometrical data for the floods. As the study field is a basin with flood risk
potential any flood taking place may significantly impact the settlement areas, industrial zones, and
productive agricultural fields. In the hydrologic and hydraulic modeling conducted for flood risk
studies, flood rates for 10, 50, and 100 years were calculated using maximum flood rates for 33
years, and flood risk maps were generated through hydraulic modeling using the values obtained.
A TIN model was used for the geometric data generated in the hydraulic model application, and the
river's central line was digitalized over stream paths and cross-sections, satellite imaging, aerial
photographs, and the TIN model. Land use factors between the cross-sections were determined,
flood models were created according to different repetition frequencies, and a 100 yearly potential
flood model was utilized for determining the flood areas. In MCDA, another method used, criteria
for risk analysis were determined using the Analytic Hierarchical Method. In the study, the flood
risk was considered according to five parameters: the DTM of the basin, gradient, aspect,
geological characteristics, and land use. As a result of the model generated it was determined that
the flood potential of the study field is high. Due to the risk of flooding in the coming years it will
be necessary to take relevant precautions in this area and implement them rapidly. It has also been
determined that in order to conduct a more realistic modeling using HEC-GeoRAS and HEC-RAS
hydraulic software, further data would be required.
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ABSTRACT: The presented project being a part of rainfall-runoff modeling is focused on de-
termination of relations between soil moisture changes detected in radar data and precipitations.
One catchment area of– the Olse River in the northern Moravia is used for. The catchment´s land
cover classes derived from Thematic Mapper data are decisive for creation of homogenous land
cover  patches.  The  changes  are  determined  from ERS-2  data.  The  radar  data  were  chosen  ac-
cording to the flood precipitations date in the catchments covering either before and after flood
period or only after a flood one. Radar image data processing is performed by following working
steps: image data filtering, band subtraction, delineation and selection of the same land cover
patches; these areas were subdivided according to their change values derived from the radar da-
ta subtraction. These subareas were evaluated in GIS to find relations between the spatial distri-
bution of the radar data changes and hydrological, morphological, and soil conditions.

1 INTRODUCTION

Rainfall-runoff modeling should predict flood occurrence in case of high precipitations in various
catchments. The project whose preliminary results of relations between changes in soil moisture
and changes in ERS radar data are summarized in the paper is focused on spring drainage basins –
areas representing the first part of catchments. Their flood conditions are derived and caused only
by their precipitation and water absorption capacity of the region. Therefore the rainfall-runoff hy-
drological model covers the whole spring part of the river including the Polish part.

The practical  usage of  the final  model  is  a  quick processing of  the immediate  rainfall  and the
water stream discharge situation, deciding if the state is in fact a flood state which should be ma-
naged as the real flood situation including all warranty activities.

Similar demands to rainfall–runoff condition assessment and more accurate weather predictions
are required both for extreme events, and for ecological and water management purposes.

This modeling and weather forecast are processed by the CHMI (Czech Hydrometerological In-
stitute) and watershed managers in the Czech Republic. Modeling is also performed by other au-
thors on individual catchment scale with more research orientation. Eichler, Kulhavy, Dolezal and
Soukup analyzed drainage runoff, agriculture impact and hydrological balance models (Kulhavy
2000), including simulation approaches for drainage runoff assessment (Dolezal 2000). Neruda
(2002) used artificial intelligence network approach for the rainfall–runoff modeling, predicting the
following day flow using historical flow and precipitation data .

Relations between anthropogeneous landscape changes and flood intensity were assessed by
Langhammer (within the Evaluation of natural environment changes impact to flood development
grant project), methodology of rainfall–runoff conditions in urbanized and industrial areas assess-
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ment using combination of classical hydrological methods, mathematical simulations and GIS
processing and visualization were studied by Rapantova (2004). Usage of GIS for watershed mod-
els, ecological aspects, erosion impacts and sediment transport modeling were studied by Vozeni-
lek (1999) and Pavelka (1996). Runoff conditions are affected by various factors, above all by
geomorphologic characteristics, soil profile character and condition, cover type; evapotranspiration
level and snow cover condition. Their error can reach tens of per cent, i.e. of snow cover or evapo-
transpiration. Individual factors are inter-related and cannot be evaluated individually. For exam-
ple, snowmelt modeling can be performed by various methods (mostly used is degree/day method)
(Beven 2001, Chow 1964, Hradek 2002) and Anderson´s method (Anderson 1968), whose results
are influenced by altitude, terrain morphology, exposure and vegetation cover.

The modeling in the project combines rainfall forecast and hydrological model of water surface
outflow. One input to the hydrological model is soil moisture. The analyzed watersheds are eva-
luated for historical events well documented by detailed discharge measurements, however, with-
out soil moisture measurement.

The surface outflow is a spatial phenomenon and therefore soil moisture should be also used as
a spatial data layer. However, remote sensing imagery is the only data source describing spatially
the characteristic. The problem was that no ground truth data were available for the real soil mois-
ture calibration. Having no soil moisture input information, the only possibility were to use only
relative values for a further model calibration. Changes calculated between two time levels close to
the high rainfall were applied. Their values formed one GIS layer from the system comprising land
cover, soil types, slopes, distance to water courses, and rainfalls.

2 INPUT DATA

The input data means data used for the watershed GIS model describing relations between hydro-
logical conditions on one side and “local conditions” on the other side.

2.1 The study area
The project is focused on the Olse River catchment. The Olse River flows from Istebny in Poland
into the Odra River in the flat Ostrava region forming the frontier between Poland and the Czech
Republic after leaving Poland.

Table 1. Geographical characteristics of the Olse River watershed

River Catchment Olse

 Length
all 99 km
Czech Republic 83 km
Poland 16 km

Area

all 1118 km2

Czech Republic 639 km2

Poland 479 km2

2.2 Meteorological data
The meteorological data in the Olše River watershed were measured by 6 rain gauges (Bílý K íž,
Jablunkov, Lu ina, Hradišt , T inec, Lysá hora) and delivered in one hour time intervals. Their
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values were processed by kriging for the regular grid networks. The grid values were used for the
precipitation GIS layer. Only one layer as a sum of all precipitations was created due to relatively
similar time distribution of the rainfalls.

The final rainfall GIS layer values were sums in individual pixels for the whole before flood pe-
riod between the radar image pair’s dates. This simplification was used since important rains and
the rain curve mode appeared only with several hours´ delays.

2.3 Land cover of the catchment
Land cover of the catchment is formed by 3 main areas: urban (72) sq km, agricultural (318,6 sq
km)  and forest (241,4 sq km) according to the land use/land cover CORINE data from 2000 in the
Olse River. The land cover was compared to the 1990 CORINE data and only less than one per
cent of difference was found. The same comparison was prepared from Thematic Mapper data and
land cover changes formed nearly 20 per cent of the area. Therefore more accurate land cover in-
formation is used from the optical data.

2.4 Soil types
The map of soil classes of the Czech Republic is formed by homogenous regions having its coded
description. The feature class attributes are embedded in 8-numbered code characterizing climate
region, main soil unit, slope gradient, soil skeleton, boulderity, and soil depth. The maps are
processed at 1 : 5000 scale. Four “soil” type areas have different 3-number coding - bare land, wa-
ter, quarry, and forest. The final detailed soil types comprise tens of classes. However, they were
aggregated according to their skeleton content and soil classes according to following characteris-
tics were formed.

Table 2a. Soil type classification according to the skeleton content occurring in the region
Class description
0 Without skeleton, with skeleton less than  10 %
1 Low skeleton less than 25 %
2 Mid skeleton less than 50 %
3 High skeleton higher than 50%

Table 2b. Soil type classification according to the soil depth

2.5 DEM of both catchments
Digital elevation model was derived from 1: 25 000 scale contour lines using TIN and processed
into the 25 x 25 m grid format.

2.6 Remote sensing data
Three remote sensing data types were used for. The first detailed data processing was performed
from ETM+ Landsat data, a pair of SPOT data and a pair of ERS-2 data formed the whole group of
remote sensing data.

depth less than 30 cm–
60 cm

2 Shallow
–depth 30–1 Mid

depth more then 60 cm–0 Deep
Class description
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2.6.1 SPOT image data
The data list is in table 2. After preprocessing, the data were georeferenced and used for the land
cover change detection between 2002 and 2004.

2.6.2 ERS-2 image data
The regular water level measurements showed individually the flood dates on both rivers. The
ERS-2 data were selected to cover the period of these events (see table 2); one flood (2005 year) is
imaged by a pre- and post-imagery and one by two post flood imageries (2002 year).

Table 2. List of SPOT and ERS data for individual flood events
Flood event

3 METHODOLOGY

The soil moisture change analysis was processed in GIS. The soil moisture depends on many
phenomena. Several of them are time independent – soil type, orientation, and slope, etc., however,
some of them are time dependent – rainfall, temperature and evapotranspiration (with hours´
changes), land cover (with months´ changes).

The soil moisture changes were supposed to be expressed by radar data changes. The radar data
depend on material type, roughness and moisture. The changes were determined from ERS data
measured within 34 days. The period is generally quite short for the roughness changes on one side,
and   it is the moisture which the radar data are sensitive for in case of steep incident angle as the
ERS data have. Therefore the hypothesis that only moisture caused the changes was used.

The changes were calculated as two data difference – subtraction of the younger image from the
older one. The subtraction was performed after filtering by 5 x 5 average filter. The resulting data
were simplified and therefore grouped into ten classes comprising data with the same digital value
ranges. Negative values (classes 1 – 7 for 2002 and 1 – 6 for 2005) represented decreasing of the
radar intensity what means decreasing of the soil moisture; positive values (classes 9 – 10 for 2002
and 8 – 10 for 2005) depicted increasing soil moisture. The 8th or 7th classes with both negative and
positive values near zero were handled as areas with no changes.

It was supposed that the changes were caused by rainfalls between acquisitions of the ERS data
pair. Dependency of soil moisture on previous rainfalls, land cover, slope, and soil type was ana-
lyzed in the first phase.

Non-stationarity can be found at land cover data (months´ scale) and hydrological da-
ta.(hours´scale, evapotranspiration is calculated in days´ scale in 90 places in the Czech Republic).
Their input must be prepared in a spatial form by an interpolation method to get a spatial layer.

The changes were analyzed in two main land cover classes – forest and agricultural areas where
the rainfall, slope, and soil type are shown. The characteristics were evaluated for land cover ho-
mogenous areas.

The relations showed influence of time invariant characteristics on the soil moisture changes.
The relations need to be studied as a combination of characteristics. Their separated evaluation
showed that all detailed classes of all characteristics occur in all change classes.

31/08/2005
27/07/2005

/082002
24/08/2005

2621/07/02 SPOT 5, MS, P -HRG2
22/07/200219/07/2002 19/07/02 SPOT 4,  MS - HRV1

acquisition
date MS/P

date SPOT ERS acquisition date
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4 RESULTS

The graph (fig. 1) of forest change classes (1 – 10) in 2002 showed that the largest area (45 per cent
– column 3 - 6) have lower soil moisture at the end of the period between two ERS measurements
with extreme change areas covering less than 5 per cent (column 1, 2). Positive changes occurred at
33 (column 8, 9, 10) per cent of forest areas. All slope classes are found in all change classes in a
similar ratio. No direct simple influence is possible to be derived from the slope and soil moisture
mutual relation. Similar results were determined for all other characteristics.
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Fig. 1.  Slope classes in forest soil moisture classes         Fig 2. Slope classes in agricultural area soil moisture classes

The graph (fig. 2) of agricultural area change classes proved that the soil moisture decreases
more quickly if compared with forest areas. Dryer area covers more than 50 per cent, positive areas
around 25 per cent. Mutual occurrence ratio of all slope classes shows again no close direct depen-
dency on slopes.
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Fig. 3. Rainfall classes in soil moisture classes Fig 4. Moisture change classes in areas with highest
and lowest rainfall distributed according to slope terrain

Fig 3 showing rainfall classes is another prove of a complex relation among individual characte-
ristic and moisture changes. The precipitation distribution is really an invariant moisture feature.
However, comparing slope, rainfall and moisture change shows that moisture changes caused by
different rainfall occur in areas with different slope (see table 3)
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Further analysis (table 3) compared areas with extremely high moisture changes and with ex-
treme  (low  and  high)  rainfalls  related  to  soil  type  and  slope.  97  per  cent  areas  with  the  highest
changes and precipitation occurs in areas with slope 0 – 5° and 5 – 15° with 4 different soil classes
(one occurring in both slope classes). Areas with the highest change and lowest precipitation have
half percentage in the lowest slope (compared to the highest precipitation area), and one third in
areas with slope up to 30° which nearly do not occur in wettest areas.

5 CONCLUSIONS

The results showed that the relation between the changes found in radar data and other characteris-
tics cannot be studied individually. It was only the last table – table 3 which showed a certain cor-
relation – only few soil classes are decisive for the surface changes; slope where most changes
were found is lower than 15 ° for extremely high rainfall and up to 30 % for low rainfall.

The partial results lead the solution to a multicriterial analysis. The analysis will be focused on
determination of rainfall and land cover influence to other (positionally constant) characteristics
where the evapotranspiration will be used in the form of a layer which is subtracted from the rain-
fall layer. The rainfall will be a time dependent value and land cover time independent in the analy-
sis with above mentioned data.

The analysis will be oriented to determination of weights in the equation (1)

Change (digital value) = (precipitation – evapotranspiration – surface outflow) . wtime . wsoil . wslope
. wland cover . wtemperature (1)

where wtime = f (time),
wtemperature = f (time),

   others w are constant for the place in case of unchanged land cover
surface outflow  - calculated using CN curves.

The equation will be evaluated for existing area and further calibration of soil moisture will be per-
formed in the surface runoff model (Hanzlova et al. 2008).

The project is financially supported by the Czech Agency grant 205/06/1037 Application of Geoin-
formation Technologies for Improvement of Rainfall-Runoff Relationships
SPOT data provided by the CNES OASIS project Application of Geoinformation Technologies for
Improvement of Rainfall-Runoff Relationships
ERS data provided by the European Space Agency - Category 1 project No 3912

Table 3. Comparison of areas with high and low rainfalls in the highest moisture changes in forest
areas
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ABSTRACT: One of the most important events that cause anomalies in nature’s balance is forest 

fires. Forest fires are also very serious threats in Turkey, which is located in the Mediterranean 

Region. While complete prevention of a forest fire is impossible, it is possible to reduce the 

damages of forest fires by constructing a forest fire risk map. In this study, we analyze a forest fire 

that took place at Kibriz Stream Canyon near the city of Antalya. The most important aspect of this 

fire was that the interference was very difficult due to the canyon’s harsh landscape. Here, we show 

that a fire risk map can be especially beneficial for this area, and for other areas where fire 

interference is very difficult due to the unfriendly topography. Remote Sensing and Geographic 

Information System (GIS) were applied in this study for the assessment of the situation before and 

after the fire and for forming the fire risk map. Landsat TM (01.08.1990), Spot XS (24.06.2007) 

imageries and 1/25000 scale topography maps were used to generate a digital terrain model and to 

establish the land use classes by means of unsupervised and supervised classification algorithms. In 

addition, the normalized difference vegetation index (NDVI) was computed to compare the 

classified imageries before and after the fire. Comparison of the NDVI values helped us to 

determine the vegetation pattern change after the fire.

1 INTRODUCTION

One of the most important events that cause anomalies in nature’s balance is forest fires. Forest 

fires are also very serious threats in Turkey, which is located in the Mediterranean Region. In the 

past sixty years, more than 1.5 million hectare of forest area had disappeared in Turkey due to 

forest fires. Forest fires influence directly all living things in that area, affecting all natural balance 

directly or indirectly. While complete prevention of a forest fire is impossible, it is possible to 

reduce the damages of forest fires by constructing a forest fire risk map. (Hernandez, P.A., 2006)

A forest fire risk map shows us how to take preventive measures before and during the fires. 

(Coskun, O., 1998) A fire risk map is constructed based on slope, aspect direction, vegetation 

pattern, altitude and distance from roads of the forest. Based on the fire risk map, the higher risk 

areas are detected for special preventive treatment and for quick interference during a fire to 

minimize the damage. 

In this study, we analyze a forest fire that took place at Kibriz Stream Canyon near the city of 

Antalya. This particular fire started in August 18 2006 and lasted more than one week. At the fire 

location the depth of the canyon is nearly 700–800 meters. More than 450 hectare forest area was 

destroyed. The most important aspect of this fire was that the interference was very difficult due 

to the canyon’s harsh landscape. Here, we show that a fire risk map can be especially beneficial for 
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this area, and for other areas where fire interference is very difficult due to the unfriendly 

topography. 

Remote Sensing and Geographic Information System (GIS) are applied in this study for the 

assessment of the situation before and after the fire and for forming the fire risk map. Landsat TM 

(01.08.1990), Spot XS (24.06.2007) imageries and 1/25000 scale topography maps were used to 

generate a Digital Terrain Model (DTM) and to establish the land use classes by means of 

unsupervised and supervised classification algorithms. In addition, in order to compare the 

classified imageries before and after the fire, the Normalized Difference Vegetation Index (NDVI) 

values were computed. Comparison of the NDVI values helped us to determine the vegetation 

pattern change after the fire. 

The main contribution of this research are 1) identification of the actual damage in the Kibriz 

Stream Canyon using remote sensing and GIS data and 2) illustration of how a fire risk map can 

help in forest fire prevention, and fire interference with an application in Kibriz Stream Canyon. 

2 STUDY AREA 

The area of study, Kibriz Stream Canyon, which is between 36
o

–37
o

 northern parallels, 29
o

–30
o

eastern meridians, is located 210 km far away from the city Antalya. 

2.1 Vegetation type 

Most of the area is covered by Turkish Pine. A low height area, where the Turkish Pine is rare, is 

mostly covered by Maki types. Turkish Pine trees may be found in the area of the Maki vegetation 

area. These kinds of vegetations are especially susceptible to fire. 

2.2 Climatic conditions 

While in general, a Mediterranean climate is observed in this area, terrestrial climate is effective 

the inner land. Some of the meteorological variables’ mean values are: 

Annual Rain 782.9 mm  

Annual Temperature 19.6 C  

Annual Relative Humidity 50%  

Annual Wind Speed 2.4 m/sec  

Annual Insolation Time 8.11 hour/day 

The mean insolation time in August is almost 11.2 hours and the faster wind directions are West-

South West, North-North East and East-North East. 

2.3 Topography

Topography, which influence all risk parameters (insolation, humidity, distance from road, aspect 

and slope) is an important physiographic factor. So the high slope and high elevation structure of 

the canyon increase the risk of the forest fire. Also wind is very critical parameter for spreading the 

fire because of the bosphorus structure of Kibriz Stream Canyon. 

2.4 Distance from roads 

Most of the root-causes of the fires are related to human activities. Roads are vehicles that help 

humans to reach the forest areas. So “distance to roads” is an important factor that may increase the 

fire risk, but on the other hand, roads are also necessary to reach the fire area. Because of the 

absence of roads, the interference to Kibriz Stream Canyon is very difficult. 
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3 MATERIALS AND METHODS 

3.1 Data

The image of Landsat TM in 01.08.1990 before the fire and the image of Spot XS in 24.06.2007 

after the fire were used to show the effect of the forest fire. Also topographic maps were used to 

constitute DTM and according to DTM slope, aspect maps were formed. 

3.2 Methods

1/25000 scale topographic maps were rectified according to the WGS84 and a UTM projection and 

digitized for producing DTM for the study area (Fig. 1). 

Also satellite images were geo-coded by the help of rectified topographic maps according to the 

WGS84 and a UTM projection to combine and analyze with the remaining data.

The purpose of the digital classification is selecting and examining the reliable control areas to 

exhibit the landscape characteristics (Erten, E., 2005). In this study, the Maximum Likehood 

supervised and unsupervised classification algorithms were used to classify satellite images 

(Ormeci, C., 1987). Classification of the satellite images one by one is the best way to compare 

before and after fire situations. The statistical results of the separate classification of the different 

date images introduce the affect of the fire.

The risk map of the study area was constructed to show the risk area by classifying the areas 

from major risk to high risk areas. Fire risk map and the risk classes were constructed based on the 

following factors: slope, aspect direction, vegetation pattern, and distance from roads of the forest.

Since the vegetation type is an important determinant of risk, they were classified using the 

Normalized Difference Vegetation Index (NDVI). The high NDVI values indicate the high 

moisture, healthy vegetation, and the low values indicate the low moisture, unhealthy and 

vegetation-free areas (Parmiggiani, F.). 

The other factor is slope. High slope areas naturally do not sustain high risk but after flame 

expansion of the fire becomes very fast (Akar I., 2006).

Aspect takes a determinative role on area’s humidity, precipitation, wind, insolation time and 

intensity. Because of the orientation with respect to the sunlight, the vegetation which takes 

Figure 1. DTM of the study area. 
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sunlight from South faces water shortage problem (Bilgin, 2001). The fire risk probability is high at 

these kinds of areas. As indicated earlier, distance to roads increases the possibility human source 

fire risk. For the areas, which are far from the roads, the fire probability is taken low, and vice 

versa. All risk parameters, weights, classes and factors values are given in Table 1. The multi-

criteria equation used in GIS to determine forest fire risk areas is as follows:

RC = NDVI*0.9 + Slope*0.7+Aspect*0.8 + Distance*0.5+Altitude*0.5 

4 RESULTS

4.1 Classification and NDVI

Landsat TM and SPOT XS images were used to identify and indicate the forest risky area by the 

way of classification and NDVI. 7-4-3 band combination for Landsat TM and 3-1-2 band 

combination for SPOT XS were used for classification and making NDVI analyses. The images 

were classified into 6 classes as forest 1, forest 2, forest 3, non forest area, river and snow by using 

maximum like hood algorithm (Figs 2, 3). The images show the effect of the fire clearlyindicating a 

destruction of more than 450 hectare forest area.

Addition to the classification analyses, NDVI results were used for understanding the forest 

differentiation after fire. (Parmiggiani, F., 2006) Also NDVI values were classified into 6 classes 

and 1990 Landsat image NDVI values were used as a risk factor for risk analyses to establish the 

risk map before the fire.  

4.2 GIS results

GIS results as slope, aspect, distance to roads, altitude, and vegetation index are the factors that 

form the infrastructure of the risk map. This step of this study exhibits the risk of forest fire at our 

study area. 

4.2.1 Slope

In the study area, slope values are changing between 0–90 degrees. And in the study area the slope 

values are very high, so this situation causes very high risk (Fig.  4).

4.2.2 Aspect

The aspect directions are directly proportional to vegetation humidity values. For example; the 

humidity of vegetation decreases, if the vegetation look to the South direction and it is dry 

 Figure 2. Landsat image classification.   Figure 3. Spot image classification.
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vegetation area which causes high risk. (Fig. 5) The risk order of the directions is: South>South 

West>South East>Flat>West>East>North West>North East>North. 

In the study area, aspect directions which mean insolation values are mostly south, southwest, 

and southeast and west directions, which cause very high risk. These values are coherent with the 

NDVI values which show the vegetation humidity potential. 

Table 1. Risk parameters, weights, classes and factors values

Parameter Weight Class Factor

Vegetation 0.9 Few or no vegetation 1

(NDVI) Very dry 10

Dry 8

Moist 6

Fresh like 4

Fresh 2

Slope 0.7 64–89 10

45–64 9

36–45 8

29–36 7

23–29 6

17–23 5

11–17 4

3–11 3

0–3 2

Aspect 0.8 South 10

South West 9

South East 8

Flat 7

West 6

East 5

North west 4

North east 3

North 2

Distance to roads 0.6 0–308 m 10

308–616 m 8

616–925 m 6

925–1233 m 4

1233–1541 m 2

1541–1850 m 1

Altitudes 0.5 1790–2300 10

1425–1790 8

1069–1425 6

730–1069 4

425–730 2

24–425 1
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Figure 4. Slope map of the study area.       Figure 5. Aspect map of the study area. 

Figure 6. Road map of the study area. 

4.2.3 Distance to Roads

The roads which are the linear element of the map, is very important to determine the fire risk. The 

roads were drown on the 1/25000 scale topographic maps and the distance of each pixels to all 

roads were calculated. (Fig. 6)

4.2.4 Altitude

For the humidity and temperature values, high altitude areas are more dangerous than the low 

altitude areas. With increasing altitude, the humidity and temperature values decrease, resulting in a 

quick spread of the fire. As shown in the Digital Terrain Model, the altitude of the study area is 

very high. 

4.2.5 NDVI

As it was mentioned in section 4.1, NDVI values were used for fire risk parameter and also the 

NDVI application of different date images supply the chance of comparison vegetation changes 

before fire and after fire (Figs 7, 8) (Talesca, L, Lasaonaro, R., 2005). 
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Figure 7. NDVI application before the fire.         Figure 8. NDVI application after the fire. 

Figure 9. Fire risk map of the study area. 

4.2.6 Fire risk map

Considering all fire risk parameters (slope, aspect, distance to roads, altitude and NDVI values), a 

fire risk map is established using the risk formula given in section 3.2 and the weight and factor 

values in Table 1. As shown in Fig. 9, the risk map indicates the fire risk potential of the Kibriz 

Stream clearly.

5 CONCLUSIONS

Fire risk map is a very important instrument to pinpoint and interfere the fire and to decrease the 

impact of the fire. Here, topographic maps were used to analyze the fire risk parameters (slope, 

aspect, distance to roads, and altitude), and satellite images were used to analyze NDVI values. 

Classification and NDVI analyses exhibit the effect of the fire and helped us establish the fire risk 

map of the study area. We would like to conclude by emphasizing that the fire risk maps can be 

beneficial especially for those areas such as Kibriz Stream Canyon where interference is very 

difficult because of the hard topographic conditions. 
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Assessment of different topographic corrections in MODIS data for 

mapping effective snow covered areas in mountainous terrain
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ABSTRACT: Topography and its derivatives (altitude, slope and aspect) have an effect on satellite-

measured radiances. For mountainous areas the sun zenith and azimuth angles, as well as direction 

of observation relative to these are more limiting factors. In this paper four topographic normaliza-

tion methods were used to correct the reflectance values of medium spatial resolution satellite data, 

namely MODIS. The performance of the topographic normalization methods is examined for snow 

covered areas of the study area located in the eastern part of Turkey. Modeling of snow-covered 

area in the mountainous regions of Eastern Turkey has significant importance in order to forecast 

snowmelt discharge especially for optimum use of water in energy production, flood control, irriga-

tion and reservoir operation optimization. MOD09GKM data, which have the land surface reflec-

tance having atmospheric correction, digital elevation model (DEM) and the geo-location files 

(MOD03) were used. It is obtained that statistical empirical correction method worked better com-

pared to the other methods in removing the terrain effects for snow covered areas. The importance 

of topographic normalization in mapping the effective snow covered area in snowmelt modeling is 

also discussed and the early findings of Satellite Application Facilities on Hydrology (H-SAF) pro-

ject, which is financially supported by EUMETSAT, is presented.  Turkey is a part of the H-SAF 

project, both in product generation (e.g. snow recognition, fractional snow cover and snow water 

equivalent) for mountainous regions for whole Europe, cal/val of satellite-derived snow products 

with ground observations (synoptic, automated weather stations and snow courses) and impact 

studies with hydrological modeling in the mountainous terrain of Europe. 

1 INTRODUCTION 

Optical and near-infrared sensors can distinguish between snow-covered and snow-free ground. 

This is based on the very high reflectance of snow in the visible (0.5~0.7 μm) wavelengths com-

pared to other natural targets (Warren, 1982). The Nasa Earth Observing System (EOS) moderate-

resolution imaging spectroradiometer (MODIS) provides global automated binary maps of snow 

cover by using a normalized difference snow index (NDSI) with threshold tests. The approach used 

for obtaining the snow-covered area (SCA) maps from MODIS images employs the advantage of 

the fact that snow reflectance is high in the visible (0.5~0.7 μm) wavelengths and has low reflec-

tance in the shortwave infrared (1~4 μm) wavelengths (Hall et al., 2001).  

Snow in mountainous is challenging to map with optical remote sensing techniques because of 

the relief or topography may affect the image radiometry. This effect causes a high variation in the 

reflectance response for similar target types: shaded areas show less than expected reflectance, 

whereas in sunny areas the effect is the opposite. Akyurek and Şorman (2002a) analyzed the effect 

of topography on snow depletion curves derived from NOAA-AVHRR images for the Karasu Ba-

sin located in the eastern part of Turkey. Srinivasulu and Kulkarni (2004) used a model to estimate 
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spectral reflectance for the Himalayan terrain using the LISS-III data from Indian Remote Sensing 

satellites. They suggest the use of terrain slope and aspect in estimating the accurate spectral reflec-

tances over the Himalayan terrain. Chaponniere et al. (2005) used a combined high and low spatial 

resolution approach for mapping snow covered areas in the Atlas Mountains, where monitoring the 

snow dynamics can not be performed routinely due to management costs and difficult access.  

Richter (1998) developed a method (ATCOR3) for the radiometric and atmospheric correction of 

satellite images over mountainous terrain. The proposed model utilize the small angle approxima-

tion, i.e. the sensor’s swath angle is less than +–8
o

 with respect to the image center and the solar 

zenith angle is assumed constant for a recorded scene. These scenes are provided by high spatial 

resolution satellite sensors such as Landsat TM, SPOT, Quickbird, and Ikonos. Therefore, the proc-

ess of topographic normalization may be critical in areas for rough terrain, as a preliminary step for 

determining the fractional snow cover area from images having moderate spatial resolution.   

Turkey can be described as a country with abundant snow cover on mountainous regions in the 

eastern part of the country where Euphrates River basin is located. This basin is largely fed from 

snow precipitation whereby nearly two-thirds occur in winter and may remain in the form of snow 

for half of the year. The river feeds large reservoirs with great volume of runoff. The concentration 

of discharge mainly from snowmelt during spring and early summer months causes not only exten-

sive flooding, inundating large areas, but also the loss of much needed water required for irrigation 

and power generation purposes during the summer season. Accordingly, modeling of snow-covered 

area in the mountainous regions of Eastern Turkey, as being one of the major headwaters of Eu-

phrates–Tigris basin, has significant importance in order to forecast snowmelt discharge especially 

for energy production, flood control, irrigation and reservoir operation optimization. There is not 

yet a well established operational snow monitoring system in the country. Therefore comparison of 

satellite derived snow maps and snow course ground measurements is vital for improvement of the 

existing mapping algorithms. The snow cover area validation was performed by Tekeli et al. (2005) 

using the MODIS images during the accumulation and ablation periods of 2002–2003 water year 

and as well during the winter period of 2003–2004. Over the ablation period of 2004, daily snow 

albedo values retrieved from MODIS Terra were compared with ground-based albedo measure-

ments (Tekeli et al., 2006) for the same area. MODIS-8 day snow products (MOD10A2) were used 

to model the snowmelt runoff process in the eastern part of Turkey (Tekeli et al., 2006). They 

found out that the hydrograph shape might have been affected by the elevation bias of the MODIS 

snow mapping algorithm, which may under represent the snow cover in lower elevation regions 

and over represent the snow in the higher elevation ranges. This leads the need of fractional snow-

covered area determination from the MODIS-data. There are several remote sensing approaches 

that have been applied for estimating the fractional snow cover within a sensor pixel (Vikhamar 

and Solberg, 2003; Kaufman, Kleidman, Hall, Martis and Barton, 2002; Barton, Hall and Riggs, 

2001; Salomonson and Appel, 2004; Metsamaki et al., 2005).  

In this study widely used topographic normalization methods, available in the literature, are ap-

plied to MODIS data, having medium spatial resolution, in order to correct the reflectance values 

of the satellite data due to terrain effect. The performance of these methods in finding the fractional 

snow cover area is examined.   

2 DATA 

The study area is located in the eastern part of Turkey called Karasu basin (Fig. 1) which is the 

headwater of the Euphrates River. The basin has a drainage area of 10 216 km
2

 controlled by the 

stream gauging station with an elevation ranging from 1125 m to 3487 m. The topographic map of 

the basin (DEM) and the location of the AWOS stations are shown in Fig. 2.  

The dataset consists of the Terra MODIS images, a digital elevation model (DEM), land 

cover/use map derived from Landsat image and validated by ground survey, snow measurements 

and meteorological observations. The MODIS Level 1B radiance files at 500 m resolution 

(MOD02HKM), land surface reflectance files at 500 m resolution (MOD09GHK) and geolocation 
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files (MOD03) acquired on 14 March 2006 and 30 March 2006 were downloaded from the internet 

site http://daac.gsfc.nasa.gov/MODIS/data access.html. Those two dates were selected for the 

analysis, since the snow water equivalence values measured at AWOS were at their max value for 

those dates, in April the starting of melting was observed. The land cover information was obtained 

from a previous study (Akyurek and Şorman, 2002b), where the land cover types were obtained 

from high spatial resolution image, using a multi-level classification technique based on knowl-

edge-based segmentation of Landsat images. The level of the land use/cover classification was de-

termined according to CORINE land cover classification scheme. The field data (snow depth, me-

teorological observations) were obtained from the AWOS at the site (Fig. 2) for the same dates.

 

Figure 1. Location of Karasu Basin (upper Euphrates River) in Turkey and the location of stream gauges in 

the basin. 

 

Figure 2. Location of automatic stations on DEM of  Karasu Basin.
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3 METHODS 

Digital values (DVs) derived from satellite optical systems cannot be used for geophysical meas-

urements and multitemporal studies, because of including effects derived from sensor calibration, 

atmospheric and topographic interferences. The image metadata provides the calibration values to 

transform DV to sensor radiance. The model to obtain true reflectance from sensor radiance may be 

expressed as in the Equation 1 (Richter, 1998). 
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(1)

where K is a correction factor of the annual variations of earth-sun distance, computed from Julian 

day; L
sen,k

, is the sensor radiance in band k; L
a,k

is the atmospheric upwelling radiance scattered at 

the sensor for the same band; τ
k,0

and τ
k,i

are the path atmospheric transmittances of the upwelling 

(ground surface-sensor path) and downwelling (sun-ground surface path) flows, respectively; E
o,k

is 

the solar irradiance at the top of the atmosphere; θ
z
 is the sun zenith angle; and E

d,k
is the diffuse ir-

radiance at the surface. 

3.1 Atmospheric correction 

Satellite measurements of the Earth’s surface are contaminated by atmospheric effects. Various 

problems arise during interpretation of remotely-sensed data due to this atmospheric contamination. 

The top of the atmosphere (TOA) reflectance derived from radiance measured by sensors may be 

increased or decreased when compared to the surface reflectance as a function of the reflectance of 

the target and of its environment. The radiative transfer in clear atmosphere is now well understood 

and accurate models exist (Rahman and Dedieu, 1994). However there are still the problems of de-

veloping a fast method for the inversion of surface reflectances from remotely-sensed measure-

ments and to determine the atmospheric parameters for large areas and long time periods.   

3.2 Topographic correction 

Topography has an effect on satellite-measured radiances. For mountainous areas the sun zenith 

and azimuth angles, as well as direction of observation relative to these are more limiting factors. 

For mountainous terrain three effects that caused by the topography can be listed: 1) Some areas 

receive exclusively diffuse irradiance due to cast shadows; 2) Shielding of the sky hemisphere re-

duces the diffuse irradiance; and 3) surrounding terrain reflects irradiance towards the observed 

ground area (Proy et al., 1989). The shadowed areas become smaller on slopes facing the sun, 

while they increase on slopes oriented away from the sun (Gemmel, 1998). Topographic correction 

should affect the denominator parameters of Equation 1, since changing illumination conditions af-

fect the actual solar irradiance received at a single pixel.   

Several methods have been developed so far with the purpose of removing terrain effects from 

the measured pixel radiance and available in the literature. Widely used methods are the Lamber-

tian cosine correction, the statistical-empirical correction, the C-correction and the Minnaert cor-

rection (Vikhamar et al., 2004; Riano et al., 2003). The general approach of these methods is to 

normalize the observed radiance from inclined surfaces (L
T
)  to flat (horizontal) surfaces (L

H
) by 

modelling the local incidence angle to the terrain surface cos (i) for each pixel (Table 1). Illumina-

tion angle; IL (γi) is defined as the angle between the surface normal and the solar beam (Fig. 3). 

Using information about the solar position at the acquisition time for the satellite image and the lo-

cal terrain relief, il can be calculated for a pixel by the formula (Smith et al., 1980): 
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Table 1. Methods for topographic correction of satellite measured radiances 

Method Equation 

Lambertian cosine correction 
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Figure 3. Angles involved in the computation of illumination angle (il) (After Riano et al., 2003). 

 

IL = Cos i = cos sz cos tz + sin sz sin tz cos (sa-ta) (2) 

where sz(θi) is the solar zenith angle, sa (φo )is the solar azimuth angle, tz(θp) is the surface normal 

zenith angle or the terrain slope and ta  (φa) is the terrain azimuth angle. 
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The most critical points for the radiometric correction are bidirectional reflectance effects, at-

mospheric correction, the spatial resolution of the DEM, and the calculation of slope and aspect 

from the digital terrain data as topographic factors.  

3.3 Fractional snow cover modeling 

Taking advantage of the fact that snow reflectance is high in the visible (0.5–0.7 μm) wavelengths 

and has low reflectance in the shortwave infrared (1–4 μm) wavelengths to enable distinguishing 

snow fromclouds and other non-snow-covered conditions, Hall et al. (2002) have used the normal-

ized difference snow index (NDSI) to develop an automated approach to provide daily, global ob-

servations of snow cover. In this study the fractional snow cover area (SCA) algorithm is based on 

a sub-pixel reflectance model. Pixel reflectance is modelled as a linear mixture of snow and snow 

free bare ground. The original model has previously been developed by Vikhamar et al. (2004). In 

that model pixel reflectance is modelled as a linear mixture of snow, individual tree species and 

snow-free bare ground (e.g. rock, soil, low vegetation): 

BGBGSWSWBBssppG
RARARARARAR ++++=  (3) 

where GR  is the modelled pixel reflectance for a given wavelength and ++
ssp

AA  

1=++
BGSWB

AAA  A represents area fractions of a pixel and R is reflectance. The subscripts P, S 

and B refer to several different trees (P: pine, S: spruce, B: birch), SW and BG refer to snow and 

bare ground respectively. For the mountainous areas the Equation 3 consists of snow and bare 

ground, since the trees are not available at high altitudes in the study area. Therefore the area of the 

pixel having fractional snow cover can be represented as 1=+
BGSW

AA .  

4 RESULTS 

4.1 Atmospheric correction 

Atmospheric correction is important to obtain the true reflectance of the Earth features. However 

rather than applying an atmospheric correction method to the downloaded data, atmospherically 

corrected data are downloaded. In this part MOD02HKM data, this is the calibrated Earth view 

data at 500 m resolution, and MOD09GHK, which is the land surface reflectances having atmos-

pheric correction, were used.  

Salomonson and Appel (2004) used the radiances observed at the top of the atmosphere in esti-

mating the fractional snow cover from MODIS using the normalized difference snow index. They 

underlined the need of showing the effect of atmospheric correction on the reflectances derived 

from MODIS observations for snow index computation. In this study the NDSI was calculated both 

for MOD02HKM and MOD09GHK data (Fig. 4). It is seen from this figure that NDSI computed  

from the reflectance values (MOD09) for snow covered pixels have larger scattering compared to 

the NDSI values computed from the radiances (MOD02). This indicates that for fractional snow 

cover determination atmospherically corrected satellite data can give better results. 

4.2 Topographic effect 

In using the MODIS data artifacts might arise when the DEM resolution cell is not adequate for the 

pixel size of the imaging satellite sensor (Richter, 1998). DEM having a spatial resolution of 0.25 

times the pixel size or better is recommended to be desirable for the topographic correction. In this 

study DEM having a resolution of 100 m (Fig. 2) was used. 
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There is no topographic correction method generally accepted by the scientific community for 

all applications. As it is summarized in Table 1, four commonly used topographic correction meth-

ods (Lambertian Cosine correction, C-correction, Minnaert correction and Statistic-empirical cor-

rection) were applied for the optic band (Band 4) of MOD09GHK data. MODIS view angles, the 

sun zenith and azimuth angles were obtained from MOD03 data for March 14, 2006 and March 30, 

2006, and the illumination maps for March 14 and March 30 were obtained by using Equation 2. 

The illumination map of March 30 is depicted in Fig. 5. From the analysis no illumination effect on 

the infrared band was seen.  Although atmospherically corrected images were used in the analysis, 

still reflectances for band 6 greater than 100% were observed in the fully snow covered pixels of 

the images. In theory, reflectance values should lie within the 0–100% range and the NDSI ratio 

should lie within the  –1.0 to +1.0 ranges. These violations suggest that error or other anomalies 

may have crept into the input data and indicate that further investigation may be warranted to un-

cover the causes (MODIS ATBD, 1999). Summary statistics are kept within the algorithm for pix-

els that exceed violations of these limits; however the test for topographic normalization is done 

regardless of violations of these limits.  

The effect of the applied correction methods are given in Fig. 6 and Fig. 7. Considering the cor-

rection for two dates (March 14, March 30), the results obtained from the statistic-empirical correc-

tion method are comparatively good.  

 

Figure 4. NDSI computed from MOD02 radiance (x-axis) and MOD09 reflectance (y-axis) values for March 

14, 2006. 

 

Figure 5. Illumination (il) map of March 30 2006. 
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Figure 6. The effect of different topographic correction methods on the reflectances for the image acquired 

on March 14, 2006: a-cosine correction,  b-Mineart correction (k = 0.5),  c-statistic-empirical correction, d-C 

correction.   

 

  

Figure 7. The corrected and apparent reflectance from March 14, 2006: a-cosine correction, b-Mineart cor-

rection (k = 0.5), c-statistic-empirical correction, d-C correction.   

(a) (b) 

(c) (d) 

(a) (b) 

(c) (d) 
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The Lambertian cosine correction over-corrects significantly for low cos(i) values due to near 

zero division (Fig. 6a). Teillet et al. (1982), Meyer et al. (1993), Ekstrand (1996) and Vikhamar 

et al. (2004) described this observation. Areas with cos(i) values less than zero are located in shad-

ows and in this study these areas were excluded from the analysis in order to avoid the over-

correction. The Minnaert correction is a modification of Lambertian cosine correction method by 

indroducing k parameter depending on the land cover types. For snow covered areas Minneart cor-

rection with different k values were applied, results obtained with k = 0.5 are given in Fig. 6b. 

However the results of this correction were generally weak, with some improvements over the 

Lambertian cosine correction for snow covered area. The C-correction is a modification of the 

Lambertian cosine correction, which displaces the over-correction towards lower cos (i) values 

(Fig. 6d). Statistic-empirical correction gave the best results for the snow covered areas (Fig. 6c).  

4.3 Fractional snow cover area mapping 

The fractional snow cover area (SCA) algorithm which is based on a sub-pixel reflectance model 

was applied for the study area. Since the land cover in the study area is not complex and it is com-

posed of bare ground and pasture, the pixel reflectance is modeled as a linear mixture of snow and 

snow free bare ground. The bare ground and pasture classes are grouped into bare ground class. 

NDSI was used as an indicator between pure snow and non-snow classes located on the horizontal 

terrain in the study area. It is known that this grouping would bring error in determining the pure 

reflectances of the snow free area in the late spring months (e.g. April and May) where pasture will 

grow up and the greeness of the pasture will force to make three classes (bare ground, pasture, 

snow) rather than two (bare ground, snow). An accurate estimation of pure spectral reflectances 

(end-members) of the land cover classes is crucial to a successful application of the linear mixture 

model. The end members can be determined from the data (image end-members), from a spectral 

library or from field reflectance measurements (reference end-members)   (Roberts et al., 1998). In 

this study, since the land cover is not complex in the study area, the pure spectral reflectances of 

snow and bare ground were determined from the image with the help of a land cover map.  

Figure 8 shows an example of snow cover map over the study area in the east part of Turkey 

(Karasu basin). The ground observations from the AWOS are also marked on the figure indicating 

the fractional SCA values at the observations, the values for Hacımahmut and Guzelyayla stations 

are also given in Table 2. 

5 CONCLUSIONS 

The results obtained in this paper indicate the needs of topographic normalization for rough ter-

rains. To map the snow in mountainous terrain, the primary factors, snow free bare ground, wave-

length and topography should be accounted for. The performance of four extensively used topog-

raphic correction methods was examined for snow covered areas in mountainous terrain. Statistical 

empirical correction method worked better compared to the other methods in removing the terrain 

effects for snow covered areas. Better performance of statistical empirical correction method was 

also obtained by Vilkhamar et al. (2004) for snow-covered forest in hilly areas. 

The FSCA maps obtained by sub-pixel reflectance algorithm give comparatively better results 

than binary snow products. In order to improve the algorithm the reflectance values (end-members) 

of different land cover classes are started to be determined and the sub-pixel reflection model will 

be implemented to cover other land classes like; snow, bare ground, pasture and forest.  Threshold-

ing approach was used to determine the end-members from the images, some other techniques like 

principle component analysis (PCA), independent component analysis (ICA) can be also imple-

mented to determine the end-members of different land cover classes from the image.  

The algorithm is under development in retrieving fractional snow cover maps from NOAA-

AVHRR data on a daily basis within the H-SAF project.  
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Figure 8. Snow mask maps in 500 × 500 m  grid cells for Karasu Basin  (14
th

 of March 2006 (top) and 30
th

 of 

March 2006 (bottom)). In the maps, SCA coverage is presented as running colours describing SCA percent-

age. 

Table 2. Comparison of the fractional snow cover values with NDSI values at AWOS 

AWOS 14.March.2006 30.March.2006 

Name Elev. 

(m)

SD

(cm) 

SWE 

(mm) 

SCA (%) 

S-pixel  NDSI 

SD

(cm) 

SWE

(mm) 

SCA (%) 

S-pixel  NDSI 

Hacımahmut 1965 14.5 58.0 73.9    100 – – –           – 

Guzelyayla 2065 53.0 168.6 99.1   100 20.41 No obs 74.8   100 

Ovacik 2130 67.7 209.2 100    100 64.8 245.2 94.9   100 

Sakaltutan 2150 83.06 199.34 100    100 No obs No obs 95.3   100 

Cat 2340 93.75 335.8 100    100 91.89 349.2 95.9   100 

SD: snow depth, SWE: snow water equivalence, SCA: snow cover area, S-pixel: sub-pixel 

Z. Akyürek and A.Ü. Şorman / Assessment of different topographic corrections in MODIS data70



ACKNOWLEDGEMENTS 

This paper was prepared within the framework of H-SAF project supported by EUMETSAT. We 

kindly thank to H-SAF snow team for their valuable contributions. 

REFERENCES 

Akyurek, Z., &  Şorman, A. U. (2002a). Monitoring snow covered areas using NOAA-AVHRR data in the 

eastern part of Turkey. Hydrological Sciences Journal, 47(2), 243–252. 

Akyurek, Z., & Şorman, A.U., (2002b). Accuracy assessment of a Landsat assisted land-cover mapping. Case 

study: City of Erzurum and its vicinity—Turkey. 3rd International Symposium Remote Sensing of Urban 

Areas, Istanbul, Turkey, 11 – 13. June, 2002, 2 (pp. 529–536). 

Barton, J. S., Hall, D. K., & Riggs, G. A. (2001). Remote sensing of fractional snow cover using Moderate 

Resolution Imaging Spectroradiometer (MODIS) data. Proceedings of the 57th Eastern Snow Conference, 

May 17–19, 2000, Syracuse, NY, 171–183. 

Chaponniere E., Maisongrande, P., Duchemin, B., Haich, L., Boulet, G., Escadafal, R., & Elouaddat, S. 

(2005). “A combined high and low spatial resolution approach for mapping snow covered areas in the At-

las mountains”. International Journal of Remote Sensing, 26(13), 2755–2777. 

Ekstrand, S. (1996). Landsat TM-based forest damage assessment correction for topographic effects. Photo-

grammetric Engineering and Remote Sensing, 62(2), 151–161. 

Gemmel, F. (1998). An investigation of terrain effects on the inversion of a forest reflectance model. Remote 

Sensing of Environment, 65, 155–169. 

Hall, D. K., Riggs, G. A., & Salomonson, V. V. (2001). Algorithm theoretical basis document (ATBD) for 

the MODIS snow and sea ice mapping algorithms, Available at: http://modis.gsfc.nasa.gov/data/ 

atbd/atbd_mod10.pdf. 

Hall, D. K., Riggs, G. A., Salomonson, V. V., DiGirolamo, N. E., & Bayr, K. J. (2002). MODIS snow cover 

products. Remote Sensing of Environment, 83, 181–194. 

Kaufman, Y. J., Kleidman, R. G., Hall, D. K., Martins, J. V., and Barton, J. S. (2002). “Remote Sensing of 

subpixel snow cover using 0.66 and 2.1 μm channels”. Geophysical Research Letters, 29(16), 1781 

(doi:10.1029.2001GLO13580). 

Metsamaki, S., Anttila, S.T.,  Markus, H.J., & Vepsalainen, J.M. (2005). A feasible method for fractional 

snow cover mapping in boreal zone based on reflectance model. Remote Sensing of Environment, 95, 77–

95. 

Meyer, P., Itten, K.I., Kellenberger, T., Sandmeier, S., & Sandmeier, R. (1993). Radiometric corrections of 

topographically induced effects on Landsat TM data in an Alphine environment. ISPRS Journal of Photo-

grammetry and Remote Sensing, 48(4), 17–28. 

Modis ATBD (1999). Atmospheric Correction Algorithm: Spectral Reflectances (MOD09) 

http://modissr.ltdri.org/MAIN_SURFACE_PRODUCTAND%20USER%20GUIDE/atbd_mod08.pdf. 

Proy, C., Tanre , D., & Deschamps, P. Y. (1989). Evaluation of topographic effects in remotely sensed data. 

Remote Sensing of Environment, 30, 21–32. 

Rahman H. & Dedieu, G., (1994). SMAC: a simplified method for the atmospheric correction of satellite 

measurements in the solar spectrum. Int. J. Remote Sensing, 15(1), 123–143. 

Riano, D., Chuvieco, E., Salas, J., & Aguado I. (2003). Assessment of different topographic corrections in 

Landsat-TM data for mapping vegetation types. IEEE Transactions on Geoscience and Remote Sensing, 

41(5), 1056–1061. 

Richter R., (1998). Correction of satellite imagery over mountainous terrain. Applied Optics, 37, 18, 4004–

4015. 

Salomonson, V.V. & Appel, I., (2004). Estimating fractional snow cover from MODIS using the normalized 

difference snow index. Remote Sensing of Environment 89, 351–360. 

Simith, J. A., Lin, T.L.,  & Ranson, K.J.  (1980). The Lambertian assumption and Landsat data. Photogram-

metric Engineering and Remote Sensing, 46(9), 1183–1189. 

Srinivasulu, J. & Kulkarni, A.V. (2004). Estimation of spectral reflectance of snow from IRS-1D LISS-III 

sensor over the Himalayan terrain. Proc. Indian Acad. Sci. (Earth Planet Sci.), 113, 1, 117–128.   

Teillet, P.M., Guindon, B., & Goodenough, D. G.  (1982). On the slope-aspect correction of multispectral 

scanner data. Canadian Journal of Remote Sensing, 8(2), 84–106. 
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ABSTRACT:
Recent access to Very High Spatial Resolution (VHSR) Satellite Images allows vegetation moni-
toring at metric and sub-metric scale, with individual trees now detectable. Therefore, it disclos-
es new applications in precision agriculture for orchards and other tree crops.
In this paper, we present some methodological directions for classification, and extraction of
specific agricultural information from these images. Aims are tree crop detection, plot mapping,
species identification, and cropping-system characterization. This latter includes for instance row
management (e.g. grid vs. line pattern, width of rows and inter-rows, row orientation), crown
shape, and crown size estimation.
In this paper, we skip the segmentation step and consider that we have got a precise delimitation
of plots that have a homogeneous content. To classify these plots, we have used expert know-
ledge in agronomy combined with image information in a decision tree.
Classification criteria were based on parameters resulting from the Fourier transform analysis or
vegetation indices, derived as one single descriptor for the whole plot.
As a conclusion, the proposed methodology was found capable of classification and characteriza-
tion of tree crops, provided the trees are clearly seen from above, and their planting is regular
enough to give a response with Fourier analysis.

INTRODUCTION

This study is part of the ORFEO methodological program led by CNES (the French Space Agen-
cy) and several research institutes for the development of algorithms dedicated to image processing
of the future Very High Spatial Resolution (VHSR) Pléiades sensor. This part of the project aims at
developing automatic tools for the recognition of landscapes elements, such as groves and other
tree plantations.

Since 2001 a new generation of satellite sensors delivers more accurate details and information of
the Earth surface. We are now able to distinguish individual trees in VHSR satellite images. They
should allow a better identification of the landscape units based on their content like, for the
groves, the identification of the species or the crop system. Although current processing of this type
of images goes back to airborne photographs and are based on visual photo-interpretation, this
technique is time consuming and it is thus necessary to develop new tools based on computer
processing for more automatic extraction of spatial information.

We propose to develop a multi-step VHSR-image processing sequence in an attempt to improve
current practices in this field. The first step consists in a segmentation of the image in homoge-
neously textured units using tools previously published in the literature. The  second  step  corres-
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ponds to an independent classification of the obtained units into a set of pre-defined classes; the
segmentation preparing the best data set to be efficiently classified. The third step allows deriving
some information about the grove structure and cropping practices.

In this paper, we present the second step of this treatment, based on an expert system grouping
Fourier analysis, vegetation indexes comparison, and a decision tree. The objective is to classify
each plot as a single unit, in a typology of height types of land use and structure.

1. MATERIAL

We focus in this study on a test-area in the South of France (Department of Gard), located south
of Nîmes and north of St Gilles. It includes of a large variety of land use types, including several
types of groves, orchards and forests. It thus gives the opportunity to test our method on a wide
range of plot structures.

1.1 IMAGE DATA
We analyze a Quickbird [1] image acquired in July 2005 with a spatial resolution of 0.7 m in the

panchromatic mode and 2.5 m in the multispectral mode (three spectral bands in the visible (blue,
green and red) and near-infrared domains). These data were merged using a Brovey transform [2]
to provide a multispectral image at 0.7 m spatial resolution, similar to that of the future Pléiades
products. We finally extracted a subset of this image of 2411 pixels x 2122 pixels (2.5 km2) to al-
low quick computing.

Figure 1: Test-image samples: peach grove (left) and vineyards (right).

Based on a field survey combined to photointerpretation, we produced a ground-truth image de-
lineating and classifying each plot in a typology composed of height classes:

1. Fields (large crops in continuous cover: cereals, oilseeds…)
2. Market-garden (small crops in discontinuous cover: vegetables, strawberries…)
3. Vineyards
4. Young grid-groves (small trees with faint coverage density)
5. Adult grid-groves (big trees with dense cover)
6. Trellis-groves (row-structure of tree plantation due to wire-support)
7. Fallow lands with random isolated trees
8. Forests (natural tree canopy structure)

Inside this typology, we can observe that the Fields class (class 1) is the only one without any tex-
ture, while Fallow lands (class 7) and Forests (class 8) do not correspond to structured plantations.
These three classes will thus be unprocessed when we will focus on the structured groves only.

Table 1: Number of plots in the ground-truth image for each class of interest
Class number 1 2 3 4 5 6 7 8

Number of plots 28 14 16 15 15 3 23 17
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1.2 RESULT OF SEGMENTATION
Our choice of methodology is to classify each plot as a single object, assuming it has been already

correctly segmented. Several algorithms can be used for this purpose [e.g. 3-4-5-6-7-8-9-10], that
we won’t detail here. We have though tested some of them, and evaluated their potential to provide
plots of homogeneous land use systems with specific indicators of efficiency at the plot level of
segmentation [11] and the operational point of view. As a result, we have finally applied the SxS
hierachical segmentation [5-6] to extract image-subsets of each plot. The total number of individual
subsets is 673, containing plots that correspond to one of the classes of interest, and others to un-
treated objects (roads, buildings, gardens, hedges, undefined landscape units…). Only the 131 plots
related to classified ground-truth were processed for classification.

2. METHOD

The general principle of the proposed classification is based on a decision tree, including agro-
nomical knowledge at each step of decision. Indeed, each different plot structure that can be ob-
served is strongly correlated with the cropping practices for each kind of grove, often specific to
the tree species (e.g.: vine, fruit, olive, pine…). This expert system is then fed by descriptors de-
rived from the image processing, which give information about the structure (e.g. Fourier parame-
ters, texture indices) or the density of the canopy (e.g. vegetation index). This section will first in-
troduce and explain these descriptors, and then it will present the decision tree in its whole.

2.1 FOURIER PARAMETERS
Our approach is based on the Local Fast Fourier Transform [12]. We thus calculate the FFT on

small windows that fit the inner area of each plot. The window size was fixed to 64 pixels, to reach
enough repeatability of the planting structure and allows FFT. If the plot size is too small to contain
such a window, its dimension is decreased to 32 pixels but the result will be of lower accuracy. To
avoid singular sampling, at least three windows were used for each plot. The FFT is then derived
for each of the different spectral bands of the multispectral image, and the final FFT spectrum is the
result of the cumulative spectrum over these different bands. Finally, the Fourier spectrum for the
whole plot is the mean of the spectrum derived for these three windows.

FFT spectrum of periodic features is characterized by the presence of peaks of strong intensity
that give information about the corresponding image structure (cf. Figure 2). Indeed, if there is no
peak,  there  is  no  periodic  structure  and  the  plot  belongs  to  one  of  the  classes  “Fields”,  “Fallow
lands” or “forests”. If there are one to two peaks, the structure is linear. If there are four or more
peaks, the structure is a grid arrangement of individual objects. First step of the analysis is thus to
detect  the exact  number of  peaks in the Fourier  spectrum of  each plot  and classify it  in  the three
main classes characterizing plot pattern: “rows”, “grid”, or “unstructured”, this latter corresponding
to the class untreated by the next steps. The expert knowledge is here important to discriminate be-
tween the different possible crops in each class. For instance, vineyards and orchards have different
width or rows and inter-rows. Moreover, vine-stocks are fixed on wires and pruned to fit only one
meter width, thus displayed as only one pixel line in the image. It is thus represented in the Fourier
space by one single peak corresponding to the inter-row of about 2m [13]. Besides, trellis-orchards,
like apple crops, can have a canopy width of two meters or more, thus displayed by a strip of sev-
eral pixels in the image, and represented in the Fourier space by two different peaks corresponding
respectively to the tree-row and the inter-row.

The FFT pattern of these two classes “rows” and “grid” is also characterized by the angle separat-
ing two different peaks: for linear structures, like vineyards or trellis-groves, the angle between the
two principal peaks is null, while it is close to 90° for simple grid-groves or to 45° for complex
grid-groves (cf. Figure 2).
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In any case, the distance from one given peak to the centre of Fourier spectrum corresponds to
the period of the structure, and to the width of the plantation pattern: rows or inter-rows for trellis-
grove, and grid dimensions for grid-groves (cf. Table 2).

Finally, the association of these different observations on the Fourier patterns with expert knowl-
edge allows an easy discrimination of the unstructured and the structured plots, and, in this latter
case, plot classification in one of the four following classes: grid-grove, trellis-grove, vineyard, and
market-garden.

Figure 2: Fourier Transform of groves planted in trellis (top) and in grid (bottom)

Table 2: Relationships between Fourier parameters and class characteristics:

2.2 TEXTURAL INDICES
Textural indices based on the cooccurrence matrix derivation [13] can be particularly useful for
discriminating plots of Fields, Fallow lands and Forests [14-15-16]. As an example, the Entropy
index (cf. Figure 3) displays values close to zero for large fields, and different kinds of grey for the
plots containing trees. Nevertheless, we have not analyzed in more detail this discrimination ability
in the present study, which concerns mainly the managed groves, not the natural or fallow areas.

Figure 3: Panchromatic image (left) and Entropy index (right) of a subset of the studied image.
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2.3 VEGETATION INDEX (NDVI)
The NDVI [17] is a vegetation index derived from multispectral images strongly correlated to

the canopy biomass. It is thus efficient to distinguish different densities of groves having the same
structure (cf. Figure 4). Indeed, the mean NDVI of a given plot will be higher if trees have a larger
and denser crown. We will thus use this indicator to discriminate the young from the adult grid-
groves. It can add some criteria for vineyard and other trellis-grove discrimination too. Finally, the
NDVI also gives an indication of the canopy soil coverage; market-garden, which have very small
covering ratios, will thus be easily distinguished from other row-crops (eg. vineyard, trellis-grove).

Figure 4: False colour composite image (left) and NDVI (right) of
young (top) and adult (bottom) groves.

2.4 DECISION TREE
Based on the synthesis of these different observations on relevant descriptors of plot structure and

content, we propose the following decision tree as the classification tool for the extracted plots
(Figure 5).
1. The first analyzed parameter is the presence of peak in the Fourier spectrum. If there is no peak,

the plot is not processed through the decision tree. It can possibly be treated afterwards with tex-
tural indexes-related classification if needed.

2. The angle between the different peaks in the Fourier pattern allows separating the plots in two
groups, corresponding respectively to row and grid structures.
a) In the case of grid-crops, the NDVI is used to determine the global age of the grove.
b) In the case of row-crops, the number of peaks allows separating the plots as possible vine-

yards and possible trellis-grove, but still containing the market-gardens. Afterwards, the NDVI
value helps extracting from these two groups the plots actually corresponding to market garden.

PLOT

Untreated Row-crop Grid-crop

~90°~0°No peak

Possible vineyard Possible trellis-grove Adult grid-grove Young grid-grove

low NDVIhigh NDVI1 peak 2 peaks

low NDVIhigh NDVI

Market-garden Trellis-groveVineyard

high NDVI

Figure 5: Sketch-map of the classifier decision tree.
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Finally, we check that the planting period of the plots corresponds well to the specifications of the
class it has been assigned to. If not, the plot is processed again with a lower filtering of the Fourier
transform.

3. RESULTS AND DISCUSSION

Initially in this study, we wanted to distinguish height different classes. However, given the
method based on the analysis of planting frequency, we cannot discriminate plots of Fields / Fallow
lands / Forests at this stage. The confusion matrix of final classification of the 131 plots in the six
resulting classes is given Table 1. At first sight, it shows that no big confusion is made between the
large classes Row-crop and Grid-crop, and that the classification result is very good.

Even for adult grid-groves having a closed canopy, an FFT-peak can still be obtained, leading to
good performances of the method.

However we can note that Market-gardens are poorly classified (only 64% of good occurrence).
This class displays a great variability which may be due to confusion with vineyards. This occurs
mainly after irrigation of the market-gardens which then display a high NDVI value similar to
those of vineyards, and when vegetables cover a large row reaching vine-stock width.

About 14% error is committed on Fields, that are confused with vineyard or grove at an early de-
velopment phase, when only partial vegetation cover does not hide completely the ploughing pat-
tern in soil. When recently irrigated, they can even be mistaken with Market-gardens.

0
0

Table 3: Confusion Matrix

NDVI has also a limited effect for discriminating young-groves from adult ones when intercrops
are not bare. Especially, 16% error is committed on the Young Grid-groves which understorey
vegetation increases the total plot NDVI to value similar to those of adult-plots.

CONCLUSION AND PERSPECTIVES

As a conclusion, the method works well provided it uses lots of a priori knowledge on the study
area. It allows discriminating between different tree crop structures and ages, with a good accuracy
in most of the cases. Some classes would still need more efficient descriptors to be fully discrimi-
nated, and deeper analysis of NDVI, textural indices, and other descriptors will certainly improve
the results.

Among perspectives of this study, it could be interesting to compare this classifier results with
other methods relevant for processing complex data architectures, such as, for instance, the Support
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Vector Machine [18]. It should also be more automatic to allow an operational use. Finally, it
should be tested on several other types of groves to analyse its generic abilities.

This work was funded by the French National Space Agency (CNES) and National Geographic
Institute (IGN).
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ABSTRACT: In order to improve operation on active fire detection, geostationary satellites as
GOES, MSG and MTSAT are already operative and they have led the international community
to think that the global observation network in real time may become a reality. The implementa-
tion of this network is the aim of the Global Observations of Forest Cover and Land Cover Dy-
namics (GOFC/GOLD) FIRE Mapping and Monitoring program, focused internationally on tak-
ing decisions concerning the research of the Global Change. The estimation of the minimal
burning area detected by MSG-SEVIRI is analyzed in this work; it’s a very relevant issue since it
implies the sensor’s operational availability in active fire detection. This minimum size is condi-
tional on the fire location inside the pixel, as shown before from the theoretical point of view,
among other factors such as atmospheric conditions, fire temperature, among others. A spatial
analysis has been carried out, analyzing several parameters referred to spatial performances of
MSG-SEVIRI sensor as pixel footprint in the 3.9 microns spectral band. In order to obtain results
based on real data, a large data base focused on the active fire detection in the Iberian Peninsula
has been studied. Statistical results obtained from a large data base of fires detections, show that
the probability to detect a minimal size of 10ha is 90% and 4ha with 50%.

1 INTRODUCTION

The MTF shape in the frequency domain and, consequently, the Point Spread Function (PSF) in
the spatial domain has not a special relevance when the surface observed shows a homogeneous
distribution of radiance; nevertheless, when there are heterogeneous distribution of radiance inside
the pixel, as is frequently the case of forest fires, PSF and deconvolution processes must be consi-
dered. Markham, 1985, has analyzed the spatial characterization of sensors for Multispectral Scan-
ner (MSS) and Thematic Mapper (TM), by means of a sensor model in order to define their MTF
and PSF functions accurately. In the case of Advanced Very High Resolution Radiometer
(AVHRR), Mannstein and Gesell, 1991, have shown several aspects concerning data deconvolu-
tion. Rojas et al., 2002 have shown the spatial characterization in orbit for Moderate Resolution
Imaging Spectroradiometer (MODIS) based on the comparison with Advanced Spaceborne Ther-
mal Emission and Reflection Radiometer (ASTER) images and Huang, et al. 2002, have studied
the impact of the sensor’s PSF on land cover characterization in the optical spectrum. Finally, with
regard to finer spatial resolution sensors such as Ikonos and QuickBird, Helder et al. 2006, used
high-contrast reflectance plastic-panels, from 3.6% to 52.1%, for MTF estimation. Concerning
geostationary satellites, Zhang et al. 2006, have analyzed the impact of PSF on infrared radiance by
means of a parameter related with the fraction of energy coming from the central part of pixel: the
Ensquared Energy (EE). EE is the ratio of energy detected from the nominal Ground Field Of View
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(GFOV) divided by the energy detected from all GFOVs, being the nominal GFOV the threshold
ground sample distance, which is the centroid-to-centroid adjacent spatial samples on the Earth’s
surface as measured at the satellite sub-point. This quantity is known as Threshold Ground Sample
Distance (TGSD). The conclusions obtained from the EE analyzed are related to the PSF shape.
Unlike Zhang et al. 2006, who worked with simulated PSF, this paper shows results by using real
MTF functions of the Spinning Enhanced Visible and Infrared Imager (SEVIRI) sensor on board of
Meteosat Second Generation (MSG).

On the other hand, many thermal parameters in remote sensing are estimated by solving multi-
spectral processes, such as the estimation of the temperature using split-window procedures or the
estimation of thermal parameters in hot-spots through Dozier’s method (Dozier, 1981; Matson and
Dozier, 1981). In these estimations, it is assumed that the pixels of the bands involved correspond
to the same spatial target and contribute with the same sensitivity to the radiance measurement.
However, even in the case of a perfect co-registration between bands, this assumption would not be
true since each band has a different PSF. This is one of the problems mentioned by Wooster et al.
2005, in order to propose a single-channel method to estimate the fire temperature instead of apply-
ing a bi-spectral method. In addition, the influence of the PSF has been highlighted as responsible
for the differences in the Fire Radiative Power (FRP) when different sensors are compared (Woost-
er et al., 2003). Concerning geostationary satellites, MSG is providing operational results in fire de-
tection and biomass burning in Africa (Wooster et al. 2005) and Mediterranean countries (Calle et
al., 2006) and Geostationary Operational Environmental Satellites (GOES) are used operationally
in South-Central-North-America (Prins and Menzel, 1992, 1994).

2 METHODOLOGY

The function mostly used to express a sensor’s spatial resolution is the MTF. This function is
expressed in the frequency domain and it defines the sensor capacity to solve details at different
spatial frequencies. The higher frequency beyond which the sensor is unable to distinguish detail is
known as Nyquist frequency. Beyond this limit, aliasing occurs in the image. The relation between
the PSF and the MTF is  established through Fourier  transform so that  the MTF is  the module of
Fourier transform. That is:

yxPSFvuMTF ,,   (1)

where (u,v) are the coordinates in the frequency domain. The use of MTF for spatial characteriza-
tion of sensors is useful because, in the frequency domain, the sensor’s final MTF is the product of
the MTF’s from affecting components: optic lens, detector, and electronic system. (Note that mul-
tiplying several functions is easier than convoluting them.). The MTF functions of the SEVIRI sen-
sor were provided by European Organisation for the Exploitation of Meteorological Satellites
(EUMETSAT). Since the MTF only contains information on the Fourier transform module, the
PSF function cannot be determined from the MTF by means of the inverse Fourier transform. The
PSF is determined by applying Hankel transform (Gaskill, 1978):

0
0 ··· duuxJuMTFuxPSF   (2)

where J0(x) is the Bessel function of first order.

The objective of this paper is to estimate the impact of the PSF-SEVIRI’s shape on the estima-
tion of minimal burning area detected by sensor. This assessment is related to several issues as the
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overlapping area between pixels. Figure 1 shows the typical cross shape when fire is detected, due
to PSF effects and overlapping between pixels. If two or more neighbour pixels are affected by fire,
the overlapping of pixels may produce several cross shapes, or other geometric figures, as figure 1
right shows, since the cross shape is the basic-single structure. In addition, the discrepancies in the
results obtained in the application of bi-spectral calculations, as a consequence of the non-
coincidence between the PSF functions of the bands involved, will be also analysed.

a) b)a) b)

Figure 1: Impact of overlapping PSFs on pixels affected by fire. a) Fire appears as a cross shape as basic
structure. b) Combination of several affected pixels can give place to squares.

Concerning to the analysis of database of fire detections, it was applied a statistical distribution
in order to estimate the probability of fire size detection. The statistical distribution applied to the
data base of fires was the continuous probability distribution of Weibull, with the probability den-
sity function given by:

k

A
xk

e
A
x

A
kAkxf

1

,;   (3)

for x  0 and f(x; k, a) = 0 for x < 0, where k > 0 is the shape parameter and a > 0 is the scale pa-
rameter of the distribution. Its complementary cumulative distribution function is a stretched expo-
nential. Weibull distribution is flexible because it can mimic the behaviour of other statistical dis-
tributions such as the normal and the exponential (Weibull, 1951).

3 ANALYSIS OF RESULTS

Figure 2 shows a three-dimensional graph where the Brightness Temperature in the 3.9μm band
(vertical axis) is shown versus the fire temperature and the distance from the pixel centre (PSF im-
pact), where the background temperature is 300K and the one-dimensional burning area is 50m. Sa-
turation plane is shown in the figure. Note that for low fire temperatures (below 450K, taking into
account that we are talking of flaming and smoldering mixed phases, the PSF impact is not notice-
able. However, large differences in Brightness Temperature are found in hotter fires. In order to
explain the importance of a 10K-difference in the 3.9 m band, note that if a contextual detection
algorithm is applied (Calle et al., 2006) the detection will be lost when the standard BT deviation
around the pixel is higher than 3K.
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Figure 2: Brightness temperature in the 3.9 m band (vertical axis) versus fire temperature and distance from
pixel centre (PSF impact). One-dimensional burning size: pxy=50m and background temperature 300K

The estimation of the minimal burning area detected by MSG-SEVIRI is a relevant topic since it
implies the sensor’s operational availability in active fire detection. This minimum size is condi-
tional  on  the  fire  location  inside  the  pixel,  as  shown  before  from  the  theoretical  point  of  view,
among other factors such as atmospheric conditions, fire temperature, etc.

In order to obtain results based on real data, a large data base focused on the active fire detection in
the Iberian Peninsula has been studied.  The period of  study has been July and August,  2006 and
March to November, 2007.  Only records with solution in the bi-spectral equations system (Dozier,
1981) were used in order to apply a statistical distribution of the burning area size; in addition, sev-
eral outlier situations were filtered in order to improve the quality of the data used.

Taking into account this cumulative distribution function, the minimal burning area detected is ob-
tained. Figure 3 shows the probability to detect a fire versus the burning area.  As this figure shows,
there is  50% probability  to detect  a  fire  with a  burning area of  4ha whereas a  fire  of  10ha is  de-
tected by SEVIRI with a probability of 90%. Weibull statistical distribution was applied to the ac-
tive fire detection database with r2=0.96.
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Figure 3: Fire detection probability versus size of burning area, for MSG-SEVIRI sensor, predicted by a
Weibull’s statistical distribution applied to real detections.

On the other hand, taken into account that active detection is based on contextual analysis based
on brightness temperature in the MIR spectral band (3.9 m) and difference MIR-TIR (3.9 m-
10.8 m), the knowledge of these values on real fire detection will provide the best thresholds to be
applied to detection algorithm. Figure 4 shows the histogram of frequencies of difference bright-
ness temperature MIR-TIR in the hot-spots detected by MSG-SEVIRI.
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Figure 4: Histogram of frequencies of difference brightness temperature MIR-TIR in the hot-spots detected
by MSG-SEVIRI. This result provides the threshold to be used in the contextual algorithm of detection.

4 CONCLUSIONS

The influence of the PSF shape, and its non-coincidence between bands, should not produces
large errors when the radiance is homogenously distributed in the surfaces analysed. However, the
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opposite is true in wildfires, where the spatial location of a HTE inside the pixel may influence the
results obtained. The brightness temperature provided by the sensor, in the 3.9 m band, is the main
magnitude involved in fire detection, since this value is compared with a threshold to decide the ex-
istence of forest fires. As has been shown, the location of a particular fire provides large differences
of brightness temperature values depending on the distance at which it is located from the pixel
centre. It could even be responsible for the saturation or non-saturation of the sensor and for the
loss of detection that sometimes occurs (omission errors).
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ABSTRACT: In Hydrology Satellite Application Facilities (HydroSAF) Project which is a finan-

cially supported project by EUMETSAT, the use of snow products retrieved from satellite images 

in hydrological applications and to observe the impact of the products are key issues. Turkey is a 

part of the HydroSAF project, both in developing satellite derived snow products (snow recogni-

tion, effective snow cover, and snow water equivalent) for mountainous areas, cal/val of satellite-

derived snow products with ground observations and impact studies with hydrological modeling in 

the mountainous terrain of Europe. The snow recognition product for mountainous regions is 

evaluated in this paper. An algorithm has been developed for snow recognition over mountainous 

areas of Europe. The proposed algorithm uses Satellite Application Facility to support Nowcasting 

and Very Short Range Forecasting’s (SAFNWC) cloud products. Two main validation processes 

have been applied for the snow cover product belonging to 19th January 2008 produced with SE-

VIRI data. First, the comparison of the SEVIRI snow cover product with the snow cover product 

produced from a single NOAA AVHRR data for the same date 19th January 2008 has been per-

formed. Second, SEVIRI snow cover product was validated with 43 synoptic weather stations dis-

tributed over Europe.  

1 INTRODUCTION 

The distribution of snow covered area (SCA) on the land surface highly affects the Earth’s energy 

balance and hydrological cycle. Monitoring and estimating the snow water equivalent for discharge 

predictions gains more importance during melting periods since snow is one of the major renew-

able water resources. The most common parameters required for distributed snow models are: snow 

water equivalent, grain size, SCA, albedo, snow temperature profile and some meteorological pa-

rameters like solar radiation. Because snow appears continuously in the mountainous terrain in 

mid-latitudes and the accessibility difficulties of such terrains makes the use of satellite images 

and/or aerial photographs in monitoring and estimating the snow parameters more valuable. Re-

mote sensing data has been used for better comprehension of SCA information (Painter et al. 1998, 

Cline et al. 2003). Several satellite sensors have been used for SCA mapping such as: AVHRR, 

MODIS, MERIS, and ASTER (Harrison & Lucas 1989, Hall et al. 2003, Tampellini et al. 2004). 
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Due to its high temporal resolution, SEVIRI provides with better discrimination capacity between 

quickly changing phenomena like ice clouds and snow. Within the framework of HydroSAF Pro-

ject, a snow cover mapping algorithm has been developed and it is generating SC products on real 

time bases. Algorithm uses Meteosat Second Generation satellite (MSG) instrument Spinning En-

hanced Visible and Infra-Red Imager (SEVIRI) data that are acquired in every 15 minutes through 

whole day. The snow recognition algorithm uses 4 different channels: channel-1 (visible 0.64 μm), 

channel-3 (near-infrared 1.6 μm), channel 4 (infrared 3.9 μm), and channel-9 (infrared 10.8 μm). 

The proposed algorithm uses cloud products of Satellite Application Facility to support Nowcasting 

and Very Short Range Forecasting’s (NWCSAF) (Derrien & Gléau, 2003). After generation of SC 

products, the testing of the algorithm has been done with the SC product produced from a better 

spatial resolution satellite sensor AVHRR data and with snow depth measurements of synoptic 

weather stations.   

2 DATA 

Eight successful launches of Meteosat satellites followed the first Meteosat satellite which was in 

1977. In 21st December 2005, Meteosat-9 also named as MSG-2 was launched that has signifi-

cantly enhanced services and products of Meteosat satellites. MSG-2 provides imagery with 15 

minutes temporal resolution and 3 km spatial resolution (at nadir) through 12 spectral channels for 

the whole hemisphere of the Earth. We have been receiving SEVIRI sensor data of MSG-2 satellite 

for two years from Turkish State Meteorological Services (TSMS) in the framework of HydroSAF 

Project as Level 1.5 high rate information transmission (HRIT) data format. The received SEVIRI 

data has its own projection that needs additional processes. We have developed our own software 

for converting HRIT to Hierarchical Data Format (HDF) and calculating reflectance values from 

radiance values in order to make the data ready for the proposed thresholding algorithms. Among 

12 spectral channels, channel-1, channel-3, channel-4, and channel-9 were used for SC products 

generation from SEVIRI images. SEVIRI images between 08:00-15:45 GMT time intervals of day 

(32 individual images for each day) have been used in order to keep the Sun at the highest possible 

elevation for reducing the negative effects of shadowing that may occur due to rough terrain. In the 

framework of HydroSAF project we have studied on a subset domain of SEVIRI which is within 

25° N to 75° N latitudes and 20° W to 45° E longitudes. In addition to the SEVIRI data, two adja-

cent scans (07:59 and 09:39 GMT) of NOAA AVHRR sensor for 19
th

 January 2008 have been 

used. The NOAA AVHRR channels used for SC product generation were: channel-1 (0.58 μm – 

0.68 μm), channel-3A (1.58 μm – 1.64 μm), and channel-4 (10.30 μm – 11.30 μm). A digital eleva-

tion model (DEM), GTOPO DEM which has 1 km spatial resolution obtained from Eurosat/GISCO 

has been used for elevation based analysis. The ground observations of Europe as synoptic meas-

urements were also gathered from TSMS in order to be used in accuracy assessment test of satellite 

derived products. 

3 METHODS 

For the proposed snow recognition algorithm, spectral thresholding methods were applied on sub 

pixel scale of SEVIRI image. The main idea was using the different spectral characteristics of 

cloud, snow and land. Discrimination of snow and cloud was the most challenging part of snow 

recognition algorithm development. Before going into further investigation for snow pixels, dis-

crimination of cloud has been done and thereafter only cloud free pixels considered for snow and 

land discrimination. In order to get rid of cloud covered pixels, cloud mask (CMa) and cloud type 

(CT) products of NWCSAF have been used (User Manual for the Cloud Products of the SAFNWC/ 

MSG 2007). After detailed analysis on CMa and CT products of NWCSAF, we have generated a 

combination of these products in order to integrate into the proposed snow recognition algorithm as 

the cloud recognition part. The accuracy of the generated cloud map from NWCSAF cloud prod-
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ucts was investigated on a preceding study and acquired high accuracy results (Sürer et al. 2008). 

Snow cover maps using SEVIRI data have been produced for each 15 minutes cycle between 8:00–

15:45 GMT that makes 32 individual images in a day. All individual 15 minute images acquired 

during a day are subjected to a series of thresholding tests. First, the high visible reflectance of 

snow was considered and pixels having reflectance values higher than 0.45 are collected. Then, we 

used one of the spectral indices similar to the (Dozier 1989) has used, called snow index (SI), by 

dividing NIR1.6 to VIS0.6. The pixels having NIR1.6 / VIS0.6 values higher than a fixed threshold 

value 0.6 have been collected. Then, pixels having low sun zenith angle (sza) are discarded by a fil-

ter accepting pixels only higher than 5°. A final test for covering all cold pixels below freezing 

point has been applied and pixels having temperature lower than 275 K° on channel-9 are accepted 

considering that the temperature of snow can not exceed the freezing point (Romanov et al. 2003). 

After finding snow cover maps for each individual 15 minutes image, we have generated daily 

snow cover map by accepting pixels having at least 3 snow hits among 32 images during a day. Fi-

nally, a daily thematic map has been generated which is consisting of 3 different classes: snow, 

cloud and land. 

4 RESULTS 

In order to test the performance and accuracy of the proposed snow recognition algorithm, 19th 

January 2008 product has been chosen. In Fig. 1 a representative RGB image from that particular 

day at 12:00 GMT is displayed. The combination of the bands used for RGB image generation was: 

red (0.64 μm), green (1.6 μm), and blue (3.9 μm – 10.8 μm). For making snow pixels more appar-

ent the high visible reflectance, low medium infrared reflectance and low brightness temperature 

difference of the snow have been considered making snow pixels bright red color on RGB image.  

 

Figure 1. MSG-SEVIRI, RGB composite image of Europe for January 19th, 2008 at 11:00 GMT. Red = 0.64 

μm, green =1.6 μm, blue = 3.9 μm – 10.8 μm. 
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Figure 2. Overlay of snow cover products of SEVIRI and AVHRR for 19th January 2008. 

 

Using this popular RGB combination in snow mapping, the difference between main classes 

also became more apparent. Water clouds appear as white due to showing high values on all of the 

three color combinations. Some cold clouds appear as purple and even red, showing similar spec-

tral characteristics with snow and making the discrimination between cloud and snow pixels diffi-

cult. At this particular time of 19th January 2008, it is possible to test the snow recognition algo-

rithm especially on cloud clear parts of the image such as the snow covered areas of Eastern 

Turkey. The performance of the SC map produced from SEVIRI data was tested by three analyses. 

4.1 Overlay analysis of SC products obtained from SEVIRI and AVHRR  

An overlay analysis has been applied to SC products generated from both SEVIRI and AVHRR 

sensors in order to have better comprehension about the snow detection abilities of two sensors, as 

displayed in Fig. 2. The same SC detection algorithm was applied for both of the images and also 

their cloud coverages were obtained from the same NWCSAF CMa and CT products. It should be 

remembered that the SC product generated from SEVIRI sensor uses 32 sequential images from 

08:00 – 15:45; on the other hand the SC product of NOAA AVHRR uses only 2 adjacent images 

mosaiced to cover the same domain as MSG-SEVIRI provides. In Fig. 2, while red color is show-

ing the snow pixels that were detected only by SEVIRI, the color magenta is representing the snow 

pixels detected only by AVHRR sensor, and the white color was assigned to the snow pixels that 

were detected by both of the sensors. From the number of pixels information for each class on this 

classified image, it has been observed that the 50% of the areal coverage of the total SC was de-

tected only by SEVIRI sensor, 10% of the SC was detected only by AVHRR sensor, and the resting 

40% of the total snow cover was detected by both of the sensors. The low temporal resolution of 

the AVHRR sensor causes it to detect less number of snow pixels than SEVIRI detects. As can be 

seen in Fig. 2, red pixels (snow detected only by SEVIRI) are mostly located at upper part and left-

hand side of the image, this is mainly due to AVHRR having lack of adequate reflectance values 

information because of high viewing zenith angles at that instant of time. In addition, it was  
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Figure 3. Black dots representing the distribution of 54 synoptic weather stations used for validation of MSG-

SEVIRI SC product of 19th January 2008 on thematic snow cover map (white=snow, cyan=cloud, 

green=land, blue=water). 

 

 

observed that SEVIRI also detects more or less the same amount of snow pixels while using only 

one image other than 32 composite images for that particular time of the day. Moreover, because 

AVHRR has very low temporal frequency of measurement, it is difficult to detect snow pixels ly-

ing under moving clouds with SC product obtained from AVHRR data, it is more obvious when 

comparing Fig. 1 and Fig. 2, the Eastern part of the Alps is covered with clouds (in Fig. 1) and the 

same area is assigned with red pixels (in Fig. 2) which are the snow pixels detected only by 

SEVIRI. Thus, SEVIRI is able to detect 90% of the total SC, this is mostly because of its high tem-

poral frequency. So, it can also detect snow pixels lying under moving clouds for some part of the 

day. 

4.2 The correlation of SC products with elevation 

An additional analyzes with the same image in order to interpret the relation of snow detection ca-

pabilities of SEVIRI and AVHRR with elevation has been done with a DEM. GTOPO DEM which 

has 1 km spatial resolution obtained from Eurosat/GISCO has been used for acquiring elevation 

values of classified pixels in Fig. 2. It was observed that while the mean elevation of the red pixels 

(snow detected only by SEVIRI) was around 1300 m, the mean elevation of magenta (snow de-

tected only by AVHRR) pixels was below 1200 m, indicating that AVHRR has better ability to 

catch snow pixels on lower elevations. On a region of interest covering only the Eastern Turkey, it 

was also observed that the snow pixels detected only by SEVIRI were nearly 300 m higher mean 

elevation than the snow pixels detected only by AVHRR.  

It can easily be seen from Fig. 2 that the magenta pixels on Eastern Turkey are mostly located 

around the mountains which are located at lower elevation zones. The reason why AVHRR SC 

product detects more snow pixels than SEVIRI SC product on lower elevations (possible fractional 

snow) is most probably due to its better spatial resolution than SEVIRI. 
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Figure 4. Black dots representing the distribution of 54 synoptic weather stations used for validation of 

NOAA AVHRR SC product of 19th January 2008 on thematic snow cover map (white=snow, cyan=cloud, 

green=land, blue=water). 

 

4.3 The validation of SC products with measurements of synoptic weather stations 

Besides comparison of SEVIRI SC product with another SC product obtained from a sensor data 

which has better spatial resolution, the validation of SC products (SEVIRI and AVHRR) has been 

done with 54 synoptic stations distributed over Europe (Fig. 3 and Fig. 4). 

Out of available 54 synoptic stations that have measured snow depth in 19th January 2008, we 

were able to use 43 of them since 11 stations were falling over the cloud covered regions in 19
th

 

January 2008. The 1.1 km spatial resolution AVHRR SC product was resampled to 5 km which is 

the spatial resolution of SEVIRI SC product in order to have an agreement between pixels of two 

thematic SC maps. The snow data measured by synoptic weather stations are on a point scale. On 

the other hand, resulting SC maps would have 25 km
2

 (5×5) areas for one single pixel. Having 

these facts in mind, the two classes of SC products: snow and land, are processed for an accuracy 

test with snow depth measurements of synoptic stations. According to the accuracy test with synop-

tic stations, 74.4% overall accuracy for SEVIRI SC product (Table 1), and 58.1% overall accuracy 

for AVHRR SC (Table 2) product has been determined. 

5 CONCLUSIONS 

A multispectral thresholding technique has been used for snow cover mapping over mountainous 

terrain of Europe domain with MSG-SEVIRI imagery. The outcome results in this paper showed 

that however SEVIRI SC product has 5 times coarser spatial resolution than AVHRR SC  
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Table 1. Accuracy assessment test results of SEVIRI SC product with synoptic stations 

Table 2. Accuracy assessment test results of AVHRR SC product with synoptic stations  

 

 

product, SC derived from SEVIRI shows more reliable snow detection with the advantage of its 

high frequency scanning. The accuracy assessment tests made with synoptic stations also supported 

this result. It was also observed that the SC product derived from AVHRR data has the ability to 

detect snow pixels present on the lower elevations near snow line boundary (snow/no-snow), be-

cause of its better spatial resolution than SEVIRI. The most important contribution to the success of 

snow recognition algorithm is surely having observations from geostationary satellite imagery 

SEVIRI which provides a high temporal frequency measurement with spectral information required 

for snow mapping. This information helped us to identify the number and location of snow pixels 

which have stayed under clouds for most of the daytime.  
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Synoptic Stations 

SEVIRI SC 

Product 
Snow Land Total 

Users 

Accuracy 

Producers 

Accuracy 

Snow 20 0 20 100% 62.5% 

Land 12 11 23 52.1% 0 

Total 32 11 43 Overall Avg. = 74.4% 

Synoptic Stations 

AVHRR SC

Product
Snow Land Total 

Users 

Accuracy 

Producers 

Accuracy 

Snow 14 0 14 100% 43.75% 

Land 18 11 29 38% 0 

Total 32 11 43 Overall Avg. = 58.1% 
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ABSTRACT: The availability of high resolution satellite stereopairs also for the civil users
opens new possible fields of application among which the automatic extraction of digital models
of  the  surface,  the  stereoscopic  restitution,  as  well  as  the  possibility  to  appraise  changes  and
transformations of areas following catastrophic events, as for instance seismic events. In this last
case, obviously, as for all the monitoring studies, it is necessary to effect a comparison with the
situation before the event.
Photogrammetry  can fortunately also use older aerial acquisitions, very useful when substantial
changes have occurred in the territory;  normally, such historical aerial frames are easily avail-
able at a very reasonable cost.
In this paper is illustrated an experimentation including a  first series of tests to evaluate the real
possibilities of use of high resolution satellite images, acquired by the Ikonos satellite, to esti-
mate changes caused by a seismic event happened in September 1997 in central Italy, causing
relevant damages to a lot of buildings in the zone. It is interesting to evaluate the different capa-
bilities of change detection tecniques on single images and the difference of DSMs extracted by
aerial and satellite stereopairs.  As reference have been assumed ortophoto maps and aerial
frames of the same zone, acquired in years antecedent to the seismic event. From the compari-
sons, it is possible to underline the variations in the urban areas as the presence of new construc-
tions, changes of the roads, areas with different use of the ground, etc.

1 INTRODUCTION

The investigated area presents higher mountains, mainly in the eastern part, hilly areas and low-
lands near Topino river and its tributary Menotre, with heights above sea level varying from 300 to
1200 meters. The area includes some small urban agglomerations, mainly constituted by buildings
of two-three floors, and some industrial zones with ample sheds. On  September 26th, 1997 a seis-
mic crisis started, lasting up to the first months of 1998, and interesting different municipalities,
beginning mainly in Colfiorito and Cesi, with various replicas of notable intensity, particularly that
of October 14th, 1997 that has interested the territory of Sellano and Preci. The areas interested by
this seismic event cover a big part of the regional territory of Umbria,  with damages especially in
the zones of the Apenninic chain, in the municipalities of Colfiorito, Tesina, Sostino, La Franca.
Following such events a joint project of CNR/GNDT, National Italian Seismic Service and Umbria
and Marche Regional Administrations, was started also with the collaboration of the Geologists
Professional Orders of the of the involved Regions. The main goal of the project was to individual-
ize, in the town circle,  areas with homogeneous characteristics regarding the local seismic re-
sponse, considering geologic, geomorphologic, hydrogeologic and sismostratigraphic conditions.
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Figure 1. Foligno Municipality map with most      Figure 2. Encircled in red the study area (from
damaged  areas.                Google  Earth©).

In this way nine different zones (E1 ÷ E9) were individuated assigning different coefficients of
seismic amplification (Fa).

In the municipalities of La Franca, Lie, Pontecentesimo, Tesina, Sostino, Colfiorito the unstable
or potentially unstable zones has been individuated, where indeed the greatest damages have been
observed. For each of the interested municipalities, after detailed surveys, integrated programs of
recovery have been compiled, foreseeing the remaking of the destroyed buildings and the restruc-
turing of those damaged.

With such job we wanted to try to put in evidence the modifications happened in the municipal-
ity territory, urban and extra urban, following the 1997 seismic events, exploiting some different
photogrammetric techniques, particularly comparing satellite images acquired by Ikonos satellite in
2006, that represent the situation post seismic event, with aerial images of the same zone acquired
in 1977. A planimetric comparison based on change-detection techniques was performed.  Then an
evaluation of the possibilities to detect the same changes comparing DSM extracted automatically
by the same image was performed.

Figure 3. Kinemtic tracks (red) and GCPs (green)  Figure 4. 2006 DSM.
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2 IMAGES AND METHODOLOGIES UTILIZED

The situation of the area in 2006 has been described through the Ikonos panchromatic stereo im-
ages of part of the zone interested by the seismic event (an area of around 150 km2), characterized
by a geometric resolution of 1 m, 11 bit of gray depth, standard geometric corrections, and pseudo
epipolar geometry. An automatic DSM extraction was performed through the rigorous photogram-
metric model implemented in the PCI Geomatica OrthoEngine software. The GCPs, necessary for
photogrammetric orientation of the images, have been measured through a GPS survey in NRTK
and rapid static post-processing modes.

The obtained DSM has been validated through comparisons with some checkpoints, with height
spot points derived from the Regional Technical Map (CTR) and with the results of some kine-
matic surveys performed during the transfers for measuring the GCPs. Such comparisons  reported
an accuracy around 2-4 m in height. From the images an orthophoto map was also derived;  its
planimetric accuracy is less or equal to pixel dimension, therefore inferior to one meter.

The morphology before the seismic event  has been derived from 1977 archive aerial images at
1:33000 scale (grey scale), and 1:13000 scale (colour), acquired with a Wild RC10 camera (with
known calibration data), digitalized  with a photogrammetric scanner Vexcel UltraScan 5000, at a
1200 dpi resolution. Using the software Socet Set by Bae System the photogrammetric model has
been estimated, then it has been possible to extract a DSM representative of the area of study as it
was thirty years ago. Using the same GCPs to orient the images and the model, an orthophoto map
was realized. The estimated accuracy of these products is around 40 cm planimetrically and 80 cm
vertically.

To check possible errors of interpretation an orthophotomap of 1999 was also studied. At that
time most of the damages caused by the aforesaid seismic events were still visible, because the de-
stroyed buildings had not been reconstructed yet.

The tests on monoscopic images have been executed through the software Socet Set, performing
a change detection between the orthophoto of 2006 (Ikonos 1 m) and 1977 (aerial 1:13000). It has
been necessary  to perform a series of pre-elaborations of the two images (matching of the histo-
grams of grey scale, variation of resolution) this to make them radiometrically as similar as it was
possible. This step of the elaboration was performed in the Envi package. The change detection,
performed through Socet Set, according to its documentation, is based on an algorithm of pixel for
pixel subtraction; the most relevant changes are underlined therefore with a very clear or very dark
coloration, while what is unchanged gets an intermediate gray tone. The Ikonos DSM was extracted
using PCI Orthoengine 10.1 with the Toutin photogrammetric model (Toutin 2004), while the ae-
rial images DSM was obtained using the Socet set package. Different software may led to different
results whose effects can mask actual changes. Being this only a first test, we wanted to use the
most standard package for each sort of image. DSM differentiation was operated in GIS environ-
ment using "subtractions" DEM commands.

Figure 5. 1977 Orthophoto.         Figure 6. 1977 DSM.
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Figure 7. Detail of 1999 orthophoto with underlined changed areas.

In any case, it is important to consider that the comparisons were performed on images different
in terms of geometric and radiometric resolution and with a wide time gap, but this can be very
similar to the actual operating situation of these techniques in emergency situations.

3 RESULTS

The monoscopic change detection comparison has been the one that better evidenced changes,
both caused by the seismic event and due to the strong urbanistic expansion of the zone in study,
especially in the last ten years. In fact, as shown in the figures 8 and 9, the buildings of new con-
struction, the variations of the road tracks and the changes on the utilization of the ground are well
visible, particularly in the rural areas. At the same time buildings present in 1977 and destroyed by
the 1996 event are easily detectable (Fig. 10). The mentioned documentation released by the mu-
nicipal administration of Foligno has confirmed the results obtained by the change detection,
mainly for completely destroyed and not reconstructed buildings. As known, a similar algorithm of
change detection is very influenced by chromatic variations that necessarily point out not only true
changes in the characteristics of the territory. The different insolation, for instance, creating differ-
ent shadings can determine notable differences in the tones of grey among the two images com-
pared that don't correspond to real variations.
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Figure 8. 1977 - 2006 change detection: new buildings underlined in black on the right.

Figure 9. 1977 - 2006 change detection: new road underlined in black on the right.

Figure 10. 1977 - 2006 change detection: destroyed building underlined in white on the right.

Figure 11. Destroyed building (in red) present on the municipality map (to the left) and on the change detec-
tion (in white to the right).
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Figure 12. “False” change detection due to different color of the soil

Also the different state of cultivation of a ground is able to trigger the algorithm as a notable
change, but in reality no change of interest has happened. Whereas the change detection doesn't no-
tice meaningful changes, can be useful to analyze the difference of DSMs. The results of the volu-
metric comparison are in this case to be considered as indicative, also because the expected  preci-
sion of the 2006 DSM, obtained by satellite images with a 1-meter resolution, is of 3-6 m as on
specific  bibliography.  This  accuracy  is  very   similar  to  the  height  of  the  buildings  present  in  the
area of study so that their detection can be masked by errors of the model. We’ve also to keep in
mind that height variations we’ll observe could be caused by other factors and not exclusively from
the event, this because the period of time passed between the two acquisitions (aerial and satellite)
it’s very wide.

It’s necessary again to remember that the two DSMs used for the comparison are very different
from each other for the different acquisition method and the elaboration with two different software
of the most standard type for the different images. Anyway, some interesting results were observed:
as an example in this urbanized area (Fig. 13) of the municipality of Colfiorito on which the change
detection didn't reveal particular changes.

Figure 13. area of Colfiorito city where change detection doesn’t reveal variations.
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Figure 14-15. the same area on 1977 aerial frame and on Ikonos 2006 image

Figure 16. DSM variation (red positive, blue negative, light blue unchanged) over 1977 frame, in the ellipse
changes described in the text, in the rectangles probable  “false” changing.

In the same area the comparison of DSM underlines positive and negative volumetric variations,
where as positive we consider the buildings existing before the event and no longer existing after.
In the figure can be noticed the red zones that indeed represent buildings destroyed by the event,
immediately nearby to them the blue color underlines buildings constructed later. The blue colour
on existing buildings before and after the event suggests a variation of heights on the building it-
self. You can notice besides some positive variations in areas that from the photos don't seem
modified; this could be due to the observed (Baiocchi 2004) sensibility of some algorithms for ex-
traction of DSM to zones with particular chromatic homogeneity or different shadowing. The check
of the real correspondence can be however achieved only with an on site survey.

4 CONCLUSIONS

These first step experimentation showed that the algorithms of change detection individuate many
variations happened in the urbanized areas, keeping in mind that post-earthquake effects after about
10 years from the event, are not sufficiently representative of the immediate consequences of the
event; many buildings have been in fact reconstructed. The job has allowed to show however that
the variations of the urban and road tracks can be easily detected  especially using  the change de-
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tection algorithm on single orthophoto images. Surely better results would have been achieved, us-
ing a photogrammetric documentation of the real situation pre and post-earthquake. The same con-
siderations can be made for the DSM comparison. The comparison of DSM has allowed anyway to
easily underline variations not detectable using only the change detection algorithms. Regarding
this, it has to be investigated the influence of the different algorithms of extraction of DSM used
with the aerial and satellite images.

It’s however important to underline that it was possible to compare very different initial data,
separately elaborated with different software, getting important information on the changes hap-
pened during the years and above all following the seismic period. Surely, it has been demonstrated
that the satellite images can be used for the generation of ortophotos of wide areas, with the possi-
bility of update the existing cartography, or, as in this case, to supply an useful tool for the indi-
vidualization of not anymore present buildings.
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ABSTRACT:

“Lameiros” are ancestral semi-natural meadows, essential elements of mountain landscapes in
Northern Portugal. In the “lameiros” a traditional irrigation system is used and water is applied
all year around. They are mainly used for forage production for autochthonous bovine feeding,
but they are also important for the water and nutrients cycle regulation, erosion control and as
barrier to forest fires propagation. Although recognized for their economical, environmental,
landscaping, cultural and genetic value, the perpetuation of these “lameiros” could be at risk, at
medium term, due to human desertification in the mountain regions and to the announced con-
straints in use of water resources. To preserve these landscapes it is essential to know them better
and to better characterize them. Therefore a monitoring program using remote sensing tools is
now being developed to evaluate different patterns of “lameiros”, and their spatial extent and
evolution. Two important questions are determinant in this program: the selection of the most
appropriate spatial resolution for monitoring “lameiros”, and the availability of satellite historical
data. In this context, NDVI were compared in two selected test sites, with and without full irriga-
tion. Data were derived from several field campaigns with a spectroradiometer and using differ-
ent  sensors:  i)  Landsat  5 and Landsat  7 (30m pixel),  ii)  SPOT 4 and SPOT 2 (20m pixel),  iii)
SPOT 5 (10m pixel). The NDVI temporal series produced were evaluated considering “lamei-
ros” management and weather data. Results obtained so far indicate that the SPOT images pro-
vide data at the most adequate scale.
1 INTRODUCTION

The landscape of North of Portugal is characterized by several elements typical of the mountains
traditional agriculture, in which “lameiros” present an important role. The “lameiros” are perma-
nent semi-natural meadows originated several hundred years ago (Moreira et al., 2001; Pires et al.,
1994). They mainly occur above 700m elevation, in regions with high water availability. “Lamei-
ros” are irrigated all year around, depending upon the water availability: i) in winter and early
spring the irrigation aims at promoting a thermal regulation at the soil and vegetation level, to
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avoid or minimize the freezing risks for the vegetation (Gonçalves, 1985) and then irrigation is
called “lima” irrigation; ii) in summer, which is a dry season, the irrigation aims to satisfy the crop
water requirements.
In this context, these meadows can be classified as irrigated meadows, imperfect or deficit irrigated
meadows and non-irrigated meadows, according to their proximity to water streams and springs
and consequently to water availability all over the year (Pires et al., 1994;  Pôças et al., 2008a;
2008b; Teles, 1970). The traditional irrigation system is constituted by a network of earth channels
and small contour ditches that allows the water to spread over the pasture after being derived from
water courses or springs. This ingenious system increases the infiltration opportunity time and re-
duces the runoff time of concentration, consequently favouring a more efficient use of water in the
mountain fields and decreasing the peak flows downstream.

These semi-natural meadows represent the main forage resource for the autochthones bovine
races produced in the mountain regions of the north of the country. This livestock production con-
stitutes the first economical input for the local farmers and is a fundamental key for the rural devel-
opment of regions dealing with an increasing human desertification and aging of population. Be-
sides its economical, rural development and water regulation functions, several other benefits are
attributed to “lameiros”: i) prevention of erosion risks in sloping areas because the soil is perma-
nently and full covered and runoff flow is slow down when spreading over the forage crop; ii) con-
servation of the biodiversity related to a variety of plant and animal species; iii) preservation of
landscape values, creating an integration of several elements as forest, agricultural fields, commu-
nitarian pastures; iv) prevention of the propagation of forest fires because acting as buffer zones.

Despite their multifunctionality, the sustainability of “lameiros” may be compromised by the
human desertification and the population aging in the mountain regions and by restrictions in water
use. To prevent this situation, a monitoring program is being developed by remote sensing in order
to better know and understand the ecological behaviour of these semi-natural meadows, their dy-
namics in the traditional agriculture and in featuring the mountain landscapes of North of Portugal.
The information derived from this monitoring program might help improving the “lameiros” man-
agement, mainly water and irrigation management, and support the definition of economical, agri-
cultural and ecological strategies and water and land use policies in the region.

The remote sensing applicability is recognized for biotope monitoring (Bock, 2003), land use
monitoring (Marçal and Wright, 1997; Marçal et al., 2005; Sawaya et al., 2003), evapotranspiration
mapping (Allen et al., 2007), and crop yield forecasting (Salazar et al., 2008), among others. Vege-
tation indices computed from red and near infra-red bands are often used to quantify canopy attrib-
utes, considering their relationships with various plant biophysical parameters. The Normalized
Difference Vegetation Index (NDVI), one of the most used vegetation indices, is a sensitive indica-
tor of the vegetation cover and condition (Rouse et al. 1973).

The success on using remote sensing data for monitoring “lameiros” dynamics is, however,
conditioned by the spatial resolution adequacy due to the small size of the “lameiros” fields and the
limited availability of satellite historical data to study the evolution of these meadows in the moun-
tain landscape during the last decades, including in periods of water scarcity. This study is focused
on these two issues.

2 MATERIAL AND METHODS

Test sites

The study area was selected among the mountainous regions of north Portugal, in Salto (Montale-
gre), where the principal agricultural activity – livestock production – is sustained by “lameiros”.
Two agricultural fields were selected in this site, having different water regimes, an irrigated
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meadow (IM) and a non-irrigated one (NIM). Each selected field was divided in three plots, thus a
total of six plots are considered: IM1, IM2, IM3 and NIM1, NIM2, NIM3.
For the evaluation of the most appropriate spatial resolution for “lameiros” monitoring, the follow-
ing data were used: i) reflectance measurements obtained at field level using a spectroradiometer
and ii) satellite image data, from SPOT and Landsat sensors.

Ground field radiometric measurements

To obtain reflectance measurements at field level, a portable spectroradiometer FieldSpec
UV/VNIR was used, with a conic IFOV around 25º and a reflectance data capture between 325 nm
and 1075 nm of the electromagnetic spectrum.

In each plot, measurement points representative of the field conditions were established: i) four
measurement  points  in  the  IM1;  ii)  three  measurement  points  in  NIM1,  NIM3  and  IM2;  iii)  2
measurement points in NIM2 and IM3. At each measurement point, the spectroradiometer was set
to an integration time of 136 ms and ten reflectance files were saved. These reflectance files were
automatically compared with a white reference measurement taken over a reference panel (in
which the reflectance all over the electromagnetic spectrum is close to 100%).

Seven campaigns of reflectance measurements were carried out in the period July-December
2007, sampling different vegetation stages – maximum vegetation development, vegetation cut
(hay cut), and the initial development after cut, and vegetation dormancy. All measurements were
performed in sunny days – 10 July 2007, 20 July 2007, 8 August 2007, 11 September 2007, 20 Oc-
tober 2007, 23 November 2007 and 27 December 2007 – between 11-13 hours.

Satellite data

For the evaluation of the spatial resolution adequacy for the “lameiros” monitoring, images from
SPOT and Landsat sensors were used. Data relative to the images used are presented in Table 1.

Table 1 – Satellite images used: sensors, spatial resolution and acquiring dates

Sensors Spatial Resolution Red band Infrared band Acquiring Dates

SPOT 2 20m 0,61 - 0,68μm 0,78 – 0,89μm 4 July 2005
8 August 1991

SPOT 4 20m 0,61 - 0,68μm 0,78 – 0,89μm 8 July 1998

SPOT 5 10m 0,61 - 0,68μm 0,78 – 0,89μm
31 July 2002

20 August 2003
6 September 2006

Landsat 5 30m 0,63 - 0,69μm 0,76 – 0,90μm
15 September 1998

20 October 1997
25 December 1994

Landsat 7 30m 0,63 - 0,69μm 0,78 – 0,90μm 24 June 2000
21 November 2001

The satellite images were processed with the PCI Geomatica v8.2 software. The processing in-
cluded geometric correction, calibration and radiometric correction, and atmospheric correction.
The geometric correction was based on the manual identification of Ground control points (GCP).
The GCP were identified in each satellite image using a 0.5 m spatial resolution georeferenced da-
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tabase (ortophotomap 1/10000). Georeferenced satellite images with 5x5m pixels were created for
the study area, using a first order polynomial transformation and bilinear resampling

The meadows fields of interest were identified in the ortophotomap and then converted to 5m
pixel resolution, in order to match the georeferenced satellite images.

The digital numbers of the georeferenced Landsat images were converted to spectral radiance
using the following equation (Chander and Markham, 2003):

rescalecalrescale BQGL  (1)
where L  is  the  spectral  radiance  at  the  sensor’s  aperture  (W/(m2 sr m)), Grescale and  Brescale

(W/(m2 sr m)/DN) are band specific  rescaling factors  (sensor  gain and offset,  respectively),  and
Qcal is the quantized calibrated pixel value in digital numbers.

The digital numbers of the georeferenced SPOT images were converted into spectral radiance,
according to

GainoffsetDNL )(                         (2)
where L  is the spectral radiance at the sensor’s aperture (W/(m2*sr* m)), DN is the digital num-
ber, Gain represents the sensor gain and Offset is the sensor offset (equal to zero).

The spectral radiance data were then converted into reflectance at the top of the atmosphere
through the following equation (Chander and Markham, 2003):

)cos/()( 2
sESUNdL (3)

where  is the planetary reflectance (dimensionless), d is the earth-sun distance in astronomical
units, ESUN  is the mean solar exoatmospheric irradiance, and s is  the  solar  zenith  angle  (de-
grees). The assumption that the water reflectance at the near infrared (NIR) band should be around
zero was used to establish a simplified atmospheric correction process. The reflectance values over
a water surface measured in the NIR band were assumed to be the contribution of atmosphere, and
subtracted from the reflectance values of all image bands.

Data analysis

NDVI data were computed with the reflectance data obtained in field measurements, considering
the red and near infrared band widths of the sensors SPOT2, SPOT4, SPOT5, Landsat5 and Land-
sat7 (Table1). The NDVI is computed as

redNIR

redNIRNDVI (4)

where NIR is the reflectance at the near infrared wavelength band and red is the reflectance at the
red wavelength band. The mean NDVI values calculated for each measurement point were there-
fore obtained, and a mean NDVI value was computed for each agricultural field (IM and NIM) and
each plot (IM1, IM2, IM3, NIM1, NIM2 and NIM3)

A one-way ANOVA was applied to the NDVI data in order to evaluate the potential of
the different sensors to distinguish between irrigated and non-irrigated meadows. Results
are expressed as F values and significance level (p value).

The Pearson correlation was applied to evaluate the correlation between the NDVI results ob-
tained through satellite images and spectroradiometer. However, since the NDVI data obtained
through the different sensors represent different years, with variable weather conditions, it was
necessary to correct the NDVI values to eliminate the weather variation effect. In order to set that
correction a NDVI corrected was defined (NDVIcorr sensorx) as
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21 ETr

ETrNDVINDVI sensorsensorcorr                     (5)

where ETrx is the relative evapotranspiration, for the spectroradiometer measurements and satellite
image dates (1 and 2, respectively). The relative evapotranspiration was calculated using the ratio
between the reference evapotranspiration at a 10-days period covering the dates of satellite image
or the spectroradiometer measurements (five days before and five days after the date of the spectro-
radiometer measurement and satellite image) and the 17 years (1991-2007) mean reference
evapotranspiration for the same dates. The reference evapotranspiration, which represents the cli-
mate effect over a crop, was computed using the FAO56 methodology (Allen et al., 1998).

3 RESULTS AND DISCUSSION

In each satellite image 787 pixels in the irrigated meadow and 690 in the non irrigated meadow
were used, distributed for each plot according to field conditions of vegetation development, water
distribution and slope and aspect variation – 285 pixels in IM1, 329 in IM2 and 173 in IM3, and
176 pixels in NIM1, 297 in NIM2 and 217 in NIM3.

The mean NDVI values were set for each pair “satellite image – spectroradiometer measure-
ment” – and analysed, as presented in Table 2.

In the three first months of the period considered (July - September) all the satellite sensors used
in this study were able to distinguish between irrigated and non-irrigated meadows. The results of
the October-December period did not distinguish meadows with different water regimes. These re-
sults on the last 3 months reflect the generalized water availability due to precipitation, over both
study fields.

Table 2 – Comparison of mean NDVI values (n=3), obtained by different satellite sensors and
spectroradiometer (Sp), in irrigated (IM) and non irrigated meadows (NIM).

Month

Sensors

Sp
SPOT(10m)

Sp
SPOT20m

Sp
Landsat5

Sp
Landsat7

D1 D2 D1 D2 D1 D1

Jul
IM 0,82 0,84 0,76 0,83 0,71

NIM 0,64 0,61 0,56 0,59 0,50
Sig 0,000 0,000 0,000 0,001 0,004

Aug
IM 0,65 0,68 0,63 0,65 0,61

NIM 0,27 0,37 0,45 0,27 0,38
Sig 0,003 0,015 0,001 0,003 0,001

Sep
IM 0,70 0,72 0,71 0,77

NIM 0,49 0,49 0,48 0,43
Sig 0,001 0,000  0,008 0,000

Oct
IM 0,77 0,69 0,77 0,73

NIM 0,60 0,66 0,59 0,64
Sig  0,046 0,173 0,008 0,021

Nov
IM 0,44 0,59

NIM 0,50 0,65
sig Sig 0,542 0,180

Dec
IM 0,43 0,62 0,65 0,66 0,42

NIM 0,43 0,63 0,60 0,64 0,41
sig 0,928 0,818 0,313  0,748 0,942

Sig. - significance of F test performed by ANOVA
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The Pearson correlation was computed for each pair “satellite image – spectroradiometer meas-
urement”, considering the corrected and non-corrected NDVI values over the “lameiros”, as pre-
sented in Table 3. When compared with the results at field level (represented by the spectroradi-
ometer), both SPOT and Landsat images showed a very interesting behaviour for the monitoring of
the  studied  “lameiros”,  as  reflected  by  the  correlation  values.  The  results  for  November  and  De-
cember were less consistent than those from the other months, probably reflecting the unfavourable
light conditions during this period, which affect the NDVI measurements.

Although SPOT images with higher spatial resolution (10m) presented better results, it seems
that the 20m and 30m spatial resolution images are also relevant for “lameiros” monitoring. This is
of particular interest because it allows the use of a broader historical archive of satellite images to
characterize the spatial evolution and distribution of these meadows since 1977.

Table 3 – Pearson correlation (r) between spectroradiometer and different satellite sensors for
NDVI and NDVIcorr values for each month.

4 CONCLUSIONS

The results revealed very interesting perspectives for the use of SPOT and Landsat sensors for
monitoring the “lameiros” dynamics, particularly for the July-September period. However, the
study was not conclusive about the potential of both sensors to distinguish between irrigated and
non-irrigated meadows all year around. The study described is to be continued, with spectroradi-
ometer measurements performed during 2008, and with satellite image acquisitions planned.

An important aspect of this investigation was the fact that the 30m resolution Landsat images
are adequate to monitor “lameiros”, which opens good perspectives in terms of historic coverage
using the Landsat thermal band, which might be useful for evapotranspiration mapping to support
assessing water management issues for these semi-natural mountain meadows.

Correlation coefficients significance: *p<0.10; ** p<0.05; ***p<0.01

DVIcorr -0,40 0,73*
Obs. number 12 6

N
DVI -0,64** -0,15N

DVIcorr -0,62
Obs. number 6

Dec

N
DVI 0,04N

DVIcorr 0,78* 0,90**
Obs. number 6 6

Nov

N
DVI 0,60 0,78*N

DVIcorr 0,77* 0,60
Obs. number 6 6

Oct

N
DVI 0,79* 0,77*N

Obs. number 12 6

Sept

0,79*DVIcorr 0,96***N
DVI 0,95*** 0,95***N

DVIcorr 0,83*** 0,73*
Obs. number 12 12

Aug

N
DVI 0,74*** 0,94***N

Jul

Month SPOT (10m) SPOT (20m) Landsat5
(30m)

Landsat7
(30m)

I. Pôças et al. / Remote sensing monitoring to preserve ancestral semi-natural mountain meadows landscapes 107



ACNOWLEDGEMENTS

The first author wishes to acknowledge the “Fundação para a Ciência e a Tecnologia” for the
PhD grant. The authors acknowledge the OASIS European Program for making available the SPOT
image data used in this study through the project, ref. 307 and the “Fundação para a Ciência e a
Tecnologia” for funding of the PTDC/AGR-AAM/67182/2006 scientific project.

REFERENCES
Allen, R.G., Tasumi, M., Morse, A., Trezza, R., Wright, J.L., Bastiaanssen, W., Kramber, W., Lorite, I. 6

Robinson, C.W. 2007. Satellite-based energy balance for mapping evapotranspiration with internalized
calibration (METRIC) – Aplications. Jounal of Irrigation and Drainage Engineering. July/August
2007: 395-406

Allen R.G., Pereira L.S., Raes D. & Smith M., 1998. Crop Evapotranspiration. Guidelines for Computing
Crop Water Requirements. FAO Irrig. and Drain. Paper 56, FAO, Rome, 300p.

Bock, M. 2003. Remote sensing and GIS-based techniques for the classification and monitoring biotopes.
Case examples for a wet grass and moor land area in Northern Germany. Journal for Nature Conserva-
tion (11) 145-155

Chander, G. & Markham, B. 2003. Revised  Landsat-5 TM radiometric calibration procedures and postcali-
bration dynamic ranges. IEEE Transaction on Geosciences and Remote Sensing 41

Gonçalves,  D.  A.  1985.  A  rega  de  lima  no  interior  de  Trás-os-Montes.  Instituto  Universitário  de  Trás-os-
Montes e Alto Douro. Vila Real.

Marçal, A.R.S. & Wright, C.G. 1997. The use of 'overlapping’ NOAA-AVHRR NDVI maximum value
composites for Scotland and initial comparisons with the land cover census on a Scottish Regional and
District basis. International Journal of Remote Sensing (18) 491-503

Marçal, A.R.S; Borges, J.S.; Gomes, J.A. & Pinto da Costa, J.F. 2005. Land cover update by supervsed clas-
sification of segmented ASTER images. International Journal of Remote Sensing (26) 1347-1362

Moreira, N.; Aguiar, C. & Pires, J.M. 2001. Lameiros e outros prados e pastagens de elevado valor florístico.
Pastagens de Montanha. Direcção Geral de Desenvolvimento Rural. LIsboa

Pires, J.M.; Pinto, P.A. & Moreira, N.T. 1994. Lameiros de Trás-os-Montes. Perspectivas de futuro para estas
pastagens de montanha. Série Estudos Escola Superior Agrária. Edição do Instituto Superior de
Agronomia.

Poças, I.; Pereira, L.S.& Cunha, M. 2008a. Pastagens como factor de conservação da água em zonas de
montanha, os Lameiros. Pastagens e Forragens. (28) (In press)

Poças, I.; Cunha, M. & Pereira, L.S. 2008b. Los lameiros, pastizales seminaturales de regadio de montaña:
sistemas ancestrales en el paisaje rural portugués del siglo XXI. In: J. Palerm, T. Martinéz, M. Castro,
L.S. Pereira (eds.) El pequeño riego y herencias de culturas hídricas en Iberoamérica. COLPOS,
Montecillo, México (In press).

Rousse, W.; Haas, R.; Scheel, J. & Deering, W. 1973. Monitoring vegetation systems in great plain with
ERST. In Proceedings of the Third ERST Symposium, NASA SP-3511, US Government printing office,
Washington DC, 309-317

Sawaya, K.E.; Olmanson, L.G.; Heinert, N.J.; Brezonik, P.L. & Bauer, M.E. 2003. Extending satellite remote
sensing to local scales: land and water resources monitoring using high-resolution imagery. Remote
Sensing of Environment (88) 144-156

Teles, A.N. 1970. Os lameiros de montanha do norte de Portugal. Subsídios para a sua caracterização
fitossociológica e química. Separata da Agronomia Lusitana – Vol. XXXI. Tomo I – II

I. Pôças et al. / Remote sensing monitoring to preserve ancestral semi-natural mountain meadows landscapes108



Current state of terrestrial and earth observation techniques for
biomass estimation in Europe

C. Kalaitzidis & D. Zianis
Mediterranean Agronomic Institute of Chania, Chania, Greece
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ABSTRACT: Methods of estimating vegetation biomass are invaluable, as they allow the fore-
cast of potential bioenergy production, the assessment of carbon sequestration and the sustaina-
ble planning of natural resources. Traditionally, biomass estimation procedures have been em-
ploying in situ measurements of plant characteristics, which accurately determine the current and
predict potential biomass production. As remote sensing platforms and sensors evolve, earth ob-
servation is developing in a reliable source of information that can be used towards the same
purpose.

Each European member-state, and particularly those in Eastern Europe and the Balkan peninsula,
employ a variety of individual or combination of biomass estimation methods. This study focus-
es on the differences in the present status of terrestrial methods and earth observation techniques
for biomass estimation in Greece and Europe. Information regarding the methods of biomass es-
timation was acquired through personal interviews with the directors of regional Greek Forest
Service departments and supplemented by a thorough review of scientific and ‘gray’ literature. A
comparison was also made with the state-of-the-art terrestrial and earth observation methods, ap-
plied in other European countries, for the same purpose. Recommendations on harmonizing re-
mote sensing techniques to terrestrial methods, in order to achieve low cost and increased accu-
racy of biomass estimation, are finally proposed in this article.

1 INTRODUCTION

The increasing demand for energy on a global level, is putting pressure on the nations to turn their
attention to alternative sources of fuel. With the supply of oil short of the worldwide requirements,
biofuel produced from vegetation biomass appears as a viable alternative. Extracting fuel from ve-
getation biomass turns almost any type of biomass into a renewable source of fuel.

In 2008, the European Council has proposed to increase the share of renewable energy con-
sumption in Europe to a level of 20% to 30% by the year 2020 (EC, 2008). The aim for this pro-
posal was to increase energy security for the European Union and reduce its dependency on im-
ported oil and gas, as well as reducing the cost of those imports. This requires the orientation of
each member-State towards the production of biomass, for use as an alternative energy source. For
the long term reliance on the production of bioenergy from vegetation biomass to cover a substan-
tial portion of a country’s energy requirements, it is essential to develop a management plan of ve-
getation species that can be used for biomass production.
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Some European countries are already very active in the exploitation of biomass for the produc-
tion of fuel and energy. The methods of assessing biomass production potential and future yield
vary greatly, depending on the vegetation type used in each case. The development of such me-
thods within a country, are based on previous scientific research, usually conducted within that par-
ticular country. As a result those methods are focused on particular vegetation species, and are op-
timised for the environmental and socio-economic conditions of that country.

Traditionally, methods of estimating biomass and biomass potential relied on field data collec-
tion through sampling. Recently, with the advent of remote sensing, earth observation data acquired
from a distance have been shown to be able to provide information regarding the amount of bio-
mass present, as well as make estimates on future biomass production. The extent to which, metho-
dologies  falling  under  those  two  categories  are  employed,  is  also  a  characteristic  that  varies  be-
tween the European Union states.

In a pan-European effort to achieve greater degree of energy independence, it is imperative that
information exchange regarding biomass estimation methods is promoted, concurrently with the ef-
forts for the development of biomass production. Harmonisation of the methodologies of biomass
potential estimation across the European Union, employing either or both field and earth observa-
tion measurements, is a necessity.

This study is initially identifying the current status of biomass estimation methods, using either
or both terrestrial and earth observation data, at a scientific level. Having established the potential
methods that can be employed, the results of a survey of the Greek national authorities involved in
biomass estimation for bioenergy, is presented. The survey concerned the data and methods used
by those bodies, with respect to monitoring, assessing and predicting current and future biomass
potential.

2 CURRENT METHODS OF BIOMASS ESTIMATION FOR BIOENERGY

The initial methods of measuring the biomass of vegetation relied on visual observations and quan-
titative measurements of certain vegetation properties. The number and type of those properties de-
pended on factors such as the vegetation species, the amount and area covered and the quantitative
model that those measurements were used as input. Such methods are still used today in many oc-
casions and are accepted as reliable and producing estimates of adequate accuracy.

The introduction of remote sensing as a source of earth observation data for a large variety of
applications, has led to the proposal of the use of such data in the estimation of biomass and bio-
mass potential. Remote sensing has certain advantages and disadvantages over the traditional terre-
strial measurement methods and the performance of methodologies employing earth observation
data varied greatly between cases. Having been evaluated comprehensively in the recent years,
such methodologies have gradually moved from a pure scientific to the application level, in some
countries and to a certain extent. On the other hand, development of new sensors able to provide
data of higher quality, are opening doors for the formulation of more elaborate methods of biomass
estimation, initiating a process requiring laborious testing and evaluation before their value is de-
termined.

2.1 Terrestrial methods of biomass estimation

Vegetation biomass is produced in the form of woody and green biomass of forest trees species, as
well as agricultural crops, residues and byproducts. According to the Terminology of Forest Sci-
ence (1971), biomass is generally defined as “the total quantity, at a given time, of living organisms
of one or more species per unit area (species biomass) or of all species in a community (community
biomass)”.

Direct determination of forest biomass by destructive harvest of all trees growing in a specific
area is a time consuming and labour intensive procedure and has rarely been implemented (Brown
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and Iverson, 1992). Thus, the following three approaches have been developed for indirect estima-
tion of forest biomass:
1) The regression analysis, which is the most widely used method and requires destructive har-

vest of sample trees. The obtained empirical model is subsequently applied to the stand scale
and predictions of biomass are therefore obtained. Detailed information on the procedures was
reported by Ogawa and Kira (1977), Parde (1980), and Satoo and Madgwick (1982).

2) The mean tree method, where some ‘average’ trees are sampled and the mean biomass of these
trees is determined. Thus, the stand biomass is calculated as the product between the number
of the trees and the obtained mean value (Ovington, 1956).

3) The unit area method where the total biomass of sample plots is determined and the average
biomass per unit of ground area is determined. Finally, this value is multiplied by the total for-
ested area and the stand biomass is obtained (Satoo and Madgwick, 1982; Chave et al., 2001).

Recently, aboveground biomass expansion factors (ABEF) values have been developed for es-
timating forest biomass from readily available datasets of forest inventories (Lehtonen et al., 2004).
ABEF is calculated as the ratio between aboveground biomass and stem volume. Living branch
biomass expansion factors (BBEF) and leaf biomass expansion factors (LBEF) could also be esti-
mated by dividing the leaf and branch biomass by stem volume, respectively. The main drawbacks
in this approach are mainly two: i) the values of the expansion factors change according to species,
site and ontogenetic stage and ii) wood density is usually used as parameter which relates stem vol-
ume values to biomass estimates. Wood density fluctuates both within the same tree as well as be-
tween different trees in a stand and hence, using wood density to estimate expansion factors inevi-
tably increases the variability of BEF values within a stand, and in turn within a forest.

Undoubtedly, the most commonly used mathematical model for estimating tree biomass is the
allometric equation (obtained through approach 1 above) with the following power form:

Y = aXb                  (1)

where a and b are scaling parameters that vary with the variables under investigation; Y is the total
tree biomass or one of its components (foliage, branches, roots, etc) and X a tree dimension vari-
able (i.e. D, D2, D2H, DH, etc; D stands for stem diameter measured at 1.3 m above ground and H
is the tree height).

The standard method to obtain estimates for a and b values in the allometric equations is by the
least-square regression of log-transformed data of Y and X pairs measured from destructively sam-
pled trees that represent the size range of the stands under investigation (Ter-Mikaelian and Kor-
zukhin, 1997; Eamus et al., 2000; Zianis and Mencuccini, 2004; Zianis et al., 2005). This method
has been applied to either one species (e.g., Bartelink, 1996; Bartelink, 1997) or to different tree
species growing at the same site (e.g., Martin et al., 1998). Additionally, generalized equations that
were developed by Pastor et al. (1983/1984) for six tree species growing in northeast U.S.A., for
beech trees growing in Europe (Zianis and Mencuccini, 2003), and for several species growing in
European forests (Muukkonen, 2007) may be used to estimate forest biomass at regional or nation-
al level. Most of the published allometric equations use D as the only independent variable while
introducing a second independent dimension variable (e.g., H, crown length, crown radius, diame-
ter at crown base, etc) leads to the multicollinearity problem and unequivocally to biased biomass
estimates. Parresol (1999) developed new statistical techniques and procedures to estimate woody
biomass at the stand scale and reviewed several statistics for evaluating and comparing biomass
models. Cannell (1983) has compiled biomass and production data from forest ecosystems across
the globe for different tree compartments, while Parde (1980) thoroughly reviewed several aspects
of forest biomass studies. In their textbook, Satoo and Madgwick (1982) presented a quite exten-
sive methodology for biomass estimation while an effort was made to focus on the major ecologi-
cal variables affecting primary productivity and standing biomass of forest resources.
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2.2 Biomass estimation using earth observation data
Remote sensing is already being used in many countries for the recording of national forest inven-
tories, instead of or in conjunction with field measurements, as a fast, accurate and cost efficient
method of data collection. Data from remote sensors are used for the calculation of the forest area
or canopy volume, as well as mapping of the forested areas (McRoberts & Tomppo, 2007). There
are two type of remote sensors employed in the estimation of biomass. The passive sensors, dealing
with the 400 – 2500 nm region of the electromagnetic spectrum and relying on the sun to provide
the energy, and the active sensors, which produce the electromagnetic signal themselves before re-
cording the response.

Passive sensors usually employ vegetation indices, derived from specific wavebands related
with vegetation spectral characteristics. Early studies developed empirical relationships between
vegetation indices extracted from remotely sensed data and physiological or biochemical properties
of the vegetation in question, which could be related to biomass (Dong et. al., 2003; Todd et. al.,
1998). Alternatively regression analysis is used to select the optimal wavebands that can be used
for biomass estimation, employing high spectral resolution sensors. The impediment of these par-
ticular relationships is the lack of broad applicability to landscapes other than those from which
they were developed. On the other hand, non-parametric methods also show some degree of suc-
cess in estimating canopy volume and have the advantage of being generally more applicable, as
the parameters of the exact quantitative relationship are not pre-defined and are calculated for each
individual case. An example of non-parametric method is the k-Nearest Neighbour (k-NN), the ef-
ficiency of which increases if followed by empirical optimization (Chirici et. al., 2008). Vegetation
indices have been used for the estimation of both forest species and agricultural crops (Christensen
& Goudriaan, 1993; Gilabert et. al., 1996; Leblon et. al., 1991; Zheng et. al., 2004).

Two of the issues that the estimation of biomass through remote sensing has to face, are those of
scale and homogeneity. These two factors define the spatial resolution and area coverage require-
ments of the imagery. For large scale applications, a high degree of spatial resolution is not re-
quired. In those cases, such as global biomass estimation studies, simple indices like the NDVI, or
combinations of red and near-infrared bands in regression models, perform with a satisfactory de-
gree of efficiency (Dong et. al., 2003; Muukkonen & Heiskanen, 2007). Smaller scale studies how-
ever, require finer resolution and imagery from satellites such as Landsat or ASTER are essential.
Muukkonen and Heiskanen (2005 and 2007) have used ASTER data, employing multiple regres-
sion and neural networks methods of analysis, estimating standwise biomass with relatively high
accuracy with the red and near-infrared bands.

Active sensors used for biomass estimation primarily include lidar and radar sensors. Lidar is an
instrument that measures distance at a very high spatial resolution. This instrument can be used on
an airborne platform to derive canopy height, or even on the ground to capture the canopy profile
and canopy metrics (tree height, crown size), which can be accurately related to above-ground
biomass (Drake et. al., 2002; Kimes et. al., 2006).

Synthetic Aperture Radar (SAR) data capture the manner that forests scatter the emitted pulse
and that signal can be used to make estimates on the canopy volume and hence, above-ground bio-
mass. Previous studies have suggested that the choice of waveband depends on the species in ques-
tion, but propose the use of longer wavebands (P- and L-band) with cross-polarization (Kasischke
et. al., 1997). Others have taken advantage of the effect that vegetation moisture has on the scatter-
ing of the microwave signal and have used radar to estimate total canopy moisture as a parameter
that can indicate the amount of biomass present (Wigneron et. al., 1999).

Some of the principles of radar can also be applied to certain passive sensors, with the capability
of collecting data at an off-nadir view angle. Prime example is the Multiangle Imaging Spectro-
Radiometer (MISR), which can provide data at nine different angles, but only in four bands in the
visible and near-infrared region (Diner et. al., 1998). The capability of multi-angle data collection
can be used in conjunction with geometric models to provide fractional crown cover, mean canopy
height and predict the vertical structure of forest canopies, leading to the estimation of above-
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ground biomass, in addition to the use of the red and near-infrared bands that supply valuable vege-
tation-related information (Chopping et. al., 2008; Kimes et. al., 2006).

3 BIOMASS ESTIMATION FOR BIOENERGY IN GREECE

Despite the fact that a voluminous amount of biomass allometric relationships has been developed
for different tree species growing in several European countries, a limited number of empirical
equations were built for trees growing in Greece. Tsiouvaras (1978) developed allometric models
which relate the dry biomass of Kermes oak (Q. coccifera L) shoots to their diameter and/or length,
in order to study forage productivity in northern Greece. Alifragis et al. (2001) estimated above-
ground biomass for Aleppo pine (P. halepensis Mill.) trees growing in Chalkidiki peninsula in
northern Greece, to estimate the effect of stand age on nutrient allocation. Allometric equations for
several tree components for beech species (F. moesiaca Cz.) were built by Zianis and Mencuccini
(2003) to study productivity potential across an elevation gradient in northern Greece. Recently,
Mitsopoulos and Dimitrakopoulos (2007) estimated the crown fuel weight of Aleppo pine in cen-
tral Greece through allometric equations built from 40 trees. All of these endeavours were made at
a scientific level.

From interviews with the Forest Directors, it emerged that wood products of Greek ecosystems
are estimated through the use of volumetric measurements units, since forest managers are only in-
terested in tree stem production. Silvicultural residues either remain on the site or are removed by
rural population for heating purposes. Forest management plans are based on stem volume estima-
tions and standard statistical procedures are followed (usually systematic sampling on several plots)
to acquire the appropriate datasets. The Forest Directorate is based on remotely sensed data and
digital image processing techniques in order to produce ortho-photomaps (scale 1:20000), which
describe the vegetation type and ground coverage for the majority of Greek forests. Based on field
surveys ortho-photomaps are amended with stand density and standing volume values but the accu-
racy of the provided estimates is questioned since these maps are rather ‘static’ in time and are not
very often updated. No other remote sensing product appears to be used in the domain of forest
biomass estimation.

In the domain of agricultural crops, Greece is slowly beginning to cultivate crops for their ex-
clusive use of producing biodisel. These efforts were initiated following a directive of the European
Union, which states that by 2010, 5.75% of the annual diesel and petrol consumption of each EU
state, must originate biological sources. This corresponds to a total of 370,000 hectares being used
for bioenergy crops. Sunflowers and rape will be used on approximately 55% of those fields, with
the remaining being used for sorghum, sugar, wheat and corn for the production of bioethanol.

However, no methods seem to be in place for the estimation of biomass of those crops and early
and accurate estimation of the yield. Currently the estimations are made based on the size of the
plots used for the cultivation of the crop and the variations of these estimates are between ±15%
and ±35% of the mean (personal communication).

4 HARMONISING REMOTE SENSING AND TERRESTRIAL TECHNIQUES

Terrestrial methods of estimating biomass are accepted as the most accurate and reliable. In order
for remote sensing data to be used towards the same goal, it must be shown that such data can in-
deed improve on these accuracies.

The weakness of the terrestrial methods of estimating biomass, lie within the statistical extrapo-
lations made from the samples to the plot/field and the bias in the selection of representative sam-
ples. These statistical errors are known and are considered as acceptable. However, this is the area
where remotely sensed data can assist in the improvement of the accuracies of those biomass esti-
mations. The synoptic view provided by remote sensing provides average unbiased measurements
of the plot or field in question. The use of vegetation indices and the employment of appropriate
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bands (Lu, 2006), can provide with accurate estimations of biomass. The choice of such indices
must however, be made carefully, since many are weakly or insignificantly correlated with biomass
(Foody et. al., 2001). Terrestrial methods are by no means replaced, as they provide invaluable
ground information that can be used to calibrate and validate the models employing remotely
sensed data. Regression methods, whether parametric or non-parametric will still form the back-
bone of the methodology.

Even though terrestrial measurements will still form an integral part of a biomass estimation
methodology, remote sensing can provide an immense amount of data at short temporal intervals
and at a comparably lower cost. The final obstacle that remains, is the identification of the appro-
priate remote sensing data, in terms of spatial, spectral and temporal resolution, that can be used for
biomass estimation of a particular vegetation type, in specific environmental conditions and geo-
graphic location.

5 CONCLUSIONS

Science has provided with methods for estimation biomass of vegetation that can or will be used
for the production of biofuel. Depending on the case a combination of terrestrial and earth observa-
tion data can supply relatively accurate estimates of biomass. The technological evolutions of re-
mote sensors and platforms is promising that in the future data availability will allow the improve-
ment of the current methods and the development of new ones, that will provide even more
accurate estimates.

As it is evident that the reliance of humanity on mineral fuel must be restricted, the extraction of
bioenergy from biomass appears as a viable solution. Appropriate management of the cultivation of
crops or forests, requires methods of estimating biomass at en early stage, prior harvesting. Some
European countries are already routinely employing methods for mapping and monitoring the areas
covered by vegetation with potential for use for bioenergy. In Greece, such monitoring is very
scarce and in biomass estimation is almost non-existent. However, this is a situation that will soon
change, as the European Union is promoting and enforcing the use of crops for the extraction of
biofuel.
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Use of ASTER-data for a soil erosion risk model application,
Chios island (Greece)
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ABSTRACT: ASTER-satellite data provide useful information for a soil erosion risk model ap-
plication. An orthorectified FCC and a DEM are the results of a digital photogrammetric restitu-
tion. An elevation model can be used to calculate slope angles and the drainage area of each lo-
cation. So the sensitivity for erosion due to the topographic situation is estimated. In the
Mediterranean, rainfall is often of an orographic origin. A linear regression equation taken from
literature with the height above sea level as independent variable, and the mean annual rainfall as
dependent variable has been adapted for the Chios island. Then the erosivity of the rainfall is es-
timated. The orthorectified bands are used to make a LULC-classification by means of the max-
imum likelihood classifier. Before classifying, the image is corrected for differential illumination
effects to improve the classification. The different LULC classes have a different sensitivity to-
wards erosion. One non-satellite based information source has been added to the dataset, namely
a generalised lithologic map. This map allows tracking of the parent material, which is an impor-
tant factor determining the soil formation. Different lithologic formations have different erodibil-
ity characteristics. When the rainfall erosivity and the sensitivity for erosion due to the topo-
graphic situation and the lithology are combined, the potential soil erosion risk is estimated. The
potential soil erosion risk is the erosion risk in a virtual world without vegetation. When the sen-
sitivity for erosion of the land cover is taken in account, the actual soil erosion risk is estimated;
this is the current soil erosion risk like. At the island of Chios a high potential soil erosion risk is
prevalent for most of the land. However the actual soil erosion risk is relatively low for most
parts of the island. Vegetation tempers soil erosion. Nevertheless the Mount Epos area is badly
degraded and has high actual soil erosion risks.

1 INTRODUCTION

In the Mediterranean land degradation has been recognised as an important environmental problem
(Thornes 1996; Geeson et al. 2002). Land degradation has several definitions. An appropriate defi-
nition is “the reduction and loss of the biological or economic productivity caused by land use
change, from a physical process, or a combination of the two (Thornes 1996)”. In the Mediterra-
nean the subject has been labelled “Mediterranean Desertification” (Brandt and Thornes 1996;
Geeson et al. 2002). In Mediterranean Europe soil erosion due to water erosion (especially sheet
erosion) is the main erosion process. This is a consequence of the Mediterranean climate characte-
ristics: dry and hot summers alternated with wet winters.
Although soil erosion models have been constructed for a long time, each model has some specific
limitations. Wischmeier and Smith (1978) were the first who constructed a soil erosion model
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(Universal Soil Loss Equation USLE) by combining various factors that influence erosion. Their
model is designed for plot scale measurements. CORINE (1992) and Kosmas (1999) used the
USLE principle for the suite in Mediterranean climate conditions.

Remote sensing can offer opportunities for data gathering in and monitoring of land degradation
(e.g. Cannizzaro et al. 2002; Harrison et al. 1996). Its synoptic nature makes it a consistent and
continuous data source. ASTER-data provide topographic information (after photogrammetric res-
titution of the nadir and backward near-infrared bands) and information of terrain features (e.g.
land use, vegetation) that can be used in a soil erosion model.

2 STUDY AREA

The Greek island Chios is situated in the east of the Aegean Sea. It lies off the Turkish coast and
south of the Greek island Lesbos (Figure 1). The climate is typical Mediterranean with a total an-
nual rainfall average of 543 mm and most of the precipitation falling in the winter months (Hellenic
National meteorological Service, unpublished data).

Figure 1: study area (www.maproom.psu.edu)

3 METHODS

3.1. DEM and orthoimage
The near-infrared band of the ASTER-sensor is acquired nadir and backward in an along-track ste-
reomodel. A digital photogrammetric restitution is performed using VirtuoZo software. The rela-
tive orientation runs fully automatically in VirtuoZo. Ground control points were collected in Au-
gust 2006. Absolute orientation was performed using 34 ground control points. When the epipolar
images are resampled, the image matching algorithm calculates the height value. In doing so the
DEM and the orthoimage are created.

3.2. LULC classification
Differences in terrain illumination can result in differences in reflectance values of similar terrain
features, leading to a possible misclassification. To overcome this problem a topographic correction
for differential illumination effects is applied.
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3.2.1. Topographic correction for differential illumination effects
The correction method that has been chosen is C-correction. The basic C-correction formula is
(McDonald et al. 2000):

cicos
ccosLLn sz

Where Ln is the radiance observed from horizontal surface (corrected image value), L is  the  ra-
diance observed over sloped terrain (uncorrected image value), sz  is the sun’s zenith angle and i
is the sun’s incidence angle in relation to the surface normal direction, c is  the  estimated  C-
correction coefficient. The value of icos  is derived using the following equation (Law and Ni-
chol 2004):

nssznszn -cos sin sincoscosicos

Where i is the sun’s incidence angle in relation to the surface normal direction, n  is the terrain’s
slope angle, sz  is the solar zenith angle, s  is the solar azimuth and n  is the aspect of the ter-
rain.
The C-value is derived by linear regression with the radiance value L as  the dependent variable
and the cosine of the sun’s incidence angle icos  as independent variable (McDonald et al. 2000):

bicosmL

The parameter C is then defined as (McDonald et al. 2000):

m
bc

3.2.2. Multispectral image classification
After their correction for differential illumination effects, the green, red and NIR ASTER-band are
used in a multispectral image classification in order to classify the land use and land cover of the
island. The maximum-likelihood algorithm was chosen to perform the classification. The different
classes that were spectrally distinguishable are: river bank vegetation-irrigated agriculture, phryga-
na, maquis, pine forest, polyculture olives-grain, naked rock, fire spot, phrygana on fire spot.

3.3. Soil erosion model application
Modelling is always done by simplifying the reality. The model that is applied here is an empirical
grey-box model. That implies that the model is based on statistical significant relationships, though
not all details of the system are fully known (Morgan 2005). The results of the model application
are expressed on an ordinal scale. The model application has as goal to estimate soil erosion by wa-
ter, more specified sheet erosion. Wischmeier and Smith (1978) were with the Universal Soil Loss
Equation the first who combined various erosion influencing factors to estimate erosion. The USLE
is constructed for use in North American conditions on plot scale. This is an important difference
than when using satellite raster data.
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3.3.1. Erosion influencing factors
The erosivity of the rainfall R, the sensitivity for erosion due to the topographic situation T, the
sensitivity for erosion due to the lithology L and the sensitivity due to erosion of the land use and
land cover are taken in account. For the factors R, T and L a scaling between 1 and 2 is conducted.
The factor LU is scaled between 0.1 and 1 (more information about the scaling in 3.3.2.). These
factors are all partly correlated; however their influence on erosion is modelled separately.

The relation between annual rainfall and altitude, expressed in a linear regression with altitude,
expressed in a linear regression with altitude as independent variable and mean annual rainfall as
dependent variable, was found for Crete (Naoum and Tsanis 2003) and modified for the Chios isl-
and using climate records. Then the erosivity of the rainfall R is estimated using the formula of Re-
nard et al. (1995):

61.10048,0 PER

Where ER is the erosivity of the rainfall and P is the mean annual precipitation. The value is then
rescaled between 1 and 2 resulting in the value of the factor R.
To estimate the sensitivity for erosion due to the topography T, the slope angle as well as the drai-
nage area for each location is taken in account. The resulting formula is (Warren et al. 2005):

nmAT )(sin

Where A is the drainage area and  is the slope angle. For sheet estimating sheet erosion, the pa-
rameters m and n are set on 1. Finally the factor T is rescaled between 1 and 2.
The sensitivity for erosion due to the lithology L is determined after Yassoglou (1995) and Kosmas
et al. (1999) (Table 1).

Table 1: Sensitivity for erosion for the different lithologies and deposits of Chios (after Yassoglou
1995 and Kosmas et al. 1999)

Lithology or deposit Index
Alluvium, colluvium 1
Basic volcanic rocks, flysch 1.5
Sands and gravels, sandstones 1.7
Marl, carbonate rocks, acid volcanic rocks 2

The sensitivity for erosion of the land cover is determined after Kosmas et al. (1999) (Table 2).

Table 2: Sensitivity for erosion for the different land uses and land covers of Chios (after Kosmas
et al. 1999)

Land Use Land Cover Index
Maquis 0.1
Pine forest 0.2
River bank vegetation-irrigated agriculture 0.4
Polyculture olives-grain 0.6
Phrygana 0.8
Naked rock 1
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3.3.2. Potential and Actual Soil Erosion Risk
An overview of the methodology is given in Figure 2.

Figure 2: Methodology of the application of the soil erosion model

The potential soil erosion risk PSE is calculated as the soil erosion risk in a virtual world without
vegetation. The factors R, L and T are taken in account. The factor LU is not taken in account.
Where the other factors are relatively stable on a long term, vegetation processes are more dynamic
(Aforestation, forest fires, overgrazing,…). The PSE is calculated by:

3 LTRPSE

The resulting PSE values are in the range between 1 and 2. Values near 2 indicate a high potential
soil erosion risk, whether values near 1 indicate a low potential soil erosion risk.
By calculating the Actual Soil Erosion Risk ASE the factor LU is taken in account:

3 LTRLUPSELUASE

The resulting ASE values are in the range between 0.1 and 2. Normally the ASE value should be
less than the corresponding PSE value as vegetation tempers erosion. Only by the class “naked
rock” the potential soil and actual soil erosion risk are equal. A class discretisation is performed to
visualise the results.

4 RESULTS

4.1. DEM and orthoimage
Hirano et al. (2003) consider a RMS-deviation between 7 and 15 meter as a good result when
working with ASTER-data. The resulting RMS-deviation of the study is 11.4 m. A resulting height
map is displayed in Figure 3.

4.2. LULC classification
In order to make an evaluation of the correction for differential illumination effects, a test spot of
pixels of the same land cover, consisting of both illuminated pixels and “shadow” pixels has to be
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defined. By regressing the icos -values as x-values against the DN-values as y-values for the un-
corrected and for the corrected image bands two regression equations are obtained per band (one
for the uncorrected image band and one for the corrected image band). The DN-values of uncor-
rected image should normally vary more than the DN-values of the corrected image band. As a
consequence the slope of the regression equation should have a lower value by the corrected image
band. An ideal correction for differential illumination effects should result in a slope value of zero
(McDonald et al. 2000). The regression equations of the green, red and NIR band are given in Ta-
ble 3. The results of the correction for differential illumination effects are satisfying. Though in
some areas the C-correction method seems to overcorrect.

Table 3: Regression equations for the uncorrected and corrected image bands ( icos  as x, DN as
y)

Green band Green band
corrected

Red band Red band
corrected

NIR band NIR band
corrected

y = 0.1704x +
66.491

y  = -0.0209x
+ 63.794

y = 0.2236x +
45.16

y  = -0.0078x
+ 44.001

y = 0.209x +
29.179

y = 0.0203x +
32.21

The result of the LULC-classification conducted on the for differential illumination effects cor-
rected image bands is presented in Figure 4.

Figure 3 (Left): height map of Chios

Figure 4 (Right): Land Use Land Cover Classification of Chios
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4.3. Soil erosion model application
The resulting Potential Soil Erosion risk map and the resulting Actual Soil Erosion risk map are
presented in respectively Figure 5 and Figure 6. The classes high and very high soil erosion risk are
abundant in the potential soil erosion risk map. This is normal because the potential soil erosion
risk considers the situation of maximal erosion. This map shows which areas that are more sensible
for soil erosion. When the Actual Soil Erosion risk is calculated, the role of the vegetation as an
erosion restraining factor is emphasized. Most parts of the island have a relatively low actual soil
erosion risk. Nevertheless the Mount Epos area (location on Figure 6) is an area with high actual
soil erosion risks. This is because the Mount Epos area is locked in a vicious fire circle (Grove and
Rackham 2001). Shepherd set fires to use the burned areas as rangeland for their animals (Margaris
en Koutsidou 2002). These activities make the Mount Epos area a degraded spot.

Figure 5 (Left): Potential Soil Erosion Risk map

Figure 6 (Right): Actual Soil Erosion Risk map

5 CONCLUSIONS

ASTER-data provide useful information to monitor soil erosion risk. ASTER-data provide topo-
graphic information and information about the terrain features. This information can be used to
construct a relative simple soil erosion model by combining different data layers. It was not the
purpose of the paper to suggest an elaborated methodology for soil erosion modelling. Though the
use of satellite data combined with the existing knowledge of soil erosion modelling, gives oppor-
tunities for soil erosion monitoring in areas where other datasets are not existent or difficult to
access.
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The soil erosion model application was constructed for the Greek island Chios. A digital photo-
grammetric restitution provided a DEM. The LULC classification was improved by correcting the
image bands for differential illumination effects. On most parts of the island the actual soil erosion
risk is relatively low; nevertheless the Mount Epos area has high actual soil erosion risks.
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ABSTRACT: There are several data fusion methods widely used to produce a high resolution
multi-spectral image from a pair of images - a panchromatic high resolution and a multi-spectral
lower resolution image. Although the fused images can be visually satisfactory, it is not clear
whether they provide additional information for quantitative measurements made from satellite
images. A methodology to evaluate data fusion algorithms is proposed, based on the production
of synthetic images that reproduce real satellite images. An experiment was conducted testing
the performance of six data fusion methods in the production of NDVI values for land parcels
from SPOT HRG and Landsat TM data. The fusion methods evaluated were: Brovey, IHS Hex-
cone, IHS Cylinder, PCA, Wavelet IHS and Wavelet Single Band. The best data fusion method
overall was found to be Wavelet IHS, although better results were obtained by using directly the
lower resolution multi-spectral data instead. The software tools developed and a number of test
images datasets are freely available at the SITEF website (www.fc.up.pt/sitef).

1 INTRODUCTION

The number of satellite sensors acquiring high and very high resolution images of the Earth has
been steady increasing in the last few years. Most of these sensors use two complementary image
modes – a multi-spectral image (M) and a higher spatial resolution panchromatic image (P). Exam-
ples of such sensors include IKONOS (multi-spectral image with 4m pixel and panchromatic image
with 1m pixel), QuickBird (2.4m / 0.6m) and SPOT (10m / 5m, or 20m / 10m). The objective of
data fusion in this context is to generate a multi-spectral image with both high spatial and spectral
resolutions (Ranchin & Wald 2000). The effective application of a data fusion algorithm produces
a high resolution multi-spectral (fused) image that is usually satisfactory for visual perception or
cartographic applications. However, it is not clear whether the fused image provides valuable addi-
tional information when the aim is to make quantitative measurements from the satellite image.

The purpose of this work is to investigate if the use of data fusion improves the information
provided by satellite images for quantitative measurements in a practical application (agriculture
monitoring), and to evaluate the most widely used data fusion methods using synthetic images.

2 DATA FUSION

There are several well established image data fusion methods, such as Intensity Hue Saturation
(IHS), Principal Components Analysis (PCA), Brovey and Wavelet (Wang et al 2005b).
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One of the simplest methods is the Brovey fusion. The fused image is simply obtained by a
normalization of M, which is then multiplied by P (Wehrmann et al 2005). In the IHS method, a
RGB color composite produced from M is mapped to the IHS color space. The I component is then
replaced by P, after histogram matching, and the resulting IHS image converted back to the RGB
color space. There are three IHS models – cylinder, triangular and hexcone - providing slightly dif-
ferent results in the RGB colors produced. The IHS method is simple and effective, but it can only
be applied to multi-spectral images with 3 bands. An alternative is to use the PCA method, which
can be applied to images with any number of bands, and works in a somehow related way. Initially
the principal components of M are computed. The first component (which has the most informa-
tion) is replaced by P, after histogram matching, and then the principal components are converted
back to the initial space (Wald 2002). The wavelet method is the most recent one and harder to im-
plement. Four images are produced from P: one of rough detail and three of high resolution corre-
sponding to the horizontal, vertical and diagonal components. The rough image of P is replaced by
a histogram matched version of M, after which the inverse transform is computed to produce the
final fused image (Balcik & Sertel 2007). The wavelet fusion can be used in one of three models:
Single Band, IHS and PCA.

The quality of the fused image depends on the method used and on the data itself. The evaluation
is usually based on visual analysis, or sometimes on statistics that examine the similarity or the dis-
crepancies between the fused and original products, on a pixel by pixel and band by band basis.
The quantitative evaluation of an image produced by data fusion is not a straight forward task, as
there is usually no reference (high resolution multi-spectral image) to be used for comparison. The
common approach is to degrade the fused image to the spatial resolution of M, and to compare it
with M (Meenakshisundaram & Couloigner 2005). Several parameters have been used for this task,
such as Euclidean Distance (Wang et al 2005a), Coefficient of Correlation (Scheunders & Backer
2001) and Root Mean of Square Error (Wehrmann et al 2005). All these evaluation parameters fo-
cus on the differences between individual pixels and bands. However, for many remote sensing ap-
plications the objective is to extract information based on a combination of bands for areas with
several pixels. One common example is the production of Normalized Difference Vegetation Index
(NDVI) values for land parcels (Jensen 2000).

The NDVI is computed using the reflectance values in the red (
R
)  and  near  infrared  (

NIR
)

bands, using (1). Two NDVI ranges were used: -1 to 1 and 0 to 1, by setting to zero all negative
values. The interval 0 to 1 was used as the standard range.

RNIR

RNIRNDVI ,0max                                                                                                           (1)

The calibration of image band i to reflectance ( i ) is done using (2), where Ri is the radiance,
E0i the equivalent solar spectral irradiance and s / v  are  the  solar/viewing  zenith  angles  (FIFE
2004). The radiance is obtained directly from the recorded Digital Numbers (DN) using a linear re-
lation iii DNR , where i  and i  are the calibration coefficients (FIFE 2004, GAEL 2003).

)cos()cos(0 vsi

i
i E

R                                                                                                                 (2)

A suitable evaluation of the quality of a data fused product would be to compare the value of
NDVI computed using the data fused image (

FUSNDVI ) with the NDVI obtained directly using a
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high resolution multi-spectral image (
MHNDVI ).  The  absolute  error  in  NDVI  ( )  is  thus  computed

from (3). However, this approach is difficult to implement using real satellite images, as there is
usually no high resolution multi-spectral image available to use for validation of the fused image.

FUSMH NDVINDVI                                                                                                                 (3)

3 METHOD

The data fusion evaluation was done using synthetic images produced with the Synthetic Image
Testing Framework (SITEF).

3.1   Synthetic Image Testing Framework (SITEF)

The SITEF provides images with controlled spatial and spectral characteristics, which simulate real
multi-spectral satellite images by making use of a reference image where training areas are identi-
fied (Marçal & Rodrigues 2008). The SITEF software is freely available at www.fc.up.pt/sitef,
where some test images datasets are also available. The objective is to simulate land parcels of var-
ious sizes with different land cover types. Initially, the number of land cover types (c), the size of
the smallest unit (u), the range of sizes (s) and a repetition parameter (r) are used to produce a base
image. As an example, figure 1 shows four base images, all with u=4, s=4, r=2, and with c=4, 5, 6,
7. The smallest squares on the top left section of these images have 4 by 4 pixels, while the largest
ones on the lower right have 16 by 16 pixels (s=4). In this case there are 4 parcels of each size
(r=2). The whole images are 80 by 80 pixels, with a total of 64 parcels. There are 4 single unit par-
cels (4 by 4 pixels), and generally 4 parcels of i by j units, with i,j=1,2,3,4. The classes are assigned
to parcels assuring that two neighboring parcels always belong to different land cover types.

Figure 1. Synthetic base images with c=4, 5, 6, 7 (left to right), all with u=4, s=4, r=2.

The base image and a reference satellite image are used to produce a multi-spectral synthetic im-
age. Reference areas are previously established in the multi-spectral satellite image, one for each
land cover class considered (1, …, c). The multi-spectral synthetic image produced (MH) will have
the same number of bands as the reference satellite image, with the pixel values of each class in the
base image replaced by random vectors from the reference areas. A lower resolution version (ML)
of this image is also produced (reduced in size by a factor of 2), as well as a high resolution pan-
chromatic image (PAN). The process is presented schematically in figure 2.
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Figure 2. Schematic representation of the data fusion evaluation experiment: MH - multi-spectral high
resolution, ML -  multi-spectral low resolution and PAN - panchromatic high resolution.

3.2 Test images

Two satellite images, from Landsat and SPOT, both covering a mountainous area around Montale-
gre  (Portugal)  were  used  as  reference.  The  SPOT  5  HRG  image  was  acquired  in  2005  and  the
Landsat 5 TM image in 1997. Two test images were produced using the SPOT (TIS) and Landsat
(TIL) satellite images as reference. A total of six land cover classes were considered: irrigated (1)
and non-irrigated permanent semi-natural mountain meadows (2), evergreen forest (3), deciduous
forest (4), communitarian pastures (5) and annual crops (6).

The multi-spectral synthetic images TIS and TIL were created with u=3, s=8, r=5 and c=6, corre-
sponding to an image size of 540 by 540 pixels. Although both SPOT HRG and Landsat TM sen-
sors provide multi-spectral images with more than three bands, the synthetic images were both pro-
duced with three bands, as only the red and near infrared bands are used to compute the NDVI and
the spectral coverage of the images only overlap three bands. Three versions were prepared for
each test image: MH - multi-spectral high resolution, ML - multi-spectral low resolution and PAN -
panchromatic high resolution. The MH synthetic images are presented in figure 3, with histogram
linear enhancement. The lower resolution multi-spectral images were created by averaging every 2
by 2 pixel block into a single pixel. The panchromatic versions were created by combining the
three bands with weights that reproduce the spectral response of the satellite sensors. For SPOT 5
HRG these weights are 0.617, 0.383, 0.000 for bands 1,2,3. As Landsat 5 TM does not have a pan-
chromatic band, the characteristics of ETM panchromatic band were used instead. The relative con-
tributions from Landsat 5 TM bands 2,3,4 to reproduce the ETM panchromatic band are: 0.333,
0.335, 0.332. Alternative versions of the test images used here are available at SITEF
(www.fc.up.pt/sitef) with 8 and 5 classes – the Montalegre dataset.

Figure 3.Base image (left) and synthetic test images TIS (center) and TIL (right), with histogram linear
enhancement.
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An evaluation of the spatial resolution degradation process was also made. A Gaussian filter of
size 19 and standard deviation 5 was applied to the SPOT MH image, resulting in an image without
high frequencies (MHGauss). From the MHGauss image two versions were created: MLGauss and
PANGauss.

4 RESULTS

The data fusion experiment was performed using PCIGeomatica (PCI Geomatics 2005) and ER-
DAS Imagine (Erdas Imagine 2007) software. The versions ML and PAN of the test images were
used as input for the data fusion methods tested, resulting in six fused images: (1) Brovey, (2) PCA,
(3) IHS model Cylinder, (4) IHS model Hexcone, (5) Wavelet model IHS and (6) Wavelet model
Single Band.

A total of nine NDVI images were produced for each test image using the original MH and ML
images (two versions), and using the six fused images. These NDVI images are all high resolution
except one of the NDVI image produced from ML. The overall process is illustrated schematically
in figure 2.

4.1 Evaluation of data fusion methods

The average NDVI was computed for each of the 1600 parcels of the base image, for all seven high
resolution NDVI images. The NDVI of each parcel obtained from the fused images was compared
with the NDVI computed with the original MH data. As an illustration, figure 4 shows a plot of all
NDVI values obtained from the Brovey (left) and Wavelet IHS (right) fused data versus NDVI val-
ues obtained from the original MH data, for TIS. The plots for the other fusion methods exhibit
roughly the same behavior, both for TIS and TIL.

Figure 4. Average NDVI values for all 1600 parcels, computed with Brovey (left) and Wavelet IHS (right)
fused data versus the original MH data, for SPOT test image (TIS).

The average absolute errors in NDVI ( ) were computed for all parcels and for all fused images.
Average values of  were calculated for parcels of the same size within each image. These results

1000  are presented in table 1 for the square parcels of TIS. In bold is the best result for each
scale tested. Overall the best methods were Brovey, Wavelet IHS and IHS Hexcone, all with low
average absolute errors (6.5, 6.7 and 7.2). The values of  tend to become smaller with the increase
of parcel size, as the influence of neighboring parcels becomes less important.
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Table 1 – Average absolute error in NDVI (  x1000) for six data fusion methods for SPOT test image (TIS).

Parcel size
(units) Brovey IHS

Cylinder
IHS

Hexcone PCA Wavelet
IHS

Wavelet
Single Band

1 14.0 30.7 13.9 31.2 13.8 32.8
2 17.3 37.4 15.4 31.0 16.2 36.5
3 7.7 25.1 6.9 25.9 7.7 16.0
4 0.8 19.7 4.3 21.8 2.6 6.2
5 2.4 19.5 3.8 23.5 2.1 10.1
6 5.9 25.9 4.5 24.2 5.6 17.3
7 3.2 21.0 3.8 23.5 3.0 10.2
8 1.0 20.3 4.6 22.6 2.2 6.2

All 6.5 25.0 7.2 25.5 6.7 16.9

A similar experience was carried out with the synthetic data for Landsat (TIL). The results ob-
tained from the fused data are presented in table 2. In bold is the best result for each scale tested.
There are four fusion methods that provide NDVI values with low errors (IHS Cylinder, PCA,
Wavelet IHS and Wavelet Single Band) while the others two methods (Brovey and IHS Hexcone)
do not provide satisfactory NDVI results for all parcel sizes tested.

Table 2 – Average absolute error in NDVI (  x1000) for six data fusion methods for Landsat test (TIL).

Parcel size
(units) Brovey IHS

Cylinder
IHS

Hexcone PCA Wavelet
IHS

Wavelet
Single Band

1 131.5 30.6 66.2 22.9 24.2 24.8
2 109.3 29.3 55.8 22.6 23.4 23.8
3 122.1 14.6 60.0 12.6 12.2 13.6
4 123.5 7.2 58.2 6.9 9.9 11.2
5 128.3 9.8 59.4 11.7 11.8 13.3
6 118.4 11.2 57.1 11.7 9.9 14.7
7 124.8 8.8 57.8 11.0 10.6 12.3
8 132.2 7.0 58.1 7.7 10.2 11.8

All 123.8 14.8 59.1 13.4 14.0 15.7

An alternative approach is to obtain the NDVI values of each parcel directly from the low reso-
lution multi-spectral image (ML). As the parcels are located in the base image, which is only avail-
able in high resolution, this can be achieved by one of two modes: (I) reducing the resolution of the
base image, to match the lower resolution multi-spectral image, or (II) increasing the resolution of
the ML image to match the resolution of the base image (see figure 2). Each of these modes pro-
vides estimates of the NDVI values for each parcel, which can be compared with the reference
NDVI obtained directly from the high resolution original test data (MH). The results for TIS and
TIL, presented in table 3, are about the same as the best ones from the fused data, with a very slight
advantage of mode II. The values of  are again generally much lower for large parcels.
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Table 3 - Average absolute error in NDVI (  x1000) using the original lower resolution TIS and TIL.

Parcel size
(units)

TIS TIL

Mode I Mode II Mode I Mode II

1 13.9 13.6 28.8 21.8
2 19.4 17.1 26.1 22.1
3 6.1 7.5 7.7 9.6
4 0.8 0.8 5.4 5.4
5 2.7 2.2 10.2 8.0
6 6.1 5.9 9.4 8.5
7 3.0 2.9 5.1 6.2
8 1.0 1.0 5.1 5.1

All 6.6 6.4 12.2 10.8

A similar analysis was performed using the evaluation parameters Euclidean Distance (ED),
Coefficient of Correlation (R) and Root Mean of Square Error (RMSE) instead of . The results ob-
tained for TIS are almost identical to the evaluation based on . For TIL, the IHS Cylinder is less
rated with these parameters than it was for , particularly for R. Otherwise the results for TIL are
also consistent with the evaluation based on .

4.2 Evaluation of the spatial degradation process

The image pairs MLGauss / PANGauss and MLGauss / PAN were used to produce two fused im-
ages (fusGauss and fusNew), using the IHS Hexcone fusion method. Average values of  were cal-
culated for parcels of the same size within each image. The results obtained for the two fused im-
ages based on MLGauss were compared with those obtained with the fused image obtained directly
from ML and PAN, without using a Gaussian filter (FUSED). Figure 5 shows the values of  for
the NDVI images produced from these three fused images, using a range of 0 to 1 (left) and -1 to 1
(right) for the NDVI. The use of a Gaussian filter in the degradation stage results in better NDVI
values in the fused images. The range -1 to 1 was found to be better for all methods and scales.

Figure 5: Average absolute error in NDVI (  x1000) obtained from the fused images with a NDVI range
of 0 to 1 (left) and -1 to 1 (right)
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5 CONCLUSIONS

The methodology proposed, based on the production of synthetic images reproducing real satellite
images, proved to be effective for the evaluation of data fusion results. The test images were pro-
duced  with  the  Synthetic  Image  Testing  Framework  (SITEF),  which  is  available  at
www.fc.u.pt/sitef.  The  SITEF software  and  test  datasets  can  be  used  to  test  not  only  data  fusion
methods, but also image segmentation and image classification.

The experiment carried out performed an evaluation of six data fusion methods with simulated
SPOT HRG and Landsat TM data. For SPOT HRG, the best fusion methods were Brovey, Wavelet
IHS and IHS Hexcone, while for Landsat TM the best results were produced from PCA, Wavelet
IHS and IHS Cylinder. For the two test datasets combined, the best fusion method was found to be
Wavelet  IHS.  This  is  in  line with the results  reported by various authors,  such as  Vijayaraj et al
2004, Karathanassi et al 2007 and Zhou et al 1998, for pixel and bands based tests. Overall, both
the best fusion methods and the lower resolution multi-spectral images produce NDVI average val-
ues that are very close to those obtained from the high resolution multi-spectral images (differences
in NDVI below 0.02), except for the very small parcels. However, all the evaluation parameters on
all images indicate that the smallest error in the computation of NDVI average for land parcels is
obtained using the lower spatial resolution multi-spectral image directly, with the parcel location by
mode II. This indicates that for quantitative measurements, such as NDVI, there is no benefit from
using fused data instead of the original lower resolution multi-spectral data. It is nevertheless worth
noting that the best results from the fused data are only marginally worse than those obtained from
the lower resolution data.

The evaluation of the spatial degradation process indicates that the use of a Gaussiam filter and
the range -1 to 1 for NDVI provides better results when using the fused data to compute average
NDVI values per parcel. The spatial degradation mode could be further improved, by using a Mod-
ulation Transfer Function filter (Aiazzi et al 2006). Other fusion methods, besides the six tested
here could perhaps produce better results, such as the modified version of the IHS method proposed
by Tu et al 2004, and Context-Based Decision which was voted as the best fusion method in a re-
cent contest (Alparone et al 2007). However, even with these improvements the best results would
still likely be obtained using the low resolution multi-spectral images, as data fusion methods are
not intended to improve spectral information but rather the visual interpretation.
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ABSTRACT: Meter to sub-meter resolution satellite images have generated new interests in 

extracting man-made structures in the urban area. However, classification accuracies for such 

purposes are far from satisfactory. Spectral characteristics of urban land cover classes are so similar 

that they cannot be separated using only spectral information. As a result, there is an increased 

interest in incorporating geometrical information. In current literature, this is achieved by using an 

object-based approach. This requires a segmentation process. However, the complex objects in 

urban remote sensing images make this process very difficult. In this paper, we propose a method 

to measure the minimum and maximum dimension of an object, without however performing a 

segmentation. This method is based on morphological profiles (MP). Previous work on MP’s have 

shown the potential for improving classification results. However, an MP contains many values for 

each pixel, which can lead to problems of dimensionality. Feature extraction algorithms could 

reduce the dimensionality, but the resulting features are no longer interpretable. In this paper we 

use MP’s to derive a measure of minimum and maximum object dimension. These two measures 

allow to differentiate between long (roads) and more compact objects (buildings). We show that 

these new features improve the classification substantially.

1 INTRODUCTION

Recent advances in earth observation technology have led to an increased availability of data 

products at very high spatial resolutions. These may open up new areas in the application of 

satellite imagery. Land-use mapping in complex settings such as urban and suburban environments 

is one of the domains for which the new Very High Resolution (VHR) data will offer new 

possibilities. Of particular interest herein is the detection and identification of a variety of man-

made structures such as roads and buildings. The difficulty of using VHR imagery such as 

IKONOS and QuickBird is that the classification accuracy for such purposes is far from 

satisfactory (Zhang and Couloigner, 2006). Spectral characteristics of urban land cover classes such 

as road surfaces, parking lots and open areas are so similar that they cannot be separated using only 

spectral information. As a result, there is an increased interest in incorporating geometrical 

information in image classification.

Automated land-cover classification can be accomplished using either pixel-based or object-

based approaches (Liu et al., 2005; Marangoz et al., 2004; Hofmann, 2001). Pixel-based methods 

classify each pixel individually, while object-based methods first group together pixels in 

a meaningful way by image segmentation. The object-based approach provides a straightforward 

method to incorporate geometrical information. Different shape characteristics of objects can easily 

be calculated on the segments. However, the segmentation process is a very difficult task. Good 

parameters for the process highly depend on the image data and the classification task (Hofmann, 
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2001). In pixel-based approaches, it is less straightforward to incorporate geometrical information. 

Consequently, most pixel-based approaches only rely on spectral and possibly textural information.

One possibility to incorporate geometrical information in pixel-based methods is the use of 

mathematical morphology (Serra, 1982; Soille and Pesaresi, 2002; Soille, 2003). Image features 

defined by their morphological characteristics are reportedly useful to improve accuracies in urban 

classifications using VHR data. In Chanussot et al. (2006); Benediktsson et al. (2003) a multiscale 

approach is used. Morphological profiles (MP) are generated from a panchromatic image. A 

morphological profile is a composition of morphological openings and closings with increasing 

size of the structuring element. Each opening and closing results in a transformation of the original 

image in which objects smaller than the structuring element are deleted. As such, the 

morphological profile carries information about the size and the shape of objects in the image. In 

Bellens et al. (in press) this approach is extended to a directional morphological profile, which 

contains information about the maximal dimension of objects. 

To improve the classification of satellite images in urban areas, we can include morphological 

profiles as extra bands in the classification process. However, an MP typically consist of more than 

10 values for each pixel. This might cause problems of dimensionality. In Benediktsson et al. 

(2003) two approaches to reduce the dimensionality are discussed. The first method uses feature 

extraction algorithms. This leads to a reduced set of features with high information content. 

However, these features are not interpretable. Therefore, it is not easy to analyse and/or fine-tune 

these features. Moreover, feature extraction algorithm can be computationally intensive. The 

second approach is an attempt to extract the size information from the MP. However, the method 

used is very sensitive to different parameters and does not result in a good classification. In this 

paper we will propose a more robust method to derive a measure of minimal and maximal object 

size from the regular and the directional MP. We will show that these features will improve the 

classification of man-made objects substantially. 

2 MORPHOLOGICAL PROFILE

Mathematical morphology (Serra, 1982; Soille, 2003) is a popular tool in image processing and can 

be used in very diverse tasks such as feature detection, image segmentation, image denoising, 

image sharpening and many more. Successful applications of mathematical morphology have been 

reported in remote sensing image processing as well(Soille and Pesaresi, 2002).

Many morphological operators exist. Two are of particular importance for this paper: opening 

and closing. Here we will give an informal description of these operators. For a formal definition 

we refer to Serra (1982); Soille (2003). Basically, a morphological opening (resp. closing) removes 

objects from the image which are brighter (resp. darker) than their background and which are 

smaller than a certain structuring element (SE). An object is smaller than the SE if the SE does not 

fit into that object. The SE can have different sizes and shapes. Figure 1 shows two closings with 

disk shaped SE’s of different sizes. With the smallest sized SE none of the objects are removed, 

with the larger SE, the smallest objects have disappeared. We use the term object to clarify to the 

reader the behaviour of morphological transformations. Note, however, that openings and closings 

are local operations with no explicit notion of objects and object boundaries. As a result, objects do 

not only disappear, but also the shape of objects are changed. This is an unwanted side-effect which 

could be solved by using morphological reconstruction. However, as shown in Bellens et al. (in 

press, 2007), this often leads to worse results.

Besides disk shaped SE’s, also other shapes can be used. Figure 2 shows three closings with 

linear SE’s with different orientations of the line. This time objects are removed if their length in 

the orientation of the line is shorter than the length of the line. Taking the maximum over different 

orientations but with the same length results in images like shown in Fig. 3. Here objects are 

removed if their maximum dimension is smaller than the length of the line. 

By increasing the size of the SE, more and more objects disappear. We will use the term scale of 

an opening or closing to refer to this size. The vector containing the pixel values of pixel x in 
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openings and closings of different scales is called the morphological profile (MP). The differential 

morphological profile (DMP) is the vector containing the differences between subsequent values in 

the MP. A large value in the DMP at scale s is an indication of the presence of an object of size s. 

The DMP thus contains information about the size of objects.

An MP based on disk shaped SE’s(Pesaresi and Benediktsson, 2001; Chanussot et al., 2006; 

Benediktsson et al., 2003) gives information about the minimum dimension of objects, while an 

MP based on linear SE’s (or a directional MP)(Bellens et al., in press) contains information about 

the maximum dimension of objects. Together they are able to distinguish between compact objects 

like buildings and elongated structures like roads. In these papers it is shown that the MP’s are able 

to improve the classification substantially. 

3 MEASURE OF SIZE

The morphological profile is an indirect indication of the size of objects. It consists of a large 

number of dimensions which makes it very impractical to analyse and could lead to problems of 

     (a) original           (b) R = 3           (c) R = 6 

Figure 1. An image (a) and its closings with disk shaped SE’s of size R = 3 (b) and size R = 6 (c). Objects 

with a width smaller than 2 ·R are deleted from the image. As a side effect, borders of objects are smoothed. 

(a) L = 25, 6 = 0   (b) L = 25, 6 = 7r/4  (C) L = 25, 6 = 7r/2 

Figure 2. Three closings with linear SE’s of length L and different orientations. Dark objects with small 

dimensions in all directions are removed in every closing. Dark objects with a large dimension in at least one 

direction remain visible in some closings. 

      (a) L = 15         (b) L = 25           (c) L = 35 

Figure 3. The minimum of closings with linear SE’s for three different lengths. Objects are filtered out if 

their maximum dimension is smaller than L. Rectangular objects with length smaller than L and diagonal 

size larger than L are partly removed. 
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dimensionality when classifying. Therefore, Benediktsson et al. (2003) proposed the use of feature 

extraction algorithms. However, this leads to uninterpretable features, which makes it difficult to 

analyse and are computationally intensive. In the same paper these features were compared to a 

size feature derived from the MP. This size feature equals the scale in the MP at which the highest 

change occurred. However, this feature is very sensitive to different imperfectons and properties of 

the image as we will see later. In this paper we propose a method to derive a stable and relevant 

measure of object size.

Let us first have a closer look to how the pixel value changes in openings and closings as the 

size of the SE increases. Suppose we are dealing with a pixel in a bright object with a darker 

background. In this case the relevant information is in the openings. For dark objects in bright 

backgrounds, the behaviour is analogously, but now the relevant information is in the closings. For 

small SE’s, smaller than the object, the pixel value in the opening will be almost equal to the 

original pixel value. A small decrease can occur due to variations within the object and possibly 

noise. When the size of the SE increases, the MP will remain almost constant until the SE reaches 

the size of the object (this can be the minimum dimension for disk shaped SE’s or the maximum 

dimension for linear SE’s). At that point, the MP will show a substantial decrease in pixel value. 

This decrease might be sudden or more gradual in case of blurry edges. The value of the MP at this 

scale will be the intensity value of one of the neighbouring objects. We could say that the object is 

fused with that neighbouring object. If we further increase the scale, the MP remains constant for a 

while, until it reaches the size of this joined object. At that point, the MP decreases again to the 

intensity value of another neighbouring object. This process repeats until you decide to stop 

investigating larger SE’s or until there are no more darker objects.

When using the maximum difference between subsequent scales as an indication of the scale of 

objects, as in Benediktsson et al. (2003), it can easily be seen that this will not always lead to the 

desired result. For example, when edges are blurry, the change in the MP at the scale of the object 

might be gradual, while due to some noise or other effects, the change in the MP at other scales 

might be larger. Especially, when using a dense sampling of scales, this might be problematic. 

Also, we are interested in the first scale where the MP changes substantially as this is the scale 

of the object and not that of joined objects. However, the change might be larger at the second, 

third, ...change. Figure 4(b) illustrates this problem. The figure shows the size feature for a 

suburban area with disk shaped SE’s. Most of the houses in this image are assigned a value which 

is in relation to the object size. However, some whole areas are covered with much higher values.

In this paper we introduce a method to derive a more stable measure of object size from the MP. 

A disk based MP will lead to a measure of minimum dimension (width), while a directional MP 

leads to a measure of maximum dimension (diagonal length). First, the MP, consisting of a number 

                       (a) IKONOS image (b) scaleofmaximum changeinMP 

Figure 4. An IKONOS image of a suburban area in Ghent, Belgium (a) and the scale of maximum change in 

the MP (b). 
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of openings at different scales and a number of closings at different scales, is transformed in a new 

vector with one value for each scale. This value is equal to the difference between the original pixel 

value and the pixel value in the opening or closing at that scale, whichever is highest. This value is 

thus an indication of whether or not the pixel belongs to an object that is smaller or larger than the 

SE. When this value is small, it is likely due to some variation within the object. Once this value 

becomes larger, the size of the SE is probably larger than that of the object. If it becomes even 

larger, this does not give any more information about the size of individual objects. We now 

translate this qualitative reasoning into a fuzzy membership function. This membership function 

takes the difference (d
s
) between opening or closing at scale s and the original pixel value and 

translates it into a number between 0 and 1, indicating how true it is that the size of the object is 

smaller than the size of the SE. We can choose different functions as long as for small values of d
s
,

the function value is small and increases when d
s

becomes larger. Once d
s

is larger than a certain 

limit, the function value should be very close to 1 and only increase slightly as d
s

further increases. 

In this paper we use the following function: 

                     

(1) 

This function has one parameter a that has to be set according to the typical contrast between 

objects. We now are able to take the weighted mean of the scales, where the weights are equal to 

the difference between the fuzzy membership values at subsequent scales. This weighted mean will 

be the measure of size. Besides the weighted mean, it would also be possible to derive other 

measures indicating the quality or uncertainty of the measure. 

4 EXPERIMENTAL RESULTS 

Figure 5 shows the results on an IKONOS image. For the minimum dimension, roads and houses 

have similar values, while larger buildings and fields have much higher values. For the maximum 

dimension roads clearly have much higher values than houses. Also the fields and the larger 

buildings have high values. Both measures of size now allow us to differentiate between roads and 

other objects. By simply thresholding on the minimum and maximum dimension we get the result 

in Fig. 5(c). This could be further improved by also using the spectral information, using more 

advanced classification algorithms or doing some postprocessing. 

A second test area consist of a QuickBird image of a more difficult area in the city of Ghent, 

Belgium (Fig. 6). Here we are interested in classifying each pixel in one of nine classes. Table 1 

shows the accuracies of this classification. If only using spectral information, the classification of 

man-made objects are far from satisfactory. Also shadow is not well classified. By also including 

the size measures, the overall accuracy increases by almost 5%, but especially the improvement on 

the man-made classes and the shadow classes are apparent. 

5 CONCLUSION 

Past research has showed promising results for including geometrical information in the 

classification process using morphological profiles. However, including the full morphological 

profile in a classification could lead to problems of dimensionality. In this paper we propose a 

method to derive a relevant and meaningful feature from a morphological profile which is easy to 

calculate.  This  feature is a measure  of the  minimum  dimension  of  an object when using regular  
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(c) road detection by threshold 

Figure 5. The measure of minimum (a) and maximum (b) dimension and a road detection result (c) obtained 

by simply thresholding both measures of size. 

Table 1. Comparison of producer’s accuracies when only using spectral information or using both spectral 

information and the measures of size. 

class spectral only spectral and shape features 

water 92.62 96.75

grass 71.41 64.96 

trees 83.42 87.35

dark roof 37.80 54.33

red roof 52.57 60.68

white roof 86.43 83.91 

road 55.48 71.93

other 

man-made 54.05 52.57 

shadow 41.03 61.81

Overall 

Accuracy 72.15 76.93
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Figure 6. A QuickBird image located in the city of Ghent, Belgium and the measures of minimum (b) and 

maximum (c) dimension. 

MP’s or a measure of the maximum dimension when using directional MP’s. Experimental results 

have shown that these features are relevant and are able to substantially improve classifications in 

urban areas. 
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ABSTRACT: Modern remote sensing technologies for Land Use/Land Cover applications rely on 

the integration of a big variety of data from both airborne and ground-based instruments. The final 

product highly depends on the proper and successful exploitation of as much data as possible. This 

is the reason why a unified data integration and management system should be at the disposal of 

researchers from different science fields. One possible approach is to develop an information 

system (IS) based on an open source technology providing an easy data access. Also a standard 

way of seamless addition of new data should be considered. The approach adopted in this research 

study is based on a distributed database management system with simple web interface to the data 

and models. A single cluster contains the following components: a subsystem for data archiving 

and exchange; a subsystem for specific data preprocessing and calibration; a subsystem for 

metadata management and integration; a subsystem for the whole catalogue management; a 

subsystem in support of external users. 

The above-described IS was developed in the framework of a joint Russian-Bulgarian project 

for distributed system infrastructure for aerospace and in-situ data. The system consists of a set of 

archived data and is supported by hardware/software facilities allowing the exchange of catalogue 

and ancillary information in an on-line mode. The infrastructure allows to carry out general and 

detailed data search and to prepare orders for data delivery. The focus at this stage of the work was 

put on the refinement of the system specification, details of interchange protocols and archive 

formats, the development of software prototypes ensuring metadata exchange between the system’s 

clusters and access to the information resources of the system. Along with a description of the IS 

the paper presents a detailed operational scheme of a single standard cluster. 

1 INTRODUCTION 

In the last years the need for geoinformation services raises at different levels from municipality 

administration to ministerial officers. This information has various uses – decision making in urban 

and agricultural planning, elaborating ecological strategies for water basins management, 

atmospheric conditions estimation and much more. The data needed for producing it come from 

diverse sources having its own geographical coordinates and file formats. At that step data 

integration, also called data synergy, becomes vital but not an easy task. For this reason some 

standard must be set up and all data must follow it otherwise the integration is not possible. 

Another key element of this structure is the manner the end user receives and interprets the 

processed data. Our experience has shown that this should be done in the most general and 

common way the end user got accustomed.  

Having in mind the abovementioned researchers from IRE CPSSI and STIL BAS initiated 

creation of distributed Earth observation information system (EOIS) providing data access to both 

scientific and national authorities. Besides admission of the preprocessed data in the EOIS data 

manipulation and modeling is also foreseen. This system is in full relevance with the strategy of the 
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EC for development of shared environmental information system (SEIS) whose aim is to bridge the 

gap between several initiatives such as GMES, INSPIRE, WISE, EIONET. 

2 METHODOLOGY 

During the development phase the team decided all software tools to be open source thus widening 

the scope of potential users. The main components of the EOIS include distributed database for 

data archiving and access; set of server-side scripts for data processing, visualization data exchange 

and modeling; web server for user interaction handling. Special care is paid on every part of EOIS 

since it has to have high level of reliability of data storage and efficiency in providing users with 

space/air borne data products and supporting services. Along with data processing, archiving, and 

cataloguing facilities, EOIS provides the end users with simple, comfortable, and easy-to-learn 

interface that conforms all user requirements concerning geodata search, select, order, and 

procurement. 

The basic integrated system integrates the design of: 

○ space data archive,  

○ catalogue system, 

○ user access interfaces, 

○ data distribution and exchange system. 

Key element is the practical implementation of the physically distributed database between both 

contributors to the project. One of major achievements is that the database could be filled up 

simultaneously and independently with data by all members of the team thus providing more data 

(space/air borne, field, and laboratory) for one specific area of interest on the earth surface. Here 

should be mentioned that databases synchronization mechanism which runs on specified time 

intervals is also included. For this purpose special authentification mechanism has been elaborated 

for user identification on the system entry. Based on the user rights given by the administrators of 

EOIS every single user is allowed set of specific actions to be taken. For instance a group of 

regular users is assigned the right to list the archive of images and other auxiliary data while other 

group of users can run simple operations on those data such as building graphical (graphs) 

representations for single dates or whole periods.  

On the figure below is described one possible scenario for using EOIS in joint use of data from 

multiple sources (optical and thermal imagers, passive radar together with field and laboratory 

data) in the decision support and decision making for regional planning of agricultural test sites 

located in the central part of Bulgaria.  

After successful fusion of the raw data several objects corresponding to different LC classes are 

created and then they are inserted in the database. On the nest step the decision-maker could 

require more data (in our case multispectral images) of the same area, but from other dates thus 

receiving more information on historical development of the region. This is helpful in 

determination of the best soil-vegetation performance thus cost effective farming.  

One of the users’ priorities is the reduction of time consume on data searching, selecting, 

ordering, and receiving operations. To fulfill these requirements user access subsystem included 

into EIOS provides users with friendly designed interfaces that help to select and order data sets in 

the most convenient and well-guided way. To this end our data access subsystem is equipped with 

user interface which central benefit in the provision of the end users with integrated interface that 

allows to search, select, browse, and order data from single access point. In addition the data access 

subsystem is designed in way that reveals actual distributed archive content, i.e. despite physical 

location of data the end user receives information on products available in the EOIS. This 

functionality is provided by a powerful search engine (which composes the core part of user access 

subsystem) that addresses directly to catalogue systems of both IRE CPSSI and STIL BAS parts of 
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the EOIS. As well catalogue system is equipped with metadata exchange which used to 

synchronize common part of catalogues once per day. 

3 CONCLUSIONS 

Presented was the prototype of an EOIS developed mutually by IRE CPSSI and STIL BAS which 

is in full relevance with aims of the creation of shared database for environment data initiated by 

European Commission. Its main features are end user interaction easiness and environmental 

modeling based on multiple source data. Given is a practical implementation of this database into 

decision making process for precision farming purposes.  

 

Figure 1. Information flow in the decision making process. 

 

 

 

 
 

Figure 2. User interface for data search and ordering. 

soil properties, unmixing model of the land covers 
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ABSTRACT: Mining plants are one of the factors having major negative impact on the area
where they are situated. In the case of Mirkovo floatation plant, located in the outskirts of Stara
Planina Mountain in the middle of Bulgaria, the pollution comes from two major sources – dust
from milling shop and waste water from floatation shop. The investigations are carried out deal
with determination of the impact on the soils and vegetation in the neighborhood areas using ref-
lectance information from multispectral data and supporting hyperspectral in-situ measurements.
During the research preliminary information about mineral content of the ore material coming
from the mine and soil type is also considered.
Numerous studies have analyzed the variance of spectral reflectance of rocks, soils and vegetation
in response to their cover using remote sensing. The goal of the study is to show land cover
changes detected through vegetation indices as NDVI, RVI, SAVI and the soil line concept in re-
mote sensing. On the next step change detection methods are used to support local authorities in
preparation of short-term reclamation plans and as well to recommend farmers in planting suitable
vegetation spices in assisting the rehabilitation of the top soils. In this research the data from
Landsat TM/ETM+ combined with in-situ measured data are used. The obtained results show that
the analyzed data and the implemented approach are useful in environmental monitoring and eco-
nomically attractive for the company responsible for the ecological state of the region.

1 INTRODUCTION

Traditional classification techniques are “hard” in the sense that a single pixel is assigned to a
single land cover class. At coarse resolutions pixels predictably become mixed. For these mixed pix-
els “soft” classifiers can be used, which assign a pixel to several land cover classes in proportion to
the area of the pixel that each class covers.

Several researchers have addressed this sub-pixel mixture problem. Among the most popular
techniques for sub-pixel classification are mixture modeling (Kerdiles and Grondona, 1996) and su-
pervised fuzzy c-means classification (Foody,, 1994).

These techniques aim at estimating the proportions of specific classes that occur within each pix-
el. The result is a number of fraction images, one for each land cover class concerned. This informa-
tion describes the class composition, it does not provide any indication as to how this is spatially dis-
tributed within the pixel. The result is thus quite different from the classic classification algorithms,
where a single land cover map, containing all classes, is produced. One way to go from fraction im-
ages to a classic land cover map would be to use "hardeners", where rules can be formulated to de-
termine which class dominates the pixel. The main disadvantage is that information is lost much in
the same way as happens with classic hard classifiers. Atkinson (1997) has formulated an idea for an
alternative approach. It consists of converting raster data to vector data by threading the vector
boundaries through the original image pixels (instead of between pixels, as classic raster-to-vector
conversion algorithms would do). This process is called sub-pixel mapping. The key problem is de-
termining where the relative proportions of each class are most likely to occur.

Remote Sensing for a Changing Europe
D. Maktav (Ed.)
IOS Press, 2009

© 2009 The authors and IOS Press. All rights reserved.
doi:10.3233/978-1-58603-986-8-146

146

mailto:hristo@stil.bas.bg
mailto:dborisova@stil.bas.bg


2 METHODS

2.1 Sub-pixel Classification
The spectral unmixing technique that will be applied is based upon Linear Mixture Modeling.

The basic hypothesis is that the image spectra are the result of mixtures of surface materials and that
each of these components is linearly independent of the other. The mixtures in the image are ex-
pressed as linear combinations of their respective spectra in the image. Spectral response of each im-
age pixel in every spectral band can be considered as a linear combination of the response of each
component (end-member) present in the mixture. Therefore, every pixel contains information about
the proportion (or fraction) and spectral response of each component.

Hence the spectral reflectance r, for every image pixel in any band, can be modeled as follows:

r ( i)=p1r1( i)+p2r2( i)...+pmrm( i)+ = pjrj( i)+                (1)

where p = fraction cover,
r for pure component reflectance

 is wavelength
   and is an error term.

This equation can become a linear system of n equations and k unknowns in two ways:
applying the equation to every pixel in a single band (n pixels)
applying the equation to every band of a single pixel (n bands)

In order to solve this set of equations, the number of unknowns cannot be larger than the number
of equations. In case the linear mixture model is applied to every pixel in a single band, this condi-
tion is not likely to be limiting, as the number of pixels will normally largely exceed the number of
end-members. In the other case, where the model is applied to every band for a given pixel, this con-
dition is much more likely to be constraining. Thus the spectral dimensions of the image data set will
limit the total number of end-members. In hyperspectral remote sensing this limitation generally is no
restriction. In multispectral image analysis however this is a serious difficulty. The problem can be
addressed by using a multitemporal data set, where the maximum number of end-members equals the
number of spectral bands multiplied by the number of dates for which images are available. The first
application has been widely used to calculate pure end-member reflectance, given the end-member
fractions, while the second application is typically being used to derive end-member fractions, given
the pure components reflectance.

In "soft" classifications the estimated variables (the fractions or proportions of each land cover
class) are continuous, ranging from 0 to 100 percent coverage within a pixel. Consequently the
above mentioned technique is not suitable for accuracy assessment. Nevertheless it is possible to ap-
ply statistical techniques that use a comparable approach and yield similar results.

Purposely dividing the known land cover proportions derived from the data with high spectral
resolution into two data sets – the first one is used for unmixing model creation and the second one is
for validation.

The validation could be achieved by calculating the sample correlation coefficient R, which is the
estimator of the correlation coefficient , between the known land cover proportions from the valida-
tion set and the soft classification output. In the case of perfect agreement, the correlation coefficient
would be 1 and the linear regression line would have a zero intercept and 45 degrees slope.

2.2 Sub-pixel Mapping
The major challenge in sub-pixel mapping is determining the most possible locations of the frac-

tions of each land cover class within the pixel. Creating unmixing model from data with high spectral
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resolution can solve this. A simple representation of the problem and a possible solution is given in
Figure 1 (adapted from Atkinson, 1997).

Figure 1. A raster grid of 3 by 3 coarse pixels, each discretised into 5 by 5 sub-pixels

3 STUDY AREA AND DATA

The geological exploration of the copper-bearing rocks in the Sredna gora region, located in the
middle of Bulgaria, started in the late 50-ies of 20-th century. As a result the mining plant “Elacite”
was built who started its production 1986. The main activity of this plant is production of copper
concentrate from chalcopyrite. Two dump sites from the flotation process were established near vil-
lage Benkovski. They are considered as a main source of contamination of neighboring agricultural
areas.

As a source for airborne data with moderate spectral resolution for the spectral reflectance of the
land cover was used data sets from Landsat TM/ETM+ instrument (GLCF, 2005). The acquisition
data is in first decade of June which guarantees good illumination conditions.

From this dataset the two target areas (two open dumps) were extracted by their visual discrimi-
nation from the surroundings. This way the dataset necessary for sub-pixel procedure was created.

Laboratory measurements of ore minerals were performed with laboratory spectroradiometer.
The instrument provides data in the spectral range 0,5 – 2,55 um with bandwidth less than 0.01 um.
The statistic reliability is guaranteed by integrating 10 spectra per sample per measurement. The ob-
tained spectral reflectance of the samples from the dump sites were compared with similar ones taken
from spectral library (Clark, 2003)

4 RESULTS

Since in our case the number of mixed pixels (which is the case for pixels from the borders of the
areas) is not very big but it is crucial to find every correct pixel. This was achieved by implementing
the methodology of the unmixing theory on the data from the dump slag. We also found a correct
proportion for the boundary pixels between the slag and the water and between the slag and the sur-
rounding agricultural areas. This helped us to map correctly (determining the surfaces of the dumps)
the dump areas thus assessing their environmental impact. The surfaces determined this way allowed
us to monitor the rate of reclamation activities for the older dump. These activities are summarized
in the Table 1.

H. Nikolov and D. Borisova / Tracing soil pollution dynamics near mining dump site lakes148



Table 1. Reclamation activities in Elacite mine plant dump sites

Activities
Reclama-
tion
as planne

Reclama-
tion
as identifie

Pilot reclamation of
dump boundary (m2*1000) 50 30

Reclamation of dump
boundary and neighboring
agricultural areas
(m2*1000)

180 150

Biological purification of
the water (NTUs) 80 140
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Figure 2. DN corresponding to red and NIR for open mine and slag dump areas

In Figure 2 the minor overlapping of two areas (open pit mine and slag dump) show that two end-
members are easily recognized. The values for dump slag were used in process of unmixing before
the sub-pixel mapping was done.

If the ground resolution for the Landsat data is considered to be 28.5 m instead of 30 m and
above sub-pixel unmixing is applied on the data the discrepancy between the calculated (see Table 1)
and in-situ measured surfaces is less than 2%. This proves that the applied methodology for surface
determination of the slag dumps is suitable for similar type of applications.
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5 CONCLUSIONS

The above results prove that methodology for sub-pixel classification is capable of estimating the
end-member fractions quite accurately.

The main advantage of the presented technique is that mixed pixels are used during the training
phase. Compared to these other techniques, the present one is simple, cheap and objective.

The results of the sub-pixel mapping exercise indicate that the technique can be useful to increase
the resolution while keeping the classification accuracy high.
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Colorimetrical analysis in vegetation state assessment
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ABSTRACT: Remote sensing is an established technique in environmental studies. First of all,
this concerns soil-vegetation ecosystems where the availability of means for vegetation monitor-
ing, stress detection and state assessment is of great importance. A significant amount of re-
search has been performed to develop efficient methods for monitoring of vegetation dynamics.
A prevailing part of the works is devoted to the use of multispectral data transformations (vege-
tation indices) such as spectral bands ratios and linear combinations in order to estimate vegeta-
tion parameters. The dependence of vegetation spectral features in the visible and near infrared
bands on plant biomass, chlorophyll content, canopy cover, etc. lies at the root of this approach.
In this paper we report some results of the colorimetrical analysis of vegetation spectral data.
The work was conducted in order to reveal plant senescence effects due to plant growth or stress
factors and the impact of the soil background on vegetation reflectance. One of the goals of the
study was to evaluate the potential of various colorimetric features for vegetation assessment.
Another objective was to compare this approach to the results of the implementation of vegeta-
tion indices for plant bioparameters retrieval from multispectral data. The integration of both me-
thods was examined as well showing good predictive capabilities.

1 INTRODUCTION

The problem of mixed classes is essential in remote sensing and concerns most aspects of data
processing and interpretation. It is associated with spectral mixture decomposition and classifica-
tion. Soil-vegetation covers are a typical example and a most common case of mixed classes where
the determination of the components’ proportions is of a particular interest. The objective of the
paper is to study the influence of different soil background and plant senescence on vegetation re-
flectance and color features as well as to reveal the potential of colorimetric analysis technique for
mixture decomposition focusing on the accuracy of green cover estimation which is related to
vegetation state assessment.

2 MATERIALS AND METHODS

In-situ and green-house reflectance measurements of various vegetation types (alfalfa, wheat,
spring barley, peas, carrots, grass) with different soil background and degree of senescence were
performed in the spectral range 400-820 nm.

The soil diversity was presented by dark soils (black, brown, reddish laterite) and light soils
(grey forest, alluvial, meadow) with different properties (mineral composition, organic and mois-
ture content, surface roughness and salinity). The spectral reflectance curves of some of these soils
are given in Fig.1 illustrating the large range of soil reflectance signatures.

The variety of green and dry vegetation amounts (the latter related to chlorophyll decrease in
mature plants or plant stress conditions) was achieved during plant development as well as simu-
lated from bare soil and vegetation full-canopy cover reflectance using the theory of mixed classes
(Mishev 1991):
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)(r = )(i
i

irp                (1)

where )(r are the spectral reflectance signatures of the mixed class, )(ir  - the reflectance of the
components (classes) composing the mixture, ip  - the relative amounts of the pure classes in the
mixture.

In the case of soil and green vegetation mixtures, for instance, considering that
i

ip 1:

ssvvsv rrrpr                (2)

The  spectral  reflectance  curves  of  pasture  with  different  vegetation  cover  are  shown  in  Fig.2
where the impact of the soil type (dark black soil – 1 and light alluvial-meadow soil – 2) is illus-
trated. As seen, this impact is much stronger in case of sparse vegetation cover (1a and 2a).

500 600 700 800
wavelength, nm

0

10

20

30

40

re
fle

ct
an

ce
, %

black soil

wet
alluvial

alluvial

laterite

saline
alluvial

grey

500 600 700 800
wavelength, nm

0

10

20

30

40
re

fle
ct

an
ce

, %

Pv=0.8

Pv=0.2
1a

1b

2a

2b

Figure 1. Reflectance spectra of different soils Figure 2. Soil-vegetation mixture reflectance

Colorimetric characteristics such as tristimulus values X,Y,Z, chromaticity coefficients x,y,z and
dominant wavelength d of the measured objects and simulated mixtures were computed in the
spectral range 450-750 nm according to the CIE1964 methods and D65 light source.

In correspondence with the theory of mixed classes (the same being true for Y,  Z and
W=X+Y+Z) (Mishev 1992, Kancheva & Borisova 2003):

xrrrpDX ssvvsv 65
               (3)

ssvvsv XXXpX                (4)
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Some spectral ratio indices (Table 1) commonly used in vegetation studies were calculated in
the green (G)–550 nm, red (R) – 670 and near infrared (NIR) – 800 nm bands.

Table 1.   Vegetation indices

VI VI VI VI
1 ND (NIR,R) 3 ND (G,R) 5 (NIR-R)/R 7 TVI(NIR,R)
2 NIR/R 4 G/R 6 (G-R)/R 8 G+NIR-2R

Statistical data processing was carried out to investigate the variance of vegetation reflectance
and color features due to different soil background and plant canopy (green and dry) fraction. Cor-
relation and regression analysis was applied to the experimental and simulated data sets to reveal
the relationships between soil-vegetation reflectance (in terms of VI),  color  characteristics  (pre-
sented here in terms of d) and the proportions of mixture components (p).

3 RESULTS AND DISCUSSION

Strong correlations were found between the green canopy cover pv, the dominant wavelength d
and the VI values of the soil-vegetation mixtures. The correlation coefficients are given in Table 2
separately for dark soils (black and wet brown) and light soils (alluvial and dry grey forest) as well
as for all soils. The vegetation samples include wheat, barley, peas, grass and alfalfa.

Table 2. Correlation matrix of the green vegetation cover (pv), dominant wavelength ( d) and spectral
indices (VI) for dark and light soils

VEGETATION INDICES
d 1 2 3 4 5 6 7 8

d dark soils -0.91 -0.91 -0.97 -0.93 -0.91 -0.94 -0.9 -0.94
pv -0.96 0.95 0.91 0.93 0.88 0.91 0.88 0.94 0.94

d light soils -0.93 -0.89 -0.95 -0.91 -0.89 -0.91 -0.92 -0.92
pv -0.93 0.98 0.88 0.94 0.85 0.88 0.85 0.98 0.94

d all soils -0.7 -0.76 -0.89 -0.85 -0.76 -0.85 -0.68 -0.87
pv -0.88 0.92 0.88 0.92 0.86 0.88 0.86 0.91 0.94

In Fig.3 the green vegetation cover fitting models by d are presented. The correlation and the
accuracy of pv retrieval appeared to be higher for dark soil mixtures (standard error of estimation
0.07 and 0.09 for the dark and light soil case respectively). An explanation could be the greater d
range for mixture samples with dark soils. Fig.4 shows the relationship between VI 1 and the green
canopy fraction (SEE=0.073).

If the soil non-differentiated model is applied the green fraction values pv ( d) are overestimated
for light soil mixtures and underestimated for dark soils (Table 3). Just the opposite is the situation
with VI where pv retrieval from models developed. regardlessly of the soil type lead to underesti-
mating of green vegetation fraction in case of light soils. This provides a possibility for verifying
the pv values estimated through d  and/or VI. The accuracy of mixture colorimetric decomposition
through a soil-combined model increases with increased density of the vegetation cover. One rea-
son is the smaller difference between d of mixtures with equal pv and different soil type (light or
dark) component (Table 4).
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Figure 3. Green cover fitting models pv=f( d) for
dark (—) and light (- - -) soil-vegetation mixtures

Figure 4. Green cover pv fitting model by VI  1
(NIR-R)/(NIR+R)

Table 3. Relative errors of green cover prediction using the soil non-differentiated pv=f ( d) model

green estimated error estimated error
cover (light soils) % (dark soils) %
0.2 0.4 100 0.1 -50
0.4 0.54 37 0.32 -20
0.6 0.67 11 0.53 -11
0.8 0.80 0 0.80 0
1.0 0.95 5 1.0 0

Table 4. Differences between d for dark and light soil-vegetation mixtures

for pv 0 0.2 0.4 0.6 0.8 1.0
d, nm 5.5 4.4 3.3 2.2 1.0 0

Using two- or three-factor inverse dependencies of canopy cover pv on d and VI a very good
correspondence was achieved between the actual and estimated vegetation fraction. The SEE and
MAE (mean absolute prediction error) are lower than any of the VI and d green cover-fitting mod-
els (Table 5).

Table 5. Correlation and errors of green fraction (pv) retrieval using d, VI and joint models

y (x) model r SEE MAE
pv a+b d 0.93 0.078 0.062
pv a+bVI 3 0.94 0.088 0.073
pv a+b d+cVI 3 0.95 0.066 0.05
pv a+b d+cVI 3+dVI 8 0.98 0.054 0.044

The studies did not reveal significant model differences associated with the vegetation type.
This is explained by Fig.5 where the narrow full-vegetation canopy cluster on the color locus is
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seen (565.5-568 nm) as well as the wider band of bare soils (light and dark including dry and wet
samples with smooth and rough surface) location (575-580.5 nm). This is another reason for the
worse accuracy of sparse vegetation cover assessment, especially when using not-differentiated
models. The wider d range of the soil cluster within the color locus and the narrower one of differ-
ent full-cover green canopies suppose bigger errors in assessment of sparse vegetation covers if soil
type and properties are not taken into account.

Figure 5. Dominant wavelengths of various soil types
and full-cover vegetation canopies

Figure 6. Dominant wavelengths of 2- and 3-
component mixtures

One important thing to point out in Fig. 5 is that dry vegetation canopies and their soil mixtures
lie within the soil d band and have an average dominant wavelength of 577 nm which is the same
as the average d of the soil cluster. The senescence effects on vegetation reflectance are quite simi-
lar to the soil impact. This means that the senescence influence on plant spectral and color features
can be consider similar to a proportionally increased soil impact. Evidence is Fig.6 where the posi-
tion on the color locus of two and three component mixtures of soil (dark or light), green and dry
vegetation is presented.

4 CONCLUSIONS

High correlation was found between the dominant wavelength d of soil-vegetation mixtures
and plant canopy cover. Regression models describing this relationship were derived using large
data sets from different soil and vegetation types. Green cover retrieval by the calculated from ref-
lectance measurements d values has satisfying accuracy with mean absolute error 0.06. What
should be further done is to verify the predictive potential of color models over various vegetation
types and growth stages, and to test the models sensitivity toward varying external factors (illumi-
nation conditions). In this respect some vegetation indices have a proven stability although in our
experiment most of them showed a big variance to soil surface structure, humidity and especially
color as a whole. Best results were obtained by the use of multiple regression models for retrieving
green fraction values. These results provide grounds for considering the idea of wider experimental
study of plant color characteristics and their potential in vegetation monitoring.

The advantage in using color features is that the visible spectral range is closely related to bio-
physical parameters of the objects and that the whole reflectance curve is used normalized on the
spectral distribution of the incident radiation. Besides, d allows the comparison of slightly differ-
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ing color stimuli. A disadvantage is the sensitivity of the regression coefficients in pv=f ( d) retriev-
ing models. But as a whole the obtained results are an encouraging confirmation of the potential of
mixture analysis for vegetation state monitoring using both techniques - spectral reflectance trans-
formation and colorimetric analysis. Future work is intended in precising the dependences of
VI and d on green canopy cover by using larger data sets and different experiment conditions in-
cluding airborne spectral data.
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ABSTRACT:  Remote Sensing is an important technique for mapping land use and land cover in
the vast acreages. In this sense, the fusion of optical and radar remote sensing data offers the op-
portunity to combine complementary sensors with different features. In this study, beside the ca-
pability of the combined multi source imagery, the contribution of SAR images to the optical
images for identifying land use/cover types was investigated. For this purpose, using the synergy
between SAR and Optical data, the improvement in the classification accuracy was analyzed.
The study area, covering urban and agricultural areas, lies in the Menemen Plain to the west of
Gediz Basin in the Aegean Region of Turkey. The satellite data used in this study are multispec-
tral SPOT, ENVISAT-ASAR, and ALOS-PALSAR images. The 3-2-1 band combination of a
SPOT-2 image was fused with C band ASAR imagery and with the new mission L band PAL-
SAR imagery. The land use/cover types were defined from both of the fused images. In this case,
since the SAR images have different bands (C band and L band) the penetration property is the
key factor to see the affects on extracting information from fused images. Before the fusion ap-
plication, the speckle reducing filter techniques were used for the preprocessing of SAR images.
For the filtering of SAR images, kernel windows with different size were tried. Then the SPOT
image was registered to SAR images. For the registration of SAR images, image to image regis-
tration method was used with a root mean square error of less than 1 pixel. A pixel based fusion
method  was  carried  out.  Both  of  the  fused  images  (SPOT-ASAR  and  SPOT-PALSAR)  were
classified to determine the land use/cover map. The results were compared with a classified
SPOT image, which is commonly used to define land cover types. While processing the classifi-
cation, the training areas were selected covering a large portion of the individual fields and were
away from the field boundaries to reduce the mixed pixels. The ground truth data were used for
the accuracy assessment process.

1 INTRODUCTION

Remote Sensing is an important technique for mapping land use and land cover in the vast acreag-
es. In this sense the fusion of optical and radar remote sensing data offers the opportunity to com-
bine complementary sensors with different features. Since the response of radar is more of a func-
tion of geometry and structure while optical wavelengths occur as surface reflection, their role in
landuse cover mapping can be viewed as complementary.

Usually conventional multispectral classification methods, which make use of spectral response of
ground objects, are used for thematic mapping. Basically, the spectral vector of a pixel is used to
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classify  the  pixel  by  using  a  classifier.  These  per  pixel  classification  approaches  often  result  in
mixed pixel classification for low resolution images such as Landsat and Spot ones. Since a wide
spectrum of data can be available for the same site observed, additional sources may provide com-
plementary data, and fusion of different information can produce a better understanding of the ob-
served site. Information provided from an individual sensor can be incomplete, imprecise and in-
consistent. Therefore fusion of multispectral, multipolarization and multitemporal data may
decrease the uncertainty related to the single data sources (Simone et al. 2003).

In this study, we aim to see the influence of fusion approaches on classification accuracy using dif-
ferent algorithms and different images for the same area.  For this purpose, contribution of SAR
images to optical images in defining land use types (natural products and textures) was investi-
gated. The 1,2,3 band combination of SPOT-2 images were fused with each PALSAR and ASAR
SAR data. The fusion results were classified using Maximum Likelihood Classification method.
Classification results were compared with the classified SPOT images.

2 STUDY AREA

The study area is situated on the Menemen (Izmir) Plain to the west of the Gediz Basin, and covers
about 400 square km. The Aegean Sea lies on the west side of the study area, and Manisa Province
lies to the North. The area is bordered by Bakircay Basin in the North, and Izmir Bay in the South
(Fig. 1). On the Menemen Plain, a semi-dry and low humidity mesothermal climate is dominant,
and the main period for rain (which is 616 mm / m2) is the winter season. Thus, the summer season
is drier, with excessive sun light and evaporation. Relative humidity is around 50%. Although all
crop types can be grown on the plain, the main products are cotton, corn, wheat, barley, cereals and
viniculture.  The coastal areas which have become very salty due to poor drainage conditions are
used as pastures. The texture of the soil is mostly medium and the soil profile is very deep. Gediz
river floodings have created plain fields, levees and geomorphologic depression formations in its
surroundings. Soil texture and distribution of the soil moisture on the Menemen Plain is coherent
with these geomorphological formations. While clay texture is dominant in depression fields, levee
lands are sandy and the flood plains have a loamy texture. The area has a smooth micro relief with
an approximate slope of 1 %. In the large part of the study area, where the fields were prepared for
cotton and corn farming, the actual planting (seeding) started at the beginning of May 2006. The
study area was unplanted except for winter crops which are wheat and barley. The surface rough-
ness of the study area is homogeneous. In this season, since the area had not received enough rain
until the beginning of May, the soil moisture levels varied usually according to its water holding
capacity.

Figure 1. Location map of the study area
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3 DATA USED AND METHODOLOGY

3.1 Data
In order to validate the above concept, the image data used in this study were acquired by the EN-
VISAT-ASAR, ALOS-PALSAR and SPOT-2. SPOT-2 satellite image of 14 May 2006, ENVI-
SAT-ASAR satellite image of 11 June 2006 and ALOS-PALSAR satellite image of 10 June 2006
that include agricultural fields of Menemen Plain were used. The ASAR (Advanced Synthetic
Aperture Radar) operates in the C band. It can acquire images in both single and dual polarizations
as HH, HV, and VV. The incidence angles vary between 15  and 45  (Baghdadi et al. 2006). For
this study a VV polarized image with the resolution of 12.5 m x 12.5m was selected. The PALSAR
(Phased Array L-band Synthetic Aperture Radar) operates in L band and acquires images in five
observation modes (Fine Beam Single (FBS), Fine Beam Dual (FBD), Direct Transmission (DT),
ScanSAR and Polarimetry). The incidence angles range between 18  and 55 .  It can acquire data
in four polarizations (Rosenqvist et al. 2004).  Fine beam mode with 6.25m x 6.25m resolution was
selected from the five different beam modes. The detailed description of the SAR data used is giv-
en in (Table 1).

Table 1.  Properties of the SAR data

Cadastral maps in 1/5000 scale and topographic maps in 1/25000 scale were used for the rectifica-
tion  of  SPOT-2  data  as  the  ancillary  data.  The  orthorectified  SPOT image  and  SRTM data  were
used for the orthorectification of the SAR data.

3.2 Methodology

3.2.1 Image Fusion
Image fusion is an application dependent framework for making use of two or more complementa-
ry images/spectral bands of the same or different sensors for the same area, to get more information
which is not achieved using each image/band alone in order to enhance the quality of image inter-
pretation. Hall (1992), Genderen & Pohl (1994), Pohl (1996), Pohl & Genderen (1993, 1995,
1998), Wald (1998) and Simone et al. (2003) describe image fusion and its techniques in detail and
Kuplich et al. (2000) and Sun et al. (2003) assess the contribution of fusion techniques to rural and
urban land use classification.

In this study, two fusion methods have been examined for gamma filtered SAR images namely In-
tensity, Hue and Saturation (IHS), and High Pass Filter (HPF).

ASAR PALSAR SPOT-2
Date 11/06/2006 10/06/2006 14 /05/2006
Sensor ASAR/IM PALSAR/FBS HRV/HRG
Pixel Spacing 12.50 m. 6.25 m. 20m
Orbit 2384 2010
Flight direction Ascending Ascending

Processing PRI L1.5
Polarization V/V H/H
Swath IS3-82 km 80 km 60 km
Incidence angle 26-31.4 41.5 L29.6
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IHS method separates the Intensity, Hue and Saturation components of a RGB image. Three bands
of an MS image are converted from RGB colour to IHS colour. Spatial frequency related I compo-
nent is replacing the high resolution image and back transformation IHS to RGB is required (Pohl
& Van Genderen 1998).  The HPF fuses both spectral and spatial information with the band-
addition approach. Edge information is extracted from high resolution image and added pixel by
pixel basis to the low resolution one. High frequency component of the high resolution image is
concerned to spatial information. High pass filter of the high resolution image corresponds to the
high frequency component. In conclusion adding filter to the low resolution band, spatial informa-
tion content of the high resolution image replace and will be seen in the fused image (Bethune et
al., 1998).

In this study pre-processed images were fused.  Three bands of SPOT images were merged with
each ASAR and PALSAR images. Resulting fused images were resampled to the resolution of
SAR images, i.e 8m. x 8m. for PALSAR and 25m. x 25m. for ASAR.

3.2.2 Statistical comparison of fused images
In  order  to  evaluate  the  advanced  spectral  quality  of  the  fused  images,  SPOT XS image  is  com-
pared with the produced fused images. Assessment analyses for each of the PALSAR-SPOT fused
image and ASAR-SPOT fused image were performed. Performing the increased interpretation ca-
pabilities, the spectral relationship between the original SPOT image and each of the fusion results
were compared to see the advances in the spectral quality. Correlation coefficient (CC), Standard
deviation (SD) and mean values were computed and compared in Table2.

Table 2. Statistical Comparisons of the fusion results
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3.2.3 Land cover classification
Classification is the process of grouping pixels of images into patterns of varying gray tones or as-
signed colors that have similar spectral values to transfer data into information for determining
earth resources (Jansen 2004). In this study, supervised classification is applied to each fusion re-
sult using maximum likelihood classification. Intentionally, only the spectral information was used.
Same training areas were applied on each fusion result. It is aimed to see the spectral differences
caused by SAR images influencing the classification results. Additionally, 450 test samples for
each classified image were collected and treated separately. Due to the characteristics of the study,
fifteen landcover classes were defined, including wheat, summer crop, built-up, road, well devel-
oped (WD) pasture,  weak pasture,  scrub land,  shadow scrub land,  water  surface,  salt  crust,  moist
soil, dry soil, shallow sea, deep sea and meadow.

4 RESULTS

4.1 Accuracy Assessments of Classifications
The overall classification accuracy and the overall Kappa statistics results of the classified fusion
results and SPOT are given in Table 2. For the accuracy assessment process, 30 samples were cho-
sen  for  each  land  cover  categories.  The  overall  accuracy  assessment  of  the  images  for  SPOT,
SPOT-PALSAR fusion and SPOT-ASAR fusion were 67.11 %, 72.89 % and 64.89 % respectively.
Kappa statistics were calculated as 0.65, 0.71 and 0.62 respectively for the above order (Table 3).

The mixing of classes is considered to be the main implementation problem affecting the accuracy
of the classification process. As clearly seen from the variety of the land cover categories, this
study area has a heterogeneous structure (Table 3).

Although the salt crusts are classified with higher accuracy from the SPOT image, the borders of
the saltpans are recognized better in the PALSAR fused image.

The heights of the newly seeded summer crops are about 5-10 cm. These fields were classified bet-
ter in the fused images. The PALSAR fused image gave better results (about 10 %) than that of the
others.

In all the classification results, it was observed that well developed pasture areas were mixed with
the meadow and summer crops. Weakly developed pasture areas having low coverage percentages
were mixed with the bare soil in all the classified images. In both fused images, weakly developed
pasture areas were classified better (about 7 %) than the SPOT image. Scrublands not lying on the
hilly and shadow areas were classified about 14 % better with the PALSAR fused image than the
SPOT image.

In this study, the best classification was achieved using the fusion results of the PALSAR image.
The main contribution using the fused PALSAR image is in the recognition of the parcel borders
such  as  roads,  canals,  salt  pans  etc.  Although  road  and  built–up  areas  were  mixing,  both  classes
were better defined in the PALSAR fused image. In addition, these objects were better recognized
by visual interpretations.

While the meadow which grows in wetlands was classified with the same accuracy using the SPOT
and PALSAR fused images, the water surfaces having different depths were classified better in
both PALSAR fused and ASAR fused images (i.e., 100 % and 87 % respectively).
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The soil was classified in the two groups depending on the moisture content. Both the moist and
dry soils were classified better with the fused images. Due to the L band of PALSAR image, PAL-
SAR fused images give best results for soil classes.

Table 3. Accuracy assessments of classifications
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4.2 Visual comparisons
Among the three classification results, the fusion of PALSAR and SPOT gives better visual inter-
pretation results which also contribute to the accuracy of classification. Roads and built-up areas
are recognized better. Especially canals and roads between the agricultural fields are observed bet-
ter (Fig. 2). In the PALSAR fused image, classification of the parcel borders were defined accurate-
ly (Fig. 3). Although the salt crusts are classified with higher accuracy from the SPOT images, the
borders of the saltpans are recognized better in PALSAR fused image (Fig. 4).

Figure 2. Visual interpretations of fusion results

Figure 3. Parcel borders in classified images

Figure 4. Recognition of salt crust in classified images
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5 CONCLUSIONS

In this study, we aimed to see the influence of fusion approaches on the classification accuracy us-
ing different algorithms and different images for the same area.  For this purpose, contribution of
SAR images to optical images in defining land use types (natural products and textures) was inves-
tigated. Since HPF fusion technique gave better result statistically and visually than IHS, HPF fu-
sion technique was chosen. Than 1,2,3 band combination of SPOT-2 images were fused with each
PALSAR and ASAR  SAR data. The fusion results were classified using the Maximum Likelihood
Classification method.

The results  showed that  the PALSAR fused image gave better  classification accuracy among all.
Roads, canals and built-up areas were classified with a higher accuracy which is useful for defining
parcel borders. In addition, water surface was classified with 100% accuracy with the PALSAR
fused image. These are important contributions since they help defining agricultural inventories.
Furthermore, both the moist and dry soils were better classified with the fused images. Due to the L
band of PALSAR image, PALSAR fused images gave best results for the soil classes.

6 REFERENCES

Baghdadi, N., Holah, N. & Zribi, M. 2006. Soil moisture estimation using multi-incidence and multi-
polarization ASAR data. International Journal of Remote Sensing 27, 1007-1920.

Bethune, S., Muller, F. & Donnay, J.P. 1998. Fusion of multispectral and panchromatic images by local mean
and variance matching filtering techniques. Proc. Fusion of Earth Data, Sophia Antipolis, France, 28-30
Jan 1998.

Genderen, J. L. Van & Pohl, C. 1999. Image Fusion: Issues techniques and Applications. Proc. EARSeL
Workshop on intelligent image fusion, Strasburg, France: 18-26.

Hall, D. L. 1992. Mathematical Techniques in Multisensor Data Fusion. (Norwood: Arteech House Inc.)
Jensen, J. R. 2004. Digital Change Detection. Introductory Digital Image Processing: A Remote Sensing

Perspective. New Jersey’ Prentice-Hall: 467– 494.
Kuplich, T.M., Freitas, C.C. & Soares, J.V. 2000. The study of ERS-1 SAR and Landsat TM synergism for

landuse classification. International .Journal of Remote Sensing, 21, 10, 2101-2111.
Pohl, C. &  Genderen, J. L. Van. 1993. Geometric Integration of Multi-image Information. Proc. 2nd ERS-1

Symposium-Space at the Service of our Environment. Hamburg, Germany), ESA SP-361., : 1255-1260.
Pohl,  C.  & Genderen,  J.  L.  Van.  1995.  Image Fusion of  Microwave and Optical  Remote  Sensing  Data  for

Map Updating in The Tropics. Proc. SPIE Conference EUROPTO’95-Image and Signal for Remote Sens-
ing II Processing. Paris, France, Spie proceeding series: 2570: 2-10.

Pohl, C. 1996. Geometric Aspects of Multisensor Image Fusion for Topographic Map Updating in the Humid
Tropics. ITC Publications, 39. ISBN 90 6164 121 7.

Pohl, C. & Van Genderen, J.  L. 1998. Multisensor image fusion in remote sensing: concepts, methods and
applications, International Journal of Remote Sensing, 19, 823-854.

Rosenqvist, A., Shimada, M., Watanabe, M., Tadono, T. & Yamauchi, K. 2004. Implementation of Systemat-
ic Data Observation Strategies for ALOS PALSAR, PRISM and AVNIR-2. Geoscience and Remote Sens-
ing Symposium, 2004. IGARSS '04. 20-24 Sept.2004, Vol7: 4527- 4530.

Simone, G., Farina, A., Morabito, F.C., Serpico, S.B. & Bruzzone, L. 2003. Image Fusion techniques for re-
mote Sensing Applications. Information Fusion, 3, 1: 3-15.

Sun, W., Heidt,  V., Gong, P. & Xu, G. 2003. Information fusion for rural land-use classification with high
resolution satellite imagery. IEEE Transactions on Geoscience and Remote Sensing, 41, 4: 883-890.

Wald, L. 1998. Data Fusion: A Conceptual Approach for an efficient Exploitation of Remote Sensing Im-
ages, EARSeL Conference on Fusion of Earth Data, Sophia Antipolis, France, 28-30 Jan 1998.

S. Abdikan et al. / Land use/cover mapping using multisensor image fusion technique164



Urban growth pattern of Didim

H. Esbah
Istanbul Technical University, College of Architecture, Landscape Architecture, Turkey.

B. Kara & B. Deniz
Adnan Menderes university, Faculty of Agriculture, Landscape Architecture, Turkey.

B. Kesgin
Ege University, Faculty of Agriculture, Landscape Architecture, Turkey.

Keywords: LULC change, ASTER, SPOT, change detection, urban growth.

ABSTRACT: Didim peninsula is the fattest growing urban area in the Aydin province, Turkey.
Since 1990, the Town of Didim has changed significantly after discovered by domestic and in-
ternational tourist. In spite of the recent rapid LULC change, Didim has not been spoiled com-
pared to other big touristic towns of Turkey. Didim has been announced as “Tourism hot spot” in
2000, thus its planning is overseen by the Ministry of Culture and Tourism. Monitoring of the
Didim’s development is necessary to guide the Ministry in promoting sustainable planning
guidelines. The present work aims to determine the characteristics and the amount of urban
growth in Didim by using remote sensing and GIS technology. Already rectified Aster (dated
04/27/2005) and Spot 2X (03/02/1994) images were used as well as the population information,
aerial photographs, city plans and thematic maps from previous studies. Object oriented classifi-
cation technique is employed. Some complementary information is extracted from aerials and
maps by on-screen digitization. Total of 16 LULC categories are defined. After, putting all in-
formation in the GIS database, the pattern of landscape change in Didim is described by using
selected landscape metrics. The case study of the Town of Didim offers a good example of the
impact of national policies on land use dynamics at local landscape scale. The findings indicate
three simultaneous key trends: loss of coniferous forests, the thinning of the maqui vegetation
cover, and intensification of urban areas on valuable class II type of soils. Identified trends have
significant consequences in terms of the response that ecosystems have given to these anthropo-
genic landscape alterations. A strategy to promote sustainable land use management should be
generated timely manner.

1 INTRODUCTION

The present work aims to understand the urban growth pattern of Didim and its ongoing effects on
the local landscape characteristics by using remote sensing technology.  Surrounded by very sensi-
tive ecosystems, the Town of Didim is the fastest growing urban area in the Aydin province, Tur-
key.  Monitoring of its growth is necessary to take actions to mitigate the adverse effects on these
ecologically important areas.
Examples of using remote sensing technology to understand the land use /land cover dynamics are
gaining popularity among the scientists in Turkey.  Doygun (2005) investigated the consequences
of the urban development in the fourth biggest metropolitan area of Turkey, and found out that
Adana and its surroundings experienced 107.58% urbanization between 1984 and 2000, and agri-
cultural lands decreased 34% due to this development.  Another research on the coastal areas of the
same geography displayed that the expansion of agricultural practices over ecologically sensitive
natural areas was evident, and urban settlements continued to grow mostly at the expense of prime
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agricultural land in their close vicinity (Alphan & Y lmaz 2005).  In a rapidly developing; heavily
industrialized city of Bursa, Aksoy & others (2004) found out that 3006.1 ha of agricultural land
was converted to urban uses corresponding with a 73.9% change between 1984 and 1998.
Maktav & others (2002) investigated the urban growth in the Buyukcekmece, Istanbul area be-
tween 1984 and 1998 by using satellite images, ancillary data and remote sensing technology.
Their results indicated approximately 288.2% overall population increase in 14 administrational
units of the central district.  In this period, due to the migration that is triggered by industrialization,
the urban area expanded approximately 20% as a detriment of the open systems and agricultural
lands.
There has been no previous attempt to understand the landuse/landcover (LU/LC) change dynamics
of rapidly growing Didim area.  Obviously, remote sensing and GIS technology could be an effec-
tive tool in this endeavor.  Spreading to almost 300 square kilometers, Didim is shaped as a penin-
sula surrounded by Mugla and large inlet of Akbuk on the east, Aegean Sea on the west and south,
and legally protected Bafa Lake Nature Park on the north east, and the Big Meander Delta National
Park on the north (Fig. 1).

Figure 1. Study area, Town of Didim

Didim was a small village for a long time whose economy relied on agriculture that was conducted
on relatively unfertile soils of the peninsula.  Since 1990, Didim has changed significantly after
discovered by international tourists who seek a modest vacation in nice climate and beaches.  The
blue flag holder Altinkum beach, various ancient remnants such as Temple and Oracle of Apollo,
and comfortable weather especially soothing for asthma patients are some of the major reasons why
Didim became an attractive place for tourists.
When the Altinkum beach has started to be famous around the country in 1980s, people mainly
from Ankara and other Anatolian cities rushed here to have summer houses.  When Turkey's econ-
omy started to decline those people found very hard to survive in the big cities, most of the summer
house owners, who were mainly retired people, have decided to move into Didim. This has initiated
the development. Subsequently, agricultural lands have gained development status, whilst more
people from larger cities hunted for opportunities to settle. Summer houses, hotels, resorts, restau-

H. Esbah et al. / Urban growth pattern of Didim166



rants and bars mushroomed.  In late 1990s, after the regulation which enables foreigners to own
property in Turkey became effective, a great number of Europeans (British mostly) started to buy
houses and land in Didim, thus the real estate sector grew significantly.  In 2000s, Didim has been
registered as a “Cultural and Tourism Protection and Development Region” by the Ministry of Cul-
ture and Tourism, which means the Turkish Government has designated it as an investment area
and there are plans for a fully operational marina, golf courses, sports centers and 5 star holiday vil-
lages.  Today, Didim has a bed capacity of 15.000 in 200 facilities either certified by the Ministry
or by the Municipality.  Not only, are property values rising dramatically as foreign buyers follow
the lead, but also the urbanization is escalating.  This is changing the social, ecological, and eco-
nomic characteristics of the town.  Understanding and monitoring of the Didim’s development is
necessary to guide the Ministry in promoting sustainable planning guidelines.

2 MATERIALS

This study utilizes 1:25000 scale topographic maps and soil maps.  Existing GIS data from the For-
est service and other institutions are also used along with paper maps obtained from the Munici-
pality.  Already rectified Quickbird (dated March 05, 2006), Aster (dated April 27, 2005), and
Spot2X (dated March 03, 1994) images are used for the classification and the accuracy assessment.
Also, 1: 35000 scale, August 1993 dated black and white aerial photographs are used for the visual
interpretations and guiding the accuracy assessment of the Spot data.

3 METHOD

Overall workflow of this study is five fold: Literature review, site studies, analysis of population
change, objects based classification, and analysis of landscape structure. Population is a land re-
source impact indicator.  Population analysis reveals information with regards to the density of new
urbanization.  Data obtained from the state statistical institute is utilized for the analysis. Also, on
site interviews with the officials and the inhabitants generated further understanding of the popula-
tion characteristics.
Before starting the object oriented classification, based on the literature review, site visits and scru-
tinizing the existing material 16 landuse/land cover (LU/LC) classes are defined: 1- Conifer (Con-
iferous forest), 2- Maquis 1 (dense and tall maqui cover), 3- Maquis 2 (moderately dense, %60
coverage), 4- Maquis 3 (maqui formation with %10-60 coverage), 5- Garique (discontinuous, low,
bushy associations), 6- Young forest (naturally growing new forest), 7- Sparsely vegetated
(steppes, tundra and badlands), 8- Croplands, 9- Groves (Olive, Citrus, Plum plantations), 10- Ar-
tificial surfaces (buildings and impermeable surfaces), 11- Salt marshes (salines), 12- Coastal vege-
tation (vegetated areas above the high tide line), 13- Grassland (Grasslands, moors and heath lands)
14- Bare rock, 15- Water, 16- Cloud  .These classes do not represent functional meanings (as in the
case of industrial, open space, park and so fort), but rather physical attributes.  This approach in de-
fining the classes seems more reasonable because information stored in the remote sensing data is
about the physical characteristics (spatial and spectral) of the earth

3.1 Object based classification

Object based classification focuses on homogeneous image objects (the group of pixels) rather than
individual pixels (Baatz et. al 2001, Platt R.V. et.al. 2008). It not only uses spectral information (as
in the case of pixel based supervised or unsupervised classification approaches) but also utilizes
spatial information.  Three major steps exist during the procedure:

1- Segmentation:  It is also called multi resolution segmentation.  For the classification, 3
bands of VNIR in Aster data and 3 bands of Spot 2X are used along with DEM and Aspect layers
First, the scale parameters, and then, the homogeneity criteria and shape ratio are identified.  Scale
parameter is important as it affects the size of the object polygons. Scale factor for this study is de-
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termined as 10 and 20.  Attributes such as color, shape, area and so on are included in the attribute
table.

2- Defining the training samples and applying classifier: Based on the ground data gathered
by  GPS,  and  Quickbird  images  sets  of  training  samples  are  defined  for  each  LU/LC type  of  the
study.  Standard nearest neighbor classifier has been chosen for describing the training samples.

3- Classification: After segmentation and obtaining training samples, a very straightfor-
ward classification procedure is run in the Definiens Professional 5.0 software.  The preceding two
steps were repeated few times with minor modifications until the acceptable accuracy (defined as
80% at the beginning of the study) was attained.

An accuracy analysis was performed by using reference data.  In addition to ground data,
Quickbird image and the black and white  aerials  were used to test  the accuracy of  the classifica-
tions from Aster and Spot images, respectively.  An equalized random sampling method was used
to generate 800 random points (50 points in each class) in the Erdas Imagine 8.7 software. Error
matrices that describe the patterns of mapped class relative to the reference data were generated,
from which the overall accuracies, users and producers accuracies, and Kappa statistics were de-
rived. 81.68% (Kappa: 0.8029), and 80.14% (Kappa: 0.7857) overall classification accuracy is ac-
quired for 1994 Spot 2X and 2005 Aster data, respectively.

3.2 Landscape structure indices

In order to further understand the characteristics of the landscape change two levels of landscape
structure  metrics  are  utilized:  Class  and  Patch  Level.   At  the  class  level,  which  is  dealing  with
attributes of the each LU/LC class, Proportion of Landscape metric is utilized.  Proportion of Land-
scape measures the proportion of a certain LU/LC type in the landscape.  At the patch level, which
is dealing with the patch dynamics in a certain LU/LC class, Number of patches and Mean patch
size metrics are used.  Size is an important parameter for species richness and survival; more avail-
able the suitable habitats, higher the chances for populations to persist in altered habitats (Groom et
al. 2005).  ArcGIS 9.2 software was used for the landscape structure analysis.

4. RESULTS

4.1 Population change

The population of the town tripled between 1985 and 2007 (Table 1).  Today, Didim’s population
is 39549.  In Batikoy, population has declined continuously and dramatically. Because most of the
land in this district is within the borders of the national park, any kind of development is restricted
hence leading people to move out to other areas of the region. Population decrease has also oc-
curred in Balat and Akkoy districts within a 22 year period, probably due to the same reason. How-
ever, further the national park and closer to the central business district Didim, lower the rate and
amount of decline.

Table 1. Population change in Didim

DISTRICT POPULATION
1985 1990 1997 2000 2007

Balat 1664 2002 1367 1673 1259
Akkoy 1281 1459 1233 1749 1116
Yenikoy 2066 2374 2425 2442 2522
Akbuk NA 2046 1994 2965 2657
Batikoy 1037 940 244 578 249
Didim 5063 11378 20797 25699 31746
Source: State Statistical Institute (DIE) Reports, 1985 and 2008
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On the other hand, the district of Didim has experienced a significant population growth accele-
rated after 1997. This population lives there year around, hence generating demand for different
sectors such as service, government, health etc. The second major developed urban area, Akbuk,
does not follow the Didim’s trend, because most of its facilities are used seasonally.  The popula-
tion of Akbuk has increased slightly between 1990 and 2007 with ups and downs in different pe-
riods.  Yenikoy is a relatively rural district with a slight but steady population increase. Here,
people engage in agricultural activities more than tourism, though since 2004, the bed and breakfast
type of establishments has emerged.  When the marina and other investments proposed in the Min-
istry’s plan is finished, a major population increase (almost 1000%) is anticipated.

4.2 Landuse/Landcover changes

In 1994, the landscape was dominated by garigue cover on the central part of the study area.  Con-
ifer forests and tall maqui (Maquis1) habitats was mostly on the eastern part, in the Akbuk vicinity.
Agricultural areas were mostly on the northern part of the study area, where the soil is relatively
more fertile and irrigation is possible from the Big Meander River.
By 2005, the garigue cover has changed to maqui cover (mostly Maquis2 and Maquis 1).  This vi-
sually significant change is attributable to a major fire took place in the peninsula few decades ago:
the recovering landscape had developed more of a garigue structure by 1994 and this cover evolved
to be maqui type of cover by 2005. Also, to some extend, the time of the satellite data could contri-
bute to this change. On the east part of the study area, the decline of the conifer forests is evident
and the transformation from forest to garigue is striking.  Fires and the edge effects generated by
the urban development and lack of sustainable planning in Akbuk are the main cause of this
change.

Figure 2. Distribution of artificial surfaces in relation to soil classes.

In fact, an unsustainable development prevails in the study area in general. For example, the major-
ity of the Town of Didim is on class VI and VII  soils, nevertheless, the recent development mostly
has took place on the agriculturally important II class soils, which is already very scarce (corres-
ponding only to the 5.84% of the soils in the study area) (Fig. 2).
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In 1994, the landscape matrix was very heterogeneous (Table 2).  Crop fields covered %18,86 of
the landscape.  The second biggest LU/LC was garigue followed by Maquis 1 and Maquis 2.
Grasslands, which experienced the highest amount of decline by 2005, were the fifth major LU/LC
class in the landscape.  Other land cover classes constituted the rest of the landscape (28.06%).  In
this, the share of the artificial surfaces was only 3.03%.

Table 2. Proportion of landscape

LU/LC 1994

(%)

2005

(%)

Conifer 2,01 1,75
Maquis1 13,80 9,19
Maquis2 13,76 27,88
Maquis3 5,31 6,43
Garigue 14,36 10,23
Young Forest 0,01 0,36
Sparsely vegetated 1,59 1,59
Crop Land 18,86 20,76
Groves 3,12 1,48
Artificial surfaces 3,03 6,30
Salt Marshes 4,72 4,05
Coastal vegetation 1,92 2,87
Bare Rock 3,37 0,14
Water 2,00 1,97
Grassland 11,17 5,01

In 2005, Crop lands were no longer the leading LU/LC type (Table 2).  Instead, Maquis 2 type of
habitats became the most dominant in the matrix.  This is due to decline in the Maqui 1 and garigue
habitats.  A 33.38% and 28.76% decline has occurred in the Maqui1 and Garigue categories, re-
spectively.  Maqui1 areas, which comprise very dense and tall maqui vegetation, has turned into a
less dense maqui cover during time, thus looking more like Maquis 2 type.  This thinning of vege-
tation cover has occurred especially on the areas close to urban developments.  This is a very clear
sign of edge effects. Garigues, that was generated after the fire in 1980s, changed its structure as
the vegetation formation became more continuous. These areas turned predominantly into Maquis2
and Maquis 3 habitats, some of them are also converted to artificial surfaces.  In fact, the share of
artificial surfaces doubled with in an 11 year period.
Class level analysis has showed increase in the Maqui2 type areas, not only the total area of such
habitat has increased but the number of its patches and mean patch size.  Even though, the share of
the agricultural land has increased in the overall landscape, a slight decline occurred in their patch
number but the mean patch size increased (Table 3).  In the total landscape, the most fragmented
habitats were Maquis3 and sparsely vegetated areas indicated by increasing numbers of patches but
decreasing patch size.  By looking at the numbers we can say that the shrinkage and attrition stages
of land transformation are in effect for these habitats.  The priority should be given to their preser-
vation.
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Table 3. Patch number and patch size
Number of

patches
Mean patch size

(ha)
TYPE 1994 2005 1994 2005
Conifer 84 50 9,28 13,51
Maquis1 409 141 13,07 25,26
Maquis2 338 434 15,77 24,90
Maquis3 167 253 12,32 9,84
Garigue 349 396 15,96 10,01
Young forest 1 12 5,05 11,69
Sparsely vege-

tated
75 129 8,21 4,75

Cropland 263 256 27,78 31,43
Groves 201 96 6,01 5,96
Artificial sur-

faces
115 227 10,22 10,76

Salt marshes 82 65 22,32 24,14
Coastal vegeta-

tion
155 219 4,80 5,08

Cloud 17 0 22,25 0,00
Bare rock 214 39 6,10 1,36
Water 453 414 1,70 1,84
Grassland 407 185 10,63 10,49

5. CONCLUSION

This study attempted to display the LU/LC change as a function of urban growth in the Town of
Didim between 1994 and 2005.  Within an 11 year period, the population has changed almost 1.4
times, but the artificial surfaces associated with urban growth doubled.  Current growth pattern dis-
plays unsustainable use of the resources: Most of the development takes place in ecologically and
economically important and also vary rare Class II type of soils; forest and dense maqui vegeta-
tions loose their structure transforming to a thinner cover.  Fragmentation process also may be in
effect in the study area as indicated by the patch number and mean patch size values.
The case study of the City of Didim offers a good example of the impact of national policies on
land use dynamics at local landscape scale.  Land conversion and increase in population density
have been accompanied by sprawling urban pattern and fragmentation in open systems. Identified
trends have significant consequences in terms of the response that ecosystems have given to these
anthropogenic landscape alterations.  A strategy to promote sustainable land use management
should be generated timely manner.
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ABSTRACT: Due to the complex spatial structure of the earth surface, obtaining a detailed and
accurate land use/land cover (LULC) classification results with satellite data have still been
problematic. The overall goal of this research is to compare the pixel based and object oriented
image classification approaches in terms of the overall accuracies and robustness of the final
classification product. An Aster image, dated 4/27/2005, with 3 bands from spectral regions of
VNIR is used to perform the LULC classification for 16 different LULC classes. Ground truth
data are collected from field surveys, available maps and Quickbird images.In pixel-based image
analysis, supervised classification is performed by using maximum-likelihood classifier in Erdas
8.7. Object-oriented image analysis is conducted by utilizing Definiens Professional 5.0: The
segmentation algorithm does not solely rely on the single pixel value, but also on shape, texture,
and pixel spatial continuity. During the implementation, several different sets of parameters were
tested for image segmentation, 20 was selected as a scale parameter and nearest neighbor was
used as the classifier. At the end, the performance of pixel based and object-oriented classifica-
tions are compared based on the accuracy assessment results.

1 INTRODUCTION

Land use and land cover maps are very important data for landscape planners analyzing landscape
dynamics. Remote sensing techniques are valuable tools to get efficient information about different
LULCs. However, attaining an accurate and reliable results are challenging due to the complex
structure of the earth’s surface. In this paper, we compared the performances of more traditional
pixel based and relatively recent object oriented classification techniques in a very heterogeneous
Mediterranean landscape.
Pixel based approach is a classic approach that is based on conventional statistical techniques, such
as supervised and unsupervised classification. The basic unit in the pixel based approach is a single
pixel that has spectral information (Matinfar et al. 2007). Generally, earth objects like vegetation,
water, buildings etc. have different spectral properties that can be assigned by this approach. But
pixels within an image can represent more than one land cover on the ground. Therefore, mixed
pixels problems in the images has been major handicap for obtaining accurate classification result
(Thornton et al. 2006).
Object based classification classifies homogeneous image object (the group of pixel) rather than
individual pixel (Baatz et al. 2001, Platt R.V. et al. 2008). The basic step of an object-oriented ap-
proach is the segmentation procedure, or grouping of neighboring pixels into meaningful, homoge-
neous patches (i.e. image objects). These objects might be agricultural parcels, roads, houses, water
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bodies, conifer cover, saline surfaces, and so on. Scale parameter is a unit-less index that describes
the level of aggregation. They carry also reflectance, texture, size of object, form (spatial features)
and topology information in a common attribute table (Manakos 2001, Pillai 2005, Mathieu 2007).
These two approaches have been applied and compared by utilizing different satellite images (Mitri
& Gitas, 2004), urban mapping (Thomas 2003, Chen et al., 2007), forest type classification (Sha-
taee et al. 2004), mapping vegetation communities (Mathieu 2007), bare soil brightness mapping
(Brodsky 2006), and coal fire research (Yan, 2003). In general, object based classification method
yielded better results in comparison to pixel-based classification method. Matinfar et al., 2007 ap-
plied the object-oriented and pixel-based classification methods on Landsat ETM data for mapping
LULC. The results showed that the object-oriented approach gave more accurate results compared
to pixel based classification method. In this study we aim to test the performances of pixel and ob-
ject based classifications by using Aster data. This work is a part of an ongoing research on under-
standing the LULC dynamics in the two legally protected areas and its surrounding landscapes in
western Turkey

2 STUDY AREA

The study area is located in the south-west part of Aydin province, on the western coast of Turkey.
It comprises Dilek Peninsula- Big Menderes Delta National Park and Bafa Lake Nature Park and
their 10 km surrounding areas. It covers an area of approximately 152800 ha The major land cover
types includes forests, shrublands, agricultural areas, olive plantations, urban areas, coastal wet-
lands, water bodies, etc. (Fig. 1).

3 DATA

Ortho-rectified Aster image, dated 4/27/2005, with 3 bands from spectral regions of VNIR is used
to perform LULC classification. Normally, Aster has tree sensor system which is Visible Near
Infrared (VNIR), Short Wave Infrared (SWIR), Thermal Infrared (TIR). VNIR band with 15 m.
resolution provides information on common land cover features such as water, soil, and vegetation.
On the other hand, SWIR bands, which have 30 m spatial resolution, are especially advantageous
for discrimination of rocks and minerals and TIR bands, which have 90 m spatial resolution, are

Figure 1. Study Area
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advantageous for detecting different kind of rocks such as limestone and sandstone (Yan 2003).
Furthermore, Digital Elevation Map (DEM) and Aspect layers are taken into consideration to ob-
tain better classification results. Ground control points and ground truth data are collected using
Magellan GPS. For accuracy assessment, Quickbird images are used as the reference image.

4 METHOD

Main procedures of our work include; image pre-processing, image classification; maximum like-
lihood supervised classification for pixel based classification, and nearest neighborhood classifica-
tion for the object base classification, and accuracy assessment.

4.1 Pre- processing:

In order to obtain more accurate results, before the classification procedures, ortho-rectified Aster
image was atmospherically corrected using dark pixel subtraction method. The Aster VNIR (1, 2,
3) bands, DEM and Aspect layers are added.

4.2 Classifications

4.2.1 Land Use and Land Cover Classes
Before classification, land cover types have been defined referring to CORINE land cover nomen-
clature. The details of the classes are given in Table 1.

Table 1. Defined LU/LC classes in the study

No Land Use/ Land Cover Corine
Classes Explanation

1 Artificial surfaces 1,0

(1.1.) Urban fabric (1.1.1.), Continuous urban fabric surfaces
(1.1.2.),  Discontinuous urban fabric (1.2.), Industrial, commer-
cial (1.2.1.), Industrial or commercial units and transport units
(1.2.2.), Road and rail networks

2 Agricultural areas 2,1 Arable Land (Cotton, Corn,Wheat, etc...)
3 Permanent crops 2,2 Species; Citrus, Peach , Fig, Olive  Species.
4 Coniferous forest 3,1,2 Pinus brutia and Pinus nigra are intensive in the area.

5 Natural grassland vege-
tation 3,2,1 Grasslands, moors and heath lands.

6 Maquis1 3,2,3_1

Dense Maquis, the species are about 2m height and with 70%
coverage, rarely pinus species have been seen. Species; Pistacia
terebinthus,Q. coccifera, Arbutus unedo, A.andrachne, Caste-
neum ipsicum, Ceratonia siliqua, Cercis siliquastrum, Laurus
nobilis, …

7 Maquis2 3,2,3_2
Moderate dense; The species are lower than 2 m height, with
60% coverage. Species; Q.coccifera, Juniperus phoenica, J. Oc-
cicedrus, Olea europe, Phyleria latifolia.

8 Maquis3 3,2,3_3
Less dense; The species are lower than 2 m height, with 10 to
60% coverage. Species; Q.coccifera, Sparteum junceum, Cistus
parvifolia.

9 Gariques 3,2,3_a
Discontinuous bushy associations of the Mediterranean calca-
reous plateaus. Species; Q. cerris, Sarcopoterium sipinosum,
Thymus , Cistus sp.

10 Transitional woodland
shrub 3,2,4

Bushy or herbaceous vegetation with scattered trees. Can
represent either woodland degradation or forest regenera-
tion/colonisation.
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11 Open spaces with little
or no vegetation 3.3 Rocky and bare areas.

12 Bare rock 3,3,2 Scree, cliffs, rocks outcrops, including active erosion, rocks and
reef flats situated above the high-water mark.

13 Sparsely vegetated areas 3,3,3 Includes steppes, tundra and badlands. Scattered high-altitude
vegetation.

14 Salt marshes 4,2,1

Vegetated low-lying areas, above the high-tide line, susceptible
to flooding by sea water. Often in the process of filling in, grad-
ually being colonised by halophilic plants..Species in the area;
Salicornia sp., Tamarix sp, Juncus acutus, Arundo donax, Scir-
pus sp.…

15 Salines 4,2,2 Salt-pans, active or in process of abandonment.
16 Water 5,0 Sea, lake, coastal lagoons, river.
17 Cloud*

4.2.2 Pixel Based Classification
In pixel-based image analysis approach, supervised classification was performed using maximum-
likelihood algorithm (Figure 2). ERDAS 8.7 was used for the procedure. Supervised Classification
is based on a set of user-defined spectral signatures to classify an image. In our research, the spec-
tral signatures are derived from training areas, which are evaluated according to data from land
surveys such as ground truth points, photos and higher resolution images such as Quickbird images.
After specifying the spectral signatures, the maximum likelihood supervised classification was per-
formed. Maximum Likelihood (ML) is a standard pixel based approach that classifies pixel accord-
ing to the multivariate probability density functions of the classes of interest (Lillesand & Kiefer
1994). To overcome the salt-pepper effect, supervised classification map has been filtered with 3 3
kernel size.

Figure 2. Flow diagram of the classification procedures
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4.2.3 Object based classification
Object-oriented  classification  has  at  least  four  components  (Figure  2).  The  first  step  is  a  multi-
resolution segmentation of the image. The segmentation was applied to the 3 spectral bands and 2
extra bands including DEM and aspect information in order to create pixel based objects. After
testing some parameters for segmentation, suitable two levels are applied for our study using the
following parameters: for the level 1, for scale factor 10, 0.8 for color, 0.2 for shape, 0.2 for com-
pactness, 0.8 for smoothness, for the level 2, for scale factor 20, 0.7 for color, 0.3 for shape, 0.5 for
compactness, 0.5 for smoothness and a diagonal pixel neighborhood. According to spatial and
spectral properties of the image, homogenous polygons are created by segmentation with given pa-
rameters.
In the second and third steps, training samples were selected according to the ground control points
and the standard nearest neighbor classifier was applied. Finally, a straightforward classification
was performed by the software.

4.3 Accuracy Assessment

An accuracy assessment of the classification results was performed using reference data created
from visual interpretation of the Quickbird image data. The ASTER VNIR data were also ex-
amined during the assessment process to minimize reference dataset error. An equalized random
sampling method was used to generate the random points in the software of Erdas Imagine 8.7. A
total number of 850 random points were sampled, with at least 50 random points for each class. Er-
ror matrices that describe the patterns of mapped class relative to the reference data were generated,
from which the overall accuracies, user’s and producer’s accuracies, and Kappa statistics were de-
rived to assess the accuracies of the classification maps (Table 2).

5 RESULT

Final LULC maps are presented in Figure3. An evaluation of the overall results of the accuracy as-
sessment clearly shows the advantage of using object based classification method: The overall ac-
curacy for the object based classification (77.06%) is higher than that of the pixel based classifica-
tion 73.06%. Also, The Overall Kappa Statistics are also higher for the object based classification
7562%).
With regards to the evaluation of each individual class, the Kappa statistics yields better results
with OBC for artificial surfaces, agricultural areas, maquis1&2, Garique, Open spaces, sparsely
vegetation, salt and marshes. On the other hand, PBC gives better results for permanent crops, con-
iferous forest, natural grassland, maquis3, and bare rock.
The result of the user’s and producer’s accuracy also varies by individual classes. Producer’s accu-
racy of pixel based classification has been higher in artificial surface, coniferous forest, natural
grasslands, bare rock and salt-marshes. However, it is lower in permanent crops, coniferous, Ma-
quis1&2, open spaces, salines. Additionally, the producer accuracy of the agricultural land has
been too low for both classification methods.
User’s accuracy of pixel based classification has been  higher in permanent crops, coniferous for-
est,  natural  grassland,  maquis3,  bare  rock  and  salines,  however,  it  is  lower  in  artificial  surfaces,
agricultural areas, maguis1 &2, Gariques, open spaces, sparsely vegetated areas. Generally, user’s
accuracy of permanent crops, young forest and salt- marshes have been too low for both methods.
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Figure 3. Pixel based classification map (A), Object based classification map (B)

Table 2. Accuracy assessment results.

Pixel Based Classification Object Based Classification
No Land Use/ Land Cover Producers Users Kappa Producers Users Kappa

 Accuracy Accuracy  Accuracy Accuracy
1 Artificial surfaces     77.78%  56.00% 0.54     73.91%  68.00% 0.66
2 Agricultural areas     39.47%  90.00% 0.88     41.82%  92.00% 0.91
3 Permanent crops     91.43%  64.00% 0.62     92.00%  46.00% 0.44
4 Coniferous forest    100.00%  92.00% 0.92    100.00%  84.00% 0.83

5
Natural grassland vegeta-
tion association     84.62%  88.00% 0.87     75.00%  66.00% 0.64

6 Maquis1     60.94%  78.00% 0.76     74.14%  86.00% 0.85
7 Maquis2     50.00%  68.00% 0.65     70.49%  86.00% 0.85
8 Maquis3     71.15%  74.00% 0.72     65.38%  68.00% 0.66
9 Gariques     68.85%  84.00% 0.83     68.18%  90.00% 0.89

10
Transitional woodland
shrub     86.36%  38.00% 0.36     96.77%  60.00% 0.58

11
Open spaces with little or
no vegetation     53.49%  46.00% 0.43     95.12%  78.00% 0.77

12 Bare rock     85.42%  82.00% 0.81     83.72%  72.00% 0.71
13 Sparsely vegetated areas     78.72%  74.00% 0.72     81.63%  80.00% 0.79
14 Salt marshes     96.55%  56.00% 0.54     87.18%  68.00% 0.66
15 Salines     88.89%  80.00% 0.79     94.59%  70.00% 0.69
16 Water    100.00% 100.00% 1.00    100.00%  98.00% 0.98
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5 CONCLUSION

Attaining a high overall classification accuracy is challenging, when we are dealing with very hete-
rogeneous landscape characteristics. Object based classification method is promising in this endea-
vor, if the most appropriate segmentation parameters are applied. Pixel based classification method
has clear advantages when classifying coniferous forest, natural grassland, low density maquis and
bare rock cover. A hybrid (supervised and unsupervised) classification method would yield more
satisfying results, however this is left to the future research.  Regardless of the method, the success
of any classification relies on detailed knowledge of the satellite data and characteristics of the
landscape in hand.
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ABSTRACT: Oil spill discharges have serious biological and economic impacts upon the marine
environment. One of the most hazardous land-based threats with an estimation of 110,000 barrels
of oil discharges was occurred in the Lebanon coast of the eastern Mediterranean Sea recently.
Because of not enough cleaning activities, the oil pollution has spread 100 miles along the coast
and effected also to Syria’s shoreline. Depending on the wind and current condition, the spilled
oil could also be a big threat to other neighborhood countries such as Turkey, Greece, and
Cyprus.

It  is  necessary  to  identify  some  features  such  as  the  type,  areal  extent,  position,  (nearest  ship
position if any), the possibility percentage for the oil spill analysis. For this purpose, satellite-
based oil pollution monitoring systems are being used to take precautions and even to determine
the possible polluter. Today, Synthetic Aperture Radar (SAR) satellites are often preferred to
optical  sensors  due  to  the  all-weather  and  all-day  capabilities  and  being  used  to  detect  the  oil
spills discharged into the sea with sufficient accuracies.

In this study, Radarsat-1 images covering Lebanon coasts acquired by ITU-CSCRS (Istanbul
Technical University – Center of Satellite Communication and Remote Sensing) during the event
were employed for oil spill analysis. After some required image enhancement and transformation
techniques such as spatial filtering and extraction of textural features based on gray level co-
occurrence matrix (GLCM), the oil spill areas were determined by supervised classification
using Generalized Linear Model (GLM). Genetic Algorithm (GA) was used to optimize the
parameters of the GLM.

1 INTRODUCTION

The increase and development in the marine transportation began to be an important factor for the
oil pollution of maritime environment both socially and economically. The amount of oil spilled
annually worldwide has been estimated at more than 4.5 million tons (Bava et al. 2002). Illegal oil
spills at sea occur during tanker and cargo ship operations, where ballast waters, tank washing
residues, fuel oil sludge and machinery space bilge deliberately are discharged into the sea (Maar
et.al. 2003; Harahsheh et al. 2004). The %30 of international marine trade takes place among the
ports of Mediterranean and nearby seas. As the world’s %28 of the petroleum transport passes
through Mediterranean, the %50 of the total transportation is considered to be risky and dangerous.
Every year nearly 20.000 tons of petroleum leaks to Mediterranean from the surrounded 60 oil
refining plants as a result of consciously or unconsciously accidents (Günel 2004).

Therefore to detect and monitor oil spills at sea is becoming increasingly important due to the
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threat that such pollution poses to marine ecosystem. Today, remote sensing    technology is being
used for this purpose over the past decade. Synthetic Aperture Radar (SAR) satellites are often
preferred to optical sensors due to the all weather and all day capabilities and  being used to detect
the oil spills discharged into the sea with sufficient accuracies (Solberg et al. 2007). Oil-Spill
detection procedures in SAR data generally comprises segmentation, feature extraction and
classification stages (Solberg et al. 2007; Brekke & Solberg 2007). The backscatter energy level for
oil-spilled areas is too low since the oil dampens the capillary waves of the sea surface. But, there
is a serious problem that the other natural phenomenas also dampen the short waves and create dark
areas on the sea surface (Solberg et al. 2007). Thus, the dark image regions of which the
probabilities of being either oil spill or alike are high are segmented. These segmented parts of
original  images  are  used  to  obtain  the  features  of  shape,  contrast  and  textural  characteristics.  In
terms of these features, some classification algorithms based on statistical, neural, fuzzy, rule
based, boosting algorithms etc. are used for identification of the dark areas in a manner of binary
classification, i.e. oil or alike (Fiscella et al. 2000; Frate et al. 2000; Solberg et al. 1999;
Keramitsoglou et al. 2006; Ramalho & Medeiros 2006; Ozkan & Sunar 2007). In this study, as a
different approach, GLM was used to model the relation between features and binary classes. GLM
provides a general unified conceptual and   methodological framework to many of the most
commonly used applied statistical techniques for the analysis of both continuous and discrete data
(Khuri et al. 2006). The unknown parameters of GLM are conventionally solved by Iterative
Weighted Least Squares (IWLS) algorithm (Lindsay 1997; Dobson 2002). For parameter
estimation, in stead of IWLS, GA can be employed effectively. GA is a highly efficient stochastic
global optimization algorithm for problem solving. GA emulates the natural evolution process and
maintains a population of potential solutions to a given problem, which are evaluated by a problem-
specific fitness function. This population is evolved by selecting relatively fit members and
performing genetic operations (Pham & Karaboga 2000).

In this study, oil pollution occurred recently in the Lebanon coast was examined. Due to not
enough cleaning activities carried on, the oil pollution has spread 100 miles along the coast and
effected also to Syria’s shoreline. Depending on the wind and current condition, the spilled oil
could also be a big threat to other neighbourhood countries such as Turkey, Greece, and Cyprus.
Radarsat-1 images covering Lebanon coasts acquired by ITU-CSCRS (Istanbul Technical
University – Center of Satellite Communication and Remote Sensing) during the event were used
to test the usage of the GLM for identification of the oil-spill areas. The general methodology in
this study consists of image filtering, segmentation of the dark areas, feature extraction, setting
GLM,  parameter  estimation  by  GA  and  performance  analysis.  In  order  to  be  able  to  show  the
effectiveness of GLM algorithm, Bayesian Maximum likelihood and Artificial Neural Network
Multi Layer Perceptron classification methods were also employed.

2 STUDY AREA AND DATA USED

As one of the East Mediterranean countries, Lebanon, neighboring Syria and Israel, has 225 km
coastline (Fig.1). The most recent oil pollution, occurred due to the bombing of a power plant at
Jieh, has approximately affected 1/3 of the whole Lebanese coastline. Depending on the weather
conditions, it could be also a serious threat to the neighboring Mediterranean countries such as
Turkey, Cyprus and Syria. Among them, Northern Cyprus, 162 km away from Lebanon, has a
length of approximately 330 km coastline with up to 12km nautical miles of territorial waters
(Sunar et al. 2007; Ozkan & Sunar 2007).
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Figure 1. Map and satellite image of the study area.

In this  study,  as  an active sensing system, 5 of  total  20 Radarsat  -1 images acquired by ITU-
CSCRS were used in the analyses (Table 1).

Table 1. The characteristics of the radar dataset used.

3 METHODOLOGY

Oil slicks on the sea surface can be detected because of the dampening effect of oil on capillary
waves.  Therefore radar images have an advantage for oil spill detection at this point where oil can
be detectable as black patches on images. In general there are three different techniques for oil spill
detection; i) manual detection; ii) semi-automated detection; and iii) fully-automated detection. In
this  study,  semi-automated  method  was  used  and  for  this  purpose  ML,  ANN  MLP  and  GLM
methods were tested.

3.1 Artificial Neural Network (ANN)
Artificial neural networks are computational systems based on the principles of biological neural
systems, i.e. it is a mathematical model composed of many neurons operating in parallel. These
networks have the capacity to learn, memorize and create relationships amongst data. They have
some advantages such as their non-parametric and non-linear nature, arbitrary decision boundary
capabilities, easy adaptation to different types of data and input structures, and good generalization
capabilities over classical statistic and analytic approaches. Although the network design as a
classifier is a hard task despite the increment in the performance of classification, an approach for
oil spill detection based on a Multilayer Perceptron (MLP) neural network are described in recent
research studies (Frate et al. 2000; Topouzelis et al. 2005).

3.2 Generalized Linear Models (GLM)
Linear models that describe a linear relationship between a response and one or more predictors
can be written as (Eq.1);

Satellite
Acquisition
date

Beam
mode

Spatial
resolution
(m)

Band
Wavelength
(cm)

Pol.
Coverage
(sq km)

RADARSAT-1

2006-07-21 Fine 8

C 5.3 HH

50x50
2006-08-09 Standard 25 75x75
2006-08-17 Wide 30 150x150
2006-08-23 Standard 25 75x75
2006-10-01 Fine 8 50x50

C. Özkan and F. Sunar / Oil-spill detection using generalized linear model and genetic algorithm182



i
T
iii YxYE ;)( ~ ),( 2

iN                (1)

Where responses are independent and normally distributed with T
ix  mean  and  2 variance.

But generally the underlying relationship between independent and dependent variables are
nonlinear. As a special class of nonlinear models, generalized linear models employ linear
approaches (Matlab, 2008). There are three main parts of GLM: (i) a distribution function of the
response (Yi), (ii) linear predictor ( T

ix ) and (iii) a link function.
Due to some mathematical requirements, the distribution function of the responses follow any

probability distribution from the exponential family of distributions such as Normal, Binomial,
Poisson, Multinomial, Gamma, Negative Binomial, etc. with parameters including a mean . In that
case, the expected value of a response Yi ( i) is linked to the linear predictor through a monotone
and differentiable link function as follows (Eq.2):

T
ii xg )(                (2)

The link function relates the probability distribution of responses to the linear predictor of the
model. The canonical link functions can be any of identity, log, logit, reciprocal, probit, loglog etc.
(Table 2). So, a general linear model is a special type of the generalized linear model with a normal
distribution for response and an identity function for link.

The parameters ( ) of linear predictor are generally estimated by IWLS method in the manner of
maximum likelihood estimation (Hardin & Hilbe 2007).

Table 2. Some link functions.

Identity μ=
Log log(μ)=
Logit log(μ/(1–μ))=
Probit norminv(μ)=
Loglog log(-log(μ))=
Reciprocal 1/μ=x

3.3 Genetic Algorithm (GA)
The essential idea of Genetic Algorithms was put forward by Holland in 1975 (Holland 1975) as a
directed random search technique. GA is a highly efficient stochastic global optimization algorithm
which can find the global optimal solution in complex multi-dimensional search spaces. Two main
advantages of GA are (i) it is not easy to slump into a local optimized region and (ii) it  can  be
realized by a parallel computational method. GA has been applied to many computer vision fields,
medical image registration, image segmentation, model based matching, camera calibration, object
recognition (Bhanu et al. 1991; Grefenstette & Fitzpatrick 1985; Hill & Taylor 1992; Tsang 1997;
Ji & Zhang 2001).

GA emulates the natural evolution process and maintains a population of potential solutions to a
given problem through a problem-specific fitness function by performing common genetic
operators such as selection, crossover and mutation (Pham & Karaboga 2000).

APPLICATION and RESULTS

In general, SAR data are subject to speckle which is a natural phenomenon generated by coherent
processing of  radar  echoes.  Therefore the radar  images were firstly  filtered by a  3x3 median and
5x5 low-pass convolutions, respectively for speckle noise reduction. After filtering, co-occurrence
texture measurements were computed. Because of the coherent nature of SAR imaging, these

4.
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measures are more suitable for classification instead of using individual pixel brightness values. In
contradiction to the pixel intensity itself, texture provides information about the spatial correlation
among neighboring pixels. From these measures, homogeneity, angular second moment
(Assilzadeh & Mansor 2001), variance and mean were found effective in discrimination of oil
spills from other features at the sea surface (Ozkan & Sunar 2007).

The patterns from which these textural values computed were totally collected from the
RADARSAT-1 images used. The training areas were determined by taking into consideration both
the meteorological conditions (weather state, wind etc.) and manual visual inspection (Ozkan &
Sunar 2007).

Afterwards, the training patterns were sampled randomly for a reasonable number of patterns to
reduce the computational burden from training areas. For each class, 5000 training and 5000 test
patterns were collected separately (Ozkan & Sunar 2007).

From artificial neural network structures, Multilayer Perceptron was employed. The training
algorithm used for updating the synaptic weights and bias values was selected as Resilient
Backpropagation (Reidmiller & Braun 1993). This learning algorithm was found as the best from a
test sequence of different learning rules such as standard gradient decent with momentum,
conjugate gradient methods and one-step secant. Only one hidden layer and 50 neurons in this
hidden layer were used (Ozkan & Sunar 2007).

In GLM application, binomial distribution was chosen for the response distribution since the
response is binary categorical data. Loglog function was used as the link function because it gave
better results than the others. For loglog function, the linear equation would become as follows
(Eq.3):

443322110))log(log( iiiii xxxx                (3)

The estimation of parameters was done by both IWLS and GA. Both algorithms were evaluated
in Matlab platform. In the evaluation of GA, the selection, crossover and mutation functions are
stochastic uniform, Scattered and Gaussian respectively.

The classification results of the test data from ML, ANN and GLM were given in Tables 3, 4, 5
and 6. In these tables, the abbreviations of PA, UA and OA mean producer accuracy, user accuracy
and overall accuracy. In addition to overall accuracy, the test of hypotheses based on Z-test was
done with respect to the Kappa and Z statistics values (Congalton & Green 1999). The significance
level was considered as 0.05. In the first test, Kappa statistics was individually tested for evaluating
the difference of the algorithmic classification from a random one. The second test was done to see
how well the classification methods differ from each other. The Kappa and Z statistics values were
given in Table 7 and 8, respectively.

Test 1:
H0:Kappa1=0 , H1:Kappa1 0 and the rejection region R: |Z| z /2

For  significance level of 0.05, R: Z 1.96 or Z -1.96
The test statistics, 1 1/ ( )Z Kappa Var Kappa

Test 2:
H0:(Kappa1-Kappa2)=0 and H1:(Kappa1-Kappa2 0 and the rejection region R: |Z| z /2

For  significance level of 0.05, R: Z 1.96 or Z -1.96
The test statistics, 1 2 1 2(| |) / ( ) ( )Z Kappa Kappa Var Kappa Var Kappa

Table 3. ML classification.

Oil Alike UA
Oil 2714 733 78.7

Alike 2286 4267 65.1
PA 54.3 85.3 OA=69.8
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Table 4. ANN classification.

Oil Alike UA
Oil 3311 521 86.4

Alike 1689 4479 72.6
PA 66.2 89.6 OA=77.9

Table 5. GLM classification through IWLS.

Oil Alike UA
Oil 2918 1085 72.9

Alike 2082 3915 62.3
PA 58.4 78.3 OA=68.3

Table 6. GLM classification through GA.

Oil Alike UA
Oil 2535 587 81.2

Alike 2465 4413 64.2
PA 50.7 88.3 OA=69.5

Table 7. Kappa and Z statistics.

Kappa(%) Z-statistic
ML 39.62 45.40

ANN 55.80 69.16
GLM (IWLS) 36.70 40.21

GLM (GA) 38.96 45.64

Table 8. Pair-wise Z statistics.

ML ANN GLM (IWLS) GLM (GA)
ML - 13.61 2.35 0.54

ANN 13.61 - 15.72 14.34
GLM (IWLS) 2.35 15.72 - 1.84
GLM (GA) 0.54 14.34 1.84 -

For a selected oil spilled region excluding the test patterns, totally 194376 dark patterns of
textural features were extracted (Fig.2). The classification images of ANN MLP, ML and GLM GA
were given in Figure 2. The cross-coherence matrixes of these classifiers through these patterns
were given in Table 9 and 10.

Table 9.Cross coherence matrix for oil class.

MLP ML GLM GA
MLP 193470 192277 181991
ML 192277 193024 182182

GLM GA 181991 182182 182251

Table 10.Cross coherence matrix for alike class.

MLP ML GLM GA
MLP 906 159 646
ML 159 1352 1283

GLM GA 646 1283 12125
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(a)          (b)          (c)         (d)

Fig 2. Classification of dark areas (a) Raw image; (b)ANN MLP (c) ML (d) GLM GA. (Red and green colors
are showing oil and alike, respectively).

The classifiers are supposed to produce only oil class for these patterns. So, the table 10 can be
somewhat considered as error. As GLM has lower performance, it gives low coherence with both
MLP  and  ML  for  oil  class.  But  for  alike  class,  GLM  has  low  coherence  with  MLP  and  high
coherence with ML. The accordance between GLM an MLP for alike class is higher than ML.

CONCLUSIONS

Remote sensing and satellite data are effective tools for man-made hazards like illegal oil spill
discharges that need a synoptic view when there is an emergency status and where on site
surveying is not possible. Another very important aspect of remote sensing is the production of the
near-real time data by operational satellite-based systems so that authorities can quickly and
directly use it. One of the most critical data to be supplied is the position of the possible oil spill
and its probability level (i.e., low, medium or high). Since this information will be used for the
response crews in a short enough time following an oil spill incident, the accuracy of the detection
has an importance.

In  this  study,  ML,  ANN,  MLP and  GLM classifiers  were  compared  for  capability  of  oil  spill
detection. As shown in the test 1, the classification matrixes of all classifiers are better than
random, i.e. rejection of null hypothesis with respect to the significance level of 5%. ANN MLP is
found far and away the winner of this competition. The performance of GLM through GA is
comparable  to  the  ML.  This  situation  is  also  proved  statistically  by  the  second  test,  i.e.  null
hypothesis can’t be rejected and substantiated. But, although overall accuracy of GLM GA is
superior to the accuracy of GLM IWLS, statistical tests in the second group show that there is not
adequate evidence to substantiate the alternative hypothesis between GLM GA and GLM IWLS,
i.e. there is statistically no difference between GA optimization and IWLS parameter estimation
with respect to the significance level of 5%.

Despite being a new method as a classifier, these results should encourage to use GLM for oil
spill detection. Since GA intelligent optimization depends on selection, crossover and mutation
functions, the effectiveness of GA will be deeply examined with different compositions in future.
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ABSTRACT: The purpose of this paper is to provide an update on a program, referred to as 

NEXTMap
®

 to create a single uniform DEM (Digital Elevation Model) for Western Europe and 

similarly for the USA using the airborne InSAR (Interferometric Synthetic Aperture Radar) tech-

nology. The program is well advanced and completion of this program is slated for the end of 

2009. The database is being populated country by country and is available under commercial li-

cense to the user community.  The characteristics of this DEM are intermediate in detail between 

those provided over wide regions by satellite technology and the more localized technology of li-

dar and airborne photogrammetry.   

The NEXTMap
®

 program aims at being able to provide DSM (Digital Surface Model), DTM 

(Digital Terrain Model) and ORI (Orthorectified Image) products in a seamless fashion on a na-

tional and regional scale. This paper addresses three potential market areas that would benefit from 

the NEXTMap coverage (as listed below) and compares the products so created with existing solu-

tions, as applicable. 

• Intelligent Transportation Systems (ITS): This includes predictive adaptive lighting, bird 

view navigation systems and use of 3D road vectors to improve fuel efficiency.  

• Flood Risk Solutions: Changes in the insurance market has increased the demand for the 

GIS solution to develop forecast estimates for natural hazards. 

• Personal Navigation Devices (PNDs): Information ranging from 3D routes to cell coverage 

can be made available in PNDs with a very simple user interface, to serve navigation and 

safety as well as recreational purposes. 

 

1 INSAR PRINCIPLES 

The interferometric process has been widely discussed in the literature, (e.g. Zebkor and Villsenor 

(1992), Bamler and Hartl (1998), Rodriguez and Martin (1992)). The geometry relevant to height 

extraction, ‘h’, is illustrated in Fig. 1.  

If two antennas, separated by baseline ‘B’, receive the back-scattered signal from the same 

ground pixel, there will be a path difference ‘δ’ between the two received wave-fronts. The base-

line angle ‘θb’ is obtainable from the aircraft inertial system, the aircraft height is known from dif-

ferential GPS and the distance from antenna to pixel is the radar slant range. Then it is simple 

trigonometry to compute the target height ‘h’ in terms of these quantities as shown in equations 

1–3. 
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Figure 1. Schematic of Airborne InSAR Geometry. 

Table 1. Selected System Parameters of Intermap’s Airborne InSAR Systems (STAR Series only) 

System / Parameter STAR-3i STAR-4 STAR-5 STAR-6 

Operational year (Initial) 2002 

(1996) 

2004 2007 2007 

Platform Lear 36 King Air 200T King Air 200T Lear 36 

Typical speed (km/hr) 720 430 430 720 

Wavelength / Polariza-

tion

3 cm / HH 3 cm / HH 3 cm / HH 3 cm / HH 

Bandwidth (MHz) 135 135/270 135/270 135 

Baseline length (m) 0.93 0.96 0.93 0.94 

Look direction Left or right Left or right Left or right Left or right 

Platform altitude (km) 6 – 12 4 – 8.5 4 – 7.5 6 – 12 

Swath width*  8 – 15 6 – 11 8 – 15 6 – 11 

sin (θf – θb) = δ/B (1) 

δ/λ = φ /(2* π) + n (2) 

H = H –  rscos (θf) (3) 

The path difference ‘δ’ is measured indirectly from the phase difference ‘φ’ between the received 

wave fronts (eqn. 2).Because the phase difference ‘φ’ can only be measured between 0 and 2π (mod-

ulo 2π), there is an absolute phase ambiguity (‘n’ wavelengths) which is normally resolved with the 

aid of relatively coarse ground control. A “phase unwrapping” technique completes the solution. Thus 

the extraction of elevation is performed on the “unwrapped” phase. Often the InSAR is operated in a 

so-called ping-pong mode which effectively doubles the value of the geometric baseline B. These eq-

uations become the basis for sensitivity and error analysis (e.g. Rodriguez and Martin, 1996). For 

‘single-pass’ InSAR airborne systems as described in this work, the signals are received almost si-

multaneously so that errors induced by temporal-decorrelation are not a factor as is the case for satel-

lite systems such as ERS and Radarsat which operate in a ‘repeat-pass’ mode. Provided the baseline 

length, position (from DGPS) and attitude (from coupled GPS/inertial) are adequately controlled 

and/or measured, the dominant noise-like error source arising out of these sensitivity equations is 

‘phase noise σφ’ so that the signal-to-noise ratio, a function of flying altitude among other system-

related factors, becomes a means of (partly) controlling height error specifications. That is, other pa-

rameters being fixed, the height noise will increase as a function of flying altitude. For example, 

DEMs created from the STAR-3i system (Table 1), when operated at approximately 9 km altitude, 

have a height-noise level of about 0.5 m (1 sigma, 5 m sample spacing) at the far edge of the swath. 

Systematic errors, with reference to STAR-3i DEMs, are usually slowly varying and arise from a va-

riety of sources but are limited through calibration, operational and processing procedures. 
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The schematic idealization of Fig. 1 is replaced of course by many factors in the practical imple-

mentation of InSAR. For example a complex image containing phase and magnitude information is 

created from the signal received at each antenna. Subsequent operations on the complex images allow 

three ortho-rectified products to be derived: DEM, Magnitude and Correlation. The DEM, as noted 

earlier, is usually referred to as a DSM in recognition that the received signal relates to the scattering 

surface which may be the terrain or could be an object upon the terrain, natural or otherwise. The 

magnitude is often referred to simply as an Ortho-Rectified Image (ORI). The ORI is fused with multi 

spectral imagery to create a Color Ortho-rectified Image (CORI). In relatively open urban or forest 

situations, it is possible to create a DTM (Digital Terrain Model) from the DSM (Wang, et. al., 2001) 

and is offered as a core product along with the DSM and ORI (Table 2). 

2 CURRENT INTERMAP AIRBORNE INSAR SYSTEMS 

Intermap has developed five airborne InSAR systems and currently operates four of them. Current 

specifications of the four STAR systems used in the NEXTMap® program are summarized in Ta-

ble 1 and the platforms are shown in Fig. 2.  

 

Figure 2. Clockwise from upper left: STAR-3i, STAR-4, STAR-5 and STAR-6.  

Table 2. Selected Intermap Core Product specifications for InSAR DSMs and DTMs 

ORI/CORI DSM DTM Product 

Type Pixel size RMSE  

horizontal 

Spacing RMSE  

vertical*

Spacing RMSE  

vertical*

I 1.25 m 2.0 5.0 m 0.5 5 m 0.5 

II 1.25 m 2.0 5.0 m 1 5 m 1 

III 1.25 m 2.0 5.0 m 3 – –

*RMSE vertical accuracy is with respect to terrain that is moderately sloped, bare (DSM) and unobstructed. 

DTM specifications apply to areas for which the forest or other above ground cover is ‘patchy’ to a 

maximum scale of about 100 m. Details of these specifications can be found at www.intermap.com. 
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In principle, the acquisition rate for a single system could reach about 7,000 sq. km/hr for the Lear 

Jets. In practice, however, the effective acquisition rate is considerably reduced by turning times at 

end-of-line, side lap (terrain-dependent, so is the swath width*) and the requirement for partial re-

flights due to factors which would otherwise drive the data outside specification. 

3 PRODUCT SPECIFICATIONS 

The core products available from Intermap’s online store include ORI, CORI, DSM and the bare 

earth DTM. X-band images are available at 1.25 m resolution with similar horizontal accuracy. DSM 

and DTM are posted at 5 m spacing. The elevation products are available in three standard vertical 

accuracy specifications as illustrated in Table 2. It is worth noting that all four of the STAR family of 

sensors is able to achieve these product specifications despite the nuance of individual system design 

or platform specifics. Apart from these CORE specifications, other accuracies and image/DEM reso-

lution can be supported to meet specific requirements. Optical/radar merged products are now also 

becoming available. Varying flying altitudes and operating modes enable different accuracy specifi-

cations to be achieved which may be reflected in cost. 

4 OPERATIONAL FLOW

The operational flow consists of four major stages:  

(1) Planning and acquisition 

(2) Interferometric processing 

(3) Editing and finishing  

(4) Independent Quality Control (IQC)  

Following the final acceptance from IQC, the data sets are delivered to the data base repository 

(the ‘Intermap-Store’). The operational concept has evolved to accommodate the requirements im-

posed by the current NEXTMap® goals as well as custom projects. The NEXTMap® Europe and 

USA objectives alone require the data acquisition for an area incorporating more than 10 million sq. 

km, to be completed by the end of 2008. All aspects of production are managed with rigorous QC 

checks throughout and within the framework of the companies’ ISO9000 certification. 

 

Planning and Acquisition: Typically blocks of 1200 km × 400 km in size are planned. Within these 

blocks, parallel flight lines are planned according to the terrain. Sufficient overlap is incorporated into 

the plan to ensure there are no gaps in coverage between imaged swaths. Thirteen tie lines per block 

are flown, orthogonal to the main data passes. The tie lines are required to assist in the removal of 

systematic errors during the processing stage. Radar reflectors are postioned on the ground at the ends 

of the tie lines prior to imaging and surveyed in precisely. These ultimately fix the DEM and ORI to 

the reference ellipsoid.  

Navigation and certain other data are processed and analysed after each mission in order to deter-

mine whether the quality limits, for the particular data type specified, have been satisfied. Data must 

be re-acquired if it fails to meet quality criteria. Normally this quality check is performed before the 

flight and ground crew demobilize. 

 

Interferometric Processing: The production process is very complex as it accomodates multiple 

platforms, high data volumes, differing product specifications, dynamic schedule priorities and de-

mand for high throughput. This part of the process, now performed in a single processing centre, has 

been automated to a considerable extent with internally developed software and procedures. The sys-

tem is PC-based and much of the processing power comes from the 64-bit blade hardware. In particu-

lar, the processing architecture has been developed to be scalable in order to accommodate the in-
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creasing data volume as acquisition efficiency and platform numbers have increased. The process in-

gests the raw signal data (‘phase history’), ancillary data and navigation data. Following ingestion, 

the system performs the interferometric processing to ultimately create strips of image and elevation 

data. Systematic errors are reduced through an internally-developed adjustment process using the 

controlled orthogonal tie lines that run across the data block. Output products in the form of 7.5’×7.5’ 

tiles are created for editing. 

 

Editing and Finishing: A digital mapping system referred to as Interferometric Editing System (IES) 

was developed, incorporating a feature rich set of editing tools within a stereo-viewing environment. 

The input data tiles (images and DSMs) are ortho-rectified so false stereo is created to enable the im-

age to be viewed and manipulated in three dimensions. The operator uses the tool set to address hy-

drological features (e.g. flatten water bodies, ensure rivers run down hill), edit transportation features 

(roads, railways, airports, etc) and radar artifacts. A set of editing rules determines a consistent appli-

cation of the IES tools across different geomorphological units and across different editors. Editing is 

the most labor intensive component of the operational activity and incorporates many quality control 

steps within the process. At the end of the process, 7.5’×7.5’ tiles of DSM, DTM and ORI are deliv-

ered to IQC. 

IQC (Independent Quality Control): IQC is an autonomous group, separated from the production 

team. The mandate of the IQC group is to review the IES output tiles for editing completeness and 

accuracy. The accuracy checks are usually with respect to publicly-available GCP data such as the 

NGS (National Geodetic Survey) network in the USA. Tiles judged incomplete at the 95% level, or 

whose accuracy checks are outside specification are returned to the production side for re-processing 

as required. The IQC approved tiles are forwarded to the Intermap-Store, for ingestion into the data-

base. Subsequent to this stage, the data are available to the public under license. A global interface 

tool allows regions of interest to be displayed for availability and detail, including thumbnail presen-

tations.

5 NATIONAL MAPPING PROGRAMS: NEXTMAP® 

NEXTMap® is a registered trademark to describe Intermap’s InSAR based national and regional 

mapping programs. Specifically the concept is to make DSM, DTM, ORI and CORI products gener-

ally available in a seamless fashion over national and trans-national regions where multiple applica-

tions and markets may benefit.  

Forecast dates for product availability of NEXTMap® USA and of NEXTMap® Europe areas are 

shown in Fig. 3. Two factors will likely impact these forecasts: (1) the time it takes to obtain over-

flight permits vary from country to country, and (2) priorities are subject to market forces. 

At the time of this writing, acquistion has been completed for NEXTMap® Europe and process-

ing is well underway while the NEXTMap® USA acquisition is 65% complete. The data acquisi-

tion phase for Germany was completed in a 3-month period of 2006 and the completed products are 

available in Intermap-Store, since November 2007. 

6 APPLICATIONS 

Intelligent Transportation Systems 

Intermap is building a countrywise 3D road vector database by adding the height extracted from the 

DSM to the 2D road vectors. Rapid growth of the Intelligent Transportation Systems (ITS) market 

has been triggered by nationwide coverage. Prototype results from NEXTMap® Germany data meet 

the auto industry accuracy standards for 3D road vectors in North America and Europe.    

 

S. Gopal and B. Mercer / National and regional scale InSAR DEMs and applications192



Figure 3. Forecast Dates* for Product Availability of NEXTMap® Europe and NEXTMap® USA Areas. 

* This forecast may change subject to operational and other priorities. 

The 3D road vectors can not only improve the accuracy of existing routing data but also provide 

accurate information about the 3D characteristics of the road ahead and hence serve as a ‘sensor’ in 

driver assistance systems – headlight steering, lane departure warnings, curve notification, throttle 

management, to mention a few. An example of headlight steering and 3D road vectors overlaying 

image and terrain is shown in the bottom left and right parts of Fig. 4, respectively. 

Flood Risk Solutions  

Figure 5 illustrates the importance of accurate and detailed elevation data for modelling applications 

such as a flood induced by a storm surge. In this example, a Katrina like event is applied to Miami. 
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Note the differences between simulations based on NEXTMap® data compared to the prediction 

prepared by FEMA based on the elevation data from another source. One area (parts of it indicated by 

red circles in the Figure) of the FEMA prediction overestimates the inundation by 50% while it also 

misses an entire area that would be inundated through the channel at the bottom of the image (yellow 

circle in the Figure), resulting in an unpleasant surprise for the insurance company. 

Risk management solutions offer gecoding and 2D as well as 3D visualization (with house based 

coordinates), risk data assessment tool (for natural hazards like flood, windstorm, hail, earthquake 

etc.), portfolio analysis (for eg, report on what percentage of the areas are in a 50 year, 100 year or 

200 year risk zones), exposure modeling (influence of exact geo location on optimum calculation of 

reserves to meet legal and strategic requirements) and maintenance services (for e.g., regular updates 

of the address database) and hence can prove to be viable candidates in the insurance market.  

Personal Navigation Devices 

Using the NEXTMap® USA data products enables the PNDs to be far more robust; providing 

uniformly reliable map information where data does not exist, while significantly improving the 

accuracy of the existing data.  Users have access to clearly identified trails, paths and roads, overlaid 

on a 3D model. They can virtually elevate from their location to an elevation they choose. They can 

even navigate across the touch screen to view in 3D the surrounding terrain, public and private land 

boundaries, and cell-phone coverage grids, as shown in Fig. 6. While the left part of the figure depicts 

the GPS tracking mode, the right part shows the cell phone coverage with the gold color overlay.  

CONCLUSIONS 

The NEXTMap® program, based upon airborne InSAR, is in the process of creating a 3-dimensional, 

homogeneous, seamless database comprising DSM, DTM and ORI products, for eighteen countries 

of Western Europe (in addition to Britain that is already available) and for the USA (excluding 

Alaska). The DSM is specified at 1 m RMSE vertical accuracy for 5 m sample spacing, while the 

 

Figure 4. Predictive Adaptive Lighting (bottom left) and 3D road vectors (right). 
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Figure 5. Forecast of Katrina like event in Miami.  

  

Figure 6. Examples of PND features: 3D view of route and cell coverage. 

ORI is specified at 1.25 m resolution with better than 2 m RMSE horizontal accuracy. For many ap-

plications the combination of detail provided, national and trans-national availability and shared pric-

ing through license arrangements should produce an attractive user opportunity. The creation of the 

datasets for both areas is well underway and scheduled for completion in 2009. With respect to many 

market applications such as ITS, flood risk solutions, PNDs and visualization these products should 

occupy a solid niche, relative to alternative technologies. 
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ABSTRACT: Preparation of land cover / land use maps for large areas, based on automatic clas-
sification of high-resolution satellite data is the objective of many application programmes, e.g.
GSE Land Monitoring Services. The crucial point for this kind of activity is to apply optimal
classification approach, which will ensure high class recognition accuracy and classification re-
peatability. Among different approaches object-oriented approach seems to give the best results,
as  it  allows  to  use  various  spectral  and  non-spectral  features  in  the  classification  process  and
enables to have more control of the final map accuracy.
The presented paper demonstrates the method, developed within object-oriented approach, called
rule-based classification. In this method SPOT satellite image with 20-meter resolution was ana-
lyzed in eCognition environment, assuming that Standard Nearest Neighbour classifier, based on
selected sample objects, will not be applied. Instead of it, contents of SPOT satellite image was
characterized by various spectral / texture parameters describing directly particular land cover /
land use classes, as well as by pre-defined functions, determined on the basis of graphical analy-
sis of feature space constructed for particular terrain objects.
The classification process begins with recognition of water class, whose objects were delineated
using multi-resolution segmentation. For the remaining land cover classes new segmentation is
prepared. In turn, general forest class and urban class are discriminated; in the next stage both
classes are divided into more specified categories. Consequently, broad agricultural and grass-
land classes are determined, being next divided into more detailed information classes. In total
13 land cover / land use categories were discriminated in the presented work. Final classification
map has been prepared using aggregation procedure, in order to obtain map resolution fulfilling
4ha size of Minimum Mapping Unit. Overall accuracy of all classes checked through verification
process reached 89.1% with Kappa statistic 0.87.

1 INTRODUCTION

Concept of division of image contents into so-called objects is not new (Gonzalez & Wintz, 1977).
However, only 8 years ago, when new eCognition software appeared, rapid development of object-
oriented methods of image classification can be observed. New possibilities of object recognition
are clearly visible, while observing improvement of tools offered to users in subsequent software
versions. In many scientific centers research works aimed at preparation of optimal object-oriented
methods for  classification of satellite data were undertaken. These works were concentrated on
two principal aspects: multi-resolution image segmentation, which would allow to delineate homo-
geneous land cover classes, and on comprehensive class characteristics, taking into account both
spectral and textural features, as well as relation between objects.  Authors of the works used multi-
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source satellite data (Whiteside, 2005), as well as high-resolution images (QuickBird, Ikonos),
which enable to apply texture and shape features more effectively (Wei et al., 2005, Kressler et al.,
2005). Standard Nearest Neighbour classifier, which is based on using training areas for particular
land cover classes, was the most commonly applied method of classification   (Yuan & Bauer,
2006, Hajek, 2005). Recently, taking advantage of development of eCognition software, research
works on new object-oriented approach were undertaken. This approach is based on using parame-
tric spectral / texture values for the determined classes and hierarchical classification. which applies
decision tree method.  Mostly these works  were concentrated on the selected urban or natural land
cover categories (Ehlers et al., 2006, Lucas et al., 2007). The presented work is a new proposal for
preparing land cover map based on satellite data with 10 –30 meter resolution,  using parametric
approach for object-oriented classification.

2 STUDY AREA AND SATELLITE DATA

Methods of object-oriented classification were studied using multispectral SPOT 4 satellite image
characterized by 20 meter spatial resolution. The image was collected on July 16, 2007. It covers
area in central-north Poland, comprising Kujawy region.
 Arable land is predominant type of land cover within this region; large areas of grasslands, as
well coniferous and deciduous forests also appear here. There is also quite extensive drainage sys-
tem (canals, lakes, Notec and Vistula rivers), as well as large urban agglomeration (Bydgoszcz).
 SPOT satellite image prior to object-oriented classification was pre-processed. This stage in-
cluded image rectification and atmospheric correction of raw satellite data. While rectifying Near-
est Neighbour algorithm was used, whereas for atmospheric correction ATCOR module working
within PCI software environment was applied.

3 METHODICAL APPROACH

The assumed scheme of classification is presented in figure 1. Hierarchical process starts with rec-
ognition of  objects representing land cover class “water”. Next, general classes of forest, built-up
land, meadows and agricultural land are discriminated. These general land cover categories are di-
vided into subclasses in subsequent stages of classification. Then the objects, which are recognized
through relations with previously discriminated classes, are classified. These are the following sub-
categories: green urban areas, construction sites and deforestations.
Classification flowchart starts, as usually in object-oriented approach, with segmentation. The aim
of first segmentation is to create objects representing solely class “water”.  This segmentation,
based only on SPOT 3 band,  is multistage; in the course of subsequent five cycles scale coefficient
changes from 5 to 25.  The assumed approach enables to delineate objects, which describe ade-
quately shapes of lakes and rivers with various lengths and sizes.  Next class “water” is recognized
using threshold values in SPOT 3 and SPOT 4 bands, taking into account shape parameters, which
help in identification of  elongated river beds.
 While  recognizing  class  “water”  image  area  represented  by  all  non-classified  objects  was  seg-
mented once again; this segmentation was used in discrimination of the remaining classes. All four
SPOT bands were applied in segmentation process; scale parameter was set to 10.
 At the next stage on the basis of segmented image  general forest class is delineated. (without di-
vision into sub-classes). In order to do that, non-typical solution was applied; it is based on defining
equation of straight line, which separates forest objects from the remaining objects in two-
dimensional space formed by SPOT 3 and SPOT 4 reflectance values.  Coefficients of equation
were determined on the basis of graphical analysis of scatterplot formed by SPOT 3 and SPOT 4
bands. This approach is not complicated but it requires to select appropriately not large subset of
image, which includes forest areas and their surroundings. The example of  above mentioned scat-
terplot with  the defined straight line is presented in figure 2; forest areas are represented by points
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located above the line. In addition, in order to limit number of objects threshold values in SPOT 1,
SPOT 3 and SPOT 4 bands were applied. At the next phase forest class was divided into 3 sub-
classes: deciduous, coniferous and mixed forests To do that brightness parameter, representing
mean values of objects in all four SPOT bands was utilized.  Such an approach is similar to that
presented in de Kok et al. works (2000) and Lewinski work (2006), where forest sub-classes were
discriminated on the basis of analysis of reflectance values in panchromatic band.

Figure 1. Classification flowchart of SPOT satellite image
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Figure 2. Principle of recognizing forest class with the use of straight line equation

At the next stage of classification non-classified objects are analyzed in order to recognize
classes of built-up land .  As in case of forests first general class of built-up land is defined and next
it  is  divided into sub-classes.  It  was found as  a  result  of  analyses,  that   Haralick texture measure
GLCM Contrast  (Haralick et al., 1973) will be the basic classifier. However, texture values were
not calculated on the basis of original spectral bands, but using specially transformed image, name-
ly SPOT 2 band filtered with the use of Laplacian Edge Detector (Type 1) offered by PCI Geoma-
tica software. This approach is similar to that proposed for forest recognition at de Kok et al. work
(2005) . The applied transformation enhanced edges of objects representing built-up land; the trans-
formed image is shown in figure 3. In addition, in order to increase accuracy of class recognition
the following class parameters were utilized: GLCM Homogeneity texture measure based on SPOT
2 band, ratio  SPOT 3 / SPOT 2 as well as  threshold values in SPOT2, SPOT3 and SPOT 4 bands.
Next, general class of  built-up land was divided into 3 sub-classes: continuous built-up land, dis-
continuous built-up land, industrial or commercial units. The division was done using ZABUD2
criterion, which is based on combination of SPOT 1, SPOT 2 and SPOT 4 bands;
ZABUD2 = 10*(SPOT 2 –2*SPOT 3 + SPOT 4).

After recognizing classes of built-up land grasslands and arable land are classified. In order to do
that, as in case of forests, equation of straight line was applied.  The line was determined in a fea-
ture space formed by SPOT 4 reflectance values and NDVI values.  Objects located above  this line
were attributed to general class “grasslands”, while below it to general class “arable land”.  In turn,
grasslands were divided into 2 sub-classes: mown grasslands + fields and non-mown grasslands +
fields;  SPOT 3 / SPOT 4 ratio was the basis of this division. At next step, from subclass “mown
grasslands + fields”  final subclasses “mown grasslands” and” bare fields” were discriminated, us-
ing threshold values in SPOT 4 band. Second subclass “non-mown grasslands” was delineated ap-
plying difference of mean reflectance values in SPOT 2 and SPOT 1 bands, as well as threshold
value in SPOT 4 band. The remaining objects existing within subclass “non-mown grasslands +
fields” were divided into vegetated fields and bare fields, utilizing threshold value in SPOT 4 band.
 Objects classified preliminarily as arable land were attributed to sub-classes “bare fields” and
“vegetated fields”, applying threshold values in SPOT 1 and SPOT 4 bands.
 At this stage of classification all objects existing on satellite image were already classified.  Fur-
ther action was aimed at  re-classification on the basis of direct object properties and relations
among particular classes.
 Class “gardens” was derived from sub-class “vegetated fields”. The following parameters were
used for its delineation: texture measure GLCM Contrast based on SPOT 1 band, SPOT3 / SPOT 4
ratio, mean reflectance value in SPOT 4 band,  standard deviation in SPOT 3 band. Also informa-
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tion on distance from straight line dividing SPOT 4 / NDVI feature space into grasslands and arable
land was here utilized  Application of quite a large number of parameters was indispensable due to
spectral heterogeneity of  the class and its diversified texture.  In Poland class “gardens” includes
clusters  of  small  plots,  ca  300  m2 in size, incorporating  holiday cottages, garden houses or out-
buildings. Vegetation within these plots can be very diversified, mainly composed from fruit trees
and shrubs.

Figure 3. Example of applying Laplacian Edge Detector (Type 1) for filtering SPOT image with built-up
land.

 “Green urban areas” were the next  class defined on the basis of already classified objects. Fo-
rests, grasslands and vegetated fields were taken here into analysis. Degree of  adjacency to built-
up land was  the basis classification criterion in this analysis. Similar criterion was applied in case
of delineating class “construction sites”, which was initially classified as bare fields.
 According to classification flowchart deforestations were the last class taken into consideration.
Its recognition is quite complex process, which implies application  of additional segmentation of
satellite image. It is created below the main classification level in such a way, to be able to obtain
small objects, which potentially could be clear-cuts.  This segmentation was done on the basis of
SPOT 4 band, using small scale coefficient. Clear-cuts were identified assuming, that they have
higher reflectance values in SPOT 3 and SPOT 4 bands than the surrounding objects. Next re-
classification  of  forest  class  was  performed,  using  relation  with  layer  where  clear-cuts  and  small
objects surrounded with forest were identified
 Classes recognized separately, but  representing the same (or similar) land cover category, were
joined. Class “grasslands” was created from joining mown and non-mown grasslands. Similarly, in
case of arable land this class  was formed  through joining objects representing vegetated and bare
fields. In total 13 classes were discriminated; they were presented in table 1.

4 FINAL MAP PREPARATION AND DISCUSSION OF THE RESULTS

Getting information about land cover / land use with a pre-determined degree of spatial resolution
was one of the assumptions of the presented work. To achieve this goal area of 4 ha was assumed
as  a  Minimum  Mapping  Unit  (MMU);  it  corresponds  to  100  SPOT  pixels.  Size  of   MMU  was
carefully justified. While making visual interpretation 4 ha, i.e. square  200 x 200 m is practically
the smallest area, which can be delineated at a scale of  1:50 000; at this scale 4 ha corresponds to
2 x 2 mm.  Size of minimum mapping unit is also justified by classification principles, which in-
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clude information derived from Haralick texture measures. These measures are reliable, when cal-
culations are based on high enough number of pixels. De Kok (2002) found, that objects, which
will be analyzed through texture measures, should have at least 30 pixels.
 In order to achieve the assumed spatial resolution the  classification raster image was genera-
lized. Standard PCI Geomatica functions were used for this purpose. It was assumed, that group of
pixels with the same values smaller than minimum mapping unit is incorporated into adjacent, the
largest homogeneous group of pixels. Analysis of size of pixel groups was done in multi-stage
process, owing to this approach number of possible “non-logical” changes of classification was mi-
nimized. Table 1 includes areas of particular land cover classes and their percentage contribution to
total classified area.

Table 1. Class areas after generalizing process with the use of 4ha MMU.
Class No class name                  ha                  %

1 continuous built-up land 1 432.3 0.40
2 discontinuous built-up land 4 772.8 1.32
3 industrial or commercial units 4.6 0.001
4 construction sites 71.9 0.02
5 green urban areas 561.9 0.16
6 arable land 206 097.8 57.01
7 grasslands 52 633.7 14.56
8 gardens 1 857.3 0.51
9 coniferous forests 49 899.1 13.80
10 deciduous forests 13 487.8 3.73
11 mixed forests 23 548.1 6.51
12 deforestations 487.6 0.13
13 water 6 674.6 1.85

 total          361 529.5 100

At the next stage accuracy assessment of the obtained classification was carried out. 1400 points
were distributed randomly within the classification image, proportionally to the area of the recog-
nized classes.  Results of accuracy assessment in the form of error matrix, including producer’s and
user’s accuracy, are presented in table 2.
 Overall accuracy of classification was 89.1 %. Taking into account number of classes and total
area covered with classification (over 3600 km2 ) the obtained result can be found as satisfactory.
This conclusion is supported by high Kappa coefficient (0.87).

The best results were achieved for class “water”. Accuracy of the largest class “arable land”
reached over 90 %; similar result was achieved for class “grasslands”. Analyzing forest classes,
coniferous forests were classified with the highest accuracy, influenced by precision of classifying
mixed forests. Some  objections one can have for classification of deciduous forests, reaching ca.
80 %. Main misclassifications are due to confusion with two classes: mixed forests and arable land.
In first case accuracy is dependent on precise definition of mixed forests, while  arable land cov-
ered with vegetation is sometimes mixed with deciduous forests due to spectral similarity of both
classes.

Quite good results were obtained for three classes of built-up land.  However, it must be consi-
dered, that  after generalization class “industrial or commercial units” is represented only by one
object having area over 4 ha. Smaller objects were incorporated to two remaining classes of built-
up land.
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Table 2. Accuracy assessment of classification of SPOT image.

Class No Reference data Sum
1 2 3 4 5 6 7 8 9 10 11 12 13

1 37 1 3 5 46
2 46 1 4 51
3 46 46
4 5 1 31 1 7 45
5 7 1 38 46
6 7 1 498 11 2 11 4 1 535
7 12 145 1 1 159
8 1 17 4 17 1 40
9 156 1 2 1 160
10 1 2 1 56 10 1 71
11 10 1 80 1 92
12 1 3 2 1 33 40
13 1 2 1 65 69

Sum 37 66 52 32 40 544 164 17 174 72 100 35 67 1400
Accuracy %
Producer’s 100 69.7 88.5 96.9 95.0 91.5 88.4 100 89.7 77.8 80.0 94.3 97.0
User’s 80.4 90.2 100 68.9 82.6 93.1 91.2 42.5 97.5 78.9 87.0 82.5 94.2
Overall accuracy  89.1%,       Kappa coefficient   0.87
* Full  class names are given in table 1

Results of accuracy assessment obtained for discontinuous built-up land are characterized by
significant differences, while analyzing producer’s and user’s accuracy. Classification image
should comprise more objects attributed to this class. Good results were achieved for classes “green
urban areas” and “construction sites”; the last one was recognized excessively. The same applies to
class “deforestations”. The lowest accuracy was reached for class “gardens” ; although producer’s
accuracy is 100 %, user’s accuracy reaches only 42.5 %.  It means, that too many  objects were at-
tributed to this class; it can be found in table 2 that some objects representing class “arable land”
were misclassified as “gardens”. In case of this class the applied classification approach proved to
be not sufficient. It is caused by spectral heterogeneity of class “gardens” and spatial resolution of
SPOT image, which is not adequate for recognizing texture features formed by relatively small ob-
jects.

5 CONCLUSIONS

The presented work demonstrates object-oriented approach, which assumes recognition of land
cover classes based solely on spectral / textural / relational parameters, without applying Standard
Nearest Neighbour classifier. Using tools of eCognition  software (version 5) land cover / land use
classes are recognized in subsequent processes, applying principle of decision tree. At first stage
five general classes are discriminated: water, forests, built-up land, grasslands and arable land.
Next, they are divided into sub-classes and in turn the successive classifications are performed us-
ing relations existing between already recognized objects.
 Innovation in this approach is to apply, beside threshold values of spectral / textural parameters
describing objects,  parameters defined on the basis of equations of straight lines. Owing to these
lines objects are divided into classes in two-dimensional feature space. Coefficients of equations
are determined on the basis of visual analysis of scatterplots.
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 The applied approach enabled to obtain overall accuracy of classification image  of 89.1 %.  This
result should be considered as satisfactory, taking into account large area of the whole SPOT scene
(60 x 60 km), which implies high diversity of land cover forms within particular thematic classes.
 The presented approach was verified through its application for two other SPOT satellite scenes.
They covered eastern and western part of Poland, different in fragmentation of land cover forms.
In each case, in order to achieve high classification accuracy, modification of parameters used for
identification of particular classes, was necessary.  However, it did not change the principles of the
proposed method. In all three cases the achieved classification accuracy was ca. 90 %; it confirms
the correctness of the applied approach.
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ABSTRACT: This paper describes a method for monitoring the implementation of the REDD (Re-

ducing Emissions from Deforestation and Degradation) process for a pilot project in Cameroon. A 

method was developed and tested in a test area in the transition zone between tropical evergreen 

forest and savannah in Cameroon. The method developed involved a series of processing steps

which can be divided into three groups: (1) pre-processing steps including cloud masking, geomet-

ric and radiometric adjustment as well as topographic normalization; (2) forest masking including

segmentation, classification and manual correction and finally (3) land cover classification includ-

ing spectral signature analysis and training. The last part showed the most crucial problem encoun-

tered in this test phase: due to shifting cultivation, it is difficult to differentiate cropland in the

stage, where it is left to bush fallow and natural bush land and secondary forest. The method and

results were compared to similar studies already performed in Bolivia and Vanuatu and the differ-

ences are discussed. The results gained in the Cameroon test area showed, that 529.786 km²

(equivalent to 3.45% of the forested area) was deforested between 1990 and 2000, further

88.547 km² (3.44% of the forested area) between 2000 and 2005. Further investigations will in-

clude more detailed studies on the issue of degradation and the applicability of the method for the 

roll-out on the whole country of Cameroon as well as on other countries in the Congo region. 

1 BACKGROUND & OBJECTIVES 

At the UNFCCC and Kyoto Protocol Conference of Parties (COP) meeting in Montreal, 2005, the 

governments of Papua New Guinea and Costa Rica, supported by Latin American and African 

countries, submitted a proposal for the consideration of reducing emissions from deforestation and 

degradation in developing countries (REDD) as a mechanism for the post-Kyoto reporting. Avoid-

ing deforestation is considered to be a contribution to the reduction of green house gas (GHG) 

emissions. Parties agreed to a two-year process of evaluation of the issue by initiating REDD pilot 

projects to better understand the REDD process. Under the auspices of the European Space Agency 

(ESA) GMES Service Element on Forest Monitoring a pilot project was developed for REDD im-

plementation and testing in Bolivia and Cameroon with user consultation and endorsement. The 

overall aim of the REDD pilot in Cameroon is to establish baseline projections of emissions caused 

by deforestation (using Earth Observation) combined with regional projections of degradation 

nested in a wall-to-wall approach. In order to assess deforestation and degradation at a national lev-

el a two tier remote sensing analysis to provide forest area maps and forest cover change maps at 

specific time periods of 1990–2000–2005 using high resolution data for the whole country was pro-

posed.
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Several methodological studies for the REDD process are currently underway in tropical rain-

forest countries. An example of a study that also uses high resolution satellite data is the one being 

undertaken in the pacific island state of Vanuatu (Herold et al. 2007). In this study, the deforesta-

tion between 1990 and 2000 was assessed using Landsat, Spot and Aster data. The approach con-

sists of several pre-processing steps such as co-registration, image mosaicking, water and cloud 

masking and image normalization. The main procedure is a wall-to-wall deforestation approach on 

a pixel basis with manual interaction.  

The second similar work has been done in Bolivia (Steininger et al. 2001; Killeen et al. 2007) 

also based on Landsat imagery. The time span was from the mid-1980ies until 2005 with a focus on 

the Santa Cruz department and thus was not a full country wall-to-wall mapping. Also, the map-

ping is restricted to the forest zone with a precipitation of more than 1000 mm per year. The proce-

dure was a pixel-based mapping with a common pixel size of 60 m. A classification of different 

forest types and also other land cover classes was performed. Training and evaluation was based on 

field trips and aerial surveys. A study dealing with the topic of selective logging, a type of forest 

degradation has been carried out in Brazil (Souza et al., 2005). The authors used a contextual clas-

sification algorithm (CCA) to assess logging and fire-derived canopy damages.  

2 DATA

For the REDD pilot project in Cameroon data for national coverage from three time periods was 

obtained. For 1990 and 2000, Landsat data (Landsat 5 and Landsat ETM+ respectively) was pur-

chased. Due to the SLC (Scan Line Corrector) failure (Markham et al. 2004) of Landsat ETM+ in 

2003, for 2005 Landsat data is not available without significant data gaps. DMC (Disaster Monitor-

ing Constellation, http://www.dmcii.com/) data was used alternatively, since it provides a similar 

geometric resolution (32 m compared to 28.5 m from Landsat) and also the Near InfraRed (NIR) 

spectral band. The advantage of DMC data can be seen in its large swath width (600 km) and thus a 

reduced number of images was needed to cover the whole area. In order to cover the whole area of 

Cameroon, 32 Landsat scenes from 1990 and 2000 respectively were necessary. In addition, 14 

partly overlapping DMC scenes have been purchased to cover the time slot of 2005.  

3 METHOD

In order to develop the forest mask a semi-automatic processing chain was developed in this pro-

ject. It consists of three types of processing steps: pre-processing steps, processing steps related to 

forest masks and processing steps to derive the land cover parameters for the deforested areas. The 

order and connection of all steps is depicted in Fig. 1. 

3.1 Pre-processing 

The application of optical remote sensing data in tropical areas often faces the problem of high 

cloud coverage. Large parts of the data sets used in this study were covered by clouds, haze or 

cloud shadows. From the 1990 Landsat coverage, about 26% of the image was cloud covered. In 

the 2000 Landsat imagery, it was approximately 16% and the DMC data had the highest cloud 

cover with 28%. In order to deal with the cloud cover a semi-automatic approach was chosen ow-

ing to the patchy appearance of the clouds. In the first step, the clouds were classified by spectral 

thresholding. In the second step, the cloud mask was treated with a morphological dilation algo-

rithm in order to integrate also the spectrally fuzzy border areas of the clouds. In a third step, the 

mask was duplicated and geometrically shifted in the direction of the cloud shadows (opposite to 

the sun position) to cover the cloud shadows. This is necessary, because cloud shadows are not dis-

tinguishable from ‘normal’ land cover types based on their spectral properties. In a final step a 
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quality control was done by manual interaction, where cloud and cloud shadow masks are corrected 

and hazy areas are added. The result of these steps was a mask of all areas which cannot be used in 

the further processing. For these areas, other data have to be found to generate the required infor-

mation, such as lower resolution optical data like MODIS or SAR data (Mayaux et al. 2002). 

Strong topography causes different illumination of the north- and south-facing slopes. This ef-

fect has to be corrected by normalization procedures in all areas with mountainous terrain. The 

Minnaert correction (Colby 1991, Meyer et al. 1993) was used to correct this illumination differ-

ences. The Minnaert correction was chosen, because it has proven to deliver good results in earlier 

studies, e.g. Tottrup 2007.  

The original geo-referenced scenes were overlaid to assess their geometrical congruence. Shifts 

of up to four pixels, especially in W/E direction could be observed in the test area. A deforestation 

mapping based on this data, especially of areas with a lot of small structured (riparian) forest, 

would result in severe erroneous deforestation on one side and wrongly classified afforestation on 

the other side. Therefore, the data sets have to be adjusted to ensure congruence and thus correct 

results. Two different fully-automatic approaches were tested to perform the geometrical adjust-

ment: (1) Coarse registration and (2) Fine registration. The main difference between the two proce-

dures is that fine registration performs local correction. This is important, if the images are inter-

nally distorted. For each area, the shifts between the images are calculated and then applied. During 

the investigation of the test site, it turned out that with the coarse registration the images could not 

be fitted into a congruent geometry. Therefore, the fine registration was performed resulting in a 

stack of three geometrically congruent image data sets. 

For national coverage of Cameroon, it is more time and cost effective not to treat each of the 78 

images independently. Therefore, neighboring images from similar acquisition dates were com-

bined into blocks and made radiometrically comparable. For this radiometric adjustment, two ap-

proaches were checked in the test site: (1) Adjustment based on linear regression and (2) Histo-

gram-matching. The results of both approaches were statistically evaluated based on the 

comparison of different land cover classes in the overlap area of the two neighboring images, called 

image A
orig

 and B
orig

. The same land cover area was selected in these images (A
orig

 and B
orig

) and in 

both adjustment results being linear-regression adjusted image B (B
linreg

) and histogram-matching 

based adjusted image B (B
histmatch

). The deviation in terms of digital numbers between the image A
o-

rig
 and B

orig
; A

orig
 and B

linreg
; A

orig
 and B

histmatch
 respectively was evaluated. The average difference 

for each band calculated based on 14 reference areas located in the overlap is given in Table 1. The 

lowest difference for each band is highlighted in red color. Except for the fifth band, the results of 

the histogram-matching based adjustment performed best and thus, histogram-matching was used. 

Figure 1. Overview of the developed procedure. 
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Table 1. Results of the radiometric adjustment tests 

Band Difference between  

A
orig

 and B
orig

Difference between  

A
orig

 and B
linreg

Difference between  

A
orig

 and B
histmatch

1 4,04 3,17 1,21 

2 1,94 1,62 0,84 

3 3,54 3,79 1,49 

4 7,75 5,77 4,42 

5 11,71 5,67 7,52 

6 4,15 2,75 1,58 

3.2 Segmentation 

Pixel-to-pixel change detection has widely been used in the past, often with limited success only. 

Many different factors influence the final pixel value even if the area is mapped with the same sen-

sor: slightly different viewing angle, geometric shifts, atmospheric effects, phenological effects 

and sun-position, to name a few of them. In addition, if images (pixels) from different sensors 

should be compared, there are yet more influencing factors: different geometric resolution (Land-

sat = 28.5 m, DMC = 32 m), different spectral resolution (e.g. Landsat ETM+ NIR = 0.775–0.9, 

DMC NIR = 0.77–0.9), different swath widths with the associated properties (Landsat swath 

width = 185 km, DMC swath width = 600 km). All those factors, together with still small geomet-

ric inaccuracies remaining despite the fine-registration of the images, lead to the fact that most 

pixel values in question are not directly comparable.  

Different illumination, atmospheric effects, phenological properties or spectral resolution of the 

sensor cannot be changed. However, slight shifts resulting from different viewing angles, different 

geometric resolution etc. can be taken care of by using a segmentation approach. Segment-based 

approaches deliver more reliable results in this context. In addition, there are three more advantages 

of the segment-based approach compared to the pixel-based method: first, the object’s information 

(e. g. area and shape) can be used to suppress objects with a size below the minimum mapping unit 

or very long and thin segments, which can be attributed to remaining geometric inaccuracies. Sec-

ond, the scattered appearance of pixels, commonly known as “salt-and-pepper-effect” is avoided. 

Third, segments can easier be modified than single pixels; this saves considerable time in the con-

trol phase applying a manual correction. The segmentation procedure consists of a series of pre-

processing and processing steps. These are: 

a) Layer stacking  

This step is necessary to include all three time frames into the segmentation. In order to avoid 

the Landsat data with their 7 bands to have a stronger influence than the DMC data, only three 

spectral bands (NIR, red and green) of the Landsat data were used. The selection of the bands goes 

along with the spectral properties of the DMC data. 

The main advantage of using all multi-temporal data as inputs for the segmentation is that only 

one set of segments is used for each analysis.  

b) Auto-scaling 

Auto-scaling is used to scale the gray values of each band (from all three input data sets) to the 

same minimum and maximum (or alternatively mean and standard deviation) values. This step is a 

linear transformation, which changes the pixel values, but maintains the general characteristic (e.g. 

the relationship in gray levels between different land cover classes) of the image. This step is nec-

essary to ensure equal conditions for each band and time. Otherwise, one band or one time frame 

would affect the segmentation more than another. 

c) SNN (Symmetric Nearest Neighbor) filtering 

The SNN filtering algorithm maintains the edges, while smoothing the area between edges. This 

is a very useful procedure, which allows the following segmentation algorithm to more easily find 

the correct edges.
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d) Region growing segmentation 

This algorithm is a standard region growing algorithm with a local and a global threshold to be 

set by the operator. With the thresholds once defined, it is expected, that they can be transferred to 

other regions, which show similar land cover patterns. 

e) Spatial merging 

After segmentation, very small regions are merged with their most similar neighbors. In the cur-

rent test site, the minimum size was set to be very small (8 pixels, which is equivalent to an area of 

6498 m²). The reason for this small minimum size can be found in the forest pattern: the transition 

zone between the actual rainforest and the savannah which is characterized by thin and long-

patches of forest along the rivers. These forests would not be adequately mapped with a larger 

minimum size in this processing step. 

3.3 Classification forest/non-forest 

For each region, the mean values for each time period and also the NDVIs are calculated. Based on 

this information, for each time, forest/non-forest thresholds are defined and preliminary forest 

masks are generated. The generated segments including their preliminary information about forest 

or non-forest was converted to vector format, because vector data is more efficient for manual in-

teraction. First, all segments smaller than the defined minimum mapping unit (MMU) of 5 ha with 

a long and thin shape, mostly only one pixel width (shape index = area/perimeter < 18) are ex-

cluded from the manual correction step, because they are predominantly caused by different image 

structure (LANDSAT vs. DMC data) or by remaining geometrical inaccuracies. Therefore, no ac-

tual change is assumed and the automatic classification results from the 1990 images were used for 

all three time slots. All other segments of the preliminary forest mask were manually checked for 

each time and corrected if necessary.  

3.4 Land cover classification of deforested areas 

The results obtained in this study serve as inputs for a modeling phase using models which take 

into account a variety of different factors such as economic, social and policy driven factors. One 

important input is the land cover class in which the former forest had been turned into. In order to 

train the model (training phase is 1990–2000), it was necessary to obtain the land cover information 

for the deforested areas in 2000. For the validation of the model, also the land cover information of 

2005 was necessary. Therefore both images (2000 and 2005) were classified using two different 

sources for the derivation of the training data: First, very high resolution (VHR) satellite data 

(geometrical resolution around 1m) and second, data from a field survey. This classification con-

sists of a series of processing steps: 

1. Preparation of data (maps) for field work in the country. 

2. Selection and ordering of Quickbird data for deriving additional training data and for the veri-

fication of the classification results. 

3. Selection of training data from the Quickbird imagery, their transfer to the DMC data (images 

2005) and integration in the signature analysis. 

4. Integration of the field measured data in the signature analysis for 2005. 

5. Signature analysis of all data (Quickbird and field) – iterative adjustment in order to avoid 

mixed pixels in the training data set. 

6. Classification of the DMC (2005) data. 

7. Spectral adjustment of the Landsat 2000 data to the DMC 2005 data. This was again performed 

used the histogram-matching tool. 

8. Transfer of the signatures from the DMC 2005 data to the Landsat 2000 mosaic. 

9. Test of the transferability and eventually adjustment (signature analysis and iterative adjust-

ment). 

10. Classification of the Landsat 2000 data. 
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11. Eventually post-classification processing steps such as majority filtering, neighborhood-based 

corrections, etc.

12. Intersection of the deforestation maps with the respective land cover classification (change 

1990/2000 with Landsat2000 classification and change 2000/2005 with DMC classification). 

4 RESULTS FOR THE TEST AREA 

In the first stage of the pilot study, a test site was defined to develop the methodology and to test its 

feasibility. The test site is located in the center-east part of the country and comprises an area of 

45.000 km². The area is in the transitional vegetation zone between closed evergreen forests in the 

south and savanna in the north. The data used in the test area are two Landsat images from 1990 

and 2000 respectively and one DMC image from 2005. From the test area, about 8.5% is covered 

by clouds, cloud shadows or haze in at least one of the time slots. These parts are not yet substi-

tuted by neighboring scenes, which is foreseen to be done in the roll-out step. Topographic adjust-

ment was not necessary in this area, because the region is rather flat or hilly. Geometric adjustment 

was performed according to the fine registration procedure described above. Histogram matching 

was used for the radiometric adjustment of the images. The manual correction step of the forest 

masks turned out to be more time-consuming than estimated. This can be explained by the very 

small structured riparian forest in this region. The effort of the corrections was about 100 hours in 

total for the test area. It is expected, that the effort is less for areas either in the tropical rainforest 

zone as well as in the dry areas of the northern territory. However, this still has finally to be con-

firmed within the roll-out phase.  

Based on the corrected forest masks, two change masks considering both de- and reforestation 

were derived. The change masks showed a deforested area between 1990 and 2000 of 529.786 km² 

and a reforested area for the same time span of 441.239 km². From 2000 to 2005, the deforested 

area is 524.925 km² and the reforested area amounts up to 583.111 km². Between 1990 and 2000, 

these figures lead to a net loss of 88.547 km² and between 2000 and 2005 to a net gain of 

58.186 km². These net change values have to be interpreted with care, as already mentioned by 

Grainger (2008). Trends can be misinterpreted and a prognosis for the future is very unstable based 

on such data. A further critical point in GHG budgeting based on net changes only is, that secon-

dary forest might not be binding as much green house gases as the original forest. This can be 

caused be lower biodiversity, lower plant density or simply a lower average tree size. Therefore, re-

forestation areas are mapped individually and have to be further analyzed for its contribution to 

REDD.

A field work campaign was initiated for the ascertainment of training data and additionally 

training data were collected from the interpretation of Quickbird data. Consequently, the required 

main classes (grassland, cropland, wetland, settlement and other land) could be successfully ex-

tracted. Grassland and settlement areas are rather easy to distinguish. However, there are still some 

topics to be looked at in more detail. Scrubland is a dominant class in this vegetation zone and 

therefore it had to be included as a separate class. A mayor spectral confusion was found between 

the three classes ‘open deciduous scrubland’, ‘riparian forest’ and ‘cropland’. This confusion was 

noted in the field as well. It could be explained by the dominant agricultural system in this area: the 

shifting cultivation. According to FAO & World Bank (2001), in the so-called ‘Forest-based Farm-

ing System’, people are “[…] clearing a new field of forest every year, cropping it for 2 to 5 years 

[…] and then abandoning it to bush fallow for 7 to 20 years.”

Based on the procedure just described, the deforested areas were classified into the categories 

Grassland, Cropland (including burnt areas), Scrubland, Wetland (in the vicinity of water bodies 

only), Settlement, Other land (including bare soil, water) and Forest. The classification result 

was evaluated on a segment by segment basis. The majority of land cover class with a majority 

fraction of more than 50% was taken, the remaining segments are considered to be segments of 

mixed land cover under the heading “other”. This leads to the percentage given in Table 2. Be-

tween 10 (1990–2000) and 20% (2000–2005) of the deforested areas still show a significant 
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amount of forest. The reason can be found in the segment-based approach. Some segments are only 

partly deforested leading to remaining forest patches in the deforested segments. An example of 

such an area is depicted in Fig. 2. The forest patch in 1990 has been largely deforested, however, 

some patches of forest remained and there seems to be already secondary vegetation. These two 

factors influence the classification results from the 2000 images. Still more than 50% of the pixels 

are classified as forest. This example shows why it is important to keep these areas still as defor-

ested areas, because otherwise large parts of deforestation and forest degradation would be sup-

pressed. These areas can also be seen as candidates for further degradation studies.  

5 DISCUSSION AND CONCLUSION 

In conclusion, it can be stated that the first phase of the REDD pilot study Cameroon has been suc-

cessfully completed. For a test site involving 5 satellite scenes, a methodology was developed and 

its applicability was tested. Compared to both the Vanuatu and the Bolivian study, the current pro-

ject additionally involved topographic normalization of the mountainous terrain. According to 

Riaño et al. (2003), topographic correction methods show two advantages compared to using band 

ratios: firstly, diffuse irradiation is different in each band and can, therefore, not be corrected by 

band rationing and secondly, spectral resolution is lost, which is a drawback for multispectral clas-

sification. Killeen et al. (2007) reported for Bolivia a confusion of inundated (riparian) forest with 

sunny montane slopes, which could possibly be solved by using an adequate topographic normali-

zation procedure. Co-registration was also performed in both existing studies. In Vanuatu, a coarse 

registration was performed. In the current study, a regional ‘fine registration’ was necessary. In the 

Bolivian case study, co-registration is mentioned, but no details about the used method are given. 

The novel segmentation approach proved to be advantageous compared to a pixel based method as 

used in the Vanuatu and also in the Bolivian study. The first advantage is clearly the improved 

comparability between the different time slots. This has been shown by visually comparing the re-

Table 2. Deforested areas by land cover classes (segment-based evaluation on the principle of majority with 

more than 50% of the segment belonging to the majority class) 

Land cover class Deforestation 1990–2000 

(segment – majority) 

Deforestation 2000–2005 

(segment – majority) 

Settlement  0,12% 3,06% 

Grassland  0,93% 2,30% 

Other (incl. water and mixed classes) 37,76% 31,38% 

Shrubland 3,51% 12,71% 

Forest 10,26% 19,25% 

Cropland 47,40% 31,30% 

Wetland 0% 0% 

(a) Segment in 1990 (b) Segment in 2000 (c) Classification 2000 

Figure 2. Example of an area largely deforested between 1990 and 2000 and the result of the land cover clas-

sification in 2000 data. 
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sults of pixel-wise and segment-based change detection between 1990 and 2000. The second ad-

vantage can be found in the easier manual interaction using segments instead of pixels. In Vanuatu, 

the authors used two images of the same spot and for the same time slot in many cases, which im-

proved the quality of the result. Due to limited data availability and the large size of Cameroon 

with the related costs this was not possible in the current study. Land cover classification was not 

performed for Vanuatu, but for Bolivia. Similar problems regarding confusion of classes have been 

found in Bolivia and in Cameroon, such as the confusion of natural grassland and scrub vegetation 

with croplands. In general, more research is needed in the field of forest degradation, which was 

only marginally covered in the current pilot study. This could possibly be done similar to the works 

of Souza et al. (2005) or using the Linear Mixture Modeling (LMM) approach described in Tottrup 

(2007).

The classification into the land cover classes turned out to be difficult for certain land cover 

types. This is mainly caused by the agricultural system of shifting cultivation with very different 

spectral signatures for cropland in the different stages of the usage-cycle. Newly-burnt areas are 

overlapping with wetland and cropland left to bush fallow is hardly distinguishable from natural 

scrubland. More field data will be collected to better understand the land cover/ land use systems 

occurring in Cameroon. The results obtained in the test site are encouraging to take the study to the 

next step, which is the roll-out for the whole country of Cameroon. Future activities include: 

• to elaborate an automatic method to mosaic the images and to get rid of the clouded-, cloud-

shadow- and hazy areas 

• to obtain better field data for both training and verification 

• to develop a procedure for the automatic classification of forest degradation (different de-

grees of degradation)

• to find alternative data for the clouded and misty parts to get a full country coverage of in-

formation. 

REFERENCES 

COLBY J.D., 1991: Topographic normalization in rugged terrain. Photogrammetric Engineering and Remote 

Sensing, Vol. 57, No. 5, pp. 531-537. 

FAO AND WORLD BANK, 2001: Farming Systems and Poverty – Improving Farmers’ Livelihoods in 

a Changing World. Rome and Washington DC. Available online at: ftp://ftp.fao.org/docrep/fao/003/ 

y1860e/y1860e00.pdf. Last accessed: XII 2007. 

GRAINGER, A. 2008: Difficulties in tracking the long-term global trend in tropical forest areas. Proceedings 

of National Academy of Sciences of the United States of America (PNAS), Vol. 105, No. 2, pp. 818-823. 

HEROLD M., SAMBALE J., LINDNER M., URBAN M. AND WEAVER S., 2007: Satellite based monitor-

ing of the national forest resources in the pacific island state of Vanuatu. DGPF Tagungsband 16 / 2007 – 

Dreiländertagung SGPBF, DGPF und OVG, pp. 391-398. 

STEININGER M., TUCKER C., TOWNSHEND J.R.G., KILLEEN T.J., DESCH A., BELL V. AND 

ERSTS P., 2001: Tropical deforestation in the Bolivian Amazon. Environmental Conservation Vol. 28, 

No. 2, pp. 127-134. 

KILLEEN T.J., CALDERON V., SORIA L., QUEZADA B., STEININGER M., HARPER G., SOLÓR-

ZANO L.A. AND TUCKER C.J., 2007: Thirty years of land-cover change in Bolivia. AMBIO: A Journal 

of the Human Environment, Vol. 36, No. 7, pp. 600-606. 

MARKHAM B.L., STOREY J.C., WILLIAMS D.L. AND IRONS J.R., 2004: Landsat sensor performance: 

history and current status. IEEE Transactions on Geoscience and Remote Sensing, Vol. 42, No. 12, 

pp. 2691-2694. 

MAYAUX P., DE GRAND G.F., RAUSTE Y., SIMARD M. AND SAATCHI S., 2002: Large-scale vegeta-

tion maps derived from the combined L-band GRFM and C-band CAMP wide area radar mosaics of Cen-

tral Africa. International Journal of Remote Sensing, Vol. 23, No. 7, pp. 1261-1282. 

MEYER P., ITTEN K.I., KELLENBERGER T., SANDMEIER S. AND SANDMEIER R., 1993: Radiomet-

ric correction of topographically induced effects on Landsat TM data in an alpine environment. ISPRS 

Journal of Photogrammetry and Remote Sensing, Vol. 48, No. 4, pp. 17-28. 

M. Hirschmugl et al. / REDD pilot project in Cameroon – method development and first results212



RIAÑO D., CHUVIECO E., SALAS J. AND AGUADO I., 2003: Assessment of Different Topographic Cor-

rections in Landsat-TM Data for Mapping Vegetation Types. IEEE Transactions on Geoscience and Re-

mote Sensing, Vol. 41, No. 5, pp. 1056-1061. 

SOUZA JR. C.M., ROBERTS D.A. AND COCHRANE, M.A., 2005: Combining spectral and spatial infor-

mation to map canopy damage from selective logging and forest fires. Remote Sensing of Environment, 

Vol. 98, pp. 329-343. 

TOTTRUP C., 2007: Forest and Land Cover Mapping in a Tropical Highland Region. Photogrammetric En-

gineering & Remote Sensing, Vol. 73, No. 9, pp. 1057-1065. 

M. Hirschmugl et al. / REDD pilot project in Cameroon – method development and first results 213



Comparison of pixel based and feature based fusion of high
resolution optical and SAR imagery

G. Atay
Karadeniz Technical University Engineering Faculty, Dept. of Geodesy and Photogrammetry, Trabzon,
Turkey, gatay@ktu.edu.tr

J.D. Wegner, P. Lohmann, P. Hofmann, U. Sörgel
Institute of Photogrammetry and Geoinformation (IPI), Leibniz University of Hannover, Germany

Keywords: SAR, pixel based, feature based, image fusion, ITK, OTB, coregistration

ABSTRACT: The number of high resolution imaging remote sensing systems is increasing
rapidly. But, because of technologic limitations, not every system can produce images with both
very good quality and all desired features. Images obtained with different sensors may have
complementary information. Fusion of these data with a fine image fusion approach can provide
better information about the observed scene. Two common complementary information sources
are optical and Synthetic Aperture Radar (SAR) images. These two products have some advan-
tages and disadvantages separately because of their sensor characteristics. Combining advantages
of the two images may decrease disadvantages of them; moreover the process will provide extra
information. The study includes two parts. First, it consists of pixel based image fusion of SAR
and optical images while the second part is fusion of the same data with a feature based method.
Registration strategies of both pixel based and the feature based methods were determined and
they were implemented for our optical and SAR images. The results of these methods were com-
pared. According to the results it was clear that the feature based method worked better than pix-
el based method.

1 INTRODUCTION

Lately, the number of imaging remote sensing systems has been increasing rapidly. But, because of
the technologic limitations, every system cannot produce images with the desired quality and fea-
tures. Therefore, especially in recent years, combining images taken by various sensors has at-
tracted increasing attention. Image fusion is a process to obtain a more useful joint image from
more than one input image. With the availability of multi-sensor, multi-temporal, multi-resolution
image data, the fusion of digital image data has become an important tool in remote sensing.

The objective of this study is to register one high resolution optical image and one high resolu-
tion SAR image. A pixel based method and feature based method are developed and the different
results are compared. The pixel based method accomplishes the fusion at the lowest level. It is ap-
plied on raster data in which every pixel and its grey value are examined. The values are modified
by mathematical calculations and operators (Schmitz 2007). The feature based method requires the
extraction of objects recognized in the optical and the SAR image. Features correspond to characte-
ristics extracted from the initial images which are depending on their environment such as extent,
shape and neighborhood (Pohl & Van Genderen 1998).

In this study a SAR and an optical image were used. The SAR image was acquired by the EMI-
SAR sensor  (Electromagnetic  Institute  Synthetic  Aperture Radar  Sensor).  EMISAR is  a  dual  fre-
quency (L- and C-band) polarimetric SAR sensor build by the Technical University of Denmark for
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radar  and remote sensing research.  It  is  installed on a  Danish Air  Force Gulfstream G3.  For  this
study a C-band SAR image was used (Fig.1 (right)). The optical image is a high resolution aerial
image (Fig.1 (left)). Panchromatic data and color information have been captured covering the
same area as the SAR image. The optical image was resampled to the pixel size of the correspond-
ing SAR image and hence the resolution of both images is four meters.

Figure1. Optical (left) and SAR (right) images

The viewing geometry of optical and SAR images as well as the wavelength domain are differ-
ent. Hence, geometric and radiometric differences occur. Geometric differences appear because
SAR sensors measure distances in slant range geometry whereas optical sensors measure angles
with usually small off-nadir angles. Radiometric differences occur because optical sensors capture
the terrain reflectivity response to the visible sun light. SAR sensors, however, image the terrain re-
sponse to actively sent microwaves. The higher the resolution of the images becomes, the greater
become the differences that have to be accounted for during the registration process.

2 METHODOLOGY

First of all, two registration strategies, one pixel based and one feature based, were developed in
this study. The steps of the strategies are shown in Figure 2. The feature based image registration
algorithm strategy was developed by (Wegner 2007).

It can be observed from Figure 2 that the common steps of pixel based and feature based image
fusion are ortho-rectification, preprocessing and registration. The first common step is ortho-
rectification, i.e. the optical and the SAR image are projected from sensor space to object space on
the ground. It is implemented in order to decrease the geometric differences between optical and
SAR imagery. Both optical and SAR images were already ortho-rectified before the study. Hence,
this step had not to be implemented. The second common step is preprocessing which is very im-
portant in order to reduce some undesirable signals in the images. After the images are prepro-
cessed some extra processes are needed for the feature based registration strategy before the regis-
tration process. First, features must be extracted from both optical and SAR images. It is necessary
to get features from the optical image in order to register the results with the feature image of the
SAR image. In this study edges are used as features for both optical and SAR images. The best re-
sults for the optical image were achieved with the Canny edge detection algorithm (Canny 1986).
Lines of the SAR image are extracted using the algorithm developed by Touzi et al 1988 followed
by a threshold operation.

After extracting features in the images, distance maps of the optical and the SAR image are pro-
duced. A distance map is an image where the grey value of each pixel is the distance to the nearest
pixel from a set of objects (Cuisenaire 1989). This step was done in order to transform one-
dimensional lines to two-dimensional continuous information. In our study distance maps display
the Euclidean distance between a background pixel and the nearest line pixel. Then the numerical
value of the distance is translated to a grey value.  An approach developed by Danielsson  (Daniels-
son 1980) was chosen for the computation of the Euclidean distances.
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Figure 2: Comparison of the pixel based and the feature based registration strategies

  For the implementation of the registration strategy, algorithms already existing in the open
source library ORFEO Toolbox were used.  ORFEO Toolbox (OTB) is distributed as an open
source library of image processing algorithms. It is based on the medical image processing library
ITK and offers particular functionalities for remote sensing image processing in general and for
high spatial resolution images in particular. OTB was set up in order to prepare for the exploitation
of high resolution images, derived from Pleiades (PHR) and Cosmo-Skymed (CSK) systems, the
French Space Agency (CNES) (CNES 2008).

3 PREPROCESSING

Before the data obtained by satellite systems or digital airborne systems can be analyzed, it is often
necessary to preprocess them in order to correct defects (Gibson & Power 2000).  A preprocessing
step is necessary for both pixel and feature based fusion methods. It is necessary to get rid of noise
and to reduce the speckle effect that the images include for further steps. For this purpose two edge
preserving smoothing filters were used. An anisotropic diffusion filter (Perona & Malik 1990) was
applied to the optical image and a Frost filter (Frost et al. 1982) to the SAR image.

4 IMAGE REGISTRATION

Image registration is the task of finding a spatial transform mapping one image onto another. In
ITK, registration is performed within a framework of pluggable components that can easily be in-
terchanged. This flexibility means that a combinatorial variety of registration methods can be
created, allowing users to pick and choose the right tools for their specific application. (Ibánez et
al. 2005)

Figure 3: The ITK registration framework (Ibánez et al. 2005)

The ITK registration method requires two input images, a transform, a metric, an interpolator
and an optimizer (Fig. 3). Input data to the registration framework are two images: one is called the
fixed image and the other one the moving image. Registration is interpreted as an optimization

Metric

Transform

Interpolator Optimizer

Fixed Image

Moving Image
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problem with the goal of finding the optimum spatial mapping that will align the moving image
with the fixed image. In this study the distance map of the optical image is the fixed image and the
distance map of the SAR image is the moving image. The transform component represents the spa-
tial mapping of points from fixed image space to points in moving image space. The interpolator is
used to evaluate moving image intensities at non-grid positions and the metric component provides
a measure of how well the fixed image is matched by the transformed moving image. This measure
is the quantitative criterion to be optimized by the optimizer over the search space defined by the
parameters of the transform. (Ibánez et al., 2005)

In this study a two-dimensional translation transform was used as the transformation component
for simplicity reasons. It involves shifting the origin of the current coordinates system horizontally
and vertically by a specific amount. For simplicity and computation cost reasons a bilinear interpo-
lation was used as the interpolator component. It has been extensively shown that metrics based on
the evaluation of mutual information are well suited for overcoming the difficulties of multi-
modality registration. (Ibánez et al., 2005) Therefore, in the study a “Mutual Information Metric”
was implemented as the metric component. A gradient descent optimizer was used for the optimiz-
er component. It searches for the set of transformation parameters that maximizes the metric value
by iteratively changing the transformation parameters.

In ITK there are several alternatives for these components. For example, a mean squares, norma-
lized correlation, and mutual information can be chosen for the metric, too. In our study we used
translation transform for the transform parameter, a bilinear interpolation for the interpolator, mu-
tual information for the metric and a gradient descent optimizer for the optimizer.

5 RESULTS AND DISCUSSION

As mentioned before, both optical and SAR images were already ortho-rectified and coregistered
and thus fit very well. So for this project their positions one to another were changed a bit. A shift-
ing was applied to them. The amount of the translations is known. Therefore, the results of both the
pixel and the feature based algorithm can be compared to the original coregistered images for eval-
uation reasons.

Figure 4: Test region of the optical image (a), Test region of the SAR image (b), Real translations
between images in pixels (c)

In Figure 5 the registration result of pixel based approach is shown. The ellipses point some im-
portant features than can show the results very well. The red ellipses display the situation before
the registration and the yellow ellipses show the situation after the registration. The program also
gives some numerical results about the registration concerning the transformation parameters. In
this study the parameters are only the translations between the two images. These computed trans-
lations were used to calculate an Euclidean distance value. The Euclidean distance between the real
translation values and the computed translations was 2.98 pixels. In Figure 5 both optical and SAR
images can be observed in both (a) and (b). For better visualization checkerboard scheme was used.

16

17

(a) (b) (c)
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Figure 5: Checkerboard before the registration (a), Checkerboard after the registration (b)

Feature extraction results of Canny and Touzi algorithms and distance maps of both optical and
SAR images can be observable in Figure 6.

        (a)          (b)
       (c)          (d)

Figure 6: (a) Extracted lines from optical image (b) Extracted lines from SAR image (c) Distance
map of the optical image (d) Distance map of the SAR image

 Then  the  registration  framework  was  implemented  to  these  distance  maps.  That  is  to  say,  the
main inputs of the ITK registration framework are distance maps. In Figure8 (a) and (b) the results
of the registration are displayed. The Euclidean distance between real transition values and com-
puted translations between images was 0.47 pixel.

Figure 8: Checkerboard before the registration (a), Checkerboard after the registration (b)

Axis Real value (pixel) Pixel based fusion (pixel) Feature based fusion (pixel)
x 16 18,3021 15,5427
y 17 15,1134 16,8995

Euclidean distance 2,98 0,47

Table 1: Numerical values of registration processes.

The numerical values of two approaches are shown in Table 1. In Figure 9 results of a selected spe-
cific detail were shown. It is much clearer that feature based approach gives the better results than
the pixel based method.

SAR Image

Optik Image

SAR I.Optik I.

(b)(a)

(a) (b)
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Figure 9: Pixel based registration result (a), Feature based registration result (b)

6 CONCLUSION

In conclusion, the feature based registration approach works better on high resolution optical and
SAR imagery than the pixel  based approach.  In terms of  visual  results  and numerical  values,  the
feature based registration algorithm aligns the SAR image better to the optical image. Due to high
resolution and multi-modality imagery (different sensors) the pixel based method does not work as
well. OTB proved to be very useful for this image analysis and registration task. For further work it
is important to implement and test additional metrics, optimizing methods and also different images
in order to be able to make more general statements.
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ABSTRACT: Simulating future land use changes requires knowledge about the present land use 

and the land use in the past. The knowledge on historical land cover changes is important for 

spatial planning, resource evaluation, ecological modeling etc. This paper describes the production 

of various land cover datasets, the assessment of the historical cover land dataset for 1960 

(HISLU60) and the changes between 1960 and 1990. 

1 INTRODUCTION

Land cover is changing in many parts of Europe at an increasing rate. The knowledge on these land 

cover changes is important for spatial planning, resource evaluation, ecological modeling etc. 

Modification of ecosystems is most visible through changing land cover. Furthermore, spatio-

temporal models that describe and predict land cover change due to social and economic processes 

need reliable information on land cover changes in order to calibrate and validate these models 

(Kaufman and Seto 2001).

Since the CORINE Land Cover covers only EU member countries, high resolution land cover 

information is still lacking for countries as Switzerland and Norway. Therefore, the best available 

land cover databases has to be integrated to compile Pan-European land cover databases.

Against this background three new Pan-European land cover databases are created for the years 

1960, 1990 and 2000. The aim of this paper is a) to present the compilation of Pan-European land 

cover databases for 1960, 1990 and 2000, and b) to provide an assessment of the 1960 database and 

the land cover changes between the years 1960-1990.

2 DATA

The data sources used are the following:

- CORINE Land Cover databases (CLC1990, CLC2000 and CLC-changes) 

- Pan-European Land Cover database (PELCOM), 

- Global Land Cover database for the year 2000 (GLC2000), 

- National land cover databases for Switzerland and Norway, 

- World Atlas of Agriculture published in 1969 (scale 1:2.500.000), 

- Additional datasets for the assessment of HISLU60. 

The CLC1990, CLC2000 and CLC-changes are land cover databases based on satellite imagery 

of Europe. A common methodology was applied by each participating country to discern the 44 

different land cover types (Heymann et al. 1994; Bossard et al. 2000; Feranec et al. 2007; Buttner 

et al. 2004). The vector database was produced at a scale 1:100.000 with 25ha as minimum 

mapping unit. The 100 by 100m raster database version which is used here is downloadable from 

the EEA website (http://dataservice.eea.europa.eu/dataservice/metadetails.asp?id=1007). 
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The 1km resolution Pan-European Land Cover database PELCOM contains 16 thematic classes 

and was based on the interpretation of NOAA-AVHRR satellite data of 1997 (Mücher et al. 2001). 

Only the land cover classes urban areas, wetlands and water bodies were derived from ancillary 

data sources. 

The classification of the SPOT4-Vegetation dataset (spatial resolution 1km) by 18 regional 

teams resulted in the global land cover database for the year 2000 (GLC2000). The legend based on 

the United Nations land cover classification system (LCCS) consists of 23 classes (Di Gregorio 

2005; Bartholomé & Belward 2005).

The national database of Norway is a vector database for the year 2000 (AR2000). It has the fol-

lowing 8 land cover classes: production forest, non-production forest, agricultural land, other land 

with vegetation, barren land, built-up areas, glaciers and water. The database was produced with 

help of satellite images and different ancillary data sources. It can be seen as an update of the forest 

and land use map of Norwegian Atlas of 1983.

The Swiss CORINE Land Cover datasets for the years 1985 and 1997 are 100m raster datasets 

at CLC-level 2 nomenclature (13 classes). The Swiss Land Use Statistics were used to produce the 

spatial databases (Nippel & Klingl 1998).

The World Atlas of Agriculture published in 1969 (scale 1:2.500.000) is the basis for the con-

struction of the historical land cover database (HISLU60) (WAA 1969).

Additional independent data sources used to assess the quality of the HISLU60 database are:

1. national land cover database of the Netherlands for 1960 (HGN60), 

2. Swiss national statistics for 1972, and 

3. 73 BIOPRESS windows of 30 by 30 km across Europe for the year 1950 (Gerard et al.

2006; Hazeu & Mücher 2005). 

3    METHOD

Production of land cover datasets for the years 1960, 1990 (PLCM1990) and 2000 (PLCM2000) 

The basis for the production of the 2000 Pan-European Land Cover Mosaic (PLCM2000) is the 

CLC2000 database. The 100 by 100 m grid size and the CLC-level 3 nomenclature formed the ba-

sis for the integration of the GLC2000, PELCOM and both national land cover databases with the 

CLC2000 database. The conversion of the original land cover classes of the GLC2000, PELCOM 

and national databases into CLC-level 3 classes is based on expert knowledge and previous studies 

(Mücher et al. 2004; Neumann et al. 2007; Hazeu et al. 2008).

The PLCM1990 database is a combination of CLC1990, the CLC1990 database of United 

Kingdom, the Swiss national database of 1985 and the PLCM2000 database for the remaining 

countries for which, unfortunately, we did not have information from 1990. Furthermore, the 

PLCM1990 database is produced under comparable conditions as the PLCM2000 database. The 

production of both PLCM databases and the thematic aggregation is extensively described in the 

ECOCHANGE report (Hazeu et al. 2008).

The main data source for the HISLU60 database is the World Atlas of Agriculture. The method-

ology used for the construction of the historical land use database is described by Kramer & 

Mücher (2006). The following 7 classes are discerned in the HISLU60 database: urban, arable land, 

grassland, forest, non-agricultural land, inland water and sea. The database has a spatial resolution 

of 250 by 250 m and is based on the integration of different map sheets out of the World Atlas of 

Agriculture.

All databases used in the assessment of land cover changes are converted to a common projec-

tion (ETRS_1989_LAEA). They are spatially aggregated into 1 by 1 km grids and thematically ag-

gregated into the 7 HISLU60 land cover classes as the characteristics of the HISLU60 database de-

fine the level of detail for the assessment of land cover changes.

Assessment of the HISLU60 dataset

The assessment of the HISLU60 dataset is based on the three independent data sources mentioned 

in the data section. For all three data sources the land cover classes are converted into the 7  HISLU  
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classes. The Dutch assessment (HGN1960) covers the Dutch territory with a border of sea around. 

In total an area of 41739 km
2

. The Swiss assessment deals with 41366 km
2

 (national territory) and 

the BIOPRESS assessment covers 59304 km
2

 across Europe. 

Assessment of 1960-1990 land cover changes at regional level

An index is calculated to carry out the assessment of land cover changes for the 1960-1990 period 

at regional level (NUTSx). The index which is the HISLU60 area divided by the area of the refer-

ence dataset is calculated per HISLU60 class for each assessment study. On basis of this index a 

new normalized HISLU60 area per NUTSx region is calculated for the grassland and forest classes. 

The normalized 1960 values are used in the regional analysis of changes for the 1960-1990 period. 

4    RESULTS

Compilation of HISLU60, PLCM1990 and PLCM2000

The compilation of the PCLM1990 and 2000 databases by integrating several data sources on the-

matic and spatial content resulted in homogeneous Pan-European land cover databases. All data-

bases have the same geographical extent, i.e. EU27+2 (Norway, Switzerland), Albania, Andorra, 

Belarus, Bosnia-Herzegovina, Croatia, Iceland, Kosovo, Liechtenstein, Macedonia, Moldavia, San 

Marino, Serbia and Montenegro, part of Russia, Turkey and Ukraine. 

Table 1. Area (km
2

 and %) of 7 HISLU land cover classes for the years 1960, 1990 and 2000. The spatial 

resolution is 1 by 1 km (Hazeu et al. 2008).

A statistical comparison of HISLU60 with PLCM1990 unveils a very strong increase in urban 

and forest areas at the expense of grasslands. After a first assessment of the HISLU60 dataset it ap-

pears that the urban area was largely underestimated. A combination with the urban areas of the 

Digital Chart of the World (DCW) resulted in a better estimation of urban areas around 1960. The 

improved HISLU60 data are presented in Table 1 (2
nd

 and 3
rd

 column).

The land cover changes between PLCM1990 and PLCM2000 mainly refer to those countries 

that have both CLC databases available (see Hazeu et al. 2008). Weber (2007) and Haines-Young 

& Weber (2006) elaborate on these land cover changes between CLC1990 and CLC2000.

Assessment of the HISLU60 dataset

HISLU60/reference dataset indices, omission (accuracy) and commission (reliability) errors for the 

three assessments are calculated and presented in Table 2. All figures indicate limited per class 

accuracies and reliabilities (in most cases below 60%). The index is an indication for the extent of 

under- or overestimation of the surface area in the HISLU60 database. 

The deviation of the index between the three assessments is small and around 1 for the HISLU 

classes forest and inland water. All three assessments indicate a low index value for the urban class  
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indicating a large underestimation of urban area in the HISLU60 database. Despite the improve-

ment of urban area due to the combination of HISLU60 data with the DCW database, it is still 

largely underestimated (column 7). The other indices for the three assessments vary largely and 

over- or underestimation of land cover are in contradiction with each other. Arable land is largely  

overestimated (23%) in the Netherlands but underestimated in the other case studies. Grassland is 

underestimated according to the Dutch case-study but largely overestimated (and in equal amounts) 

in the Swiss and BIOPRESS assessments. Non-agricultural land is largely underestimated accord-

ing to the BIOPRESS data. 

The comparison of HISLU60 data with the BIOPRESS data shows large regional differences. 

One important discrepancy between both datasets is the overestimation of grasslands in the Medi-

terranean countries on behalf of the non-agricultural class. The majority (>80%) of moors and 

heath lands (CLC class 322), sclerophyllous vegetation (CLC class 323) and sparsely vegetated ar-

eas (CLC class 333) are not classified as non-agricultural land. The area occupied by those classes 

is for more than 50% classified as grasslands in the HISLU60 database. A detailed analysis of the 

Dutch assessment also revealed large regional differences in index values. Only arable land (all 

overestimation) and urban area (all underestimation with the exception of Friesland) present the 

same trends for all provinces. 

The overall accuracy of the HISLU60 database ranges from 38.4 – 58.1% depending on the 

used reference dataset. The accuracy assessment with the Swiss data resulted in the lowest overall 

accuracy while the BIOPRESS assessment took an intermediate position with 48.1%. These low 

accuracies are a clear indication to restrict the change analysis to total statistics per region, country 

or for the entire database. A more detailed analysis of changes does not make sense as the pixel (1 

by 1 km) or locational accuracy is very low for all three assessments. 

Table 2. Omission (accuracy) and commission (reliability) errors for the three HISLU60 assessments. The 

index (HISLU60/reference dataset) indicates under- or overestimation of a land cover class in the HISLU60 

dataset.

Regional land cover changes for 1960-1990

Despite the inaccuracies in the HISLU60 database a regional analysis of changes for the 1960-1990 

period is possible. Figure 1 shows the percentage of changes in forest or grassland expressed as 

percentage of their normalized 1960 area per NUTSx regions. The BIOPRESS and Swiss indices of 

Table 2 are used to calculate the normalized 1960 area as they are comparable and have the most 

widespread coverage. However, the general picture of Figure 1 will not deviate much if the in-

crease or decrease of grassland and forest is derived from indices based on the HGN assessment. 

The total forest area increases with 236122 km2 and the grassland area decreases with 563730 

km2 for the EU27+2. These figures show a similar trend as the statistics presented in Table 2. Very 

strong increases of forest or grassland have to be dealt with care as the area in 1990 excessively ex-

ceeds the area in 1960. 
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Figure 1. Spatial distribution of the amount of changes during the 1960-1990 period for forest (left) and 

grasslands (right) in Europe for NUTSx regions. The in- or decrease is expressed as percentage of the 1960 

area.

5    DISCUSSION AND CONCLUSIONS

The analysis presented in this paper is restricted to land cover data with a spatial resolution of 1 by 

1 km and 7 HISLU60 classes. The spatial and thematic detail is determined by the less detailed da-

tabase HISLU60. The production of a Pan-European land cover map for 1960 is determined by the 

availability of non-digital information. Homogeneity of such maps, thematic and spatial detail are 

limited in today’s perspectives. Improvements of the urban areas of the HISLU60 database resulted 

in better but still low accuracies.

The assessment of the HISLU60 database on basis of three independent data sources shows low 

overall locational accuracies (<60%). Therefore, a pixel comparison of changes between 1960-

1990 is difficult. A statistical comparison of land cover at regional (NUTSx) level have its value in 

the understanding of processes (e.g. increase/decrease of forest/grassland) that determine the land-

scape and took place within the 1960-1990 period. However, regional differences in the HISLU60 

database make sure that these indications have to be dealt with care. Besides varying the value of 

the HISLU60/reference database indices, a comparison with BIOPRESS 1950-1990 statistics can 

help to better interpret the results of the regional land cover change assessment.

Historical change analysis remains difficult and needs to be further explored. Results of a his-

torical land cover change analysis needs to be validated and interpreted in relation to the way they 

are produced and used.

The PLCM databases show some shortcomings mainly due to the production of a Pan-European 

mosaic out of a limited number of available and suitable databases. For example, the PLCM2000 is 

produced on basis of 5 different databases with each a different thematic, spatial and temporal de-

tail. In this sense the potential of new land cover datasets, such as Globcover needs to be explored. 

However, the availability of ‘historical data’ to construct land cover datasets of the past remains 

difficult. For example, the PLCM1990 partially coincides with the PLCM2000 database as no Pan-

European coverage exist for both years. The production of future pan-European land cover datasets will be 

possible due to the foreseen availability of CLC2006 (extended European window, detailed land cover of 

2006) and detailed soil sealing and forest layers. 
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ABSTRACT: In order to test the potential efficiency of the Natura 2000 network in protecting
habitats and landscapes from land use changes that have a significant impact on biodiversity, an
analysis of land use changes over the last fifty years was undertaken for 71 protected sites across
Europe. The analysis showed that designation of sites limits the amount of dramatic land cover
changes. Unfortunately, the speed of land cover changes outside protected sites does not slow
down and causes increased isolation of protected sites and fragmentation of remaining habitats
within the wide diversity of European landscapes. Therefore, the landscapes in which the remain-
ing habitats are embedded should receive more attention for conservation strategies. This paper
focuses firstly on a very detailed level (scale 1:20.000) on land cover changes at protected sites
over the last fifty years, and secondly it focuses on a more regional scale (scale 1:100.000) at land
cover changes within the European landscapes over the last 10 years. The impacts of the land
cover changes on biodiversity are very site-specific and depends on the habitat types occurring
with the specific landscape type and what the range of the specific habitat is.

1 INTRODUCTION

Modifications of ecosystems are most visible through changing land cover which has resulted in
both positive and negative changes in landscape quality and biodiversity (Mander & Jongman
2000). Many of these changes are incremental and as such, go unnoticed until the changes become
quite significant. For example, in Europe there have been significant losses in the area of agricul-
tural land over the last fifty years (Gerard et al., 2006). These changes are most clearly indicated
through the measurement and monitoring of land cover change which can be detected and quanti-
fied through the analysis of Earth Observation (EO) data. Legal frameworks to protect the envi-
ronment, to ensure sustainable use of its natural resources and to maintain an acceptable level of
biodiversity exist at both national and international level. Within the European Union the most sig-
nificant of these include the Bird, Habitats, Nitrate and Water Directives. For the policy makers,
there remains an important need to monitor these networks in order to ensure effective delivery of
landscape and nature conservation targets. Information on land cover derived from EO data can
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provide important benchmarks against which change can be measured. However interpretation of
the land cover changes in terms of impact on biodiversity require site specific information which
can be partly obtained from existing environmental databases integrated over landscapes, but in-
formation from field sampling is also highly esteemed. This paper is partly based on the results of
the BIOPRESS project (EVK2-2002-00178). The BIOPRESS project is strongly linked to the
CORINE Land Cover project (CLC90 and CLC2000) and its methodology. The CORINE land
cover project is based on the visual interpretation of high spatial resolution satellite imagery at a
scale of 1: 100.000. The minimum mapping unit is 25 hectares and 5 hectares for changes. The
CORINE nomenclature has three hierarchical levels, with 5 classes at level one (artificial surfaces,
agricultural areas, forests and semi-natural areas, wetlands, and water bodies), 15 classes at level
two, and 44 classes at level three (CEC, 1994; Feranec et al. 2007). For more details, see also the
CORINE website at http://terrestrial.eionet.europa.eu/CLC2000. BIOPRESS aimed to capture
overall patterns of change in Europe, with a focus on Natura 2000 sites, and to develop ways of
converting this information into measures of impact on biodiversity (F. Gerard et al. 2006; Hazeu
& Mücher, 2005). Main product of the BIOPRESS project was a consistent database of historical
land cover changes (1950-1990-2000) based on the interpretation of georeferenced aerial photo-
graphs in and around Natura 2000 sites across Europe for 73 window samples (30 km by 30 km,
scale 1:100.000) and for 59 detailed transect samples (15 km by 2 km, scale 1:20.000). This paper
focuses firstly on a very detailed level (scale 1:20.000) on land cover changes at protected sites
over the last fifty years, and secondly it focuses on a more regional scale (scale 1:100.000) at land
cover changes within the European landscapes over the last 10 years. The impacts of the land cover
changes on biodiversity are very site-specific and depends on the habitat types occurring with the
specific landscape type and what the range of the specific habitat is.

2 BIOPRESS RESULTS

When summarizing the land cover/use changes for all transects, the following trends can be found
for Europe for the period 1950-1990 and the period 1990-2000 (see Figure 1): a general net de-
crease in agricultural land (e.g. crops, orchards, pastures); a net increase in artificial surfaces (e.g.
built- up and road networks); and a net increase in forest and semi-natural areas (e.g. natural grass-
lands, moors and heathlands). Although wetlands (e.g. salt marshes and intertidal flats) and water
bodies (e.g. rivers and lakes) were showing local losses, their total acreage remained stable (Hazeu
& Mücher, 2005; Gerard et al, 2006). Remarkable is that in the period 1990-2000 the rate of land
cover changes has only slightly  slowed down compared to period 1950-1990. Same trends are
found for the two time periods.

Figure 1 Land cover changes, expressed in percentage area changed per decade, derived from historical AP interpretation for 59
transects across Europe at scale 1:20.000 for the period 1950-1990.
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3 LAND COVER CHANGES AROUND NATURA 2000 SITES

Land cover changes (1950-1990-2000) at a scale 1:20.000 were analyzed for 42 transects that inter-
sected with 71 Natura 200 sites distributed over 6 countries (Belgium, Finland, Germany, Spain,
the Netherlands and the United Kingdom. Most land cover changes take place outside Natura 2000
sites. However, if one considers the total area inside versus outside Natura 2000 sites the relative
amount of changes is almost equal inside and outside the Natura 2000 sites (Corine level 3) . So,
the perception that not much has changed within protected sites over the last fifty years is wrong.
Therefore, the amount of land cover changes (in ha) should be normalized for the surface area it
concerns (ha), in other words we should look at the percentual change. At CORINE level 1, so only
considering the severe changes, eg. from agriculture to forest or urban areas, twice as much land
cover changes  took place outside (20.8 %) than inside (9,8%) the protected sites.  So, designation
helps to reduce the amount of severe land cover changes.  Analysis of the spatial distribution of the
land cover changes (at CORINE level one at various distances from the Natura 2000 borders over
the period 1950-2000) indicates that the absolute amount of changes took place just outside the
Natura 2000 sites and just inside the Natura 2000 sites. So, very close to the Natura 2000 borders.
The further the distance from the Natura 2000 border the less land cover changes can be observed.
However, to account for the varying size of the buffer zones the amount of changes (ha) have to be
divided by the total area of the relevant buffer area (ha), as a measure of the relative change.  In the
core of the Natura 2000 sites only 0.5 % of the area has changed significantly of the last fifty years.
Which means that in the core area of most Natura 2000 sites the environmental pressures are very
low and so well protected. Since there is a  gradient of increasing percentual change from the core
of the Natura 2000 sites to a distance of 5 km outside the Natura 2000 sites, it makes sense to cre-
ate bufferzones around designated sites to improve  protection against severe changes. At CORINE
level 3, these concern more gradual and natural changes, e.g. from heathlands to forest and from
natural grasslands to sclerophyllous vegetation, the gradient is less weaker from inside to outside
Natura 2000 sites.

The types of land cover changes differ very much between inside and outside the designated sites.
The land cover flows inside Natura 2000 sites are especially related to natural succession and only
partly to changes from agriculture. While land cover flows outside Natura 2000 sites are also re-
lated to these processes, they are even more to changes in agriculture, and to urbanization. In prin-
ciple, there are 1892 land cover change (LCC) types possible at CORINE level three (44 classes).
However, the realized types of land cover changes is much lower. Moreover, the amount of land
cover change types at CORINE level three is much lower inside Natura 2000 sites with 376 LCC
types outside with 555 LCC types. Human activities lead to a  wider range in  land cover flows, and
is stronger outside the Natura 2000 sites. Land cover changes at CORINE level one have a stronger
impact on biodiversity than land cover changes at lower levels of the CORINE hierarchy. Land
cover changes at level one always concern major modifications in the ecosystem (e.g. change from
agriculture to urban) while changes at level three concern slighter changes (e.g. natural succession
from heathland into transitional woodland-scrub). Therefore, it is interesting to analyse the
CORINE level one land cover changes.

The most  important  Land cover  flows at  CORINE level  one are:  from agriculture to  urban  with
41.0 %; from agriculture to forests with 25.1 %; from forests to agriculture with 6.8 %; from forests
to urban (3-1) with 6.8 %; from wetlands to forests (4-3) with 5.8 %. So, agriculture has lost terrain
at the expense of expansion of forests and urban areas over the last fifty years. The main land cover
flow “from agriculture to urban”, occurs for 96.8 % outside Natura 2000 sites. The change from ag-
riculture to forests occurs for 70% outside the designated sites. Changes that occur mainly inside
Natura 2000 sites are changes from forests to wetlands (with 98.8%), from wetlands to water (with
85.2%) and vice versa (75.5%), and from forests to water (62.4%) and vice versa (54.3%). These
changes are partly natural, but are triggered to a large extent by changes in agriculture outside
Natura 2000 sites that have for example a big influence on the groundwater table and deposition of
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nitrogen. Also measures by nature conservation have triggered some of these changes (e.g. from
forests to wetlands). So, also here, the overall conclusion is that designation helps to restrict the
amount and types of land cover changes that have the largest impact on biodiversity. So, from the
analysis of historic land cover changes in and around Natura 2000 sites over the last fifty year it
becomes clear that designation helps to protect biodiversity.

4 LAND COVER CHANGES IN RELATION TO EUROPEAN LANDSCAPES AND
ASSOCIATED HABITATS

This first part of the paper focused on very detailed land cover changes (scale 1:20.000) over the
last fifty years across Natura 2000 sites. It was shown that designation helps the reduce not only the
amount of severe land cover changes but designation influences also the types of land cover
changes.   However,  it  must  be  stressed  that  land  cover  changes  outside  designated  sites  still  can
have a severe impact on non-protected habitats and increase the isolation of such sites across all
European landscapes.  Therefore, we concentrate now on a more regional scale (scale 1:100.000) at
land cover changes across all European landscapes over the last 10 years. For that purpose we inte-
grated the European Landscape Classification  - LANMAP (Mücher et al., 2006) with the Natura
2000 site database and the CORINE land cover changes over the period 1990-2000. Integration of
the Natura 2000 database with LANMAP indicates that diversity in habitat types is very different
over the European landscapes. As we all know Europe has an enormous diversity in landscapes that
are very rich in their cultural history. Europe has therefore also more cultural landscapes than natu-
ral landscapes. Nevertheless, these cultural landscapes are often richer in terms of habitats than the
natural landscapes.

Figure 2 Number of Annex I habitat types per European landscape type (level 3).

For example, cultural landscapes such as the Mediterranean mountains (Mmr) and Mediterranean
hills (Mhr and Mhs) are very rich in their number of Annex I habitat types. While more natural Bo-
real landscapes, like Boreal mountains (Bms and Bmr), count much less Annex I habitat types. This
does not make these landscapes les valuable but it should stressed that there is a wide diversity in
habitats between landscapes. At the same time we see  that some habitat types, like  H-6430 “Hy-
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drophilous tall herb fringe communities”, H-91E0 “Alluvial forests”, H-7140 “Transition mires and
bogs” and H-3150 “Natural eutrophic lakes”, are present in more than 120 European landscape
types and have therefore a very broad range. While other habitats such as H-1180 “submarine
structures made by leaking gases”, H-1610 “Baltic esker islands”, H5140 “Cistus palhinhae forma-
tions on maritime wet heaths”, H-91X0 “”Dobrogean beeach forests”, are restricted to only one
landscape type. If  we have a look now at the land cover changes  that took place over the period
1990-2000 we see that the amount and types of land cover changes differ very much across the dif-
ferent European landscapes.  For example, afforestation affected much more the Mediterranean
mountains (Mmr) and hills (Mhr) than the Boreal hills (Bho and Bhs) and lowlands (Blo and Bls).
The Mediterranean hills on rocks are very rich in natural grassland formations (15 Annex I habitat
types), sclerophyllous scrub (12 Annex I types), Rocky habitats (12 Annex I habitat types) and
heath and shrublands (6 Annex I habitat types) and all these vegetation formations are very sensi-
tive to afforestation which will lead in the end to a loss of biodiversity. Urbanisation takes espe-
cially place in the Atlantic lowlands  dominated by sediments (Als) and has a major impact on all
habitat types.

Figure 3 Afforestation (natural regeneration and planting) expressed in ha per European landscape type (level 3) over the last
ten years.

5 CONCLUSIONS

The BIOPRESS project showed that Europe has been affected by an enormous amount of land
cover changes of the last fifty years and unfortunately the rate of land cover changes has not really
slowed down. The highest annual change rates were found in the Alpine and Atlantic zone over the
last fifty years. Urban areas and forests have been expending at the expense of agricultural land.
An important policy instrument to reduce the amount of severe land cover changes is the designa-
tion of sites. Analysis of land cover changes inside versus outside protected sites showed that des-
ignation indeed reduced the amount of dramatic changes. Even the distance from the borders influ-
ences the amount of severe changes. In the core of the designated sites 0.5% has changed on
average, while on a 3,5 km distance outside the sites 27% has changed on average. So the amount
of LC changes per ha increases with the distance outside Natura 2000 sites and decreases with the
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distance inside. More gradual changes, such as vegetation succession, are distributed more even in-
side and outside the protected sites. In general, there is much difference in the land cover flows
from inside to outside Natura 200 sites. For example, changes from agriculture to urban areas took
place for 97.4% outside Natura 2000 sites. While specific changes, e.g. from semi-natural to wet-
lands, took for 98.8 % place inside the sites. However, it must be stressed that land cover changes
outside designated sites still can have a severe impact on non-protected habitats and increase the is-
lolation of such sites. Therefore, a second step was to see how land cover changes evolved across
all European landscapes. It was shown that European landscapes are very diverse in their Annex I
habitat types and that the extent of the habitat types itself differ very much across the European
landscapes. Land cover flows cause different pressures on biodiversity and it was shown that over
the period 1990-2000 afforestation affected especially Mediterranean mountains and hills which
are rich in natural grassland formations, sclerophyllous vegetation, rocky habitats and shrubs. Ur-
banisation affected especially the Atlantic lowlands and has a major impact on all habitat types.
This paper demonstrated that LC changes and associated pressures differ very much between all
European landscapes and that the biodiversity impact of these local LC changes depend very much
on the habitat types present in a particular landscape and on the extent of the specific habitat type.
In other words, impact of land cover changes on biodiversity are very site specific and it is recom-
mended not only to analyse existing environmental databases but also to add information from field
surveys to interpret the land cover changes in the right way.
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ABSTRACT:
The fusion image strategies are a good solution to obtain a synthetic image with high spatial and 
spectral characteristics simultaneously. Some of them are based on the Wavelet Transform, 
computed by means of the à trous algorithm (AWT). Most of them do not differentiated between 
spectral bands. In this sense, a new approach that weights differently the spatial information in-
tegrated from the high resolution image in each of the fused image spectral bands by the optimi-
zation of the trade off between the spatial and spectral quality of the fused images, was proposed. 
The main problems of this approach are that a unique weighting factor for the whole spectral 
band is computed, and the need of indices, that separately measure the spectral and spatial qual-
ity of the fused images. In this work, a new strategy that tries to avoid the problems above men-
tioned is introduced. For that, it is proposed to determine a local weighting factor for each pan-
chromatic pixel by means the fractal map, using the box-counting algorithm. Panchromatic and 
multispectral Quickbird images have been used to show the performances of this new methodol-
ogy. The local quality of the final fused images has been evaluated by means of local quality 
maps of Q index. It has been proved that the proposed fusion strategy preserve the high fre-
quency information of the panchromatic image in areas with a high detail, while in homogeneous 
areas the low frequency information of the multispectral image are conserved. 

1 INTRODUCTION  

Today, a great number of methods and algorithms for fusing multispectral and panchromatic im-
ages are available. Most of them are based on the use of different types of transforms. Some are 
very simple from a conceptual point of view, like the methods based on the Brovey transform (BT) 
(Hallada and Cox 1983), or the IHS transform (Intensity, Hue, Saturation) (Chavez et al. 1991). In 
addition, there exists a high number of methodologies based on multi-resolution analysis tech-
niques, that essentially use the Discrete Wavelet Transform (DWT), both in its pyramidal version, 
by means of the Mallat algorithm (Ranchin and Wald 2000), and in its redundant version, using the 
à trous (“with holes”) algorithm (Dutilleux 1987, Gonzalez-Audícana et al., 2005, Gonzalo and 
Lillo-Saavedra 2006). All these methods try to merge in a coherent way the spatial information of 
the panchromatic image with the spectral information of the multiespectral one.  

A common characteristic to all fusion strategies of panchromatic and multispectral images, 
available today, is that they do not distinguish between different land cover areas. That means the 
same information retraived from the panchromatic image is integrated in the multispectral image 
independently of the surfaces characteristics. However, it is know that for some remote sensing ap-
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plication, like traditional spectral classification on pixel basis, high spatial resolution increases 
within-field variability and therefore may decrease the classification accuracy due to the blow-up 
information. It has been shown that different classes need different resolution images to be cor-
rectly identified (Huang et al. 2003).  

In this sense, it can be very useful the availability of fusion strategies that apply different fusion 
rules dependent on land cover characteristics. Thus, areas with a high detail should preserve the 
high frequency information of the panchromatic image in areas with a high detail, while in homo-
geneous areas the low frequency information of the multispectral image should be conserved. 

It is well known that natural surfaces are often erratic and present complex features at any scale. 
They do not reveal Euclidean shape and therefore they can not be analysed by the traditional 
Euclidian geometry. The ability of fractal geometry to describe irregular shapes or complex objects 
present in natural surfaces allows their analysis.   

Most of the traditional applications of fractal techniques to image analysis are based on the esti-
mation of fractal dimension. This is a key parameter in fractal geometry which measures the irregu-
larity of complex objects, as well as the homogeneity of uniform surfaces. Two dimension objects 
have a fractal dimension greater than two and less than three. Rough surfaces have higher fractal 
dimension than smooth surfaces and tend to fill the 3D space. In this sense, the fractal dimension 
can be related to the intuitive idea of roughness (Pentland 1984) and consequently can be use to 
discriminate between surfaces with different textural features. It has been proved that the charac-
terization of a whole image by a unique number (fractal dimension) can not always discriminate 
between very different surfaces. In this sense, it seems to be more effective estimate the local frac-
tal dimension around each pixel and generate a fractal map to characterize the roughness of a whole 
image.  

The main aim of this work is to investigate the ability of the local fractal dimension to improve 
the quality of fused images by the DWT using á trous algorithm (AWT).  

2 FUSION METHODOLOGY 

2.1 Weighting ATW Fusion Methodology 

The algorithm proposed by Dutilleux (1987) (AWT), presents two principal characteristics, first 
a direction independence of the filtering process and moreover it is redundant, in the sense that, 
there is not any dyadic spatial compression of the original image between two successive degrada-
tion levels, thus the size of that image is maintained. 

The AWT algorithm consists basically in the application of consecutive convolutions between 
the image under analysis and a scaling function at distinct decomposition levels. One of the most 
widely used scaling functions for the computation of the à trous algorithm is the b3-spline (Lillo-
Saavedra and Gonzalo 2006, González-Audícana et al. 2005). 

If the original image is represented by Ij(x,y), the wavelet coefficients, Cj+n(x,y) for the decom-
position level j+n, are obtained by the difference between the corresponding two consecutive de-
graded images, Ij+n-1(x,y) and Ij+n(x,y), as it is shown in equation (1): 

y,xIy,xIy,xC 1njnjnj                                                                                                   (1) 

To synthesize the image from a decomposition level j+n, an additive criterion that adds all the 
coefficients obtained to the last decomposition level can be applied, as it is shown in equation (2): 
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n

1k
kjnjj y,xCy,xIy,xI                                                                                                    (2) 

Where Ij+n(x,y) represents a background image that contains low frequency information of the 
original image, and Cj+n(x,y) their respective wavelet coefficients, which contain high frequency in-
formation. From equations (1) and (2) an image fusion strategy can be proposed, in which the low 
frequency information, contained in a multispectral image, can be integrated with the high fre-
quency information, contained in the wavelet coefficients of a high resolution spatial image (pan-
chromatic image), resulting a multispectral image with high spatial resolution. This fusion strategy 
does not provide control on the spatial and spectral quality of the fused images. In this sense, a 
weighting AWT version of a fusion strategy, based on the determination of an objective trade-off 
criterion between spectral and spatial quality of the fused images, has been proposed in Lillo-
Saavedra & Gonzalo (2006).  

n

1k
PAN

ii
MULTI

i
Fus y,xCy,xIy,xI

kjnj
                                                                          (3) 

Where the index i represent the number of bands of the MULTI image and n the number of de-

compositions levels from the j level; 
n

1k
PANk

C  represents the sum of all PAN image wavelet coef-

ficients; and i represents the weighting factors of these coefficients for each band. 

Although this fusion methodology improves the AWT benefits, the i value is applied to whole 
spectral band, not having this methodology a strategy to discriminate the amount of high frequency 
information that is required to inject in the multispectral source image, in areas with different tex-
ture characteristics o roughness, in other word in different kind of land covers. 

2.2 Weighting ATW by local fractal dimension 

In this paper it is proposed to estimate the i (x,y) values, one for each pixel of each spectral 
band, by means of the information provides by the local fractal maps of the panchromatic image 
and the spectral band to be fused. Different relations between the local fractal maps of source im-
ages can be established for i (x,y) values estimation.  

))y,x(PAN(fracdim_)),y,x(MULTI(frac(dim_fy,x ii                                                                   (4) 

Where f(·) could be any algebraic relations between the local fractal maps of source images. 
These maps have been calculated by means the box-counting algorithm. Different experiments 
have show that the best results are reached when the information from sources images are averaged 
and normalized.  

2.3 Data and pre-processed 

The data used to evaluate the AWT fusion methodology, weighted by local fractal dimension, 
correspond to a scene recorded by the panchromatic and multispectral sensors transported on 
QUICKBIRD satellites. The multispectral image size is 512x512 pixels and consequently the pan-
chromatic image size is 2048x2048 pixels, covering 420 Ha. The scene has been recorded on feb-
ruary 18, 2005, and is geographically located in the Peumo Valley, Cachapoal watershed, Chile 
(34º17’58’’ S, 71º19’52’’ O). Color compositions of the multispectral image and its corresponding 
panchromatic image are presented in Fig. 4 (a) and (b), respectively.  
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a) b)
Figure 1: Source images. a) Panchromatic. B) Multispectral color composition 

Previously to the fusion process, source images should be pre-processed. The MULTI image 
must be resized to the PAN image size by an interpolation method, and also it should be co-
registered with this last image.  

3 RESULTS

Obtained results from this study have confirmed that local fractal dimensions maps are an 
efficient  tool to discriminate areas with different texture or roughness at different scales. Thus it 
can be appreciated at figure 2, the different values of local fractal dimension for a same scene at 
two different resolutions: in figure 2 (a) for the panchromatic image (0.6 m) and in figure 2 (b) for 
the  spectral band 3 of the multispectral image (2.4 m). It should be noted, that the polygons at the 
center of the scene, present high local fractal dimension in the high resolution image 
(panchromatic), where the lines crops can be identified, while for low resolution (multispectral 
image) it has a fractal dimension near zero, since at that resolution the mentioned lines can not be 
detected.

This kind of information has resulted very useful to discriminate areas where each one of the 
source images should have different weight in the fused image, from the point of view of certain 
applications of fused images like classification task. The idea already mentioned at introduction is 
to preserve the high frequency information of the panchromatic image in areas with a high detail 
and conserved the low frequency information of the multispectral image in homogeneous areas. 

In this paper, fusion results for the source images included in figure 1, are displayed at figure 3. 
In order to do a first evaluation of the performances of the proposed fusion strategy, the standard 
AWT fusion strategy has been considered as reference. Thus the source images have been fused 
according equation 3, for =1 for all spectral bands (figure 3 a), and estimating the different i

values for each spectral band from the local fractal dimension maps of the panchromatic image and 
the corresponding spectral band of the multispectral image (figure 3 b).   

From the visual inspection, apparently the two fused images are very similar. However, a local 
analysis shows significant differences between them. In order to show these differences local 
quality maps of Q index (Zhou 2002) have been calculated. These maps are displayed at figure 4, 
for the two fused images. It should be noted that high values of Q index expresses high quality. 
Then, it can be appreciated that in those areas where the Q values are different for the two images,  
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a) b) 

2.0 

1.0 

0.0 

Figure 2: Local fractal dimension maps. a) Panchromatic and b) band 3 of multispectral images 

a) b) 
Figure 3: Fused images. a) Standard AWT fusion method. b) Fusion method based on local fractal 

dimensions

a) b) 

1.0 

0.5 

0.0 

Figure 4: Q-Maps: Standard AWT fusion method. b) Fusion method based on local fractal 
dimensions
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they are always higher for the image fused by the method based on local fractal dimension maps. 
Those differences are especially noteworthy in homogeneous areas, avoiding the common problem 
to other fusion methods that introduce artefacts in these areas. 

Moreover, to show differences between the fused images, zooms of a particular area of the 
whole multispectral image, AWT fused image weighted by local fractal dimension and standard 
AWT fused image are displayed at figure 5 a), b) and c). The close up shows a zone of vineyard in 
the left-down diagonal (high spatial frequency) and homogeneous crop in the other side (low 
spatial frequency). It can be appreciated that for both fused images (figure 5 b) and c)), the spatial 
information has improved respect the multispectral image. Nevertheless, the smoothness is 
conserved for the proposed method (figure 5 b)) in the low spatial frequency zone of the 
multispectral image (figure 5 a)).    

In order to corroborate this observation, an unsupervised classification, for the three whole 
images, has been carried out. The k-means parameters used has been: seven class and 5% of change 
threshold. Fig. 5 d), e) and f) presents the classification of zooms displayed in Fig. 5 a), b) and c). It 
is evident that the AWT fused image, weighted by local fractal dimension, maintains the same 
multispectral image classification in the homogeneous zone, but increases the class in the vineyard 
zone as well as that AWT fused image. 

a) b) c)

d) e) f)
Figure 5: a) MULTI image, b) AWT fused image weighted by local fractal dimension, c) AWT 

fused image. Figure 5: d), e) and f) are classified image from a), b) and c), by means k-means 
algorithm. 

4 CONCLUSIONS 

A new methodology to fuse multispectral and panchromatic images has been proposed. The 
main feature of the new methodology is the local weighting of the information injected from the 
panchromatic image in each of the spectral bands of the multispectral image. For that the informa-
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tion provided for the local fractal dimension maps of the source images computing by the box-
counting algorithm have been used.  

From the experimental results can be concluded that the local fractal dimension, calculated by 
means the box-counting algorithm, is an appropriate tool to differentiate the land cover 
characteristics, in order to obtain a fused image without blow-up information.  

Since it has been proved that the fused results depend on land covers, it is required the use of 
local weighting maps, consequently the quality of the fused images should be evaluated locally. It 
has been proved that the local quality of the fused image by the proposed fusion methodology is 
higher in the whole image than for the fusion without weighting. This improvement is due that this 
method preserves the high frequency information of the panchromatic image in areas with a high 
detail and conserved the low frequency information of the multispectral image in homogeneous 
areas. That is especially interesting for some remote sensing applications like classification. Thus it 
has been showed that the AWT fused image, weighted by local fractal dimension, provides the 
same classification results than the multispectral image in the homogeneous zone, and 
simultaneously it provides high discrimination performances in areas with high detail.  
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Application of remote sensing to heritage conservation: a case

ABSTRACT: The aim of this work is to evaluate the applicability of Very High Spatial Resolu-
tion (VHSR) images to heritage conservation, by using multi-spectral images with different reso-
lutions to extract information concerning the state of conservation of building roofs. To this end,
a hybrid classification method was developed that incorporates uncertainty information in the au-
tomatic classification of VHSR images. The developed classification methodology includes the
following steps: 1) a soft pixel-based classification; 2) computation of the classification uncer-
tainty; and 3) buildings classification based on decision rules which include the results of the soft
pixel-based classification and its uncertainty.
The proposed methodology was tested on the classification of the historical downtown centre of
Coimbra, in Portugal, and validated with the results obtained from an independent pathology
survey performed by the University of Coimbra. The test was carried out with a multi-spectral
aerial image and a QuickBird satellite image with spatial resolutions of respectively 0.5 m and
2.4 m.

1 INTRODUCTION
One of the major tasks to define strategies for intervention in historical urban spaces, such as cities,
blocks or buildings, is the survey of what exists. Preliminary examination plays a crucial role con-
cerning the planning of construction and restoration tasks. However, since traditional techniques
consist in manually performing pathology mapping, which is laborious and time consuming, and
taken into account that some parts of the buildings are often inaccessible, this examination process
can become extremely difficult. Therefore, it is desirable to explore and evaluate new methods and
other possible sources of information capable of providing reliable data on existing anomalies, like
corrosion and natural covers (e.g. moss), and also capable of enabling information concerning inac-
cessible parts of the buildings’ roofs.

The continuous improvement of the spatial resolution of remote sensing sensors and the availa-
bility of Very High Spatial Resolution (VHSR) images allow the identification of smaller objects
and, therefore, more fine features can be delineated, which lead to a broad number of new applica-
tions. This study intends to evaluate the applicability of VHSR multispectral satellite images to
detect anomalies on roofs, to identify their state of conservation and to determine if increasing spa-
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tial resolution results in improvements in the identification and extraction of the information con-
cerning roof pathology.

There are several available techniques for the automatic extraction of information from VHSR
images. They can be performed on a pixel basis, object basis (e.g. Gonçalves and Caetano, 2004;
Blaschke et al. 2004) or a combination of both (e.g. Wang et. al., 2004; Plantier and Caetano,
2007), also called per-field classification when the objects result from digital vector data and Geo-
graphic Information Systems (GIS) (Aplin et al., 2000). In this study a hybrid classification method
that combines pixel and object classification and incorporates uncertainty information in the soft
automatic classification is developed, to obtain information on buildings roof pathology of the his-
torical downtown centre of Coimbra, Portugal. This approach has similarities with per-field classi-
fication since the objects used in the classification process were obtained from a vector cartograph-
ic map of the region. The results are then compared with those obtained with a traditional
pathology survey performed by the University of Coimbra, and conclusions are drawn.

2 DATA SET AND CASE-STUDY AREA

The case-study area is the historical downtown centre of Coimbra with an area of approximately 15
ha (Figure 1 a)). The ancient downtown spreads along the flat riverside and is occupied mainly by
old buildings, most of the latter from the 16th century, innumerable alleyways and small squares.

The data set used in the study includes two multiespectral images and a vector cartographic map
at  the  1:1000  scale  (Figure  1).  The  images  are  a  multispectral  image  obtained  by  the  QuickBird
sensor in December 2004, with a spatial resolution of 2.4 m in mode (XS), and multispectral aerial
images with a resolution of 0.5 m. The pixels are recorded in 16 bits in the QuickBird image whe-
reas  in  the  aerial  image  only  8  bits  are  used.  The  study  was  performed  using  four  multispectral
bands. A vegetation index was also calculated for each data image, namely the Normalized Differ-
ence Vegetation Index (NDVI) which was used as additional band information.

Figure 1 – Study area. a) QuickBird image (RGB 321), b) aerial image (RGB 321), c) overlay of the vector
buildings map and the aerial image (RGB321).

3 METHODOLOGY

Before the definition and implementation of the methodology, an analysis of both images was
made to evaluate if it was possible to identify, just through visualization, the main materials exist-
ing in the case-study area, the presence of anomalies in the buildings roofs or, in this case, the dif-
ferent kind of anomalies. This analysis was extremely important to identify the kind of information
that would be possible to extract and the definition of the best extraction technique.
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The main roof materials in the study area are: ceramic tiles; fibrocement corrugated sheets; and
steel panels. The ceramic tile is the most representative material, used in 85% of roofs. For this rea-
son, the present study focuses only in the identification of ceramic tile roof pathologies.

From the performed previous analysis it was possible to conclude that, even though the images
have very high spatial resolution, these only enable the identification of the roofs with anomalies
and do not allow the identification of the different types. Since the survey made by the University
of Coimbra using traditional methods produced a classification of the buildings conservation level,
the authors also worked at the building level, to allow the comparison of both methods. Further-
more, classifications such as ‘Building Roofs with Pathology’, or, for example, ‘Building Roofs
With 25% of Anomalies’ can not be made only with pixel information. The identification of these
classes requires not only the classification of the elementary entities (pixels in this case), but also
the analysis of their arrangement. For this reason, the classification methodology includes a prelim-
inary classification of the images, constructing a Surface Elements Materials Map (SEMM) and a
Surface Elements Pathology Map (SEPM) based on a soft probabilistic pixel classification.

The subsequent step was the identification of the Building Units (BU), which were obtained
from the vector cartographic map, available at 1:1000 scale. This information was converted to a
raster format, generating a raster buildings map, and it was used as a mask, so that only the parts of
the images inside the building were processed. At this stage the BU becomes the basic units rather
than the individual pixels.

To analyze if the increase of the spatial resolution can improve the identification and extraction
of the required information, the proposed method was applied to both images. The proposed me-
thodology (see Figure 2) includes the following steps: 1) test the classes spectral separability; 2)
soft pixel-based classification to obtain the SEMM and the SEPM from both images; 3) evaluation
and comparison of the classification of both images; 4) evaluation of the uncertainty of the classifi-
cation; 5) pathology classification of buildings, with ceramic tile material, based on decision rules
using the SEMM and the SEPM that presented better accuracy; and 6) evaluation of the classifica-
tion accuracy.

3.1 Sampling Design
In this study five sampling protocols were established, two for training respectively the SEP and
the SEM classification, two to evaluate these classifications and another to evaluate the final build-
ing map classification. The training dataset consisted of a semi-random selection of sites. For each
class, fifteen building polygons were considered and a stratified random selection of 100 samples
inside the chosen buildings was performed. To evaluate the soft pixel classification accuracy a stra-
tified random sampling of 100 pixels per class was selected in another fifteen building polygons for
each class. For the accuracy assessment of the final buildings classification map a stratified random
selection of 100 samples was performed considering all buildings. The accuracy assessment was
made with an error  matrix.  At  this  stage,  the survey performed by the University of  Coimbra re-
garding all buildings was used as reference information to identify the ceramic building roofs, with
anomalies and not deteriorated, in the study area. For the accuracy evaluation, only the regions in-
side the BU were considered. The same sample protocols were used for both images. Since there
are some discrepancies between both images, when the position of the aerial image surface element
does not match the same surface element in the QuickBird image, it was necessary to move the
pixel sample to the closest surface element.

3.2 Classification
The classification process included several steps. First, the identification and mapping of the SEP
and the SEM were performed using a soft Maximum Likelihood Classifier (MLC) based on Baye-
sian modelling. The MLC is the most widely used image classifier, but it has been mainly used in
its crisp version. However, the output can be in the form of posterior class probabilities providing a
soft classification (e.g. Wang, 1990; Foody, 1996; Foody, 2004). Unlike traditional hard classifiers,
the output is not a single classified map, but rather a set of images (one per class) that expresses the
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probability that each pixel belongs to the class in question. This extra data also provided additional
information at the pixel level which allowed the assessment of the classification uncertainty. The
surface  elements  classes  used  in  this  study  are,  for  the  SEMM,  “Ceramic  Roof  Tile”  (C),  “Fi-
brocement  Corrugated Roof Sheet” (F)  and “Steel  Roof Panel” (S);  and for  the SEPM “Ceramic
Roof Tile Anomalies” (C-A) and “Ceramic Roof Tile Not Deteriorated” (C-ND).

Secondly, a comparison of the classes spectral separability at the pixel level was performed for
both images, using the Bhattacharya Distance (B-Distance) and a dimensional scatter plot.

The uncertainty of the probabilistic fuzzy classification was evaluated using an indicator of the
classification uncertainty (CU), available in the commercial software IDRISIS, given by:
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where ip  (i=1,…,n) are the probabilities associated with the several classes and n is the number of
classes under consideration. This indicator assumes values in the interval [0,1] and only depends
on: the maximum probability; the sum of all probabilities assigned to the class; and the total num-
ber of classes. CU evaluates up to which point the classification is dispersed over more than one
class and the degree of compatibility with the most probable class, providing information regarding
the classifier difficulty in assigning only one class to each pixel.

The Building Pathology Map (BPM) was built through the combination of the SEPM, the
SEMM, their uncertainty information and the buildings polygons converted to the raster format and
used as a mask. The next step corresponds to the development of rules that incorporate the informa-
tion on the probabilities assigned to the several classes at each pixel in the previous soft pixel based
classifications and the degree of uncertainty associated with these assignments. The rules construc-
tion requires a preliminary analysis of the probabilities assigned to the SEP and SEM classes and
their uncertainty, in order to choose the appropriate thresholds. The transformation of a SEPM and
a SEMM into a BPM is similar to a decision tree. The BU classes used in this study are: “Buildings
with Ceramic Roof Tile With Anomalies”(B-C-A), varying from “State of Conservation 1” (SC1)
to “State of Conservation 4” (SC4); and “Buildings With Ceramic Roof Tile Not Deteriorated” (B-
C-ND), corresponding to “State of Conservation 5” (SC5). Figure 3 shows the BU classes classifi-
cation workflow and Table 1 shows the used rules.

Figure 2. Flowchart of the methodology to
grate uncertainty in the aerial image classification.

Figure 3. Building Unit Classes classification
workflow.
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The aim of rule 1 is to make a distinction between ‘Buildings With Ceramic Roof Tile’ (B-C)
and ‘Buildings With No Ceramic Roof Tile’ (B-NC). Rule 2 classifies the ‘Buildings With Ceramic
Roof Tile’ into “Buildings With Ceramic Roof Tile With Anomalies” and “Buildings With Ceram-
ic  Roof  Tile  Not  Deteriorated”,  corresponding  to  “State  of  Conservation  5”.  Rule  3  assigns  the
“Buildings With Ceramic Roof Tile With Anomalies” (B-C-A) to one of four possible classes:
“State of Conservation 1”, “State of Conservation 2”, “State of Conservation 3” and “State of Con-
servation 4”
Table 1. Classification Rules

Rules Test Class if true

Rule 1

At least 50% of the pixels of the SEMM, located inside the BU, are classified as “Ceramic Roof Tile” with a probability
higher than 0.75 and uncertainty less than 0.25 B-C

Less than 50% of the pixels of the SEMM, located inside the BU, are classified as “Ceramic Roof Tile” with a probability
higher than 0.75 and uncertainty less than 0.25 B-NC

Rule 2

The mode of the pixels of the SEPM inside the BU classified as “Buildings With Ceramic Roof Tile”, is “ Ceramic Roof
Tile With Anomalies” with a probability higher than 0.75 and uncertainty less than 0.25 B-C-A

The mode of the pixels of the SEPM inside the BU classified as “Buildings With Ceramic Roof Tile”, is “Ceramic Roof
Tile Not Deteriorated” with a probability higher than 0.75 and uncertainty less than 0.25 B-C-ND

Rule 3

Buildings classified as “Buildings with Ceramic Roof Tile With Anomalies” have more than 75% of pixels classified as
“Ceramic Roof Tile With Anomalies” with a probability higher than 0.75 and uncertainty lower than 0.25 SC1

Buildings classified as “Buildings with Ceramic Roof Tile With Anomalies” have between 50% and 75% of pixels classi-
fied as “Ceramic Roof Tile with Anomalies” with a probability higher than 0.75 and uncertainty lower than 0.25 SC2

Buildings classified as “Buildings with Ceramic Roof Tile With Anomalies” have between 25% and 50% of pixels classi-
fied as “Ceramic Roof Tile With Anomalies” with a probability higher than 0.75 and uncertainty lower than 0.25 SC3

Buildings classified as “Buildings with Ceramic Roof Tile With Anomalies” have between 0% and 25% of pixels classi-
fied as “Ceramic Roof Tile With Anomalies” with a probability higher than 0.75 and uncertainty lower than 0.25 SC4

4 RESULTS AND DISCUSSION

Figure 4 presents the spectral separability of the SEMM and SEMP classes in the aerial image and
the QuickBird image. The comparison of the scatter plots shows that the overlap of the classes
spectral signatures decreases with the higher spatial image resolution. It can be observed that the C,
F and S classes present a total overlap of their ellipses in the QuickBird image while in the aerial
image the major confusion is between F and S. The results given by the B-distance reinforce the re-
sults  shown  by  the  scatter  plot.  The  average  separability  measure  of  the  SEMM classes  with  the
aerial image is 1.8 and with the QuickBird image is 1.4. For the SEPM the average separability be-
tween Ceramic Tile with and without pathology with the aerial image is 1.9 and with the QuickBird
image is 1.7.

Figure 4. a) Spectral separability of the Surface Elements Materials classes: Ceramic Roof Tile (C); Fibroce-
ment Corrugated Roof Sheet” (F) and “Steel Roof Panel” (S). b) Spectral separability of the Ceramic Roof
Tile with Anomalies (C-A) and Not Deteriorated (C-ND).

The Global Accuracy (GA) of the SEMM and SEPM classifications with aerial image was 82%
and 93% respectively, and the GA obtained with the QuicKbird image was 79% and 88%, respec-
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tively. The accuracy of results obtained with the aerial image was slightly better than the one ob-
tained with the QuickBird image, which proves that, for this kind of application, an increase in the
spatial resolution results in an improvement in the identification and extraction of this type of in-
formation. The User’s and Producer’s accuracy of the SEMM and SEMP are presented respectively
in Figure 5.

The  User´s  and  Producer’s  accuracies  values  per  class  show that  Ceramic  Roof  Tile  (C)  class
was very well identified. Significant confusion was observed between Fibrocement Corrugated
Roof Sheet  (F)  and Steel  Roof Panel  (S).  This  confusion was due to the proximity of  the corres-
ponding spectral signatures and is higher in the QuickBird image than in the aerial image, confirm-
ing the results of the spectral analysis.
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Figure 5. User’s and Producer’s accuracy of the Surface Elements Material Map (SEMM) and the Surface
Pathology Map (SEPM) produced with the QuickBird and aerial images.

The classification of Ceramic Roof Tile With Anomalies (C-A) with the aerial image presents
higher values for the Producer’s accuracy than for the User’s accuracy while the opposite occurs
for  the  Ceramic  Roof  Tile  Not  Deteriorated  (C-ND).  However  the  classification  results  for  the
QuickBird image presented an opposite behaviour, that is, the C-A presented more commission er-
ror than C-ND. This different behaviour may possibly be due to the fact that the QuickBird image
presents more shadows than the aerial image (Figure 1), since it was captured in December, and the
spectral signatures of the C-A and shadows are significantly close.

Figure  6  shows  the  average  uncertainty  per  class  of  the  SEMM and  SEPM respectively.  The
comparison  of  these  results  with  those  of  Figure  5  shows  that  the  results  are  consistent.  For  the
SEMM, the C class, for instance, presents the lowest value of uncertainty and the highest value of
accuracy. The other two classes in the SEMM show higher uncertainty and lower accuracy.
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Figure 6. Average Classification Uncertainty per class of the Surface Elements Material Map (SEMM) and
the Surface Elements Pathology Map (SEPM) obtained both images.

Since the results of pixel classification obtained with the aerial image were slightly better than
the ones obtained with the QuickBird image, to perform the BPM the authors used the SEMM and
the SEPM obtained with the aerial image classification. The global classification accuracy of the
BPM was 74%. The values of the User’s and Producer’s accuracy are shown in Figure 7.

This hybrid method of classification proved that the uncertainty information allowed the identi-
fication of the misclassified surface elements, avoiding their use in the construction of BPM, and
revealed to be adequate for the transformation of surface elements into building classification units.
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Figure 7.  The User’s and Producer’s accuracy of the Building Pathology Map (BPM) obtained with the hybr-
id approach applied to the aerial image.

The comparison between the BPM and the map made by the University of Coimbra with the
traditional methodology showed that this new approach identified 66% of the buildings to have ce-
ramic tile roofs, whereas the traditional survey identified 85%. In addition, the previous survey
showed that 8% of the ceramic tile roofs did not have anomalies, while, with this study, this num-
ber increased to 12%. This difference is mainly due: to the shadows; to the fact that the images and
the vector cartographic map do not match perfectly, as is shown in Figure1; and mainly because the
survey of the University of Coimbra was made between 2003 and 2004 and the aerial image used
digital photos obtained in 2005 and 2006. Between these two periods several roofs were repaired or
renewed, and therefore presented no deterioration in the aerial image being, for this reason, well
identified with the new classification approach, which explains the increase of roofs with no ano-
malies (Figure 8).

Figure 8. a) Extract of the aerial image (RGB321) overlaid with the buildings with ceramic tile roof not dete-
riorated classified by the University of Coimbra using traditional methods. b) Extract of the aerial image
(RGB321) overlaid with the buildings with ceramic tile roof not deteriorated classified by the new approach.
The circles mark some of the buildings which roofs were repaired or replaced by new ones and were cor-
rectly identified with the new classification approach.

5 CONCLUSIONS

The results obtained show that the applicability of VHSR images to heritage conservation is very
promising. The use of hybrid pixel-object classification integrating the surface elements classifica-
tion uncertainty proved to be valuable in the classification process and therefore this approach
should be further studied. From a methodological point of view, the hybrid approach also proved to
be adequate for the transformation of surface elements into Bulding Pathology Map with a format
well suited to be integrated in a GIS.
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Assessment of crop growth conditions for agri–environment
ecosystem for modern landscape management
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ABSTRACT: The  area  of  the  research  is  a  part  of  the  Landscape  Park  and  belongs  to  agri–
environment ecosystem of South-West Poland. The study on vegetation growth conditions has
been carried out applying optical data from TERRA/ASTER, TERRA/MODIS, and ENVI-
SAT/MERIS as well as microwave data from ENVISAT/ASAR. In situ data collected at the time
of satellite observations were as follows: soil moisture, leaf area index, biomass, vegetation
moisture, crop height, types of crop and its actual vegetation phenological stage. The supervised
maximum likelihood classification method was applied to multispectral optical and multitempo-
ral microwave satellite data to distinguish different crop type. From optical satellite data differ-
ent vegetation and soil moisture indices have been calculated on the basis of surface reflectance
and surface temperature supported with meteorological data. Assessment of heat fluxes applying
surface temperature calculated from TERRA/ASTER and TERRA/MODIS images was very im-
portant for water balance assessment. From microwave satellite data, registered in various po-
larisations and incidence angles, the backscattering coefficients have been derived and related to
soil  moisture.  It  was presented that  the classification obtained from ENVISAT ASAR VV HH
IS4 and IS6 and assessment of soil moisture yield into good results close to these obtained from
optical data, what is very important in regard to often cloud cover. It was very important to get
evapotranspiration from optical data. The results should be implemented into management of
agri–environment ecosystem. ENVISAT images have been obtained from ESA for CAT-1 1427
project, TERRA images for the national project 4T12E02630.

1 INTRODUCTION

Proper management of agri–environment ecosystem requires accurate and rapid obtained data
about crop distribution and it’s growth conditions. For this goal remote sensing methods play a sig-
nificant role, because of spatial and temporal coverage capability. Optical and microwave satellite
data provide valuable information for a good discrimination between crop types as well as for the
monitoring of crop growth conditions for proper agriculture management. This paper demonstrates
methods of classifying agricultural crops and monitoring agri–environment ecosystem using optical
and microwave satellite images acquired for spring 2007. This time of observation is crucial for as-
sessing the soil water retention, calculating the soil water capacity in spring, as it is important time
due to soil water storage in the start of vegetation growth. The present results show that in cloudy
conditions radar data may prove to be a potential tool in the measuring and monitoring soil and
vegetation growth conditions. Developed algorithms were used in preparation of maps of soil -
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crop biophysical parameters (LAI, soil moisture, evapotranspiration) that give the crucial informa-
tion for monitoring of vegetation and it is very important task for modern landscape management.

2 STUDY AREA

The study area is located in the South-West part of Poland (Longitude E: 16  to 17 , Latitude E: 52
to 52 10 ) in Wielkopolska region. This site has been chosen because of the presence of big agri-
cultural plots and various crop types. It is flat agricultural areas with the mean elevation of 85 m
above see. The climate is between climatic zones transient oceanic and continental.  The prevailing
soil types are sandy loam on arable land (Ortio Podzols according to FAO classification) and
moorsh on grasslands (Eutric Histosols), with stable soil texture condition. The dominating crops
are: winter and spring wheat (Triticum aestivum ssp. vulgare), winter rye (Secale cereale), winter
and spring triticale (Triticale), winter and spring barley (Horoleum sativum), winter rape (Brassica
napus), corn (Zea mays) and sugar beet (Beta vulgaris saccharifera).

3 MATERIALS AND METHODS

The paper focused on the spring season of the year 2007, when spring cereals were in the emer-
gence stage, winter cereals in the jointing stage, rape in the flowering stage, alfalfa in the full bio-
mass development, and corn and sugar beet in germination (bare soil) or emergence stage. Table 1
presents dates of ground and satellite observations. The measurements of various soil and vegeta-
tion parameters were carried out at the selected plots for each of the different crops simultaneously
to the satellites overpasses. For each plot, several measurements were taken and then averaged. The
following parameters have been measured at the test area:

- soil moisture (SM), [% vol.] to the depth of 0–15 cm using TDR method,
- wet and dry  biomass weights,
- height of the crops,
- development stage,
- Leaf Area Index (LAI), [m2/m2] measured with the Plant Canopy Analyzer 2000,
- meteorological data using portable station.
The following satellite data have been applied: optical data from TERRA/ASTER (pixel size

15, 30, and 90 m-thermal), TERRA/MODIS (pixel size 250, 500, and 1000 m-thermal), and ENVI-
SAT/MERIS (pixel size 300 m after resampling) and microwave data from ENVISAT/ASAR
(pixel size 12.5 m) from descending orbits, (tab. 1). All optical satellite images were radiometri-
cally (atmospheric correction) corrected. Microwave ENVISAT/ASAR images were processed us-
ing BEST programme. All images were geometrically corrected to the ellipsoid WGS-84 (UTM
zone N 33) using ground control points and nearest neighbour resampling. All resamplings and
classifications were performed using ERDAS system.

Table 1. Dates of ground truth and satellite observations
GROUND

Observation ASTER ENVISAT ASAR MERIS MODIS

15.04-23.04.2007 23.04.2007 15.04.2007 IS6 HH VV
07.05.2007 IS4 HH VV 26.04.2007 23.04.2007

Optical satellite images have been applied for crop classification and calculation of vegetation
indices. Surface temperature (corrected for atmospheric influence) derived from thermal channels of
ASTER and MODIS images in conjunction with meteorological data (air temperature, wind speed,
net radiation) has been used for calculation of latent heat flux as a residual of the energy budget
equation:
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LE = RN – H – G                                                                                                                             (1)

where: LE = the rate of loss of latent heat by evapotranspiration, W/m²; RN = the rate of net gain
of heat from radiation measured at the station, W/m²; H = the rate of sensible heat loss by convec-
tion, W/m²; and G = the rate of heat loss into the ground (measured), W/m².
The values for the rate of sensible heat loss by convection (H) were calculated in line with the for-
mula:

H = (pCp(Ts-Ta))/ra  (2)

where:  p  =  air  density,  kg/m³;  Cp =  specific  heat  of  air,  J/kg/K;  Ts = surface temperature from
ATER or MODIS corrected due to atmospheric water vapor, °C; Ta = air temperature measured at
the study area, °C; and ra = air resistance for heat transfer, s/m.
The values of air resistance (ra) were in turn calculated using:

ra = [ln((z-d)/zo)]²/(K²u)                                        (3)

where: z = the level of measurements above the ground, m; d = the zero-plane displacement level,
m; zo = the roughness length, m; K = Von Karman's constant equal to 0.41; and u = the wind speed,
m/s.
The values for roughness length (zo) and zero-plane displacement level (d) were calculated as the
function of vegetation height (h) after Monteith (Monteith 1973): zo = 0.13h and d = 0.66h. Air re-
sistance was corrected for air stability in the manner of Jackson (Jackson et. al, 1987) and Kustas
(Kustas et. al. 1989). Daily evapotranspiration (Edaily) has been calculated using instantaneous val-
ues of LE and instantaneous values of RN and daily values of RN as similar approach to Jackson
(Jackson et al. 1983, Dabrowska–Zielinska 1995).

As it is important to find which part of incoming radiation has been used for sensible heat and
which part for latent heat flux, therefore the ratio of sensible to latent heat flux seems to be good
indicator of soil moisture. Soil moisture was calculated from the relationship of soil moisture to
(H/LE) index.  Leaf Area Index (LAI) represents the growth condition of the plant. It was found
that LAI can be calculated from vegetation index NDVI and soil moisture index H/LE (Dabrows-
ka–Zielinska et al. 2007). Two microwave satellite images have been applied as multitemporal im-
age for crop classification as well as for soil moisture assessment. Soil moisture has been estimated
from the relationship with radar backscatter derived separately for each class presenting similar
roughness conditions and similar attenuation of the radar signal by vegetation.

4 RESULTS AND DISCUSSION

4.1 Crop classification
Crop classification is essential for the monitoring of soil moisture conditions for specific crops or
bare soil. Crop classification has been performed for the layer of arable land derived from CORINE
Land Cover map. Also, grassland area has been taken from this map. The supervised maximum
likelihood classification method was applied to multispectral optical and multitemporal microwave
satellite data to distinguish different crop type. For each of the optical images and one multitempo-
ral ASAR image (composition of VV HH IS4 and IS6) the sample training dataset has been gener-
ated. The validation has been performed using ground truth observations and the accuracy of the
four classifications has been evaluated. From the classification of ASTER image four crop types
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have  been  distinguished:  spring  cereals,  winter  cereals,  rape,  alfalfa,  and  bare  soil  (Fig.  1,  left).
From the classification of MERIS image three crop type have been distinguished: spring cereals,
winter cereals, rape, and bare soil (Fig. 1, right).

Figure 1. Crop classification based on ASTER (left) and MERIS (right) data.

Figure 2. Crop classification based on MODIS (left) and multitemporal ASAR (right) data.

From the classification of MODIS image also three crop classes have been distinguished: spring
cereals, winter cereals and rape, and bare soil (Fig. 2, left). From the classification of multitemporal
ENVISAT ASAR data (acquired on 15.04.2007 and  07.05.2007) the following crops have been
distinguished: spring cereals, winter cereals, rape, crops in emergence stage, and bare soil (Fig. 2,
right). The classification results of these four satellite images show that ASTER and multitemporal
ASAR images give the best results in distinguishing crop types. Due to lower spatial resolution of
MERIS and MODIS images (300 and 250 m, appropriately) the classification of crop type was
poorer - only three crop type classes were distinguished. The overall accuracy calculated from error
matrix  was:  for  ASTER  image  95%,  for  ASAR  multitemporal  image  82%,  for  MERIS  image
72%, and for MODIS image 76%.

4.2 Evapotranspiration
Latent heat flux (LE) has been calculated using equation (1).  Daily values of evapotranspiration
(Edaily) were calculated for the days of satellite acquisitions. The figure 3 presents the maps of LE
calculated using the surface temperature from ASTER (left) and MODIS (right) data and meteoro-
logical parameters.
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Figure 3. Map of LE generated based on ASTER (left) and MODIS (right) thermal data.

The figure 4 presents the distribution of daily evapotranspiration (Edaily) assessed from ASTER
(left) and MODIS (right) data. Daily values of evapotranspiration were in most occasions between
2,5-3.0 mm per day. In the Northern part of the area the daily values of evapotranspiration was
higher than 3 mm. It was noticed that the area with higher evapotranspiration from 3-3,5 mm/day
predominates  at  the test  site.  The MODIS thermal  pixel  is  1km2 and the temperature is averaged
from the larger area than the temperature obtained from ASTER where resolution is 90 m. Within 1
km2 pixel there is bare soil and different crops.

Figure 4. Map of Edaily generated based on ASTER (left) and MODIS (right) thermal data.

4.3  Soil moisture
Soil moisture has been assessed from the ratio of sensible heat to latent heat (H/LE) obtained using
optical data and meteorological parameters. High values of soil moisture related to low values of
the index because in wet conditions most of the incoming energy is consumed by the latent heat
flux - the surface evaporates and its temperature decreases. The difference between surface and air
temperature is low and sensible heat flux is low. The figure 5 presents the relationships of soil
moisture and H/LE index calculated based on ASTER (left) and MODIS (right) thermal data. The
developed equations have been used for the generation of soil moisture maps (Fig. 6). In April dur-
ing early spring the soil moisture is high. The higher soil moisture values (20-25%) were obtained
using the H/LE index where the surface temperature was obtained from ASTER data (Fig. 6 left).
Lower values of soil moisture were noticed on the map based on MODIS data (generated using Fig.
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6 right) what was the consequence that the surface temperature recorded by MODIS is from 1km2.
The MODIS thermal pixel most often contained the plots of rape with lower soil moisture, which
dominated within the pixel (Fig. 7).
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Figure 5. Relationship between soil moisture (SM) observed and H/LE calculated based on surface tempera-
ture derived from ASTER (left) and from MODIS (right) data.

Figure 6. Map of soil moisture generated based on ASTER (left) and MODIS (right) thermal data.

Figure 7. Crop classification based on ASTER data overlaid MODIS thermal pixels.
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The other method of soil moisture calculation, presented in this study, was to apply microwave
data  from  ENVISAT  ASAR  IS6  VV.  For  each  of  the  agricultural  class  presenting  similar
roughness conditions and similar attenuation of the radar signal by vegetation there was performed
the relationship between backscattering coefficient and soil moisture. The figure 8 presents the
distribution of soil moisture values estimated using developed algorithms. In general, the values
were high i.e. 20-25 % for crop area and over 50% for grassland.

Figure 8. Map of soil moisture generated from ENVISAT ASAR IS6 VV image acquired on 15.04.2007.

4.4 LAI
The LAI index describes the geometry and density of a crop. LAI changes during the development
of crops from low at the beginning of growth to a maximum at their full biomass stage (heading
stage for cereals). LAI has been calculated from NDVI index and soil moisture index H/LE derived
from ASTER data for particular crops distinguished from the same image. The figure 9 presents
equations developed for winter cereals (left, R2=0.85) and rape (right, R2=0.86) as an example. The
similar statistical analysis has been applied for the remaining classes (spring wheat, R2=0.95; grass-
lands and alfalfa, R2=0.96) distinguished from ASTER data.

Figure 9. Relationship between LAI observed and calculated from NDVI and H/LE indices derived from
ASTER image for winter cereals (left) and rape (right)
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The figure 10 presents distribution of LAI calculated using NDVI assessed from ASTER data
and H/LE calculated using surface temperature from ASTER and meteorological data, according to
(1) and (2). The higher LAI was noticed for rape plots and grassland. The lowest for spring wheat
and some winter wheat plots.

Figure 10. Map of LAI generated based on ASTER data

5 CONCLUSIONS

Crop growth conditions focused on biomass expressed by LAI, evapotranspiration, and soil mois-
ture can be monitored using optical and microwave satellite data. The first step for building the
monitoring system for agri-environment is crop classification. The next step is to assess various
soil-crop biophysical parameters like evapotranspiration, soil moisture, LAI for the distinguished
classes. Application of multispectral TERRA/ASTER, TERRA/MODIS, ENVISAT/MERIS, and
multitemporal ENVISAT/ASAR data proved the possibilities of using this information as the regu-
lar input to the system of modern landscape management. Due to often clouds cover the presented
results based on microwave data were considered as great possibilities for the measuring soil-water
retention and monitoring crop growth conditions. Assessment evapotranspiration and soil moisture
based on ASTER and MODIS thermal data gives essential information as the input to water bal-
ance of the agri-environment ecosystem. The described results show that proposed method of the
assessment of crop growth conditions should be implemented into management of agri–
environment ecosystem.
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Monitoring of maize damage caused by western corn rootworm by

ABSTRACT: As one of the consequences of global warming, the gradual dispersion of western
corn rootworm (WCR) is becoming a serious maize pest in Europe and all over the world. The
WCR was introduced to Europe from the USA. First it was detected in Europe near Beograd in
1992. The WCR has spread from its initial infestation point to a range of several hundred
kilometres, affecting many countries in the region including Hungary first in 1995. The structure
of  a  healthy,  WCR free maize field shows straight  rows in a  clear  order  and upstanding maize
stalks. WCR infection can cause wilted broken corn stalks randomly lying on the ground. That
means the damage itself causes physical and visible disorder in the maize field. Our goal is to
assess and identify the disorders and structural changes caused by WCR using polarimetic radar
images (ALOS PALSAR). The initial results of our assessment will be presented in this paper.
This project has been implemented in the framework of the tender called by the Ministry of
Environment and Water and with the support of the Hungarian Space Office. To develop and
extend the method is worthwhile as the WCR monitoring system is expeditious, objective and
economical. The development of the system will create the possibility to monitor the spread of
WCR on larger areas and to forecast the following year’s damage. The amount of information
can be used efficiently in plant protection; moreover can be useful for farmers, pesticide
producers, state authorities and research institutes.

1  INTRODUCTION

The Institute of Geodesy, Cartography and Remote Sensing (FÖMI) implemented the present
experimental project called “Identification of the Western Corn Rootworm damage by integrated
utilization of optical and radar images” in the framework of the tender called by the Ministry of
Environment and Water and with the support of the Hungarian Space Office.

According to our experience, to apply remote sensing in a proper way, the key is to have the
most possible detailed and versatile description based on ground assessment of the differences
between the healthy and the WCR damaged fields.

The healthy maize field is standard, life cycle of the maize plant suits the yearly average and it
is free from WCR damage. The damaged maize parcel is destroyed by WCR larvae.

The structure of a healthy, WCR free maize field represents straight rows in a clear order and
upstanding corn stalks. Most of the damage in corn is caused by WCR larval feeding. WCR
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larvae feed on and destroy maize roots in different scale. The serious WCR larval damage like it
was in Hungary, 2007 can cause wilted broken corn stalks. In injured corn fields, WCR larval
damage results in disordered rows and corn stalks lying on top of each other randomly on the
ground. Rootworm damage also can result in extensive "gooseneck" lodging and harvest
difficulties.  The damage usually appears in spots and causes chaos, disarray and disorder in corn
fields.

It is appropriate to describe the degree of the root injury by using the Iowa corn root rating
scale. It is a 1-6 root damage scale depending on the root injury intensity. The important point of
the remote sensing analysis is that ratings from and over 4 indicate “gooseneck” prone lodging corn
stalks. Although sometimes root rating 3 combined with extreme weather condition can also show
the same result.

2  METHODS AND DATA

Our goal with the present project is to assess and identify the disorder and structural changes
caused  by  WCR  larvae  using  optical  (IRS-P6  AWiFS)  and  polarimetic  radar  (ALOS  PALSAR)
satellite images.

It  is  important  to  clarify  some  details  about  the  reference  database  and  its  establishment.  The
Central Agricultural Office of Békés County (CAO) provided the GPS recording of the WCR
damaged field, the related data and the underlying basic ground assessment. We represented the
received  data  from CAO into  GIS  to  make  them more  visible  and  create  an  easier  access  in  the
future  assessment.  In  Békés  County  the  tested  maize  parcels  were  selected  based  on  surveyed
monoculture maize fields by CAO as well as randomly on the source of public announcements. We
determine and classify the WCR larval damage degree by 1-6 Iowa corn root rating scale created
by Hills-Peters. The injury of test maize fields reached different degrees. It was between 1-5,3
rating scale. The damage percentage of test fields was 0-85%.

We used the reference ground assessment reports from the year 2007 recorded in Békés County,
Hungary in cooperation with the local agency of CAO. We attempted to identify rootworm damage
among the 26 selected test parcels by remote sensing. Table 1 shows the main features of the test
parcels. Figure 1 gives information about the spatial location of the selected parcels.

We used 3 different individual features (Mono-maize feature, Optical feature, Radar feature)
derived from remote sensing data to identify larval damage. These are as follows:

The result of monoculture maize field assessment (Mono-maize feature)
Monoculture maize production increases the risk of WCR infection. Satellite data time
series 1997-2006 (during 10 years, before 2007) are available in FÖMI which we analysed
and determined the frequency of maize production in the tested parcels. This became the
value of mono-maize feature. If this value is higher than the limit value it means that the
parcel is probably damaged by WCR otherwise we assume the parcel is not damaged. If the
value equals the limit value it is an ambiguous case. In this special case it is impossible to
determine whether the parcel is damaged or not. The limit value was created by
crosschecking the reference data and the monoculture maize map.

Vegetation index derived from optical satellite data decreases if there is larval damage
(Optical feature)
The WCR larval damage results in stress in corn plants. It leads to the vegetation index
decreasing. If the vegetation index curve of the cornfield is lower in a certain period than a
given limit value it means that the parcel is probably damaged by WCR otherwise it is not.
The optical feature measures the relative difference rate of the limit value. If its value is
negative there is WCR damage, if it is positive there is no WCR damage. The ambiguous
case  is  that  if  the  relative  difference  is  in  +/-  2  percentages.  In  this  case  based  on  this
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feature it is impossible to determine whether the parcel is damaged or not. The limit value
was created by crosschecking the reference data and optical data time series.

Identification of the disorders and structural changes caused by WCR using polarimetic
radar images (Radar feature)
According to the theories and the bibliography issued about the radar polarimetry (Pierce
at.al. (1994), Cloude & Pottier (1997), Ferrazzoli at.al, (1999), Skriver at.al (1999), Schou &
Skriver,(2001)) we should recognize the disorder caused by WCR damage through the
change of polarimetric state of radar wavelength which is similar to the structural changes
in corn field. Considering the above mentioned theory we decided to apply L-band
(wavelength: 23 cm) polarimetric radar images in our remote sensing methodology. We
derived the entropy value as described in Refregier & Morio (2006) by analysing polarimetric
radar image. This value describes the disorder of the parcel. If this value is higher than a
limit value it means that the parcel is probably damaged by WCR otherwise it is not. The
radar feature measures its relative difference rate of the limit value. If its value is positive
there is  WCR damage,  if  it  is  negative we assume there is  no WCR damage.  Ambiguous
cases are those in which the difference is in +/- 2 percentages. In such cases based on this
feature it is impossible to decide whether the parcel is damaged or not. The limit value was
created by crosschecking the reference data and entropy map derived from radar image.

We defined the above detailed three distinct features regarding the tested corn fields to identify
WCR damage. If the features shown contradictory damage findings of the individual test parcels
we classified those parcels into categories in which the image included the most pixels.  For
example if two features give the same result that a parcel is WCR damaged and one feature shows
it is not damaged we classify the parcel as damaged.  We decided the final category based on the
majority.

We should point out some details in connection with the assessment. Separately these features
can not identify the WCR damage unmistakably. The monoculture maize production increases the
possibility of WCR infection. If the plant protection is appropriate the damage can not develop.
The most effective measure to control the WCR is crop rotation. Vegetation index decrease can be
caused by any other stress (e.g.: drought, heavy weed infection, wrong pesticide use, etc.).
Furthermore usually lower larval damage does not always result in so heavy visible and physical
change (disorder) in the fields that the damage can be identified by polarization change of the
backscattered radar signs. The integrated assessment of the 3 features can give more accurate WCR
damage identification than to assess features separately one-by-one.

Table  1.  Classification  of  the  tested  reference  cornfields  based  on  WCR  damage,  Békés  County
2007

IOWA root rating scale No. of
fields Area (ha) Area percentage

(%)
Average area of
the fields (ha)

1 – no damage (control) 11 398,6 75,7 36,2
2-3 2 12,7 2,4 6,3
3-4 4 79,0 15,0 19,8
4-5 6 32,0 6,1 5,3
>=5 3 3,9 0,7 1,3

Total 26 526,3 100,0 20,2
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Figure 1. Spatial position of WCR larva damage and control reference data, Békés County 2007
(Source: Agricultural Office of County Békés, Plant Protection and Soil Conservation Directorate)
(control, WCR free parcels are green)

Table 2. Features of optical data, 2007 (a) and radar image (b) in connection with the remote
sensing assessment of WCR larval damage

Acquisition
date Type

Spatial
resolution

(ha)
Spectral resolution

2007.04.22

IRS-P6 AWiFS 0,3 4 bands in the visible-near infrared range

2007.05.02
2007.05.11
2007.05.21
2007.06.09
2007.07.09
2007.07.23
2007.07.27

a.
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Acquisition
date Type Polarization Wavelength

(cm) Spatial resolution (ha)

2007.07.22 ALOS PALSAR dual (HH+HV) L-band: 23 0,1
b.

3  RESULTS

We determined all the remote sensing features identifying WCR damage for all the tested
cornfields. We created the remote sensing features (Optical feature, Radar feature) from optical and
radar data described in Table 2. We created the monoculture feature (Mono-maize feature) by using
about 50 high resolution optical images (1997-2006). Notice that Table 2 does not include the data
of those images for the reasons of size.

Figure 2 introduces a WCR damaged and a control cornfield. The differences of the optical
(2.a.)  and  radar  (2.b.)  satellite  images  are  well  recognizable.  The  Landsat  TM  image  taken
24/07/2007 (2.a.) and the entropy map derived from ALOS PALSAR radar satellite image taken
22/07/2007 (2.b.) demonstrate a WCR damaged (delimited by bourdon line) and a control
(delimited by yellow line) maize field. A ground assessment of the presented WCR damaged maize
field was taken on 06/07/2007. According to this assessment the corn plants were completely
lodged and broken corn stalks were randomly lying on the ground, the Iowa rating shown 4,7 root
damage in 55% of the tested cornfield. The WCR damage maize field has bluish spots in the optical
image (2.a.). The healthy, WCR free maize field does not have the mentioned spots, it is more
homogeneous. The measured entropy of the root damaged maize field (light tone) is different than
the control (dark tone) field in the entropy map based on radar data (2.b.).

We created the vegetation index curves of the reference test fields based on optical satellite
images. The optical feature is derived from vegetation index curves. Based on a radar image we
determined the radar feature which presents the entropy of the tested field. Finally, based on optical
satellite data time series (1997-2006) we defined the mono-maize feature for all the tested fields
which represents the frequency of maize production in 1997-2006.

a.
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b.

Figure 2. Optical (a) and radar (b) images

The evaluation of  the results  clearly shows that  there was not  any tested field which all  three
features classified incorrectly.  At the same time based on all of three features we could classify the
WCR damage of 6 fields correctly in harmony with the ground assessment.  Five fields were
classified incorrectly.  The reasons of incorrect classifications in two of the five cases were the
small coverage of medium damage (it affected 30-40% of the field) and the 16 day difference
between  the  acquisition  date  of  radar  image  and  the  ground  assessment.  During  16  days  the  two
fields might regenerate (in these fields the ground assessment recorded, “gooseneck” lodging and
broken cornstalks tried to be upstanding and regenerated). Probably for the above mentioned
reasons the damage stress and entropy of these two maize fields was not observable.

Table 3 shows the accuracy of the methodology based on the integrated and one-by-one
evaluation of the remote sensing features. Based on the results of Table 3 the accuracy of damage
identification was 61-70 % with the one-by-one evaluation of the remote sensing features. The
monoculture feature gave the least accurate results.  The other two features presented about the
same degree of accuracy, did not show significant differences. It is an important fact that we could
achieve as accurate results with one 2-band polarimetric radar image as it is possible with 8 of 4-
band optical images. It clearly proves that considering the theory we made a good decision about
using radar data to identify WCR damage. The important outcome of our mission is that
polarimetric radar data can add a competitive advantage in remote sensing vegetation research and
detecting structural changes.

The accuracy of damage identification is higher than 80% with the integrated evaluation of the 3
features. This result is 10 % better than with the one-by-one evaluation.
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Table 3. Quantitative results of accuracy assessment achieved in tested maize fields. It includes the
integrated and the one-by-one evaluation of the remote sensing features focusing on WCR
damages.

Categories of
accuracy

Mono-maize feature Optical feature Radar feature Altogether

No. of
fields

Accuracy
(%)

No. of
fields

Accuracy
(%)

No. of
fields

Accuracy
(%)

No. of
fields

Accuracy
(%)

Correct 16 61,5 18 69,2 18 69,2 21 80,8

Ambiguous 1 3,8 3 11,5 2 7,7 0 0,0

Incorrect 9 34,6 5 19,2 6 23,1 5 19,2

Total 26 100,0 26 100,0 26 100,0 26 100,0

4  CONCLUSIONS

To sum up the results, the retroactive ground assessments verified the goal of our project. We
vividly demonstrated a methodology which clearly identifies WCR larval damage efficiently by
remote sensing. We are eager to develop and fine-tune the methodology and regional assessment in
2008.

Based on the achieved objectives of the project there is potential in the integrated analysis of
optical and radar images to assess and identify disorders and structural changes caused by WCR
larvae.

WCR is quarantine pest in the European Union. It is necessary to detect WCR damage in order
to comply with the statutory management requirements and good agricultural and environmental
conditions which are the basic requirements to receive agricultural subsidies.

The outcome of this project can be used directly to create a nationwide and regional maize
damage risk map. This project is unique in the European Union. Based on the initial results,
introduction of polarimetric radar technique significantly increased the accuracy. Further
development of this technology and the use of additional radar images will create the possibility to
accomplish a more accurate damage identification system. With the on-going development, this
project can effectively contribute to WCR identification, spread-monitoring and control in Hungary
as well as in WCR affected EU Member States.
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ABSTRACT: DART  model  (Discrete Anisotropic Radiative Transfer). is a model of  the
earth surface layer simulating its radiative transfer. The model simulates 3-dimensional reflec-
tance of surface layers. The model needs the detailed information of the layer in the form of
cubes determining individual surface elements. The layer comprising forest areas consist of at-
mosphere and trees. The paper presents two methods for 3-dimensional models of trees. The first
one is the geodetical one performing ground measurement of individual trees by total stations
and the second one is the lidar measurement.

 Terrestrial lidar for studying tree characteristics was used in two study areas. Point cloud of
lidar measurement produces accurate tree canopy information; height distribution of lidar data is
related to the vertical and horizontal structure of the tree canopy. The National Park Czech Swit-
zerland in the northwest part of Czech Republic was the first area where the measurement was
performed. Terrestrial lidar data are acquired for tree characteristic determination in a compact
forest  of  Fagus  sylvatica  L.  and  solitary  standing  Quercus  robur  L.  In  the  second  area  in  the
Beskydy Mountains, terrestrial scanner was used for scanning of Picea abies L. Statistical values
as height and density of trees, branches structure and spatial distribution of foliage.were derived
from these data.

1 INTRODUCTION

Discrete Anisotropic Radiative Transfer model simulates directional reflectivity of the 3-D model
of earth surface layers. The model is formed by voxels with defined type classifications determin-
ing structural and radiative characteristics of individual volume units. Three-dimensional tree mod-
els, resp. vegetation models seem to be the most complicated due to variety of kinds and shapes of
individual trees.

Physically based models of radiative transfer simulating directional reflectance are used for
quantitative estimation of biophysical and biochemical parameters from hyperspectral or multispec-
tral remote sensing data. The parameters – as chlorophyll content or Leaf Area Index (LAI) are
then determined for large areas from the remote sensing data (Malenovsky 2006).

The project focused on tree volume characteristics was processed in co-operation with the Insti-
tute systematic biology and ecology of the Czech Academy of Science (ISBC of CA)    The insti-
tute uses FieldMap system which is a computer based tool for in situ data collection being applied
for a forest inventory work, monitoring, landscape engineering in GIS and remote sensing. The sys-
tem is joined with GIS creating directly GIS layers.

Remote Sensing for a Changing Europe
D. Maktav (Ed.)
IOS Press, 2009
© 2009 The authors and IOS Press. All rights reserved.
doi:10.3233/978-1-58603-986-8-263

263



Fig. 1 shows discretisation of Picea abies made for the real tree (see Fig. 1) in Sumava region. The
example was processed by ISBC of CA using FieldMap. The tree is formed by the tree trunk with
changing diameter, individual branches of the first order in horizontal and vertical directions, spa-
tial distribution of the leaf biomass, and atmospheric volume standing in a clear-cut area. The 3D
model was created from the 2D model by rotation. However, its positional accuracy is not suffi-
cient and therefore new approaches were tested. Two independent methods are presented below – a
geodetical one and lidar one.

Fig. 1. Picea abies – photograph (a) FieldMap model (b) made in  2D and rotated to form 3D

2 . METHODOLOGY

2.1 Geodetical measuremenst
Forty sample tree types were selected for testing by geodetical  tools for Pinus silvestris and Quer-
cus robur in the forest area alongside D11 highway around 40 km eastwards from Prague (near
Velký Osek). The tree age was 40 years.

The following list shows individual tree parameters where only branches of the first are meas-
ured:

o hc tree height
o hm trunk height up to the dead crown
o hz trunk height up to the live crown
o dk crown height
o dm dead crown height
o vk live crown height
o pk crown horizontal projection
o dv branch length
o hv branch height
o zv branch zenith
o av branch azimuth
o r  trunk diameter (in 1,3 m height).

All height measurements were performed according to fig. 2. Lengths, heights and zeniths of
branches were calculated from coordinates of their starting and ending points. The geodetical mea-
surements were performed in the forest stand by the Trimble 5000 total station data were processed
in Matlab.
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tree  height                live  crown  height             live  crown  height

Fig. 2 Geometrical parameters of trees

2.2 Laser scanning
The scanning of Picea abies at the first location in the Moravian and Silesian Beskydy Moun-

tains (Bílý K íž - 18.54 °E, 49.50 °N, 936 m above sea level) was carried out from two stations on-
ly on the basis of the first reflection. The average age of the trees is estimated around 120 years, the
average height is approximately 40 m. A total of 20 trees were studied and processed, one by one,
at this site.

The stations were approximately 60 m from the border of the stand. The scanning density was
set at 25 mm for the 60 m distance. With a similar value of the width of a beam of rays, the set den-
sity ensures continuous surveying of the area. The type of scanner used allows scanning the area in
the full range (360°), namely to a distance of up to 1,000 m. The wavelength of a laser beam is
1,500 nm, thus it also allows differentiating needles from the trunk and branches on the basis of
reflectivity.

 The second site was selected at a place of freshly felled bark beetle trap trees in a continuous
dense stand with an average age of the trees of approximately 75 years. The average height of the
trees on this site is lower and amounts to 25–30 m. Another 9 trees were processed at this site.

The second site was surveyed from a single station approximately 40 m from the trees, and here
the density of points was also set at 25 mm at the distance of the trees (40 m).

Control  points  (6 points  at  the first  location,  4  points  at  the second) were surveyed by a  GPS
method. These control points served for the transformation of the entire point cloud into a
UTM 34N geodetic coordinate system on one hand and for connecting both clouds at the first loca-
tion on the other hand. The accuracy of transformation into the UTM coordinate system was 0.11 m
at the first location and 0.70 m at the second. The deterioration in the accuracy is due to high
screening of the sphere by surrounding high-grown trees.

Initial processing consisted partly of the connection of individual scans and their transformation
into the UTM 34N coordinate system and partly of the extraction of individual selected trees from
the entire point cloud. Points indicating wood mass (branches and trunk) in individual trees were
further differentiated from points reflected from needles based on an analysis of the intensity of ref-
lection. The result comprises ASCII files with a list of points belonging to individual trees (a sepa-
rate file for each tree) with point coordinates and the intensity of reflected radiation. These files
serve for further analyses, which include the basic determination of the tree height, the height of the
live and dead part of the crown, the length of overfall of needles, number of branches, zenith angle
of the emergence of first order branches, crown radius and others. These parameters were deter-
mined manually on selected trees by means of PolyWorks software by ISBE specialists. Further-
more, data on the spatial arrangement of tree mass in space are of importance for a DART model,
and these parameters have already been ascertained by methods of the statistical analysis of a point
cloud in GIS systems, which allow solving a number of spatial tasks in an effective manner. Small
mutual shielding is a prerequisite for processing a point cloud. Such shielding manifests itself nega-
tively by a decrease in points when passing through the tree crown. The tree being scanned then

Correct

erroneousus
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contains much fewer points on the reverse side of the crown from the scanner than on the near side.
The  symmetry  of  the  crown  is  another  prerequisite.  The  last  prerequisite  is  the  fact  that  the  tree
trunk grows vertically and it does not branch into more trunks. Subject to these three prerequisites
being accepted, we can divide the tree crown vertically into two halves and work in analyses only
with the near half while the other half is axially symmetric. These are simplifications that result in
real values being slightly distorted while the analyses being conducted are simultaneously marked-
ly simplified.

The determination of the near half and the centre of the trunk were made for the analyses in a
TerraScan program, as well as in a specialized upgrade for processing the data of laser scanning in
a Bentley MicroStation environment. The vertical section plane was determined at the first location
as a parallel with the connecting line of both stations going through the centre of the trunk. The
centre of the trunk was determined for this purpose in the mean height of the live crown. On the
other  site,  the vertical section  plane  was led perpendicularly to  the  direction  of  scanning .
 Individual points  from  the  near half of  the  tree  and  classified  as  leaf mass  according to the
intensity of reflected radiation and the centre of the trunk were exported into a personal geodata-
base, with which the ArcGIS system continued to work.

The analysis in the ArcGIS consisted partly of the determination of a series of statistical values,
whose calculation was modelled by means of ModelBuilder and partly of the generation of a voxel
model of the tree, i.e. a spatial model of the distribution of leaf mass inside the crown (the voxel
edge was set at 0.1 m). The voxel model was further supplemented with a spatial model consisting
of layers with a height of 1 m, which were divided into sectors of 20° each and further into individ-
ual annular rings with a thickness of 0.2 m. The radius of a cylinder, which contains 95% of all the
points of the cloud, was calculated for the whole tree as a basic characteristic of the crown diame-
ter. Further parameters for the voxel model include, for example:

- total number of non-empty voxels and the average number of points in such voxels includ-
ing a standard deviation

- average and maximum distance of a voxel from the centre of the tree

Among others, the following parameters were further calculated for the sectors and layers:
- average number of points in individual elementary areas
- maximum distance for each sector and each layer.

Tab. 2: Basic parameters for tree No. L_2_9 from the second site

Parameter Value
Total number of non-empty voxels 20,402
Average number of points per voxel 2.2
Standard deviation (m) 1.5
Crown radius (m) 3.96

Two sites were processed near the territory of the national park – Vysoká Lípa and R žový
vrch. The Vysoká Lípa site (50°51’N, 14°21’E) is located in the north-western part of the Czech
Republic in the vicinity of the Czech Saxonian Switzerland National Park, which is known for its
sandstone rock cities. A high-grown solitary sessile oak (Quercus petraea), which is declared as a
protected tree, was studied here. The second site was a slope of nearby R žový vrch (50°50’N,
14°19’E) with a stand of European beech (Fagus silvatica L.) with partially interspersed sycamore
maple (Acer pseudoplatanus L.).

Scanning took place partly to ascertain the spatial characteristics of forest stands but also to
check the accuracy of a digital model of the terrain created on the basis of aerial laser scanning.
Therefore, an HDS 3000 system by the Leica Company was selected. It allows accurate scanning
by a very narrow beam of rays with a trace size of a mere 6 mm. For scanning it utilizes green laser
light. The range of the scanner is up to approximately 300 m, which is fully sufficient for applica-
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tion at both locations, as scanning at a distance over 100 m is not expected. For the set purposes it
is an ideal system that allows verifying data acquired by aerial scanning.

During April 2007, both sites were scanned with this ground scanner even before the beginning
of the growing season. Scanning on the first site was performed from four stations evenly distrib-
uted along the perimeter at maximum distance of 20 m from the tree trunk, which ensured homo-
geneous scanning of the whole tree with a minimum of covered parts of branches. The scanning
density is, considering the spatial structure of the crown, not uniform and corresponds to a density
of 5 cm/50 m. Standard reflective control targets, by the survey of which the whole model was also
spatially positioned into a JTSK coordinate system, were used for the connection of the clouds
from individual stations. Surveying of the targets took place by means of a total station with con-
nection to two near trigonometric points.

The second stage of scanning took place in June of the same year, with full foliage. In this way,
data were acquired for an analysis of the leaf mass and analyses of the wood mass.

Points lying on the ground and points lying on a separate tree were filtered out of the united
point cloud. Individual tree parameters, such as tree height, crown width and height of the emer-
gence of first branches, spatial orientation of branches, density of branches and leaves in a horizon-
tal and vertical direction are analysed from the thus prepared point cloud. Evident in figure 3,
which shows a horizontal section (with a thickness of 1 m) through the tree in a leafless and leafy
state, is the difference in the volume of mass. In the graphs that display a histogram of the density
of points dependent on the distance from the tree trunk, it is possible to notice the internal distribu-
tion of mass inside the crown.

3 RESULTS

The geodetical measurements results consisted of all parameters except for distinguishing live and
dead crown for Quercus robur. The measurements were performed early in April to avoid period
with leaves covering branches and creating geodetically non-measurable object having endless
movement. The resulting data were in the form of ASCII coordinates of individual tree characteris-
tics (listed on the second page of the paper).

Figure 3 shows voxel model of Picea abies already in the voxel form where individual colors
describe voxel number of points.

Fig 3. Voxel model of Picea abies (left), photographs and results of Quercus petraea scanning (position,
crown in a horizontal level, tree photo, result of the scanning)
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Fig. 4. Comparison of change in the volume of Quercus petraea leaf mass between scanning in
April and in June on a horizontal section with a thickness of 1m. The graphs display the density of
mass dependent upon the distance from the trunk

4 CONCLUSIONS

Geodetical measurement can be performed even in a forest stand; only horizontal crown projection
can be performed only for solitary standing trees. Branch zenith and azimuth represent laborious
measurement. Oblique distances must be measured and the accuracy can be worsened by erroneous
laser beam reflection caused by irregular shapes of branches. Their length is in fact a horizontal
projection instead of the real curved length. And furthermore, the measured end of branch does not
represent the real end. The method brings only a simplified tree model data.

It is possible to acquire quite a number of statistical data from a point cloud in a very efficient
manner. Calculations can be made entirely automatically for an absolutely random number of trees.
It is necessary to prepare source data in advance by a simple separation of points required for
analysis – based on spatial and spectral characteristics. With a suitable density of points, it is possi-
ble to determine other parameters necessary for the DART model from the point cloud such as the
azimuth and zenith of the first order branches, the thickness of the trunk at a random height, the to-
tal tree height, height of the emergence of the live and dead crown. These parameters were meas-
ured manually by ISBE workers by means of suitable software, in particular, for the speed and
uniqueness of measurement. Nevertheless, even these data could be acquired by a suitable analysis
of narrow layers where the branches are displayed by a unique circular cluster of points, and thus
they can be monitored safely.

However, the geodetical measurement can be performed also in a forest stand unlike the laser
scanning; the measurement station is within meters distance unlike in laser scanning case where it
is in tens of meters.
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ABSTRACT: Analysis of satellite images, combined with Geographic Information System (GIS) 

data and field surveys, proved to be an effective tools for studying forest health conditions. Most of 

the past works examined conifer trees but structure and health of hardwood trees were also ana-

lyzed. In recent years the traditional use of moderate to medium-resolution imagery (10–30 m) 

were integrated by the availability of very high resolution satellite data which allows monitoring 

individual trees.  

In the present work a study area (Trino forest protected areas) in north-western Italy was se-

lected in the framework of a project devoted to the analysis of the extensive phenomena of forest 

declining recently registered in some Oak-hornbeam stands. Following a sequence of very dry 

summer seasons a large number of dead trees were found in these stands, representing some of the 

most significant forest remnants in the western part of Po Plain. 

In order to monitor this phenomena an Ikonos image was acquired and processed with the aim 

of classifying the dead trees and possibly identifying areas in which trees are subject to drying phe-

nomena. Image enhancement methods based on texture measures and vegetation indexes were ap-

plied with the aim of evaluating vegetation vigour and defining health classes. The same procedure 

was applied to homogeneous groups of trees resulting from the application of an object-based ap-

proach integrating segmentation algorithms and semi-automatic classifiers. Information about the 

distribution of dead trees and declining forest areas extracted from satellite images were then corre-

lated to field collected data on crown condition and soil moisture.  

Remotely sensed data in combination with field surveys revealed very useful for a landscape-

scale pattern analysis of trees mortality considering the infrared sensitivity in registering canopy 

changes related to health condition. The identification of the dead trees allowed to better 

understand the spread and impact of forest decline in the examined areas as a function of the 

interaction between spatial heterogeneity of the environment, landscape structure and specific 

characters at site level. 

1 INTRODUCTION 

Climate-induced forest declining and mass mortalities are recent phenomena that can be correlated 

with a number of interacting environmental stress factors such as general temperatures increasing, 

recurrent dry seasons, disease spread due to pathogens affecting weakened trees, wildfires and so 

on. In recent years many oak-hornbeam stands of the plain areas in north-western Italy suffered a 

significant decline with a considerable increase of oak trees mortality that need to be monitored. 

The Piemonte Region administration through its forest department commissioned IPLA a research 

for investigating the dynamic of oak mortality and understanding the main causes. 
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In this context remote sensing together with GIS technologies are valuable tools considering the 

capacity of analyzing and monitoring the spatial components of tree mortality pattern. In fact 

analysis of forest pathology at landscape level through remote sensing data is an emerging field 

that seek to understand the distribution of dead trees as related to the spatial heterogeneity of the 

environment and to the landscape structure. 

Medium to large spatial resolution imagery has been used in the past for deriving information 

about forest structure and health (Royle and Lathorp, 1997, Muckoney and Haack, 1994), but only 

the recent availability of very high resolution imagery allows mapping and monitoring forest at in-

dividual tree crowns level. Some recent researches made use of high resolution satellite data for 

studying individual tree biometric parameters in tropical forest (Clark et al., 2004) and airborne 

digital data were recently used for mapping tree mortality of coastal forests of central California 

with particular reference to oaks stands attached by a new pathogen (Guo et al., 2007). In this 

framework various techniques of individual trees recognition were adopted with the use of both 

hybrid supervised – unsupervised classification methods (Wayman et al., 2001; Kelly et al., 2004) 

and object-based approach including preliminary segmentation and knowledge based classification 

of the resulting objects. 

This kind of approach performed well with high resolution satellite images in which the raise in 

spatial resolution negatively affects the accuracy of pixel-based classifiers due to increased within 

class spectral variability. Preliminary definition of homogeneous areas (polygons or segments) de-

lineated with reference to textural and/or spectral properties gives the advantage of incorporating 

geometric properties and spatial topology into the classification process. 

Our research goal is to detect gaps in the forest structure related to dead trees presence through 

very high resolution satellite data. Some discontinuities in the forest canopy are actually related to 

trees die standing, snap off, or blown to the ground. Declining crowns before dying pass through a 

remarkable reduction of foliar coverage often associated with production of epicornic sprouts. This 

process resulted in a significant reduction of infrared reflectance and, after the trees death, in the 

formation of dark “holes” in the image, corresponding to forest canopy gaps that are rapidly colo-

nized by invasive species such as black locust (Robinia pseudoacacia) and hazelnut (Corylus avel-

lana). Gaps detection was carried out through the application of both pixel-based and object-based 

classification approaches. The results of the two methods were compared and correlated with sur-

veyed data about the dead trees occurrence. 

The present paper reported mainly the methodological approach and some preliminary results 

that were obtained through the analysis of a single-date image while monitoring the oaks mortality 

phenomena through time is the objective of next project developments.   

2 STUDY AREA AND AVAILABLE DATA 

This study focused on the analysis of the last residual plain forest area in the eastern part of the 

Piemonte region named “Bosco delle Sorti della Partecipanza” of Trino Vercellese. The conserva-

tion of this forest patches (650 he) in the middle of an highly specialized agricultural areas (Pre-

dominant rice crops) is mainly due to a community land management system lasting from the me-

dieval period.  

This area is characterized by the presence of east-west elongated hills presently located about 

3 kilometres from the Po river and composed by a series of old terraces. The higher surfaces are 

covered by very old soils (Alfisols) with a high clay content while intermediate terrace levels show 

undulated surfaces formed by sandy-gravel alluvial deposits with hydromorphic soils. 

The forest cover is essentially composed of an oak-hornbeam (Quercus robur) association with 

presence of black locust, red oaks (Quercus rubra) and alder (Alnus glutinosa) stands; the forested 

surface has been divided in parcels subject to coppice management according to a forest plan. 

An Ikonos image acquired the 14
th

 of July 2007 on the Trino area was used for developing the 

study. Preliminary processing, including orthorectification and pansharpening, were applied to the 

raw panchromatic band (1 meter resolution) and multispectral bands (blue, green, red, near infra-
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red; 4 meters resolution). Geometric rectification was done using a rational polynomial coefficients 

model with less than 2 meters of residual RMSE error on independent control points.  

Vector data were also used for developing the research: 

• Forest map based on a forest type classification scheme. 

• Survey data of dead trees and of different kind of gaps. These data were collected as ground 

points through a GPS device. A differential correction phase was applied to the collected 

points and, in consideration of local signal quality degradation due to tree canopy obstruction 

and multipath, a maximum positional error of 2 meters was obtained.  

3 METHODS 

The following image enhancements techniques were preliminary applied to the image bands.  

• High pass filter (3 × 3 kernel) on the near infrared band. The filter was applied in order to 

eliminate low frequency phenomena and to emphasize edges between land cover classes, par-

ticularly those related to presence and abundance of healthy vegetation. 

• Texture filter (3 × 3 kernel) based on the co-occurrence matrix that measures the relative fre-

quencies with which pixel values occur in two neighbouring processing windows separated 

by a specified distance and direction. It shows the number of occurrences of the relationship 

between a pixel and its specified neighbour.  

• Calculation of derivative bands such as NDVI (Normalized Difference Vegetation Index), 

simple bands ratios (green/infrared and red/infrared bands) and principal component bands. 

After image processing a set of bands to be used for the classification procedures was selected 

basing on the application of a separability test; the most useful data set comprehends the four raw 

bands, texture co-occurence measures (Data range and mean) and green/infrared bands ratio.  

A preliminary field campaign was carried out moving along east-west transects in the southern part 

of the Trino forest and allowed surveying 44 points with presence of dead trees and 5 gaps colo-

nized by hazelnut and black locust.  

3.1 Pixel-based classification 

Samples of the main forest types and forest gaps were first collected and a Jeffries-Matusita test 

was applied in order to compute the spectral separability between selected samples pairs for the 

given input file. 

The sampled classes are the following: 

• Oak-hornbeam stands that is the dominant forest association (Mixed oak forest). 

• Black locust stands that, mixed with other species such as hazelnut and other shrubs, are in-

vasive species always present in the understory (Mixed forest with black locust).  

• Small-scale forest gaps normally characterized by an abrupt decrease of the reflectance in the 

visible and infrared domains (Forest gaps). 

• Red oaks stands (Mixed forest with red oak). 

Jeffrey-Matusita test values ranges from 0 to 2.0 and indicate how well the selected pairs are 

statistically separate; values greater than 1.7 indicate that pairs have adequate separability to be 

discriminated by classification algorithm (Richards, 1999).  

All the classes resulted quite separable with the exception of mixed forest with red oak, exotic 

species concentrated only in some part of the study area that resulted close to the black locust 

stands from the spectral point of view.  

A maximum likelihood supervised classification was applied to the selected band set for the 

three classes mixed oak forest, Mixed forest with black locust, and forest gaps. 
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3.2 Object-based classification 

The multi-resolution segmentation procedure, implemented in the Definiens®Developer software, 

was applied on a part of the image (1040 × 649 pixels) corresponding to the Ramezzana area, heav-

ily affected by oaks mortality. This procedure is based on a region growing tecnique which starts 

from a single pixel, compares it with its neighbours and carries on clustering pixels pair-wise in or-

der to minimize the resulting heterogeneity. Clusters are then compared with their neighbours and 

progressively merged into larger segments until a user-defined homogeneity threshold (scale fac-

tor) is reached (Baatz and Schäpe 2000). The homogeneity threshold is composed of criteria such 

as pixel values (colour) and polygon shape properties. The later can further be divided into two 

weighted elements: segment border smoothness and segment compactness. 

A scale factor of 25 with colour/shape weighted 0,7/0,3 and smoothness/compactness 0,5/0,5 

were used as these segmentation parameters allowed to delineate even the smaller forest gaps.  

Delineated segments were then classified into three classes (mixed oak forest, mixed forest with 

black locust and forest gaps) following specific fuzzy rules based on thresholds (Table 1) defined 

Table 1. Separability measures resulting from the application of Jeffries-Matusita test to the sampled classes

Mixed forest with 

red oak 

Mixed forest with black 

locust

Mixed oak forest Forest gaps 

Mixed forest with 

red oak 

 1.450 1.659 1.997 

Mixed forest with 

black locust 

1.450  1.795 1.993 

Mixed oak forest 1.659 1.795 1.850 

Forest gaps 1.997 1.993 1.850 

 

Figure 1. Maximum likelihood classification result on the study area.
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for brightness, NDVI and mean spectral reflectance values of the 4 satellite bands. The brightness 

band is formed through the composition of the whole data set (raw spectral bands, texture bands, 

NDVI and high pass band). 

3.3 Geometric properties extraction 

After classification forest gaps obtained with the two classification approaches were exported as 

polygons in order to be analyzed in a GIS environment.  

In order to select forest gaps that can be associated with the surveys a buffer of 4 meters was 

first created around the 44 GPS points for taking into account positional uncertainty due to image 

rectification and GPS residual errors. Then polygons intersected by those buffers and labelled as 

gaps according to the two classifications approaches were associated to the collected information 

about presence, number and characters of dead trees.  

Ecologically meaningful geometric parameters, such as shape index, compactness, length/width 

ratio, were also calculated and assigned to the polygons. In particular the shape index gives a 

measure of the fractal dimension of an object and is defined as P/4√A where P and A are the pe-

rimeter and the area of an object, respectively. Compactness of an image object is calculated by the 

product of the length (l
v
) and the width (w

v
) and divided by the number of its pixels (#P

v
) and 

Length/Width ratio index is based on a complex algorithm of the eigenvalues of the covariance ma-

trix (Baatz et al., 2000).  

4 RESULTS 

The Table 2 reported the general number of gaps polygons resulting from the two classification ap-

proaches for the Ramezzana area and the respective number of polygons that could be associated to 

the surveyed data about dead trees presence.  

In order to understand if the gaps with trees mortality delineated through the two approaches 

showed significant differences from the spectral and morphological point of view mean, standard 

deviation, minimum and maximum values of the geometric indexes (Shape index, length/width ra-

tio, compactness) and of NDVI band were also computed and compared (Table 3). 

5 DISCUSSION AND CONCLUSIONS 

The application of proposed method seems to be encouraging for the purpose of identifying and de-

lineating forest gaps related to trees mortality occurrence. In fact, with reference to field survey 

Table 2. Thresholds applied to image bands as object-based classification rules

Brightness Mean B1 Mean B2 Mean B3 MeanB4 NDVI 

Mixed oak forest 262-350    551-750  

Mixed forest with black locust 352-442 258-280 257-303 154-193 751-987  

Forest gaps 208-261 224-247 195-231 94-133 411-566 0.55-0.69 

Table 3. Comparison among the number of polygons classified as gaps and the number of polygons associ-

ated to dead trees presence in the Ramezzana area according to the applied classification methods 

 Classification methods 

 Maximum likelihood Object oriented 

Number of polygons classified as gaps (Area in hectares) 1110 

(3,80 ha) 

592 

(6,60 ha) 

Number of gaps polygons associated to dead trees presence 

(Area in hectares) 

28

(0,3 ha) 

32

(0,42 ha) 
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data, image analysis allows to identify 32 out of 44 (72%) gaps with dead trees through the applica-

tion of object-oriented approach and 28 (63%) through the pixel-based classifier.  

The object-oriented classification approach resulted more suitable respect to the conventional 

maximum likelihood pixel classifier. Less gaps polygons were actually produced in the segmenta-

tion phase reducing the salt-and pepper effect of the pixel-based classification and creating more 

compact and homogeneous objects. In turn more of those objects (32 compared to the 29 classified 

by the pixel based approach) could be associated to trees mortality phenomena according to field 

surveys. This is mainly due to the tendency of the pixel-based algorithm of including in the gaps 

class big trees shadows and other small discontinuities in the forest canopy.  

According to the analysis of the geometric parameters and NDVI reported in Table 4 the gaps 

polygons classified by the two methods are very similar from the geometric and spectral point of 

view. 

In the prosecution of the research more field data are certainly needed in order to verify the fol-

lowing hypothesis: 

• Canopy gaps associated to trees mortality are more regularly shaped than others forest open-

ings and bare areas as the shapes of dead oak crowns are relatively compact.  

• There is a possible correlation between the position of those gaps and site-level soil charac-

ters with particular reference to micro-morphology of the plateau surface.  
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Table 4. Statistical parameters of geometric properties and NDVI calculated for the gaps polygons with dead 
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Shape index Length/Width Compactness NDVI

 MaxLike Object MaxLike Object MaxLike Object MaxLike Object 
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Minimum 1.000 1.179 1.000 1.000 1.000 1.250 0.5853 0.581 
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0.421 0.492 0.514 0.596 0.372 0.503 0.0306 0.031 
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ABSTRACT: Urban growth models are useful tools to assess the impact of alternative public
policy scenarios. The calibration of such models requires historical land-use data, which is not
always available at frequent time intervals. In this research, information on spatio-temporal
change of land-cover gradients is extracted from two multidate Landsat images by linear spectral
unmixing. For this purpose, the two images were subjected to a relative radiometrical calibration
in order to reduce the impact of sensor drift and differences in illumination and atmospheric con-
ditions.  The resulting gradient information can be used to derive spatial metrics, which in turn
characterise urban form and morphology and may serve as a proxy to land-use data. Because the
sub-pixel proportions do not contain implicit information as to whether a particular pixel belongs
to the urban fabric, an urban mask was required to make that distinction. This mask was created
by first applying an unsupervised classification based on Kohonen self-organising maps, and
subsequently enhanced by applying ad-hoc knowledge-based post-classification rules. The re-
sults of this study demonstrate that sub-pixel change maps are useful to identify urban growth
patterns. In combination with the urban mask and unsupervised classification, sub-pixel gradi-
ents will be used in future research to investigate if they provide useful information on urban
structure, and can maybe even be used to infer certain types of land use.

1 INTRODUCTION

The world is urbanising at an increasing pace. Today, more than half of the earth’s population lives
in cities and the number of urban residents is expected to increase to over 5 billion by 2030 (UN-
HABITAT 2006).  Despite the many advantages city life offers, uncontrolled urban growth affects
both the human and natural environment and calls for effective urban management strategies.
Developing such strategies and monitoring policy effects requires reliable and sufficiently detailed
information on the urban environment and its dynamics, including an understanding of urban
change processes.  For this purpose, analysing changes in urban land use is of great consequence
and is facilitated by computer-based models that predict urban development patterns and determine
the future impacts of public policy choices. Current and historical land-use maps are required for
calibrating urban growth models and given the large effort it takes to create such maps, they are of-
ten not available at short intervals. In the European MOLAND project, for instance, urban land use
is mapped for four periods: the early 1950s, the late 1960s, the 1980s and the late 1990s (MO-
LAND 2008). Data from earth observation satellites may provide intermittent information on urban
development and could in that way improve the calibration of MOLAND’S growth model. Land
use is, however, tied to socio-economic activities. It can therefore not be directly inferred from
spectral information as opposed to land cover, which refers to the physical properties of the earth’s
surface. Previous studies have nevertheless demonstrated a relationship between the spatial struc-
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ture of the built-up environment and its functional characteristics (Barr & Barnsley 1997). A rather
novel approach in this research area is to describe urban form and structure by means of spatial
metrics. Spatial metrics describe various properties of the spatial heterogeneity and configuration
of land cover in a given area. They have recently shown considerable potential for structural analy-
sis of urban environments (Herold et al. 2005). Spatial metrics derived from satellite imagery might
therefore be the key to complement existing land-use maps and improve the calibration and valida-
tion of urban growth models.

Despite the currently available high resolution satellite images, which provide increasingly de-
tailed information about urban surface materials, most of the available historic archive imagery
consists of medium resolution data such as from the Landsat or SPOT programmes. Notwithstand-
ing the advantages of medium resolution data in terms of cost, the extensive historic archives and
large mapping extents, their relatively low spatial resolution may lead to low mapping accuracies
because the sensor’s instantaneous field of view (IFOV) often contains different types of land
cover, especially in urban areas. Traditional classification algorithms that derive land-cover maps
from digital images assign pixels individually to a single class, and will run into difficulties when
dealing with such mixed pixels. Spectral mixture analysis addresses this problem by unmixing (de-
convolving) each pixel spectrum into fractional abundances of its surface constituents or endmem-
ber spectra (van der Meer 1999). It might therefore be a useful technique to extract gradient-based
spatial metrics to characterise urban structure and urban change.

In this research, we extracted urban gradient information for the city of Dublin by producing
sub-pixel proportions with linear spectral mixture analysis for two dates. Because of the spectral
confusion between urban and some none-urban surface types such as bare soil in rural areas, we
developed an urban mask to constrain the unmixing to the urban fabric. This mask was created with
an unsupervised classifier based on Kohonen self-organising maps (Kohonen 2001) and enhanced
with knowledge-based post-classification rules. The produced sub-pixel proportions for each date
will be used in the MAMUD project (http://www.mamud.be) together with the unsupervised classi-
fication in order to infer information on urban structure and context and, ideally, on land use.

2 STUDY AREA

The city of Dublin was chosen as study area for this research. Dublin is the political, social, eco-
nomical and cultural capital of Ireland, and is home to over 40% of the country’s population. As
Ireland’s most prominent urban centre, the significant demographic and economic changes that
have been taking place in the country since the mid 1980’s are especially apparent in the city
(Kitchen 2002). Dublin experienced rapid urban expansion in the 1980’s and 1990’s, fuelled by the
building of new roads that drove residential and commercial development rapidly outward into the
urban fringe. While the Greater Dublin area as a whole experienced only a moderate population
growth of 3.6% between 1986 and 1996, population in the urban periphery increased more rapidly
with as much as 9.6% in South Dublin and 21.1% in Fingal, to the north. This has resulted in a hol-
lowing of the central city and a simultaneous growth and movement into Dublin’s low density, car-
oriented and seemingly unplanned periphery (Bannon 1999).

3 DATA AND PREPROCESSING

Two Landsat image datasets (path 206, row 23) were used to extract sub-pixel gradient information
for Dublin: a TM image of 13th June 1988 and an ETM+ image of 24th May 2001. While the 1988
image was nearly cloud free, the 2001 image was partly covered by clouds to the east, mainly
above the sea. A cloud mask was used to minimise the impact on the formation of spectral clusters
by the unsupervised classification algorithm. The images were geometrically co-registered to the
Irish Grid projection system by a first-order polynomial transformation. The RMS error on an in-
dependent set of control points was 27.61 m for the 1988 image and 27.62m for the 2001 image,
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which  implies  that  on  the  average  the  geometric  shift  is  less  than  a  30m Landsat  pixel.  The  raw
digital numbers of both images were converted to exoatmospheric reflectance according to the
formulas and calibration parameters presented by The Landsat 7 Users Handbook (Irish 2007).
While this conversion removes predictable effects caused by differences in solar irradiance and so-
lar angle, it does not take into account the influence of atmospheric condition and sensor drift on
the measured radiances. To quantify changes in surface reflectance between the two acquisition
dates with spectral mixture analysis, the impact of temporal spectral variability that is not caused
by changes in surface reflectance should therefore be minimised. Because no atmospheric data or
field measurements of ground reflectance were available, a relative reflectance calibration based on
the identification of pseudo-invariant features (Schott 1988) was applied. By visually comparing
the 1988 and the 2001 images, nine sites were selected for which the surface reflectance was not
expected to have changed in between the two dates. Three were chosen to represent high albedo
surfaces: highly reflective roofs of commercial or industrial buildings in the port area. Three low
albedo sites were selected on the Liffy River in central Dublin, and three sites with asphalt were se-
lected on the airport runway. Because at-sensor radiances vary linearly with ground reflectances for
visible and short wave infrared wavelengths (Conel 1990) and because this relationship can be ex-
tended to multidate images (Caselles & Garcia 1989), the pseudoinvariant features of the 2001 im-
age can be linearly transformed to give them the same apparent  reflectance as  in  the 1988 image
(Hall et al. 1991). The estimated linear function between the pseudoinvariant sites of the two im-
ages can then be applied on the entire 2001 image to reduce temporal spectral variability caused by
the combined impact of differences in illumination, sensor drift and atmosphere.

4 METHODS

4.1 Linear spectral mixture analysis
Linear spectral mixture analysis (LSMA) is a common approach to sub-pixel classification
whereby a pixel’s observed reflectance is modelled as a linear combination of spectrally pure
“endmember” reflectances. Each endmember contributes proportionally to the overall spectral re-
sponse according to its relative abundance within the sensor’s instantaneous field of view (IFOV).
To estimate the fractional cover of each endmember within a given pixel, the following equation
has to be solved for all image bands simultaneously, using a least squares approach:

n

i
bbiib erfR

1
,     (1)

where Rb is the reflectance of the pixel for band b, fi is the proportion of endmember i within the
pixel, ri,b is the reflectance of endmember i for band b, n is the number of endmembers and eb the
error of fit for band b (van der Meer et al. 1999). Inverting this system of mixing equations to re-
trieve endmember fractions that best fit the observed mixed reflectances implies determining the
optimal location of endmembers in feature space.

LSMA has recently received quite some attention in studies that aim to characterise urban envi-
ronments (e.g. Rashed et al. 2005, Small 2003). For this purpose, the VIS model is a useful concep-
tualisation of the urban environment because it allows representing any urban area by three physi-
cal components: vegetation (V), impervious surfaces (I) and soil (S), in addition to water (Ridd
1995). If these components could be unambiguously represented as endmembers in feature space,
fractions derived from unmixing an urban area would allow to position urban pixels in the VIS tri-
angle. This in turn would make it possible to analyze urban morphology, form and function starting
from medium resolution satellite imagery. However, not all pure vegetation, impervious surfaces or
bare soil pixels occupy extreme positions in feature space and can, as such, not be directly used as
endmembers for unmixing. Instead, the apexes of the typical triangular shaped feature space corre-
spond to true biophysical endmembers representing high albedo substrate (S), bright vegetation (V)
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and dark surfaces (D) (Small 2004). Any pixel falling inside the convex hull circumscribing the
apexes can be considered as a mixture of these three components, and not of V-I-S.  One reason for
this is that endmembers are spectrally variable because of brightness differences (Wu 2004).  In
mixture space, pure vegetation pixels are mostly located on the vegetation – dark axis, indicating
binary mixing between these two endmembers. Darker vegetation types such as trees are located
closer to the dark endmember, while brighter vegetation types such as grass or crops are typically
found closer to the vegetation endmember. Binary mixing on the “grey axis” between the dark and
substrate endmembers represents different types of urban surfaces, e.g. asphalt versus concrete,
while binary mixing on the vegetation – high albedo substrate axis is extremely rare (Small 2004).
This complicates the direct use of the VIS ternary as an appropriate model for unmixing. Although
bare soil  was indeed present  as  a  separate  endmember in some studies  carried out  on other  areas
(e.g. Phinn et al. 2002), man-made impervious surfaces and exposed soils may indeed be spectrally
very similar, depending on the soil type and characteristics on broadband image data. For instance,
Van de Voorde et al. (2007) reported high levels of spectral confusion between exposed soils near
Brussels and red-clay roof tiles, very common in the city. This will further complicate the unmix-
ing process and will lead to some degree of confusion between these two land-cover types if they
are chosen to represent endmembers of a VIS unmixing model.

Because bare soil could not be used as an endmember in the Dublin study area, the SVD unmix-
ing model was applied. The substrate (S) and dark (D) endmembers for each image were chosen to
be identical to the bright and dark pseudo-invariant features that were used for the radiometric cali-
bration. The vegetation endmembers were selected from the extreme pixels on the vegetation axis
in a feature space visualisation of each image by means of high-order principal components.

4.2 Creating urban masks with self-organising maps and knowledge-based post-classification
In order to characterise urban structure with spatial metrics based on sub-pixel proportions of SVD
endmembers, it is necessary to distinguish urban from non-urban fabric. An urban mask is required
because pixels consisting of rural bare soil or urban surface types may exhibit a similar substrate-
dark mixture, and will therefore also share the same metric signature. To create this mask, we ap-
plied a non-parametric unsupervised classification approach and enhanced the resulting thematic
map with knowledge-based post-classification rules.

The unsupervised classification approach was based on Kohonen self-organising maps (SOM)
(Kohonen 2001). A SOM is a type of artificial neural network that was originally developed to
visualise topologies and hierarchical structures of multi-dimensional data by transforming the input
space into an ordered two dimensional map. The SOM architecture consists of two network layers:
an input layer, which is fully connected to a typically two dimensional array of nodes called Koho-
nen layer or codebook vector map. The SOM is trained by passing an input vector (i.e. a pixel’s
spectral values) to the network, and by choosing a winning node based on its distance from that in-
put vector. Then, the weights of the winning node and its neighbours are adjusted in order to reduce
the node’s distance to the input vector. After each image pixel or a representative set of image pix-
els is passed to the SOM during training, the built model can be applied to any part of the image
and even to other images when atmospheric or other calibration constraints are taken into account.
Because the trained SOM network assigns each pixel to a particular node in the codebook vector,
each such node can be considered to represent a certain information category. This is similar to
other unsupervised classification approaches, except that nodes or classes that are closer to each
other on the codebook vector are also more spectrally similar. In this research, we applied a SOM
with a 3 by 5 Kohonen layer, which divides the image into 15 spectral classes.

Although Kohonen SOM is a rather advanced approach to unsupervised classification, spectral
confusion between certain surface types is still likely to occur and will cause errors in the urban
mask.  To enhance the classification output with respect to the intended purpose, i.e. distinguishing
urban from non-urban areas, a rule-based post-classification approach was adopted (Van de Voorde
et al. 2007). This method uses post-classification rules that operate on clumps or groups of adjacent
pixels of the same class. If certain user defined criteria are met, a clump’s original class label (O) is
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changed to a target class (T). For the purpose of developing an urban mask in this paper, the target
class is always a neighbour’s class label. Each rule uses two criteria: area (A) and adjacency (Ad).
The area criterion constrains a rule’s operation to clumps of a certain maximum size, expressed as
number of pixels within the group. Adjacency constrains a rule to pixel groups that are next to
clumps of a given type. The value of the adjacency criterion represents the fraction of the clump’s
border that is shared with the target class. For example: a rule might be developed to assign small
bare soil groups (O = bare soil, A < 20 pixels) that share more than half of their border with urban
clumps (Ad > 0.5) to the urban class (T). The values of O, T, Ad and A are determined from a vis-
ual inspection of the unsupervised classification, keeping in mind the intended use of the post-
classification. For the purpose of developing an urban mask, it is especially important that confu-
sion between rural bare soil and urban fabric is resolved, and that each class from the unsupervised
classification is unambiguously assigned to either urban or non urban. In addition to the knowl-
edge-based rules, all single pixel groups were removed from the map before and after post-
classification to reduce the amount of noise. This was done by applying a majority filter on a 3 by 3
window centred on groups that consisted of only one pixel.

5 RESULTS AND DISCUSSION

The 15 classes of the land-cover maps produced by the SOM classifier were recoded into 6
meaningful information classes (figures 1a and 1c). Both the 1988 and the 2001 maps show a high
level of spectral confusion between urban and bare soil, which makes it impossible to directly use
the classification output as an urban mask. In the 2001 classification, clearly even more confusion
occurs between urban and bare soil surface types compared to the 1988 map. This is partly caused
by the presence of many construction sites, but also by a higher level of spectral confusion in the
2001 SOM. To enhance the unsupervised classification output, three knowledge-based post-
classification rules (table 1) were developed and applied in combination with a filter to remove in-
dividual, isolated pixels.

Table 1. Overview of the knowledge-based post-classification rules and their parameters

The first rule was intended to re-assign erroneous bare soil clumps within the urban fabric to
neighbouring urban type clumps. The adjacency threshold was set to a relatively high 0.75, mean-
ing  that  bare  soil  clumps  that  shared  at  least  75% of  their  border  with  an  urban  clump  had  their
class changed to urban.  Because actual fallow fields do not share a large part of their border with
urban surfaces, setting an area threshold was not necessary.  This rule effectively cleaned up most
of the bare soil/urban confusion in the city centre for both time steps. In the 1988 map, part of the
ring road remains classified as bare soil probably because it was still under construction at the time.

The higher degree of confusion in the 2001 classification produced some larger misclassified
areas near the western part of the city, which the post-classification was not able to resolve fully. A
few large misclassified clumps were therefore manually corrected after visual inspection. A second
post-classification rule was developed to operate on parts of low density urban areas that were clas-
sified into the same class as peat and bog, a type of vegetation cover that is common in the Wick-
low Mountains (coloured yellow on figures 1a and 1c). Because all misclassified clumps of this
type within the city are relatively small compared to actual peat and bog regions, an area threshold
was sufficient to improve the classification. A third and final rule was applied to remove small
groups of shadow pixels in the city. To avoid confusion with shadows near vegetation, an adja-

0.75< 1000n3 Shadow Urba
-vegetation Urban < 200 Unlimitedn

2 Peat bog / mixed
urba

0.75dUnlimiten1 Bare Soil Urba
Rule nr. Original class (O) Target class (C) Area (A) Adjacency (Ad)
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cency threshold was used together with the area threshold. After post-classification, the two land-
cover maps clearly improved (figures 1b and 1d), and could be used to derive an urban mask.

Figure 1. Land-cover classifications for 1988 and 2001 created by self-organising map (left) and
enhancement by knowledge-based post-classification (right)

The proportion maps for the three end-members (figure 2) prove useful to visually detect changes
in the urban fabric of Dublin. Especially the high albedo substrate and vegetation maps indicate ur-
ban expansion to the west of the city centre. The substrate map also shows the expansion of an in-
dustrial or commercial area to the southwest, which has a bright appearance because most struc-
tures in that area have roofs made of metal or other highly reflective materials. The ring road under
construction is also clearly present in the 1988 substrate map, while the asphalt of the finished ring
road is no longer detectable in the 2001 substrate map. Interpretation near the city’s outer edge is,
on the other hand, complicated by the presence of fallow land in 2001 that was covered by crops in
1988. This demonstrates the necessity of using an urban mask. The dark endmember proportion
maps appear to be somewhat less useful for visual change detection, but may prove useful for
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quantitative structural gradient analysis because the amount of shadow, for instance, may provide
information on the size and type of urban structures.

Figure 2. Sub-pixel proportion maps for substrate (top), vegetation (middle) and dark materials
(bottom), obtained by unmixing the Landsat images of 1988 (left) and 2001 (right)

6. CONCLUSIONS

The objective of this research was to extract urban gradient information by applying linear spectral
unmixing on a set of two multitemporal Landsat images. Spectral confusion between urban sur-
faces and non-urban land-cover types made it impossible to use VIS endmembers, and required the
development of a mask to restrict the unmixing to urban areas. This mask was created with a SOM-
based unsupervised classification and was then successfully enhanced with knowledge-based clas-
sification rules. The outcome of this study will be used to develop spatial metrics to characterise
urban spatial form, which will aid the calibration of urban land-use models.

T. Van de Voorde et al. / Multi-temporal spectral unmixing to characterise urban change282



ACKNOWLEDGEMENTS

The research presented in this paper is funded by the Belgian Science Policy Office in the frame of
the STEREO II programme - project SR/00/105.

REFERENCES

Bannon, M. J. 1999. The Greater Dublin Region: Planning for its transformation and development. In: Killen,
J. & MacLaran, A. (eds.) Dublin: Contemporary trends and issues for the twenty-first century. Geo-
graphical Society of Ireland, Special Publication 11, Dublin: 1-19.

Barr, S. & Barnsley, M. 1997. A region-based, graph-oriented data model for the inference of second order
information from remotely-sensed images. International Journal of Geographical Information Science
11: 555-576.

Caselles, V. & Garcia, M.J.L. 1989. An alternative simple approach to estimate atmospheric correction in
multitemporal studies. International Journal of Remote Sensing 11: 783– 828.

Conel, J.E. 1990. Determination of surface reflectance and estimates of atmospheric optical depth and single
scattering albedo from Landsat Thematic Mapper data. International Journal of Remote Sensing 11: 783–
828.

Hall, F.G., Strebel, D.E., Nickeson, J.E., & Goetz, S.J. 1991. Radiometric rectification: toward a common ra-
diometric response among multidate multisensor images. Remote Sensing of Environment 35: 11– 27.

Herold, M., Couclelis, H. & Clarke, K.C. 2005. The role of spatial metrics in the analysis and modelling of
urban land use change. Computers, Environment and Urban Systems 29: 369-399.

Kitchen, P. 2002. Identifying changes of urban social change in Dublin – 1986 to 1996. Irish Geography
35:156-174.

Irish, R.R. 2007. Landsat 7 science data users handbook. NASA: Greenbelt, MD.
Kohonen, T. 2001. Self-Organzing Maps. Series in Information Sciences Vol. 30,  3rd extended edition. Ber-

ling: Springer.
MOLAND - Monitoring Land Use/Cover Dynamics. MOLAND project website URL:

http://www.moland.jrc.it. Date last accessed: 12 March 2008.
Phinn, S., Stanford, M., Scarth, P, Murray, A.T. & Shyy, P.T. 2002. Monitoring the composition of urban en-

vironments based on the vegetation-impervious-soil (VIS) model by subpixel analysis techniques. Inter-
national Journal of Remote Sensing 23: 4131 – 4153.

Rashed, T., Weeks, J.R., Stow, D. & Fugate, D. 2005. Measuring temporal composition of urban morphology
through spectral mixture analysis: towards a soft approach of change analysis in crowded cities. Interna-
tional Journal of Remote Sensing 26: 699 – 718.

Ridd, M.K. 1995. Exploring a V–I–S (Vegetation–Impervious Surface–Soil) model for urban ecosystem
analysis through remote sensing - Comparative anatomy for cities. International Journal of Remote Sens-
ing 16: 2165 – 2185.

Schott, J. R., Salvaggio, C. & Volchok, W. J. 1988. Radiometric scene normalization using pseudoinvariant
features. Remote Sensing of Environment 26: 1 – 16.

Small, C. 2003. High spatial resolution spectral mixture analysis of urban reflectance. Remote Sensing of En-
vironment 88: 170 – 186.

Small, C. 2004. The Landsat ETM+ spectral mixing space. Remote Sensing of Environment 93: 1-17.
UN-HABITAT 2006. The State of the World’s Cities Report. London: Earthscan.
Van de Voorde, T., De Genst, W. & Canters, F. 2007. Improving pixel-based VHR land-cover classifications

of urban areas with post-classification techniques, Photogrammetric Engineering and Remote Sensing 73:
1017 – 1027.

van  der  Meer,  F.  1999.  Image  classification  through  spectral  unmixing.  In:  Stein,  A.,  van  der  Meer,  F.  &
Gorte, B. (eds.). Spatial Statistics for Remote Sensing; Kluwer Academic Publishers: Dordrecht, The
Netherlands: 185 – 193.

Wu, C. 2004. Normalized spectral mixture analysis for monitoring urban composition using ETM+ imagery.
Remote Sensing of Environment 93: 480 – 492.

T. Van de Voorde et al. / Multi-temporal spectral unmixing to characterise urban change 283

http://www.moland.jrc.it.
http://www.moland.jrc.it.


Selection criteria of training set for optimal land cover
discrimination with a view to automatic segmentation
Ernesto Marcheggiani, Andrea Galli
Università Politecnica delle Marche, DiSASC, 60131 Ancona, Italy

Annamaria Bernardini, Eva S. Malinverni
Università Politecnica delle Marche, DARDUS, 60131 Ancona, Italy

Primo Zingaretti
Università Politecnica delle Marche, DIIGA, 60131 Ancona, Italy

Keywords: multispectral automatic classification, GIS ancillary dataset, interoperability

ABSTRACT: This work is part of a wider project whose general objective is to develop an au-
tomatic classification methodology, congruent with the CORINE land-cover thematic legend, by
high resolution multi-spectral IKONOS images datasets. The imagery were provided by Regione
Marche institution thanks to a research agreement signed together with the Technical University
of Marche jointed departments  (DARDUS, DIIGA and DiSASC).
According to a hierarchical approach, different phases exist for image classification. At the low-
est level classification was merely based on specific pixels spectral value, while moving toward
highest levels, segmentation methodology can be used according to features spatial pattern to
perform better results.
The present paper aims to deepen the first of the above mentioned hierarchical levels. The me-
thodological approach focus on the optimal selection criteria, in order to define the best setting
(spectral bands, Ground Truth, etc.) for the training stage. With this intent different supervised
classification algorithms have been tested. In particular, the training stage was carried out tack-
ing advantage of a dedicated-GIS platform implementation. Each Ground Truth sample was col-
lected by means of specific campaign and/or pan-sharpened IKONOS dataset visual interpreta-
tion. The depicted classes were grouped in different levels of increasing detail. To be more
confident, the CORINE standard legend has been modified according to current study case speci-
ficity, in order to obtain an optimal distribution of the samples in the training set. This also al-
lowed to improve the training stage setting by excluding clusters whose spectral values largely
ranging far from corresponding average class values.

1 INTRODUCTION AND OBJECTIVES

Nowadays the needs for a more updated land use/coverage database, at proper scales of representa-
tion (i.e. 1:10'000), represents a urgent issue for the public bodies in charge of Marche Region land
administration. On one side, the 1:10'000 scale of representation is the cartographic reference base
according to which both local and regional planes (respectively, Piano Regolatore Generale, PRG
and Piano Territoriale di Coordinamento, PTC) are conceived and implemented. Moreover, data-
base represents the starting point to upper level land management plans updating, such as the Re-
gional Environmental and Landscape Plan (Piano Paesistico Ambientale Regionale, PPAR). Se-
condly, to answer to several recent environmental, agricultural and landscape European Union’s
directives, the Regional Informative Systems should strengthen their structures and provide new
tools devoted to landscape resources transformation monitoring. Last but not least, current Marche
Region brand land use thematic cartography is obsolete; about 25 years old. According to the above
considerations, this paper is part of a wider project whose general objective is an automatic classi-
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fication methodology, at the 1:10’000 scale, congruent with the CORINE land-cover thematic le-
gend, starting from monotemporal high resolution multi-spectral IKONOS imagery. The images
were provided by Regione Marche authorities thanks to a research agreement, signed together with
the  Technical  University  of  Marche  departments   (DARDUS,  DIIGA  and  DiSASC).  In  order  to
provide a permanent monitoring service of Marche region territory, the focus is on the possibility to
take advantage of relative “low cost–but low quality” datasets availability to improve the use of
modern Remote Sensing (RS) techniques in Public Bodies sectors at regional level.
The authors are conscious that so far most expensive imagery (even thought better) are not bud-
geted for the poor state of regional administration cash; but fostering interoperability among sever-
al public or private bodies’ databases, it is possible to take advantage and recycle a lot of strategic
information with which also a monotemporal –low cost- satellite image can be turned up as useful.
Consequently the main goal of this work has been the development of a methodology according to
whom a suitable Ground Truth (GT) set, congruent with the IKONOS images, has been built inte-
grating already existing databases, such as remote sensing image collections, vector and punctual
Geographic Information System (GIS) database, etc., owned by different bodies of public adminis-
tration at regional level. Besides a suitable Ground Segment -thus a trustable base of knowledge of
the real state of coverage of a defined territory in a defined time- availability since form early stag-
es of a RS project represents the main key issues, affecting all consequent steps and final result.

Table 1 – Concordances among case study information classes and the CLC legend

Unfortunately different source large databases semi-automated integration needs a level of intero-
perability that notwithstanding the Inspire Directive (COM 516), so far in Italy, have to be consi-
dered as inadequate. Several limitations impede or hamper data access and exchange. Such sensi-
tive limitations both from knowledge management technologies point of view, as well as flexibility
and interoperability relationship, could partially be overcome by means of innovative approaches

Information Class User Code CLC Code CLC Class
brick coverage Building 1101 1.1 Urban Fabric
Reflective mat. (concrete, gravel, metal) 1102 1.2.1 Industrial, commercial and transport
Asphalt road, railway, bitum.  hot-mix 1103 1.2.2 Road and rail network and ass. land
Wheat 1201 2.1.1 Non irrigated arable land
Vineyard 1202 2.2.1 Vineyards
Olive grow 1203 2.2.3 Olive growes
Fruit tree 1204 2.2.2 Fruit trees
Medicago Sativa (Alfa-Alfa) 1205 2.1.1 Non irrigated arable land
Barley 1207 2.1.1 Non irrigated arable land
Meadow 1208 2.1.1 Non irrigated arable land
Sugar Beet 1209 2.1.1 Non irrigated arable land
Pasture 1210 2.3.1 Pastures
Wet bare soil 1211 2.1 Arable land
Dry bare soil 1212 2.1 Arable land
Coniferous reforestation 1301 3.1.2 Coniferous forest
Orno-Quercetum ilicis (xerophilous) 1302 3.1.1 Broad-leaved forest
Gariga 1303 3.2.4 Transitional wood and shrub
Quecus cerrus 1304 3.1.1 Broad-leaved forest
Riparian buffer strip 1305 3.1.1 Broad-leaved forest
Fraxinus ornus and Ostrya carpinifolia 1306 3.1.1 Broad-leaved forest
Quecus pubescens 1307 3.1.1 Broad-leaved forest
Water course 1401 5.1.1 Water courses
Water body 1402 5.1.2 Water bodies
Sea 1403 5.2.3 Sea and ocean
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such as the Geospatial Semantic Web (Tummarello G., Marcheggiani E., 2007). This last one
represent a very novel approach that proposes geographical information advanced treatment tech-
nologies implemented through semantic and specific ontology rules to overcome the rigidities of
the traditional relational geographical database.

2 METHODOLOGY

In the framework of the above mentioned agreement, researchers from DARDUS, SASC and DI-
IGA departments have tested two main steps of the whole process: on one side, the on ground op-
erations, such as GTs acquiring, according to the legend classes previously defined, and on the oth-
er, IKONOS dataset processing (from ortho-rectification and geometrical distortion correction to
unsupervised and supervised classifications). In particular, the case study refers to an area belong-
ing  to  the  Ancona  Province  in  Italy; the IKONOS image covers  an  extension  of  approximately
150 km2, comprising urban and rural landscapes and natural environment,  among which  the
Conero mountain Natural Park have to be mentioned.

Figure 2 -  Optimal bands set combination basing on average JM separbility values (vertical axes in figure,
ranging from 1.1 to 2). Classes have been grouped together according to 2nd level of CLC thematic legend
(left hand bottom axes). The assessment has been iteratively repeated for each possible combinations of spec-
tral bands (B1 = Red, B2 = Green, B3 = Blue; B4 = NearIR). Besides, optimal band combinations found to
be that in which the four available spectral bands were used. For that combination, JM assessment was also
performet by means of the restricted set of 12 GTs layers.

A pixels approach has been followed to IKONOS dataset classification, according to both unsuper-
vised and supervised methods, by means of traditional algorithms implemented on commercial
software ENVI®. Furthermore object oriented approaches are scheduled to be tested. So far,
present paper refers to the supervised classification procedure results. The supervised classification
represents the most classical and widely used methodology; easy to use and friendly to approach
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also for all those practitioners and civil servants, often barley skilled in RS techniques, who are in
charge in the different Region Marche land management and planning departments.
In this framework, the reuse of preexistent images and GIS database collections represents the at-
tempt to valorise investments already set up (such as, the ANCONA PACO Interreg III project) by
the different entities and services of the Marche Region bodies, in order to produce low cost the-
matic cartographies. In spite of being scantily updated and scarcely interoperable, most of the ac-
quired database collections can be useful to implement a GIS dedicated both to information classes
thematic legend definition and to training set extraction. These last two are fundamental key issues
affecting the whole methodology results.

2.1 GTs selection crtiteria (ancillary database)
In lack of a GTs set contemporaneously acquired with the IKONOS image (Curran, P. J. and Wil-
liamson, H. D., 1985), the methodology to built a reliable set is based on an integrated database re-
trieved from the different Information System (IS) owned by Marche Region, most of those Web-
GIS available. The main reference for GTs legend definition is the Corine Land Cover (CLC) Eu-
ropean project, by the European Environmental Agency (EEA).
A classical visual interpretation procedure has been used to assess the GTs relative to the 1st CLC
classes (Artificial Surface), displaying in GIS environment a view of the IKONOS set after its orth-
rectification (see, Pre-processing image orthorectification). Whereas, to asses both agricultural and
wooded areas GTs, the method has consisted in collecting and consequently cross-querying rele-
vant ancillary database (such as, GIS database), considering among all database that were available
on the different Marche Region departmental Information Systems (IS), only those sufficiently up
to date with IKONOS images (acquisition date May 7, 2006).
In particular agricultural GTs have been assessed overlying cadastral information layer and farmers
Common Agricultural Policy (CAP) yearly financing database, available on National Agricultural
Information System (SIAN). In this way, the geographical position (where) of a specific cadastral
parcel is crossed with a trustable source of information about which crops (what) are really culti-
vated, during a specific period of time. Through this first screening 20’259 particles have been
identified (covering 12’025 ha of Usable Agricultural Area, UAA), classed according to 75 differ-
ent types of land uses. which were restricted according to the crop phenological state to 16 classes.
Of these last ones, only 9 classes (namely, Wheat, Vineyard, Olive grow, Fruit tree, Medicago Sa-
tiva (Alfa-Alfa), Barley, Meadow, Sugar Beet, Pasture) were present in the IKONOS acquired im-
agery.  The  remaining  classes  were  not  present  or  were  at  a  too  early  phenological  stage  (emer-
gence) and consequently clustered as bare soil.
In a similar way the definition of the GTs relative to wooded lands and seminatural areas, was car-
ried out by overlaying and querying the IKONOS imagery by means of Forestry Regional Informa-
tion System (SIFR), provided thanks to a project aiming to meet the demands of an effective tool to
support regional forest planning, management and monitoring. The project was implemented
through systematic sampling of several test areas. The density of sampling ranging from 50 to 100
hectares. Thanks to this inventory, at the scale of 1:25’000, 2’406 sample areas were located and
identified, and the regional surface has been divided into 17 different forestry departments, com-
prises into 13 mountain communities and 4 individual provinces. In the acquired IKONOS imagery
23 different forestry coverage were present, encased into 7 different categories: Coniferous refore-
station, Orno-Quercetum ilicis (xerophilous), Gariga, Quecus cerrus, Riparian buffer strip, Fraxinus
ornus and Ostrya carpinifolia, Quecus pubescens.

3 IMAGE PROCESSING AND RESULTS

The image processing from the geometrical and spectral correction until to the classification con-
sists of the following phases.
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3.1 Pre-processing image orthorectification
IKONOS Multispectral imagery, was acquired on July 2006, with a 29 degrees solar zenith angle,
ad issued both in panchromatic mode (0.45-0.90 m) with 1 meter ground resolution and in multis-
pectral mode with 4 meter ground resolution. The data are available in 11-bit radiometric resolu-
tion. They are delivered georeferenced according to the UTM projection and WGS84 Datum. The
whole image dataset was orthorectified using the third order rational function model implemented
in  the  software  PCI  -  Orthoengine.  The  15  Ground  Control  Points  (GCPs)  were  selected  on  the
Technical Regional Map at the scale 1:10.000 and identified on the panchromatic image. Using al-
so the DTM information we obtained an RMS error below 1 pixel (1 meter ground resolution). The
radiometric interpolation, applied by means of nearest neighbour resampling method, preserves the
original image values.

Figure 3 - JM separbility class pairs by means of 24 classes GTs set, applied to the 11bit IKONOS imagery,
considering the whole set of 4 available bands (namely, Red, Green, Blue, Near Infrared).

3.2 Spectral separability assessment
In order to determine both the optimal spectral bands combination and less redundant GTs set, to
be used during supervised classification step, a separability assessment was performed by means of
Jeffries-Matusita (JM) indicator, whose algorithm is implemented on ENVI® software. The JM
measurement is based on Bhattacharrya distance and allows to indicating how well a selected spec-
tral class pair is statistically separate (class separability). In particular, on ENVI®, JM values rang-
ing from 0 to 2. Values greater than 1.9 indicate that the pair has a good separability, for insights,
see referred international literature (Richards J.A., 1999).The separability assessment was con-
ducted on the 11bit IKONOS imagery, using first the available whole GTs set (24 levels). The se-
parability assessment has been iteratively repeated for each possible combinations of spectral
bands. In the present case study, the optimal combination among spectral bands results to be that in
which the four available spectral bands were used (see fig. 2).
Note that using the whole set of GTs found to be redundant considering that many combinations
are no longer separable showing JM values often less than 1.5 (see Fig. 3). Consequently, by
choosing 1.8 as JM threshold value, all classes with separability values less than that limit have to
be considered as redundant and eliminated (namely, 1201, 1202, 1203, 1204, 1205, 1208, 1210,
1301, 1302, 1306, 1307, 1402, 1403); assuming samples spectral signature distribution as normal in
images  spectral  space.  Afterward,  separability  assessment  procedure  was  repeated  using  the  GTs
set restricted to 12 classes. Further to that, results show JM values all greater than 1.8 for all classes
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(see Figure 2). The GTs set restricted to 12 classes has been used for subsequent phases of super-
vised classification.

4 CLASSIFICATION

4.1 Supervised classifications using the whole 24 GTs classes
In order to benchmark classifications, a 24 classes supervised classification was previously per-
formed by means of two of most classic sound classifier algorithms: Maximum Likelihood (ML)
and Spectral Angle Mapper (SAM). In both cases ENVI® default standard parameters input setup
has been used. The first classifier (ML) obtains an Overall Accuracy of 86.08% (Kappa Coefficient
equal to 0.7247) and no unclassified pixels, while the second (SAM) tends to Overall Accuracy
value of 81.94% (Kappa Coefficient equal to 0.6419) and 25.85% of unclassified pixels. All the
values obtained to each information classes, (JM separability, ML and SAM 24 GTs supervised
classifications classes), have been used to a Cluster Analysis evaluation in order to compare the
performances of the two classification algorithms (SAM and ML). For clustering a Average Eucli-
dean Hierarchical Model has been used, imposing as threshold, 10 as the maximum number of
clusters and gradually reducing that limit until to the numbers of singularity (cluster representing

Tab 2 –Cluster Analysis results considering both Jeffries Matusita separability and supervised classifications,
using restricted 12 layers Ground Truth set. For both algorithms either Commission (Com) and omission er-
rors (Om) and Producer (PAc) and User (UAc) accuracy, together with the number of classified pixels
(PxlClsd) and specific membership cluster (Clst), are for all layers provided.

1403 2.00 0.00 0.00 0.56 0.02 1120483 1153126 99.44 99.98 100.00 100.00 B B
1401 2.00 0.00 2.06 67.81 34.93 1918 8445 32.19 65.07 100.00 97.94 A A
1305 1.85 34.64 63.41 18.82 51.71 3542255 2670579 81.18 48.29 65.36 36.59 C D
1304 1.94 0.72 8.03 8.29 33.84 817597 482990 91.71 66.16 99.28 91.97 B A
1303 1.90 24.42 33.71 12.53 27.03 423414 546046 87.47 72.97 75.58 66.29 A A
1212 1.89 8.51 17.29 22.94 45.36 1176701 1305098 77.06 54.64 91.49 82.71 B B
1211 1.86 19.14 30.99 30.37 54.69 751163 744614 69.63 45.31 80.86 69.01 B A
1209 1.92 19.91 22.42 19.49 31.76 1739145 1357361 80.51 68.24 80.09 77.58 D B
1207 1.94 8.95 49.64 14.49 32.03 831483 2071521 85.51 67.97 91.05 50.36 B C
1103 1.87 35.18 85.36 18.72 28.84 420010 301857 81.28 71.16 64.82 14.64 A A
1102 1.89 10.63 55.42 22.13 34.68 3676196 197596 77.87 65.32 89.37 44.58 C A
1101 1.88 94.84 26.61 22.16 56.76 324435 215954 77.84 43.24 5.16 73.39 A A

JM Com
ML

Com
SAM

Om
ML

Om
SAM

PxlClsd
ML

PxlClsd
SAM

PAc
ML

PAc
SAM

UAc
ML

UAc
SAM

Clst
ML

Clst
SAM

applied by means of the restricted set of 12 layers.
Tab 3 - Cluster Analisys according to both Maximum Likelihood (up) and Spectral Angle Mapper (down)

Cluster C 1.94 49.64 32.03 2071521.00 67.97 50.36 1
Cluster B 1.93 13.24 25.71 1271861.67 74.29 86.76 3
Cluster A 1.91 34.60 38.68 356786.00 61.32 65.40 7

e
UAc

Number
of Clst

ge
PAc

Average
PxlClsd

Average
Om

Average
Com

Average
JM

AveragCentroid Avera

Cluster D 1.92 19.91 19.49 1739145.00 80.51 80.09 1
Cluster C 1.87 22.64 20.48 3609225.50 79.53 77.37 2
Cluster B 1.93 7.46 15.33 939485.40 84.67 92.54 5
Cluster A 1.91 38.61 30.31 292444.25 69.70 61.39 4

e
UAc

Number
of Clst

ge
PAc

Average
PxlClsd

Average
Om

Average
Com

Average
JM

AveragCentroid Avera
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just  one  entity)  lower  than  20%.  Cluster  analysis  results  in  case  of  ML shows  ambiguous  mixed
clusters, where wooden, agricultural and urban land uses are mixed together. On the contrary, clus-
tering according to SAM has spawned more homogeneous clusters.

4.2 Supervised classifications using the 12 GTs classes restricted set
The above mentioned ML and SAM supervised classifications (Lillesand, T. M. and Kiefer, R. W.,
1994, Kruse F.A et Al. 1993) has been repeated, using the restricted set of 12 GTs classes. Through
ML classifier a 94.13% Overall Accuracy (Kappa Coefficient equal to 0.8550), and no unclassified
pixels, have been obtained. While SAM has produced a 89.60% Overall Accuracy (Kappa Coeffi-
cient equal to 0.7422) and 25.43% of unclassified pixels.
In particular, referring to Table 2, ML classifier turn out a first group of classes (1304, 1403) show-
ing a low Commission and Omission errors (closer to 0%) and high Producer and User accuracies
(higher than 90%), while a second group (1103, 1207, 1209, 1303, 1305) shows high accuracies
values (around 80%) and relatively low errors (lower than 35%). Moreover, a third group (1211
and 1212) shows either errors (lower than 30%) and  accuracies lower than two previous groups.
Finally, the 1401 class differs from others, especially for a very low Producer Accuracy.
Some considerations need to be given both on errors (Omission and Commission) and individual
classes accuracy (Producer and User). As in common knowledge (Congalton, R.G., 1991, Wick-
ham, J.D., et Al., 2004, Stehman, S.V., et Al., 2003), Ommission errors occurs when specific
classes  pixel  assignment  hypothesis,  according  to  GTs  set,  is  rejected  by  the  classifier.  While
Commission  errors  are  due  in  case  of  false  hypothesis  acceptance,  by  the  classifier,  assigning  a
pixel to an untrue class. Omission errors are evaluated taking into account the confusion matrix
rows, excluding those cells along the matrix diagonal, these last ones are accounted to assess the
Overall Accuracy value. Consequently, Omission error involves an underestimation of information
class while the Commission error an overestimation. The SAM 12 GTs classes supervised classifi-
cation (see Table 3), produce a first group (1403) with low errors (closer to 0%) and high accura-
cies (closer to 100%), a second group (1209, 1303, 1304) which presents either relatively low er-
rors (less than 35%) and accuracies (around 70%). Groups (1102 and 1103) with intermediate
values. The JM and supervised classifications, in case of 12 GTs classes restricted set, values has
been used to repeat the Cluster Analysis (see Table 3). In this case, excluding the abnormal beha-
vior of 1401 and 1403 classes, the Cluster Analysis trends seems to indicate that SAM alghoritms
generate more homogeneous clusters. This induce to argue that in the case study contest, SAM act
better performances.

CONCLUSION

The presented work proves that, in lack of investments and resources for the implementation of a
specific regional service to permanently monitoring the state of land use, and its dynamics of trans-
formation with the times, regional public utilities can profitably retrieve and enhance, heterogene-
ous information residing in its archives. Through the integration of both classic RS techniques ap-
proach (even thought by means of low cost imagery) and preexistent information, shuffled to
selecting a trustable and representative set of GTs, it is possible to produce a useful land cover da-
tabase, flexible and adaptable to different Marche Region public utilities needs. In fact, knowledge
arising from updated source of geo-information is the necessary condition to perform detailed sur-
vey (such as using GIS operators) on the dynamics taking place in the whole territory.
The case study has also shown how the implementation of such a system, especially at a detailed
scale of representation (such as 1:10’000), is not easy in Marche Region, given several current op-
erational limits characterizing most of Italian public bodies. Structural inadequacy prevents many
public utilities to fully take advantage from the potentiality offered today by remote sensing and
GIS techniques. This is particularly due to the lack of investment in terms of both human and eco-
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nomic resources. The depicted situation found to be seriously affecting most of the services that re-
gional land governing public bodies compulsorily must provide both to citizens and institutions.
As is common knowledge, generally there is not a unique relationship between information classes
(namely, the selected ground truths) and their spectral behavior, especially when using, as in case
study, mono-temporal imagery. Therefore, to improve performances and overcame major technical
limitations a separability assessment of the selected ground truth samples has been performed. The
class separability performed by means of classical Jeffries-Matusita distance, enable to define both
the optimal bands set and to eliminate GTs classes which generate more confusion than real infor-
mation. In case study the number of GTs layers was restricted from 24 to 12. The final stage of the
work, devoted to IKONOS imagery supervised classification by means of two of the most classical
and widely used algorithms (ML and SAM), clearly shows significant benefits, in terms of accura-
cies,  after  JM based GTs set  restriction.  In addition,  a  statistical  analysis  shows that  SAM super-
vised classification tends to provide results more consistent with the on ground reality. So far, ex-
perimental tests to the scheduled object oriented approaches are in progress; obtained results in
further papers.
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ABSTRACT: in modern multipass DInSAR processing techniques one of the main point regards
the mitigation of the atmospheric contribution. To this end we investigate the potential use of
data acquired by multispectral sensors. In particular we refer to the instruments onboard the En-
visat sensor and specifically to the ASAR and MERIS sensors. Such sensors have the advantage
to simultaneously acquire data along the same orbit, thus imaging the scene under same condi-
tions. In particular we carried out an experiment aimed at using the MERIS Water Vapour (W)
product to estimate Atmospheric Phase Delay (APD) and to calibrate the measurements of the
ASAR sensor. The W product measures the integrated amount of atmospheric water vapour by
using the water absorption and non-absorption bands. The work describes preliminary results
achieved by processing a dozen ASAR acquisition and MERIS data over the Campania region in
Italy  with  descending  passes.  We  have  compared  the  APD estimated  by  MERIS  data  with  the
APD signal extracted by the multipass DInSAR analysis on long term coherent points. The final
aim is to exploit the MERIS water vapour for compensating the APD signals in a long series of
acquisition used in the multipass DInSAR techniques to achieve higher accuracy and/or extend
the applicability of the technique to emergency cases.

1 INTRODUCTION

Multipass SAR Differential Interferometry is a powerful technique that allows monitoring ground
deformations with high accuracy and represents an instrument of support for quantitative analysis
in evaluating the environmental risks associated, for instance, with volcanic or seismic activity,
landslides, etc. The availability of large data archives and their easy accessibility permits, thanks to
the use of advanced techniques of SAR data processing (eg, Permanent  Scatterers, Small BAseline
Subset, Enhanced Spatial Differences Methods , etc.), to generate long term deformations time se-
ries.  However  DInSAR  techniques  are  limited  by  many  factors  that  cause  spurious  phase  varia-
tions, hence affecting the quality of estimated results. Beside the presence of the wanted ground de-
formation signal, interferograms are affected also by the presence of several noise sources
originating from digital elevation model (DEM) errors, baseline and temporal decorrelation and by
correlated noise such as atmosphere effects (Hanssen 2001). The latter represents the mainly source
of errors in the applications of DInSAR techniques. The atmospheric phase delay is mainly due to
the presence of water vapor concentration that causes a refractive index variation and, as a conse-
quence, a variation of the electromagnetic radiation propagation delay through the troposphere.
This phenomenon has limited for a long time the use of the DInSAR techniques based on the
analysis of individual pairs of differential interferograms. Modern techniques based on the jointly
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use of multi-pass SAR data (Stacking) (Fornaro et al. 2007) (Berardino et al. 2002) (Ferretti et al.
2000), allow overcoming these problems by filtering the atmospheric noise contribution based on
the space-time statistical characterization of the atmospheric delay.
A completely alternative methodology for the purification of atmospheric contributions in radar in-
terferograms (Puysségur et al. 2007) (Li et al. 2006) is based on the availability of independent
measures of the atmospheric signal, such as those obtained by the multispectral sensors. These sen-
sors, measuring radiation in the near-IR channels, allow obtaining, as a product, a rather accurate
estimate of the Water Vapor (W) amount. This product, after proper scaling, is used, as external in-
formation, in the Stacking process in order to reduce the atmospheric phase delay of the data and
improve the estimation of ground deformation velocity and topography errors.
In this work we analyze the possibility to correct the atmospheric phase patterns of SAR interfer-
ometric pairs by using the W distribution obtained from Multispectral Medium Resolution Imaging
Spectrometer Instrument (MERIS) data. To validate this technique ASAR (Advanced Synthetic
Aperture Radar) images and MERIS data, simultaneously acquired by sensors mounted on the
ENVISAT platform, have been used.

2 MERIS AND WATER VAPOR PRODUCT (W)

MERIS is an Imaging multi-spectral radiometers (vis/IR). It is a passive sensor with fifteen spectral
bands, each of which has a programmable width and a programmable location in the 390 nm to
1040 nm spectral range. The MERIS sensor has two channels for the water vapour measurements,
located at 890 nm (channel 14) and 900 nm (channel 15) both with 10 nm bandwidth.
The column amount of water vapour (W) may be obtained by using the algorithm proposed by
J.Fischer and R.Bennartz (Fischer et al. 1997). They distinguished three different cases in water
vapour content evaluating: above cloud-free land surfaces, above the top of clouds, and above wa-
ter. In this work we consider only the column amount of water vapour related to land pixels in
cloud-free areas, which can be selected using the cloud mask provided with MERIS images. In this
case it is given by:
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Where 14ChL  and 15ChL  are  the  radiances  measured  in  the  MERIS  channels  14  and  15,  and 0k ,

1k and 3k are regression constants. This product is directly provided by ESA in the MER_FR_2P
(MERIS Full Resolution Geophysical Product), with 300 m of ground resolution, and in
MER_RR_2P (MERIS Reduced Resolution Geophysical Product), with a spatial resolution of 1.2
km. In this work we used only the reduced resolution product. In the next session it is show the re-
lationship between this term and the SAR phase delay.

3 SAR PHASE SIGNAL AND ATMOSPHERIC DELAY

Synthetic Aperture Radar (SAR) is an active microwave remote sensing system, usually mounted
onboard satellite or airborne, that exploits the coherent nature of the employed radiation to achieve
significant discrimination capabilities in the azimuth (along track) and range (cross track) direction.
The presence of the atmosphere translates to a slant phase delay with respect to the propagation ve-
locity in vacuum (Hanssen 2001). This is mainly due to the velocity variations along the path be-
tween the antenna and the ground. The electromagnetic properties concerning radio waves propa-
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gation are governed by the refractive index tzyxn ,,, . In nominal conditions the refractive is ap-
proximately equal to one. In standard atmosphere the deviation from unitary refractive index is
small; hence the refractive index is usually scaled and shifted as follows: 6101nN . The
two-way SAR atmospheric phase delay is directly related to the refractivity index as:
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Where H is the height of the satellite and )(hinc   is the incidence angle  is the wavelength of the
transmitted radiation. For common radar frequencies the refractivity index is:
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where n  is the refractive index of air at radio frequencies, P  is the total pressure (mbar), e is the
water vapour partial pressure (mbar), T  is the temperature (K), Wcloud is the cloud water content (g
m-3), f  is the radar frequency, ne is the electronic density of the ionosphere. Substituting  eq. (3) in
eq. (2) we have:
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were W (g cm -2)  is the water vapour content given by:
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where Mw is the molar mass of water (18.0152 X 10-3  kg mol -1), R the perfect gas constant (8.314
J.K-1  mol-1), T is the temperature (K).
The dominant phase contribution in eq. (4) is given by the water vapour content, for a preliminary
analysis the first integral of the equation, called dry phase delay, may be neglected, for the same
reason we can delete the term depending on k3.
The Wcloud term associated to the areas covered by clouds, is neglected by applying a mask related
to the cloudy pixels, provided by each MERIS product. Since these masks are not sufficiently accu-
rate we generate other masks to reduce, as well as possible, the presence of clouds in the MERIS
product.
The last integral of eq. (4) may be considered constant within the scene and then it may be ne-
glected for interferometric applications.
Under this conditions the atmospheric phase delay is given by:
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The water vapour content W is one of the products derived from the multispectral sensors, see eq.
(1).

4 DATA PROCESSING

The ASAR data are in RADAR coordinates: azimuth (along track) and range (cross track) direction
while the MERIS ones are in maps coordinates. To compare the MERIS and ASAR images to each
other it is needed that both data are in the same coordinates system. To this end we move MERIS
images to the RADAR coordinates by applying the following steps.
First of all we select the MERIS images, common to the ASAR ones, with a low clouds coverage in
order to minimize errors due to the overestimation of the MERIS water vapour measures over
clouds. The ASAR stack refers to eleven images associated to the free-clouds MERIS ones, see ta-
ble I, related to the descending passes of ENVISAT satellite over the region of Naples correspond-
ing to an area of about 100x100 Km, track 036, frame 2781, in the period from 1992 to 2006. The
total baseline span is of 1890 metres and the Doppler Centroid  excursion is 250 Hz.

IMAGES DATE ORTOGONAL
BASELINE

DOPPLER
CENTROID

1 10072003 -1077.87 198.887
2 14082003 -1012.35 157.617
3 05062003 -928.567 245.885
4 31032005 -917.827 159.836
5 25052006 -630.065 197.919
6 24062004 -384.910 175.973
7 27112003 -213.853 121.309
8 20052004 0.00000 0.00000
9 07102004 12.6046 190.294
10 27102005 346.519 203.324
11 14072005 671.750 191.867

Table I. List of  ENVISAT ASAR and MERIS images.

The MERIS free-clouds images corresponding to the ASAR stack are seventeen and are indicated
in table I.
After  the  MERIS  image  selection,  each  image  was  cropped  and  resampled  to  the  ASAR  spatial
resolution of 100 metres. The results have been georeferred in UTM-WGS84 cartographic coordi-
nates system. The MERIS images were subsequently reported in RADAR geometry, transforming
the cartographic coordinates in azimuth and range by mean of  an polynomial interpolation.
The  atmospheric  ASAR  images  resulting  from  a  stacking  process  are  expressed  in  radians,
whereas, the  MERIS total water vapour column content is expressed in g/cm2. To obtain the phase
delay corresponding to the MERIS total water vapour column content, we used eq. 6. The esti-
mated ASAR atmospheric images, may contain plains due to the errors of the unwrapping proce-
dure, to the orbital inaccuracy or to the linear variation of the atmospheric pattern. To distinguish
the plains associated to atmospheric signal and to estimate the possible residual offsets between
SAR ASAR images and MERIS ones we used the Least Squares (LS) method.
At this point it is possible to compare the phase delay obtained by the MERIS data with the phase
delay associated to the atmospheric signal estimated by the ASAR Stacking  procedure.
In fig. 1 two atmospheric pattern delay difference, related to the acquisition pairs: 05.06.2003 and
14.08.2003 estimated by Stacking technique are shown. In figure II are shown the corresponding
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atmospheric delay obtained by MERIS. All pictures of fig. 1 and fig. 2 have been masked to take
into account free-clouds areas and spatial-temporal coherence associated to the Stacking procedure.

Figure 1. Atmospheric SAR phase delay difference associated to pairs: 14082003 – 05062003 and
14082003 – 31032005, colours are saturated in [-10 rad, 10 rad] .

Figure  2.  Atmospheric  MERIS  delay  difference  related  to  the  same  pairs  of  figure  I,  colours  are
saturated in [-10 rad, 10 rad] .

Figure 3 shows the residual atmospheric pattern after the removal of MERIS atmospheric contribu-
tion from the ASAR images. The differences, marked by circles in fig.3 are mainly due to errors in
the unwrapping procedure and/or to the the lower resolution of the MERIS data.
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Figure 3. Atmospheric SAR phase delay images, of figure 1, compensated by using MERIS data
of figure 2, colours are saturated in [-10 rad, 10 rad] .

5 CONCLUSIONS

In this work we have demonstrated that SAR atmospheric phase delay may be compensated by ex-
ploiting the measures of the water vapour content derived from multispectral sensors. This method
can be used in the DInSAR multipass techniques to improve the estimation of ground deformations
and can play an important role in crisis situations (earthquakes, volcanic eruptions, etc.) where only
a few SAR data are available and then the atmospheric phase delay can lead to inaccuracies in es-
timates of deformation. The main limitation of this technique is due to the frequent presence in the
scene of clouds, where the water vapour content is not reliable.
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ABSTRACT: Basis of the economical development of the countries depends on the use of the
natural resources in a most sustainable and productive manner. While developed countries are
able to  use their  resources in  this  way;  developing countries,  in  general,  are  still  in  lack of  the
sufficient knowledge and monitoring technologies about the quality and quantity of their natural
resources. So, as a result of insufficient mapping of the natural resources; complete and well-
established data sets about the land and water resources, distribution of cultivated lands and fo-
rests, grasslands and mines are not available in developing and under-developed countries.
In this study, analysis of the provincial structure of Sar yer/Istanbul is aimed by using “Remote
Sensing” and “Image Processing” techniques to the digital images. The satellite images used
usually belong to the different years and of different resolutions. During present study 1998
dated IRS, 2001 and 2005 dated LANDSAT raster satellite images and the vector data of wards,
parcels, fields from Sar yer Province are used.  The images, relevant data and software were all
provided by Istanbul Technical University (I.T.U.) Civil Engineering Faculty, Department of
Remote Sensing. By making use of these materials, initially, provincial boundaries have been es-
tablished and then this analysis is integrated with a Geographical Information System (GIS).
Several data layers have been constituted and finally a difference analysis among different years
has been performed. As a result, important statistical results have been obtained, which will il-
luminate the future development and landcover-landuse studies in the Sar yer Province.

1 INTRODUCTION

Remote Sensing and Geographic Information System are the methods that developed due to the scien-
tific and technologic improvement in the 20th century. Importance of these methods occurs with de-
termination of the human effects to the water, air and the soil (Burrough 1998). Besides that, defining
the natural and cultural sources of the earth and monitoring the changes in these sources continuously
and rapidly make RS and GIS indispensable. With the uses of these technologies, national and interna-
tional, all kind of data and knowledge analysis are possible and sustainable development plans can be
produced in social, economical and even political arena.

Classification results of the satellite imagery make it possible to determine the land use characteris-
tics in numerical values. Usage of multitemporal images in this process also gives the opportunity of
detecting the changes of land use (Coskun et al., 2006, Y ld m at al., 1998 and Y ld m at al., 2001).
At this point, an integrated GIS model will help to analyze the affect of change in one land use class to
another. Moreover, vector data of urban areas can be used in combination with RS data in order to
detect if the increase in urban areas are planned or unplanned.

The main purpose of this paper is to analyse the provincial structure and land-use distribution of
Sariyer, located in Istanbul, by using RS and GIS techniques with multi-temporal satellite data that
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have different resolutions (Mermer, 2004; Yomral lu and Reis, 2003). For this aim, satellite data
and vector data of the districts of Sariyer have been handled together and achieved natural and cultural
inventory.

2 STUDY AREA

Sariyer district of Istanbul is located on the European side of Istanbul with a coverage of 151 km2 area.
It is surrounded by Black Sea on the north side, Eyup on the west side, Sisli and Besiktas on the south
side and the Bosphorus on the east side.

Sar yer, has lots of precious historical trace. Especially Belgrat Forest in Bahçeköy has an old
aqueduct which is constructed by Architecture Sinan who was lived Ottoman Empire. There are seven
hanging dams in Belgrat Forest that have provided water for Istanbul. This aqueduct is interesting for
tourists so summer population of Bahcekoy Willage arrise up to 10000. The first arboretum of Turkey,
Atatürk Arboretum, is located in Belgrat Forest. Also, there is one hunt-protect-produce field and one
fish breeding station (www.istanbul.gov.tr).

In relation to the rapid urbanization in Istanbul in the last two decades, the population of Sariyer
reached 276.407 according to (http://tuikapp.tuik.gov.tr/adnksdagitimapp/adnks.zul, 2007).

3 GROUND TRUTH DATA

The vector data such as  Sariyer region’s vector data, Sariyer Zone 1 (North Zone) parcel vector data,
Sariyer Zone 2 (Middle Zone ) parcel vector data, Sariyer Zone 3 (South Zone)  parcel vector data and
Sariyer fields vector data from Sariyer Province helped to understand the structure of the town.

Some ground truth measurements were taken from orthophotos, aerial photographs, 1:5000 scaled
digital topographic maps, fieldworks and various thematic maps, in order to use both in geometric cor-
rection and classification process.

4 METODOLOGY

4.1 Image Processing
In this study, satellite data set of IRS and LANDSAT-5 TM dated 1998, 2001, and 2005 respectively,
were used for land use – land cover analysis. The spatial resolutions for IRS and LANDSAT-5 TM are
23m and 30 m.

The digital satellite data sets were transformed into the UTM coordinate system using the ortho-
photos, 1:5000 scaled digital topographic maps,.Resulting root mean error (RMSE) of coordinate
transformation is smaller than 0.5 pixels.

4.2 Classification

4.2.1 Land cover / use analysis

1998 dated IRS, 2001 and 2005 dated LANDSAT images were subjected to a classification procedure
with 150 clusters, using the supervised Maximum Likelihood Classification algorithm. Finally, 150
clusters reduced to 8 final classes by recode operation. During the accuracy assessment, 100 random
pixels were chosen for each classification up to three different years and these pixels were compared
with the results of the fieldwork and ground truth data. Accuracy assessment results for all classes at
IRS and LANDSAT-5 TM satellite data dated 1998, 2001 and 2005 are 82%, 74% and 80%, respec-
tively. Figure 1 (a, b, c) shows the result images of the land cover and land-use classification for years
of 1998, 2001 and 2005 in Sariyer.
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Figure 1. Classified images of Sariyer (a) IRS dated 1998, (b) LANDSAT5 TM dated 2001, (c) LANDSAT-5
TM dated 2005 image, (d) Legend of land-use/land-cover classes

4.2.2 GIS Modeling Using Raster-Vector Integration

IRS dated 1998, LANDSAT dated 2001 and 2005 used forming the data layers for understanding the
structure of the district. In figure 2, Sariyer wards vector data has overlayed with the classified IRS
image.This figure shows the visual interpretation of settlements with names, geographic boundries,
areas and locations of 23 district and 9 village.
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Figure 2. Sariyer wards vector data with classified IRS image

When the Zone 1 parcel data is overlayed over classified image, it can be seen that urban class with
pink colour exceeds the boundries of vector data.This analaysis shows that, urbanization in Sariyer in-
creases with a damage on the forest area (Figure 3a). The amount of damaged forest area can be calcu-
lated with this analyses in hectare units.

For  Zone 2 it can be seen that, urban class in classified image exceeds the boundry of vector data.
When figure 3a and 3b analysed together, it can be said that urbanization increase and forest damage
are in less amounts in the middle part of Sariyer compared to north part of the district. This result can
visually interpreted in the Figure 3b which the parcel vector data and urban classes are mostly over-
laped.

In the south part of Sariyer, urbanization is intensive because of the zone’s nearness to the city cen-
ter. However, when the zone three parcel data is overlayed with classified image, it can be seen that
urban class and vector data are mostly in coherence. Beside that, on the west side of this zone there are
unplanned buildings. In the third zone, on the east part, some forest area enrolled as parcellation area
(Figure 3c).

Finally wards vector data is analysed together with classified image.While vector data and buldings
are overlapping in the middle and south part, in the north side there are differences between the urba-
nization and vector data (Figure 3d).

For  change  detection  analysis,  IRS  satellite  data  of  1998  and  LANDSAT 5  TM satellite  data  of
2005 used and changes in the land cover types such as forestery, urbanization, soil, grassland, roads
and water computed (Table 1).  In Sariyer, from 1998 to 2005, while there is a decrease at forest area
and grassland, urban area has increased. This process shows that, the main reason of the forest destruc-
tion is the urbanization. In addition, increasing of the soil area is the first stage of transformation from
forest to urban so the increase on the soil class can be explained as  a continious increase in urbaniza-
tion. Also,an increase for the road class is the another proof of urbanization.

Table 1. The analysis of the landcover/landuse distrubition for Sariyer for the years 1998 and 2005

 IRS(1998) LANDSAT (2005) Difference
Area (ha) Percent(%) Area (ha) Percent (%) Area (ha) Percent (%)

Total Forest 9793,55 64,08 9365,57 61,26 -427,98 2,82
Urban 1950,66 12,76 2505,24 16,38 554,58 3,62
Soil 1100,98 7,20 1328,76 8,69 227,78 1,49
Grassland 854,44 5,59 412,11 2,69 -442,33 2,90
Roads 1492,95 9,76 1563,66 10,22 70,71 0.46
Water 89,53 0,58 110,70 0,72 21,16 0.14
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Figure 3. Classified IRS images of Sariyer dated 1998 with (a) Zone 1 parcel data (districts and villages num-
bered 26-32 on the north)  (b) Zone 2 parcel data (districts numbered 3,11-32 in the middle) (c) Zone 3 parcel
data (districts numbered 1-11 except 3 on the south) (d) wards vector data with classified image
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5 RESULTS AND DISCUSSION

Sariyer is the one of the most important district in Istanbul with 23 towns and 9 villages.Urbanization
is increasing fast and uncontrolled with destructing the natural beauty of the district.To prevent the il-
legal housing and the determine the old effects of urbanization, RS and GIS techniques are used.

In this study geometric correction, image enhancement and classification have done for IRS and
LANDSAT-5 TM dated 1998, 2001, and 2005 respectively. Then a change analysis is done and nu-
merical results are obtained in hectare units. These analysis shows that, the change in forest area  is in
relation with the changes in urban, road and soil. While buildings and roads are increasing, forest and
soil area are  decreasing.
 As the vector data, Sariyer wards vector data, Zone 1(North Zone) parcel data , Zone 2(Middle
Zone ) parcel data, Zone 3 (South Zone)  parcel data, Sariyer fields vector data used together with IRS
and LANDSAT-5 TM dated 1998, 2001, and 2005.
 In the 21th century, importance of the Remote Sensing is undeniable. With the usage of the vector
data and images illegal housing and occupied forest area is determined. Consequently, incoming new
buildings should be kept under the control.
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ABSTRACT: In Turkey, the population growth and industrial development have caused a
scarcity in energy. Turkey has a great hydroelectric energy potential. However, this potential is
evaluated only to a certain extent. The major step in the determination of hydroelectric potential
is to estimate the river runoff, which is one of the most important hydrological variables used in
most of the water resources applications. Reliable estimation of runoff from land surface into
streams and rivers is difficult and time consuming for ungauged basins. However, Remote Sens-
ing (RS) and Geographic Information System (GIS) technologies can augment to a great extent
the conventional methods used in rainfall-runoff studies. These techniques can be used to esti-
mate the spatial variation of the hydrological parameters, which are useful as input to the rain-
fall-runoff models.

The main objective of this study was to model the rainfall-runoff process in a selected un-
gauged basin for the purpose of calculation of water potential of Solakl  Watershed in Eastern
Black Sea Region, Turkey. This model simulation was carried out using a hydrological modeling
system assisted by GIS. The merging of LANDSAT 7 ETM multisensor satellite images that is
established using an image processing software shows an effective means of extracting informa-
tion from different source of sensors, reaching 15 m spatial resolution. The classification of sa-
tellite data set was carried out using maximum likelihood classification method to obtain land
cover/land use (LULC) information of the basin. GIS analysis is then used to combine inventory
field data collected on the basin by ARC-GIS. Additionally, Digital Elevation Model (DEM) of
Solakl  Watershed derived from 1:25000 scaled digital topographic maps with 10 m spatial reso-
lution. DEM is used for determining flow accumulation and direction data.  A synthetic stream
network is then obtained from this model and area, perimeter, minimum and maximum elevation
values are calculated for the sub basins of Solakl  Watershed.
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1 INTRODUCTION

Solakl  Basin, which is located in the East Black Sea Region, has a great hydrological potential
with its rainy climatic characteristics and rough topographic structure with huge elevation differ-
ences. Unfortunately, the basin is poorly gauged and reliable runoff estimations have never been
done before. For the determination of hydroelectric potential in a basin, runoff and gradient height
information is needed.

Runoff is one of the most important hydrological variables used in water resources studies. Re-
liable prediction of direct runoff for ungauged basins is difficult and time consuming. Conventional
models for predicting stream discharge require considerable hydrological and meteorological data.
Remote Sensing (RS) and Geographic Information Systems (GIS), in combination with appropriate
rainfall runoff models, provide ideal tools for the estimation of direct runoff volume, peak dis-
charge and hydrographs (Miloradov and Marjanovic, 1991; Demayo and Steel, 1996; Bellal et al.,
1996). The role of remote sensing in runoff estimation is generally to provide a source of input pa-
rameters for the models. Satellite data can provide thematic information on land use, soil, vegeta-
tion, drainage, etc., and topographic parameters (area, elevation and slope) which, combined with
conventionally measured climatic parameters (precipitation, temperature, etc.), constitute the ne-
cessary input data for the rainfall-runoff models. Today, Digital Elevation Models (DEM) and land
use – land cover (LULC) maps, produced from high resolution satellite imagery, provide the stated
information in a quick, accurate and reliable way compared to classical terrestrial survey methods.
The information, extracted from remote sensing and other sources, can be stored as a georeferenced
database in a GIS (Dudhani et al., 2006; Hammouri and El-Naqa, 2007).

Digital topographic maps are used for producing DEMs that are needed in determination of ele-
vation, slope, and aspect information of the basin. In addition, sub basin areas and synthetic drai-
nage network can be derived with processing the DEM data in a specific software module (Kumar
and Singhal, 1999). Land cover characteristics, which are another important parameter in runoff
modeling, can be determined by applying image classification to multispectral satellite data. All
this information combined with hydro meteorological information can be analyzed in GIS envi-
ronment in order to make a runoff computation (Cheng et al., 2006).

In this  study,  three important  parameters  are  determined for  the Solakl  Basin and a  sub basin
named Ogene -  Alcakkopru via  RS and GIS.  These parameters  are  elevation,  area and LULC in-
formation accordingly.

2 STUDY AREA

Solakl  Basin is located in Trabzon in the Eastern Black Sea Region with a coverage of 767, 25
km2. Basins location is between 41o North latitude and 39o 43' East longitude. Forest area covers
% 38;  grassland covers  %24 of  total  basin area.  In the south part  there are Haldizen and Soganli
Mountains. The steepest area of the basin is Demirkap  Hill with 3376 m elevation. The main river
of the basin is same named Solakl  River. Heavy rainfall especially in spring season causes floods
and landslides in the bed of river and annual average rainfall is 830 mm /m2 for the basin (Fig. 1).
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Figure 1. Multispectral LANDSAT 7 ETM image of Solakl  Basin with 15 m geometric resolution dated
10.07.2000 (Band 5/4/3).

3 METHODOLOGY

3.1 Determination of Topographic Parameters
The first step to construct a basin model for Solakli basin is preparing a DEM. For this purpose, 1:
25000 scaled digital topographic maps are used. A Triangulated Irregular Network (TIN) model is
created in the GIS software and a grid file of DEM is constituted with 10 meter spatial resolution
(Fig. 2a).

Such DEMs include pits or ponds that should be removed before being used in hydrological
modeling (Ashe, 2003). These are cells where water would accumulate when drainage patterns are
being  extracted.  Pits  are  a  sign  of  errors  in  the  DEM arising  from interpolation.  These  pits  were
removed by an algorithm known as sink filling. After filling the DEM sinks, a flow direction map
was computed by calculating the steepest slope and by encoding into each cell the eight possible
flow directions towards the surrounding cells. Flow direction is then used to generate the flow ac-
cumulation map. The flow accumulation, generated by addressing each cell of the DEM, counts
how many upstream cells contribute to flow through the given cell. (Fig. 3a,b) Flow direction and
accumulation maps are then used to delineate the stream network.

Sub basins were determined according to the runoff stations and vector data of these sub basins
are constituted. The grid structured DEM and this vector data are analyzed together in order to ob-
tain area, perimeter and average elevation information of the sub basins (Fig. 2b). Also two impor-
tant physical parameters affecting the surface runoff; slope and aspect information are produced
from DEM data (Fig. 4a,b).
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     (a)                        (b)

Figure 2. a) Digital elevation model of the basin, b) sub basins and drainage network in vector format and to-
pographic information determined.

 (a)                          (b)

Figure 3. a) flow direction, b) flow accumulation map of the Solakl  basin
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 (a)                         (b)

Figure 4. a) slope map b) aspect map of the Solakl  Basin

3.2 Land Use – Land Cover Analysis
In hydrology researches, LULC is one of the important parameters that affecting the surface runoff.
Satellite imagery is a convenient data source for the determination of LULC in a quick and reliable
way.  In this  study,  2000 dated LANDSAT 7 ETM MS-PAN data set  is  used for  LULC analysis.
Dataset is firstly rectified to UTM coordinate system using the ground control points measured
with  GPS.  The  RMSE  of  affine  transformation  was  ±  0.2  pixel.  Then,  the  rectified  images  are
merged using HIS transformation algorithm. After this operation, a three band image with 15 m
spatial resolution is obtained.

Rectified and merged image is subjected to maximum likelihood unsupervised classification
process. Obtained 80 clusters are reduced to 11 final classes that represent the LULC structure of
the basin. Overall classification accuracy was found %82 with a kappa result of 0.7497 for random-
ly selected 100 pixels.

4 OGENE – ALCAKKOPRU SUB BASIN SAMPLE

This sub basin is located in the south-west part of the Solakl  Basin. According to the grid –vector
analyses, it has coverage with 242.71 km2 area and 82.35 km perimeter. With its average elevation
of 2036.50 m, it is the second steepest sub basin of the study area. The results of classification
states that LULC characteristics of this sub basin consists of four basic classes: deciduous forests
with 8363.16 ha, grassland with 7511.79 ha, bare land with 6607.32 ha and evergreen forests with
1842.61 ha (Fig.5).
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  In the other step, longitudinal section of the drainage for this sub basin is constituted as neces-
sary information needed in determination of gradient height (Fig. 6). This height information is
used with runoff information in the process of hydroelectric potential.

Figure 5.  Classification result of multispectral LANDSAT 7 ETM image belongs to Ogene River basin area
Solakl  Basin 10.07.2000 (Band 5/4/3).

Figure 6. Longitudinal section of Ogene sub basins’ drainage

5 FLIGHT SIMULATION

A 3D synthetic flight simulation model is constructed in order to analyse the topographic structure
of the basin visually. LANDSAT 7 ETM satellite image is overlayed with 10m resolution DEM
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and 3D rendering is done accordingly in th image processing software. Figure 7 represents an ilu-
stration of this simulation for Solakl  Basin

Figure 7. 3D North side perspective view from the flight simulation for Solakl  Basin

6 RESULTS

In hydrology researches, computing the runoff is one of the most important step. Up to last decade ,
conventional models were being used for estimation off the discharges  that need a huge amount of
data. In ungauged or poorly gauged basins, neural networks or fuzzy logic techniques were used to
estimate the runoff directly from long term rainfall information due to the lack of physical parame-
ters of the basin. For now, RS and GIS techniques make it possible to determine physical parame-
ters of the basin. With a hydraulic model constructed with mentioned parameters in a GIS envi-
ronment, reliable, quick and accurate runoff estimations can be performed.
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ABSTRACT: Mountain permafrost modelling in remote, continental mountain ranges (e.g. Rus-
sian Altai Mountains) holds several difficulties due to the limitations these environments pose.
The lack of meteorological input data and impossibilities for BTS-validations (Bottom Tempera-
tures of winter Snow cover) makes conventional modelling strategies inapplicable. Statistical
methods, however, based on correlation coefficients between different parameters, offers good
alternative but requires lots of observations to be significant. As a solution, spatially covering
land surface temperature (LST) values might be used as a proxy replacing the interpolated air
and near ground surface temperatures. This article proposes 2 strategies, one statistical and one
adapted TTOP (temperature at the top of permafrost), based on remote sensing data and ground
measurements. Although these methods seem promising, they require a detailed understanding of
the relation between LST and the air and near ground surface temperature. Therefore, before in-
stalling field equipment, we compared filtered MODIS LST time-series with corresponding
ground temperature measurements recorded by Sergei Marchenko (Geophysical institute of
Alaska, Fairbanks) in the Ulandryk Valley. Despite the cloudy conditions of this test site, a good
correlation is showed between both time-series.

1 INTRODUCTION

Future climate models indicate a pronounced warming throughout the 21st century. (McCarthy et
al., 2001) Therefore a significant global retreat of glaciers and degradation of permafrost with a
corresponding altitudinal shift in alpine landscape zones processes is expected. (Marchenko, 2007
after Haeberli & Burn, 2002) Besides this global warming, circulation models suggest that the in-
crease in summer diurnal temperatures over Central Asia is likely to be higher relative to other re-
gions. (McCarthy et al., 2001) As the higher parts of the Altai Mountains are situated in areas dom-
inated by continuous and discontinuous permafrost, they are extremely vulnerable towards such a
possible temperature increase.

Many archaeological monuments (burial mounds) are situated within the permafrost area of the
Russian Altai Mountains and some of them have a frozen core. (Marchenko, 2007) These so called
‘kurgans’ are burial mounds which belong to the Scythian Culture. These pastoral nomads lived
across the whole Eurasian Steppe Belt during the 1st millennium BC. (Bourgeois and Gheyle, 2007)
In particular those tombs located at the lower fringe of the permafrost area, are likely to defrost in
several decades. (Bourgeois and Gheyle, 2007) Therefore, extensive permafrost research regarding
the thermal state of the frozen tombs and the spatial distribution of the mountain permafrost is ne-
cessary to forecast which of the tombs are endangered by thawing.
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Multi-approach periglacial research has been carried out in the Russian Altai Mountains. How-
ever, no large scale permafrost distribution map has been presented yet. (Fukui et al., 2007) inves-
tigated the lower limits of mountain permafrost in the Akkol Valley, by means of indicator features
such as rock glaciers, pingo’s and ice wedge polygons. The distribution of these features suggests
that the altitudinal range of the sporadic-patchy and discontinuous-continuous permafrost zones are
1800-2000m ASL and above 2000m, respectively. Dr. Sergei Marchenko (Geophysical institute of
Alaska, Fairbanks) examined the thermal state of diverse kurgans and the thermal regime of diverse
altitudinal landscape settings in the Ulandryk Valley, as part of the UNESCO-project ‘The Frozen
Tombs of the Altai’.  (Marchenko, 2007) The geothermal observations and modelling he carried
out, indicate that favorable conditions for permafrost occurrence and preservation exist in coarse
blocky material where mean annual temperatures are typically 3-5°C colder than the mean annual
air temperature (MAAT). (Marchenko, 2008)

Due to the vast and remote character of the Russian Altai Mountains, conventional permafrost
modelling approaches cannot be applied. Process-oriented energy balance models (e.g. Stocker-
Mittaz et al., 2002) namely require lots of energy input data, while traditional statistical ‘rules of
thumb’ variants depend on BTS-measurements under a substantial snow cover in winter months
(Brenning et al.,  2005;  Julian  and  Chueca,  2007)  As  the  Altai  Mountains  are  characterized  by  a
summer precipitation regime and powerful winds clear the valley floor at regularly time, no such
cover is able to form in winter months. The originally developed regional TTOP-model (tempera-
ture at the top of the permafrost) (Smith and Riseborough, 1996) and its alpine adaptation (Julius-
sen and Humlum, 2007) however, offers good modelling alternative. This model uses accumulated
degree-days (thawing and freezing) and n-factors (both summer and winter) to model the mean an-
nual ground-surface temperature (MAGST). Finally by using the ratio between thawed thermal
conductivity and frozen thermal conductivity the TTOP can be modelled. (Juliussen and Humlum,
2007). Despite its simplified form, this model still needs a parameterization of both summer and
winter n-factors, based on respectively potential incoming solar radiation and snow depth. As this
last parameter is impossible to obtain, this traditional method can’t directly be used in the Russian
Altai context.

Therefore, two types of adapted conventional methods, based on remotely sensed obtained LST
values, might be used to model the spatial distribution and thermal properties of permafrost in the
Altai Mountains. These methods are based on the relation between LST values on the one hand and
air/ground temperatures on the other. As showed in previous studies, LST-values might improve
lapse rate based interpolation algorithms, to obtain a spatially covering air temperature grid (Co-
lombi et al., 2007; Pridhoko and Goward, 1997). This might especially enhance air temperature
modelling in the Altai, as mountain meteo stations are limited in the region. Correlation between
LST and near surface temperatures however is only seldom described. Therefore, an extensive field
campaign will install about 100 thermochron DS1922L-iButtons, together with 19 HOBO U23-
series temperature data-logger to monitor year round near surface temperatures. These measure-
ments will be used to understand the relation between LST and ground temperatures with respect to
different environmental conditions. (topography, lithology, snow cover, vegetation). To test this re-
lationship, MODIS LST-time series are in this article compared with corresponding ground tem-
perature time-series from the Ulandryk valley, kindly provided by Sergei Marchenko.

1.1 Study Area

The Altai Mountains are situated in Central Asia at the meeting point of four countries: China, Ka-
zakhstan, Mongolia and the Russian Federation. (Figure 1) Traditionally, this mountain range is
subdivided into the Russian, Mongolian and Gobi Altai. (Fukui et al., 2007) The Russian Altai
Mountains extend between approximately 48 an 53°N latitude and 83 and 92°E longitude.
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Figure 1.  Location of the Ulandryk Valley in the Altai Republic (after Marchenko, 2007)

This article focuses on the Ulandryk Valley depression which is situated at the border between
Russia and Mongolia (Figure 1) Climate of the valley is dry and distinctly continental. (Marchenko,
2007). Mean annual air temperature (MAAT) was -4.6°C during the 1951-1998 period, according
to the Ulandryk weather station. The amount of annual precipitation is 184 mm. It is an area of con-
tinuous and discontinuous permafrost. (Marchenko, 2007)

2 METHODS

2.1 MODIS LST time series
MODIS TERRA and AQUA, daily LST (MOD11A1 and MYD11A1)) and 8-day composite grid
data (MOD11A2 and MYD11A2)) were acquired between January 2006 and December 2007 from
the NASA Earth Observing System (EOS) data gateway. Details documenting the MODIS prod-
ucts can be found at NASA’s MODIS website. By selecting those daily and composite pixel values
that correspond to the different test sites, site-specific LST time-series can be derived.

These series contain however, many missing and poor quality values due to the substantial
amount of overcast days in the study area. Therefore time-series filtering and interpolation is an es-
sential step in this study.

2.1.1 LST time-series filtering: CLEAN algorithm
Following the method described in (Lunetta et al., 2006) for filtering MODIS NDVI profiles, the
LST data set is first filtered for quality assurance based on MODIS quality bit flags QC_day and
QC_night. Only these pixels with good quality were retained

The filtered data is then transformed into its frequency domain using a discrete Fourier trans-
formation and ‘cleaned’ with a nonlinear deconvolution algorithm (CLEAN) described by (Roberts
et al., 1987). This procedure utilises knowledge of the sampling function to perform an iterative
deconvolution of the spectral window in the frequency domain. Next to this ability to remove noise
out of the signal spectrum, (Roberts et al., 1987) showed the robustness of their CLEAN procedure
in the analysis of unevenly sampled data points and data sets containing missing values.
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A disadvantage of this CLEAN technique is that there is no simple calculation to determine the
statistical significance of the peaks in the observed frequency spectrum. Therefore, a technique
based upon Monte Carlo simulations, is used for calculating these significance levels. (Heslop and
Dekkers, 2002) This Monte Carlo technique uses tree different types of simulation involving data
stripping and the addition of red and white noise to the input time series. In this study we used the
data stripping method.

2.1.2 LST time-series filtering: Savitzky Golay method
As a second method for  filtering and interpolating MODIS LST time-series  we used the Timesat
2.3 program, designed by Per Jönsson and Lars Eklundh. (Jönsson and Eklundh, 2002, 2004) This
application encompasses an adaptive Savitzky-Golay filter, and takes the quality of the different
LST values into account, by applying a weight to the different data points.

This filter uses a moving window to replace each data point by the value of a fitted polynomial
at the same position. Choosing a small window size and only 1 fitting step, enables small changes
detection. (Figure 2)

Figure 2. Savitzky-Golay filtered time-serie of an Aqua 8-day composite dataset. The original data values are
shown for comparison

2.2 Near ground temperature time-series
During the 2006 summer, Dr. Sergei Marchenko installed several temperature data loggers in the
Ulandryk River Valley for the round-year ground temperature monitoring at the different altitudes
and landscape settings. (Marchenko, 2007). For this study we selected only “Site 1” located at
49.60692N and 89.06966E (2300m ASL) equipped with 2 HOBO U22 Water Temp Pro v2 data
loggers, respectively installed at surface and at 0.7m depth. Temperature was recorded from 8 July
2006 until 17 July 2007 at a 2 hour interval. (Figure 3)
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Figure 3. Year-round time-series of ‘Site 1’ recorded by 2 HOBO U22 Water Temp Pro V2. (Marchenko,
2008)

3 RESULTS

3.1 CLEAN algorithm
Although this method seemed very promising for interpolating missing values, and removing the
noise out of the LST time-series, results showed the impotence of the CLEAN algorithm (Figure 4)

Figure 4. CLEAned MODIS daily LST time-serie. The original data points are showed for comparison
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Due to lack of trend, questionable data quality and lots of missing values, no significant peaks
are distinguished in the frequency spectrum. This results in a meaningless Fourier transform.
Monte Carlo simulation shows a 0.55 significance of the highest peaks in the frequency spectrum.
By only retaining those frequencies with these significances, results in the same meaningless time-
serie.

3.2 Savitzky-Golay method

The best results with this algorithm were obtained by first filtering the 4 different time-series (Aqua
Day,  Aqua  Night,  Terra  Day  and  Terra  Night)  separately  by  using  the  Timesat-program.  Next,
these filtered datasets were alternated conforming their time of recording. Results are showed in
Figure 5

Figure 5: On top: Savitzky-Golay-filtered alternated daily MODIS LST time-serie compared with corres-
ponding ground temperatures. Bottom: Separated filtered AQUA LST time-series compared with the corres-
ponding ground temperatures.

Comparing these filtered-time-series with the dataset obtained by ground measurements indicate
a good correlation. MODIS filtered daily LST values follow closely the small trends visible in the
ground temperatures. However at some points (Figure 5, bottom), the filtered line crosses the sur-
face temperature line, which might be caused by the significant amount of overcast days in these
periods, and the resulting no data values.

4 CONCLUSIONS

A first test for comparing LST with near surface temperatures was carried out to test the potential
of this method. As these LST values will be used as proxy for near surface temperatures in 2 differ-
ent permafrost models, a good understanding of this relationship is essential. However, to imple-
ment these values in a statistical permafrost model on the one hand, and an adapted TTOP on the
other, further research is needed which we will carry out next summer in the Altai Mountains.

Two methods for filtering MODIS LST time-series were tested. The CLEAN algorithm wasn’t
successful, due to missing values, missing trends, and questionable data. The Savitzky-Golay algo-
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rithm however, showed good potential for interpolating missing values, and taking the quality of
the data into account. Although, this method had some difficulties regarding large periods with no
data values, it might be used with some adaptations for further applications.

It is important to mention, that the use of these MODIS LST values will be limited to broad in-
termountainous valleys and quite homogenous areas, to restrict spectral mixing. However in further
studies, we will compare ASTER data, to test correlation at a larger scale
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ABSTRACT: Geological processes such as landslide and land subsidence cause extensive 

problems to humans. The sources of these processes are mainly effected by human activities, in 

our case mining activities. Since the eastern part of the Moravian-Silesian Region has been known 

mainly for the mining industry, the mining subsidence led inevitably to problems such as land sub-

sidence and slope instabilities. Along with mining subsidence there were also numerous slope in-

stabilities (landslides) identified within the Moravian-Silesian Region. These geological processes 

cause damage to buildings and other structures (e.g. communications), cause financial losses and 

jeopardize human lives. Areas where mining subsidence occurs are densely urbanised and 

industrialised locations, Silesian part of Ostrava, Karvina and its surrounding. Some locations have 

been under “ground surveillance” since 1993 with 6-month period. Nevertheless, there is need for 

remote sensing methods to support and to supplement field measurement. Comprehensive 

information such as these can be valuable and helpful in land use planning and other decision 

support systems. 

Two areas were chosen as test areas – 1] observed subsidence area in Holkovice (Stonava, 

Zolkov, subsidence reached 2 m in 6 years), where mining activities started in 1996 and finished in 

2002 (new mining activities started on the north of the area in 2002), 2] observed subsidence effect 

(vertical movement spans from +51 mm to –187 mm in 10 months) on communication in Orlova 

and Doubrava where measurement has begun together with the mining activity progress in 2002. 

Used methodology is based on DInSAR (Differential Interferometric SAR). The terrain change 

time line that is subjected to be investigated follows processing of 1 upto 10  radar images per year 

due to image availability (time extend spans from 1996 to 2007). First data which were needed to 

analyze  cover year 1999 and year 2007 because of field measurements organized in the areas at 

the time.  

1 LAND SUBSIDENCE SITUATION IN THE INVESTIGATED REGION 

The subsidence areas within Moravian-Silesian Region are mostly densely urbanized and industri-

alized locations (See Fig. 1) – Silesian part of Ostrava and Karvina surrounding. Mentioned areas 

are affected by long walling with caving mining methods, thus stresses increase around the work-

out space. Periodical ground measurement has been carried out in particular areas since 1993. In 

some areas the subsidence reached 2 m in 6 years, there are also observed events such as vertical 

movements within interval of +51 mm to –187 mm in 10 months. 
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Figure 1. Areas where mining subsidence occurs (turquoise colour). 

2 USED METHODS 

For the first results the DInSAR (Differential InSAR) method was used. This method uses SLC 

(Single-Look Complex) radar data to detect vertical topographic changes over large areas. SLC 

data consist from real and imaginary values (amplitude and phase). InSAR uses the phase differ-

ence between two radar data sets.  

Nowadays there are many studies which have been carried out using SAR interferometry for 

applications such as subsidence caused by mining activities. The geographically and thematically 

closest study to our investigation is situation in Upper Silesia. Repeated ERS-1 and ERS-2 SAR 

observations of selected test sites in the Upper Silesia (Katowice area) have been used to process 

interferograms which present a pattern of elliptical fringes – the indicators of the phase shift of 

radar signals caused by the mining subsidence (Perski, Jura 1999 in Perski, 2000). 

DInSAR method uses repeat pass interferometry that is used for deformation detection, in our 

case we used three-pass interferometry which resulted in deformation influeced by atmospheric 

noise. Two-pass interferometry is beening carried out at this moment using SRTM data as DEM for 

topography elimination from the interferogram (surface changes – subsidence). 

As for geodetic measurement we collected several geodetic datasets from an area that covers 

monitored subsidence in Holkovice (Stonava, Zolkov). LIDAR data for the same area were ob-

tained in 2007. 

3 FINDINGS 

3.1 Data selection 

ERS data capability for interferometry can be reduced by unknown orbital parameters, weather 

conditions and land cover such as vegetation (thus seasonal effects can influence the results). 
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Our datasets spans from year 1995 up to 2008 (ERS-2 and ERS-1 SLC data). Knowing that after 

the year 2001 there has been problems with gyroscope onboard ESR-2, were selected data sets 

separately for year 1999 and for years 2005–2008 (searching for some available pair within the 

data set stack).  

There are 11 datasets available for year 1999 (track 494, frame 2601). According to baseline 

analyses, the ERS-2 datasets were selected as follows: 

– 24 MAY 1999, orbit 21390, track 494, frame 2601 

– 28 JUNE 1999, orbit 21390, track 494, frame 2601 

– 2 AUGUST 1999, orbit 21390, track 494, frame 2601 

As a topographical reference data from May and June 1999 (topopair) were selected. Deforma-

tion is dated to August 1999 (70 days). 

Datasets for year 2005 up to 2008 were selected as interferometric deformation pairs based on 

Doppler centroid difference and perpendicular baseline value. Figure 5 shows selected interfer-

ometric pairs. Pairs were selected among 30 datatsets, which pair combination resulted into 69 pos-

sible pairs according to Doppler centroid difference. Offset vectors calculations ended up with 7 

pairs that are possible to coregistrate. 

 

 

Figure 2. ERS-2 datasets overview (year 1999). 

 

Figure 3. Doppler centroid differences (1999 datasets). 
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3.2 First results 

First results (three-pass interferometry) showed major influence of atmosphere around Ostrava and 

Karvina cities area (see Fig. 6). The atmospheric affect is cause probably by used topographic pair 

and will be eliminated by using two-pass interferometry method (topography elimination by SRTM 

DEM data).  

 

 

Figure 4. Perpendicular baseline analysis, MAY was used as reference dataset. 

 

Figure 5. Selected pairs for dataset stack (years 2005–2008).

M. Hanzlova et al. / First results of man-induced terrain changes in Karvina region324



4 CONCLUSIONS 

Even first results proves occurrence of ground displacements in the areas where subsidence is 

monitored. Further processed will emphasize on clearing interferograms from topography and their 

subsequent interpretation. Terrain changes extracted from interferograms will be compared with 

geodetic measurement datasets.  
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ABSTRACT: Istanbul faced several floods in different districts after the heavy rainfall dated 11
August 2004 which affected the whole Marmara Region. These floods caused 3 deaths and huge
economical losses. One of these floods occurred on the Kozdere River flowing into the middle
Bosporus in Istanbul. The aid amount to suffering losses made by different governmental and
non governmental bodies is around 350.000 $. Climatic and physiographic factors are the main
factors  of  floods.  Rainfall  type,  rainfall  intensity  etc.  are  some  of  the  climatic  factors.  Basin
shape, elevation information etc. and land use changes are some of the physiographic factors.
According to land use classification, lands classified as forest area must not be used as settle-
ment or agriculture. This kind of miss land uses encourages flood formation. In this connection,
it should be investigated whether forest area is used as settlement or agriculture or are there any
land use changes against forest area.

In this study, in the context of the reasons of the Kozdere flood, land use and land use changes
are investigated. Detailed elevation of the basin is extracted from the Digital Elevation Model
(DEM) that is produced from 1/5000 scaled orthophotos. Remotely sensed data is used for the
determination of land use characteristics and time variant land use analysis. 1992 dated Landsat
5 TM - SPOT PAN and 2005 dated Quickbird MS - PAN Datasets are geometrically corrected
and subjected to merge operation. These datasets are then classified using maximum likelihood
supervised classification algorithm.

1 INTRODUCTION

Floods occurred on several locations of Istanbul on 11 August 2004 following the intense rainfall
event. Floods caused 3 human losses and huge damage. One of the floods was on the Kozdere ba-
sin in Sariyer region. The base floors of PTT houses whith 5000 residents were flooded and ap-
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proximately 300 apartments were damaged severely. The official aid provided to 200 families by
the official institutions is around 500.000 YTL (350.000 $).

The rainfall event which resulted in the flood started at 00:30 on the night of 11 august 2004.
The meteorology station in Bahçeköy reported 91.6mm rainfall between the midnight and 7 am and
76.4mm rainfall till 14:00 afterwards. So the total rainfall was 168mm and was interrupted after-
wards.

 The flood term covers the huge water quantity which containing intense sediment (both sus-
pended load and bed load) and coming suddenly from the tributaries of the river. The floods com-
ing from the tributaries reach the main river and the water level increases through the valley
spreading on the flood zone and the neighboring area. The increase on the flow is due to the climat-
ic and physiographic factors. The climatic factors are the precipitation characteristics, the intercep-
tion, the evaporation and transpiration whereas the physiographic factors represent slope, elevation,
soil type, drainage, land use and bed characteristics (Gorecelioglu, 2003). The human does not have
influence on the majority of the climatic and physiographic factors. But the human can destroy the
forest on the basin for agriculture, settlement or industry changing the land use on the basin.

The flow measurements show that a productive forest can keep 50-80% of the rainfall on the
upstream. Some of the rainfall returns to the atmosphere and some is kept by the soil. The humus
layer on the soil increases the seepage within the soil. In our country it is seen that the flood occur-
rence on some basins is prevented when the flood and erosion control measures are taken and when
the basin is implented with forest.

On Europe or regional scale the forestry (due to the excessive precipitation) has a relative effect
on the high flows (Robinson et al., 2003). When the rainfall is intense and long, the water storage
capacity of the soil is exceeded and the rainfall is transformed to surface flow and high flow.  The
high flow has tendency to overflow the normal bed cross-section and spread on the flood zone. If
the flood zone or even the normal river bed is narrowed due to the diferent effects then floods can
occur. On the urban areas the upstream zone is also covered with settlement frequently causing the
rainfall to be transformed to surface flow directly increasing the flow and floods occur even after
low precipitation events.

In this study, the causes for Kozdere flood will be investigated using remote sensing technique.
The change on the land use and land cover will be interpreted using two satellite images from two
different times.

2 STUDY AREA

The investigated area is in the Sar yer Region of Istanbul between northern latitudes 41°08  30 -
41°11  30  and eastern longitudes 28° 59 30  – 29° 02  00 . It is the drainage area of Kozdere River
which flows to Bosporus (Fig. 1). The yearly mean precipitation measured in Bahçeköy meteorolo-
gy station is 850.55mm. The highest mean monthly precipitation is measured in December (129.2
mm), November (108,3 mm) and January (101,1 mm). The precipitation does not have a homoge-
neous distribution within the year. 65.7% of the precipitation falls in autumn and winter months.
The yearly mean temperature is 12.8°C. The yearly mean relative humidity is 79%. The highest
relative humidity is in December and January whereas the lowest values are observed in April and
June.

According to the Thorntwaite method it is determined that Kozdere basin has a climate which is
semi humid, mesothermal and water deficient in summer season. The plant cover on the basin is
95% leafy and 5% with needle. 90% of the forests is productive and the remaining 10% not. The
ratios of the closed forest area are 71-100% for 59%, 41-70% for 20%, 11-40% for 12%, 11-40%
for 9% (destroyed) ((Anonymous 2002, Anonymous 2003a, Anonymous 2003b, Anonymous
2007). As provided by the management plan, Kozdere Basin consists of forest (71.7%), open field
(0.8%), settlement (26,8%), and nursery (0,7%) (Figure 2). According to the Istanbul Ability Class
Map (KHGM 1987); 1.3%, 77.6%, and 21.1% of Kozdere basin consists of IV, VII and settlement
type class fields, respectively (Fig. 2).
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Figure 1: Drainage Basin of Kozdere River.

         (a)                    (b)

Figure 2. Management plan (a) and Ability Class Map (b) of Kozdere basin.
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3 METHODOLGY

3.1 Image Processing
In this  study,  multispectral  digital  satellite  data  set  of  Landsat  5  TM dated 12 July 1992,  SPOT-
PAN dated 13 June 1993, and  Quickbird MS – PAN dated 18 May 2005 were used for the Koz-
dere Basin land-use and land cover investigation. The spatial resolutions for Landsat 5 TM is 30 m,
for SPOT-PAN is 10 m, for Qicckbird MS and PAN are 2.8 m and 0.6 m.

First, the digital satellite data set was transformed into the UTM coordinate system using the 1:
5000 digital topographic maps in order to achieve the necessary geometric registration. Taking 50
ground control points from the maps, the images are registered and then geometrically corrected
before applying image merging and classification. From a test of the registration accuracy on the
test points the resulting root mean error (RMSE) amounted to ±0.1 pixels (Figure 2). A coordinate
transformation was applied using a polynomial transformation equation and resampling is done us-
ing the cubic convolution algorithm. The HIS transformation method was used to obtain merged,
multi-sensor images. This method includes color transformations that result in a new image prod-
uct, in which distinct spectral patterns are revealed. High-resolution PAN digital satellite data is
combined with multi-spectral data (Coskun et al., 2006).

3.2 Land use- land cover classification
The rectified and merged images were subjected to a classification procedure with five classes, us-
ing the supervised Maximum Likelihood Classification algorithm. These five classes were verified
using pattern recognition, referring to the ground truth data and fieldwork. The classification results
were evaluated in an accuracy assessment. In this accuracy assessment, for each classification up to
two different  years,  100 random pixels  were chosen and these pixels  were compared with the re-
sults of the fieldwork. Total accuracy results are 80.00% and 91.00% for the years 1992 and 2005,
respectively. Figure 3 shows the result images of the visual differences of the urbanized area be-
tween years of 1992 and 2005 in Kozdere Basin.

The classification results were evaluated as area of land use / land cover in hectares and differ-
ences according to years are shown in Table 1. Figure 3 illustrates the graphical presentation of ur-
ban analyses.

Land use and cover change associated with human activities may change the hydrological
processes and increase flood risks. The results of land use and land cover analysis shows that urba-
nization increased and this increment shows a characteristic of being dense nearby the bed of Koz-
dere stream. Also, roads are increased in the basin according to the urban increment.

Table 1: Classification results of images dated 2005 and 1992.

Class name 2005 (Area) % 1992 (Area) %

Deciduous 969.84 80.60 934.41 77.65

Coniferous 64.15 5.33 47.60 3.96

Open Land 62.15 5.17 167.23 13.90

Road 28.91 2.40 10.00 0.83

Settlement 78.00 6.49 44.11 3.67

1203.35 100.00 1203.35 100.00
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         (a)                     (b)

Landsat-Spot dated 1992

3.3 Determination of physiographic factors
Physiographic factors are one of the two main factors that affects flood. A Digital Elevation Model
(DEM) is produced from 1:5000 scaled digital topographic maps in order to determine the physio-
graphic parameters such as boundaries, area, elevation information and drainage of the Kozdere
Basin (Fig. 4). This procedure involves filling the sinks of DEM, flow accumulation and flow di-
rection map creation, synthetic drainage network determination and watershed delineation.

When the DEM is  analyzed together  with the high resolution Quickbird image,  it  can be seen
that a considerable amount of the settlements in the south part of the basin are located in the accu-
mulated sediment zone.

Figure 4. A 3D looking to the bed of Kozdere basin which is created by image drape of Quickbird satellite
image and DEM

Figure 3. Land use in Kozdere basin according to satellite images. a) Quickbird dated 2005; b)
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4 DISCUSSION AND CONCLUSION

The present land use distribution is obtained with the help of the forest management plan and clas-
sified satellite images. The correctness of the classification according to the satellite images is de-
termined as 80% for year 1992 and 91% for year 2005.

The classification results of the Quickbird sattelite images with spatial resolution 0.6m dated
2005 demonstrate that Kozdere Basin is covered by the forest (85.9%), the open land (5.1%), and
the settlement (6.4%). According to the Landsat-Spot image with 10 m spatial resolution in 1992,
however, the basin is covered by the forest (81.6%), the open land (13.9%), and the settlement
(3.6%) (Figure 3, Table 1). In contrast, the management plan shows that Kozdere basin has a land
distribution consisting of 71.7% forest, 0.8% open land, 26.8% settlement, 0.7%.

The higher forest land area value on the sattelite images compared to the management plan is
mainly due to the inclusion of the wooded areas outside the forest boundaries. On the sattelite im-
age, also the wooded areas in the settlement zone are classified as forest.  The forest part on the ba-
sin is nearly 3 times of the mean forest area (27%) on Turkey and 7 times of the productive forest
area (13%) on Turkey. As a conclusion we can state that the occurred flood can not be attributed to
the insufficient forest area on the basin.

The land ability classes and the present land use are compared with GIS and it is seen that near-
ly the entire  forest  area (VII  class)  of  the basin is  kept  as  forest   (Figure 3).  90% of  the forest  is
productive and the remaining 10% not. Since the basin is covered with productive and quite intense
forest land it can be concluded that there is no negative effect on the upper basin due to mis-land
use. The occurrence of the flood, on the other hand, can be explained with the hydraulic conditions
on the river cros-sections which are quite close to the present settlement location. The settlement
area is so close to the river cross-section preventing the use of the neighbouring are as flood protec-
tion zone.This part of the settlement area also prevents the enlargement of the critical river cross-
sections. Since the present river cross-section can not transport the flood discharge the water level
increases dramatically flooding the neighbouring settlement zone causing human losses and dam-
age.
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Drought monitoring with the integrated utilization of satellite
images in Hungary
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ABSTRACT: The Hungarian Agricultural Remote Sensing Program (HARSP) led to the opera-
tional remote sensing based National Crop Monitoring and Production Forecast Program
(CROPMON, 1997-2003) with the support of the Ministry of Agriculture and Regional Devel-
opment. The Remote Sensing Center of Institute of Geodesy, Cartography and Remote Sensing,
(FÖMI RSC) provided nation-wide and local crop production forecasts exclusively on remote
sensing basis. The technology basis of CROPMON served as the background of operational re-
mote sensing based drought monitoring and impact assessment.

The ESA–FÖMI Prodex-ENVISAT R&D project (2000-2004) aimed at the rapid regional
monitoring of flood, waterlog and drought affected areas. The achieved results demonstrated and
confirmed that a remote sensing based rapid, regional disaster monitoring model could be devel-
oped and applied effectively with the integration of available medium and low resolution optical
satellite data together with the involvement of new generation ENVISAT sensors. As the follow-
up, the ESA-FÖMI PECS-ENVISAT project (2004-2007) aimed at the improvement of the pre-
vious  R+D  activities.  The  tasks  focus  on  the  utilization  of  ENVISAT  sensors  by  assessing  a
longer monitoring period and a larger ENVISAT dataset.

With the climatic change it can be expected that drought will occur more and more frequently
in the future. For the effective prevention and the compensation of loss caused by drought, the
remote sensing based characterization of crop development is very important on parcel, settle-
ment and regional level. The paper summarizes the drought monitoring activities carried out by
FÖMI RSC since 2000.

1 INTRODUCTION

More than 300 man-years R&D investment during the Hungarian Agricultural Remote Sensing
Project (HARSP 1980-) led to the operational satellite image based National Crop Monitoring and
Production Forecast Program (CROPMON 1997-2003) at the Remote Sensing Centre of the Insti-
tute of Geodesy, Cartography and Remote Sensing (FÖMI RSC); see (Csornai 1999). The opera-
tional CROPMON program provided county and country level crop production forecast to the Min-
istry of Agriculture and Rural Development (MARD) by a strict calendar through the growing
period. This data provision was based on remote sensing, measuring the areas and expected yields
of the eight main crops.

The methodology of CROPMON was later applied from drought monitoring. Its main compo-
nent was the processing and the comparative analysis of low- and medium resolution operational
satellite data (NOAA AVHRR, SPOT VEGETATION, IRS-1C/1D WiFS) using large data set
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(1998-2003) and a regional test area. Further extension of the already developed methodologies
was proposed by increasing the availability and the quality (temporal, spatial or spectral) of satel-
lite data.

Making  use  of  the  ESA  Scientific  Experiment  Development  Programme  (Prodex),  the  ESA–
FÖMI Prodex-ENVISAT R&D project was going on between 2000 and 2004. The main objectives
of the project were to extend the already developed methodologies to the rapid, regional monitoring
of flood/waterlog and drought affected areas using currently available low- and medium resolution
operational satellite data with the involvement the of data acquired by the new ENVISAT satellite
(MERIS, ASAR). The results were presented in (Suba et al. 2004), (Csornai et al. 2003), (Csornai
et al. 2005).

As the follow-up, the ESA-FÖMI PECS-ENVISAT project (Programme for European Co-
operating States; 2004-2007) aimed at the improvement of the previous R&D activities. The tasks
focus on the utilization of ENVISAT sensors by assessing a longer monitoring period and a larger
ENVISAT dataset.  The results  of  the first  two years  (of  phases)  of  the project  were presented in
(Csornai et al. 2007). This paper summarizes the results of these projects achieved between 2000
and 2007 in the frame of these two projects, focusing on the latter one.

2 DROUGHT MONITORING AT REGIONAL AND COUNTRY LEVEL IN THE
FRAMEWORK OF PRODEX PROJECT (2000-2004)

Drought maps have been produced for the whole area of Hungary from NOAA AVHRR, IRS
WIFS and SPOT VEGETATION satellite images for the years 2000 and 2003, when severe
drought hit Hungary. To assess the severity of drought, the NDVI (Normalized Difference Vegeta-
tion Index) of the year in subject has been compared to the mean NDVI value of several years.
These yearly values were calculated using the maximum NDVI values of several images over the
period to be examined (usually a decade, i.e. 10 days), instead of individual images. The areas af-
fected by drought can be clearly identified on the eastern part of the country in 2000 from the
NDVI difference maps derived from SPOT VEGETATION and IRS WIFS data (see Fig. 1).

To provide the stability and the continuity of drought monitoring over a several years’ period,
images from different satellite sensors can be used. However, to use them in a coherent model, the
quantities used in the estimation –in our case, vegetation indices– have to be calibrated to each
other. Drought maps from different data sources have been compared and their relationships have
been examined. In this way drought mapping can be done by using one satellite data source for the
current year's monitoring and comparing that result to the previous years' data from other satellites.

Figure 1. NDVI difference (June 2000 – June 1998) map derived from SPOT VEGETATION im-
ages, showing the drought affected areas in the Great Hungarian Plain.
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3 DROUGHT MONITORING AT COUNTRY AND REGIONAL LEVEL IN THE FRAME OF
PECS PROJECT (2004-2007)

The results of Prodex project were very promising in applying MERIS data for regional drought
and crop development monitoring, despite the short processing time (first quarter of 2004) and
available ENVISAT data (only for the May-June 2003 monitoring period). The monitoring activi-
ties started in Prodex have been continued in the first phase of PECS. In 2003, severe drought hit
Hungary. Its monitoring was carried out with several methods in the first and second phase of
PECS project, using different image data sets (IRS WiFS, ENVISAT MERIS) and reference peri-
ods (1997-1999, 2003-2006). From 2004 to 2006, no large area drought hit the country. The crop
development in 2004 has been monitored with several methods, similarly to the drought monitoring
in 2003.

The model applied in the first phase of PECS project was based on the integrated utilization of
ENVISAT MERIS and IRS WiFS data using multitemporal and multiannual satellite data set
(MERIS 2003-2004, WiFS 1997-1999, 2003-2004) and an intercalibration approach between WiFS
and MERIS. We have generated country-wide MERIS-based drought maps for the May-June pe-
riod of 2003 (later extended until August). As no large area disaster (flood/waterlog or drought) hit
the country between 2004 and 2005, the first phase of PECS project activities covered mainly the
methodological testing of ENVISAT MERIS data for retrospective drought monitoring. More em-
phasis was put on the improvement of processing and evaluation of available ENVISAT MERIS
data set (2003-2004).

Regarding the year 2003 drought, the focus of its monitoring was put on three time intervals: the
middle of May, the beginning of June and the middle of August. Improved calibration procedure
was performed between MERIS and WiFS images using an extended data set. This means, pairs of
data values belonging to the same location were taken from the images of different years, corre-
spondence – an appropriate analytical function – was sought between the value pairs. The function
describing the correspondence was used to transform further images (meaning also derived quanti-
ties, for example vegetation indices) of one kind to simulate another kind of image (Fig. 2).

Maps showing the area distribution of drought were derived both from MERIS MGVI (Gobron
et al. 1999) and from WiFS NDVI. The MGVI values were transformed to “simulated” NDVI val-
ues. For the creation of drought maps, the current (year 2003) NDVI (actual or simulated) values
were compared to the average of appropriately selected reference years (1997-1999)1.  In order  to
minimize loss of information caused by cloudiness, the pixelwise maximum of several (2-3) images
belonging to the same time period were taken into account. To measure the severity of drought, the
difference between the vegetation index of the current year and the average vegetation index of the
reference years was calculated. The results confirmed the twofold nature (intensive hit in spring
and summer) of the drought event of 2003 in Hungary. Detailed quantitative analysis of the ob-
tained drought maps was conducted together with the comparison of different years (2003-2004)
based on MERIS data. The development of drought is clearly identified: it hit the whole country in
August 2003, but more severely the south-eastern part of the country, while crop development was
much more favourable in 2004 than in 2003 (Fig. 3 a-b).

In the second phase of PECS project ENVISAT MERIS time series of years 2003 to 2006 were
also available. Therefore the average crop development of these years could be assessed and it
could be used to develop drought and crop development maps solely on the basis of MERIS images
(Fig. 4). This means that the calibration was not necessary, the newly derived maps were based ex-
clusively on the MGVI values, appropriately reflecting the crop development. Years 2003-2006
could be used as reference period, the positive or negative difference of current year data from data
in this reference period was used to generate the maps. Besides, regarding years 2003 and 2004,
comparative analysis has been carried out between the drought and crop development maps gener-
ated in the first phase (calculated from IRS WiFS or calibrated ENVISAT MERIS images) and the

1 Data from 2000 were excluded from WiFS data set in this new procedure in contrast with the previous one followed in
Prodex because of the very extreme climate (intensive drought) of that year.
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Relation between MERIS MGVI and WiFS NDVI for
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ones created in the second phase, based exclusively on ENVISAT MERIS data. To assess the ade-
quacy of derived drought and crop development maps, remote sensing-based maps have been com-
pared to statistical yield data, beside the comparative analysis between the maps created with dif-
ferent methods (image type, reference period).

Figure 2. The extension of drought monitoring model using improved calibration procedure on an
extended MERIS-WiFS data set (2003-2004). The relation is linear, the correlation is good
(R2=0.90)

Figure 3. Drought monitoring for Hungary in 2003 (top) and 2004 (bottom) using calibrated
MERIS data (2003-2004) and WiFS data (1997-1999)
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Figure 4. Drought monitoring for the Great Plain region of Hungary (7 counties) in 2003 using
ENVISAT MERIS (a., b., c.), IRS WiFS (d., e., f.) and calibrated ENVISAT MERIS-IRS WiFS sa-
tellite data (g., h., i.); middle of May (a., d., g.), beginning of June (b., e., h.) and August (c., f., i.)

The maps generated in the first two phases of PECS project have undergone some checks to as-
sess their validity. In the majority of cases we experienced good matching among the maps created
with different methods. Besides, maps generated from satellite images are in good accordance with
statistical yield data in most cases. However, some specific differences were found, depending on
the year. In August of 2003, in the map derived from IRS WiFS images drought is shown much
more serious than in the other two maps. The potential reason for this is that the majority of parcels
are rather small in this area, and MERIS images – with about three times lower resolution than that
of WiFS – less reflect the extremities in the reflectance of ground cover, the differences are more
averaged, filtered.
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In the third phase of PECS project the ENVISAT MERIS based drought model was extended to
the whole country in 2007. Extreme weather conditions led to the acceleration of crop development
in the spring and resulted in serious drought condition by the end of summer, which affected large
part of the country. Drought monitoring tasks aimed at the countrywide monitoring of spatial and
temporal development of drought in four periods throughout the year (May, June, July and August)
and detecting also the effect of drought in crop development at parcel level using MERIS data. The
derived drought maps (Fig. 5) reflected well the differences in crop developments as the drought
progressed – the central part of Great Plain was affected the most seriously in July and August. The
latter was justified by the deviation (yield loss) and strong spatial differences of the observed yields
of the main crops (wheat and maize) at the level of the counties. The source of observed yield were
data of Central Statistical Office of Hungary (CSOH).

Figure 5. Drought maps derived from ENVISAT MERIS satellite data in 2007

4 CONCLUSIONS

When large extent natural disasters – like drought – happen regularly, there is a need for a complex
model for monitoring them at regional level to provide quick, objective and homogeneous informa-
tion to the various end users. The spatial extent, intensity and temporal development of these disas-
trous events can be rapidly and objectively assessed by remote sensing techniques. The achieved
results demonstrated and confirmed that an effective, rapid regional drought/crop monitoring model
can be developed and applied, which is based on remote sensing. The integration of available me-
dium and low resolution optical satellite data (NOAA AVHRR, SPOT VEGETATION, IRS-1C/1D
WiFS) of different available sensors together with the involvement of new generation sensors
(ENVISAT MERIS) serve as an efficient basis to this model. Low price, large area coverage, fre-
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quent availability (within 1-3 days) and quick processing capability could compensate for their low
or medium spatial (120 ha and 3.6 ha) and spectral (2-5 wide spectral band) resolution.

To assess the adequacy of the drought and crop development maps derived in the PECS project,
comparative analysis has been carried out among the maps created with different methods (image
type, reference period). Besides, remote sensing-based maps have been compared to statistical
yield data. The conclusion of comparisons is that the kinds of satellite images used in this project
appropriately reflect the crop development and show the presence of drought in the majority of
cases. However, the result and accuracy depend on some factors:

spatial resolution (finer pixel size allows more detailed distinction between drought
categories, that is, higher spatial accuracy yields higher thematic resolution),
temporal resolution (the usage of more images for a given period helps better in elimi-
nating the effect of clouds),
the applied vegetation index (the MERIS MGVI has proven to follow better the pro-
gress of crop development) and
intercalibration (converting values between vegetation indices may cause some loss of
information).

Nevertheless,  with the proper  choice of  satellite  images used and reference period,  and taking
into account the limitations of the selected kind of data source, appropriate drought or crop devel-
opment map can be obtained at country and regional level.

The presented examples show that this approach and the involvement of the new generation
sensors (particularly, MERIS) on board the ENVISAT satellite increase the data availability and
the effectiveness of remote sensing based drought/crop monitoring model. The ENVISAT MERIS
sensor's capabilities in regional drought and crop monitoring have been described in this paper.
These show that ENVISAT MERIS data can be inserted the multi-source satellite dataset and can
be effectively used together with other low and medium resolution data in operative applications.

High, medium and low resolution images provide fast, objective and accurate information to the
monitoring of spatial and temporal progress of drought. They can serve as a basis to drought loss
compensation measures and to the consideration of such claims. Due to the climate change, the oc-
currence of drought is expected to get more frequent. The usage of remote sensing is very impor-
tant in the assessment of possibilities of cropping technologies so that protection and loss compen-
sation can be effectively carried out. This is supported by remote sensing based objective,
quantitative crop development monitoring at parcel, settlement, region and country level. The re-
sults of ENVISAT MERIS based drought and crop development monitoring provide a reliable ba-
sis to the drought impact assessment at regional and country level.
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ABSTRACT:
In this work, the use of hyperspectral remote sensing for the quantification of bio-physical cha-
racteristics of the surface intertidal sediments is explored.
A two-step approach is followed. Firstly, algorithms based on absorption features for the quanti-
fication of bio-physical sediment properties are developed using laboratory measurements of
known sediment mixture compositions. Secondly, the appropriateness of the method in natural
conditions is explored by i) applying the algorithms on in situ spectra, and ii) applying the me-
thods on these spectra resampled to a lower spectral resolution, namely the resolution of Hy-
MAP, a typical airborne hyperspectral sensor.
In laboratory conditions, high correlation coefficients (R2 > 90%) are found between absorption
features and clay content or moisture content lower than 20%.
In natural conditions, the relative moisture content lower than 20% is predicted with an error of
±3.5%. Clay content cannot be estimated from our field dataset, which can be caused by the li-
mited amounts of clay or by noise in the spectral region of the absorption. High correlations
(>75%) are obtained between the absorption feature of chlorophyll a and chlorophyll a content
using in situ spectral measurements.
Interestingly, resampling the very high spectral resolution measurements to the spectral resolu-
tion of a HyMAP sensor influences the results to a very limited extent, leading to the conclusion
that absorption features obtained by hyperspectral remote sensing might be suitable for quantify-
ing bio-physical intertidal sediment properties. However, the appropriate spectral resolution for a
particular application should be investigated.

1 INTRODUCTION

Mudflats are important for coastal zone ecosystems by providing wildlife habitats and by acting as
natural sea defences that serve to dissipate tidal and wave energy. The primary production on inter-
tidal flats can be considerable and is in our regions mainly accomplished by microphytobenthos
(MPB), which typically consists of unicellular eukaryotic algae and cyanobacteria that grow within
the upper millimeters of illuminated sediment (MacIntyre et al. 1996). The erodibility of cohesive
sediments on these mudflats is dependent on physical sediment properties such as grain size distri-
bution, density and moisture content, and on the biota living on the sediment which can have a sta-
bilizing or destabilizing influence (Paterson 1997).

Remote sensing offers a means to acquire the necessary data to study these large mudflats.
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Since the bio-physical sediment properties investigated in this study, namely clay content, rela-
tive moisture content (RMC) and chlorophyll a content, have specific absorption features within
the 350-2500nm region of the spectrum, these features are investigated in this work.

Absorption features of water at around 970nm and 1200nm have been used for the quantifica-
tion of relative water content in vegetation (Peñuelas et al. 1993; Pu et al. 2003). Clay absorption
features are successfully used for the identification of clay minerals in geological applications
(Hunt 1977; Van der Meer & Bakker 1988), and a recent study (Lagacherie et al. 2008) showed the
capability of the absorption feature at 2206nm for clay content prediction both in laboratory and in
the field for relatively dry soil samples. Microphytobenthos on mudflats have been studied using
hyperspectral remote sensing and the absorption of chlorophyll a at around 673nm (Carrère 2003;
Méléder et al. 2003).

The objective of the presented work is the development of algorithms for clay, chlorophyll a
and moisture content prediction using absorption features, and the assessment of the accuracy of
these algorithms on field spectra and on field spectra with the spectral resolution of HyMAP.

The research is performed in the frame of the CISS project (Bio-physical Characterization of
Indicators Sediment Stability using Remote Sensing), financed by the Research Foundation –
Flanders.

2 METHODOLOGY

2.1 Measurements
Hyperspectral laboratory and field measurements are acquired with the Analytical Spectral Device
(ASD), which records the reflectance from 350nm till 2500nm, i.e. in the visible (VIS), near infra-
red (NIR) and short wave infra-red (SWIR) region of the spectrum. The spectral resolution is 3nm
from 350 till 1000nm and 10nm from 1000 till 2500nm.

2.1.1 In the laboratory
The height of measuring of the ASD is 50cm, and the instrument is nadir looking. The field of view
is set to 1 degree. The experimental setup is described by Biliouris et al. (2005). Calibration is per-
formed every 30 minutes using a Spectralon panel (Biliouris et al. 2005).

Sediment is collected at the IJzermonding, a small intertidal flat located at the outlet of the IJzer
river at the Belgian coast. Fine sand (125-250μm) is the most abundant and therefore the most of-
ten used in the experiments. Water and a clay fraction without organic matter bought in a shop are
also used to make the sediment mixtures in small black pots with minimal reflectance (<0.05%).

Two sets of spectral measurements are carried out (Table 1).
- With varying grain size distribution of sand/clay mixtures (n=193).
- With varying moisture content of sand/clay mixtures (n=972) by drying saturated sediment

mixtures on a warm plate to ensure homogeneous drying. Relative moisture content (%) is calcu-
lated as

100(%)
WS

DSWSRMC  with WS and DS are the weights of the wet and dry sample.

Table 1: Overview of the laboratory measurements. The third column giving the number of sam-
ples with RMC smaller than 20% is a subset of the second column.

Clay content
(0 - 64% by weight)

Moisture content
(0 - 36% RMC)

Moisture content
RMC < 20%

fine sand + clay n=98 fine sand + water n=535 fine sand + water n=278

medium sand + clay n=95
fine sand + clay + wa-
ter n=437 fine sand + clay + water n=305

Total n=193 total n=972 Total n=583
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As long as the RMC is higher than ±20%, the sediment is saturated and a water film exists on
the sediment surface. Once the RMC is lower than 20%, the water film disappears. The threshold is
dependent on the sediment mixture.

2.1.2 In the field
In situ spectral measurements from field campaigns at the IJzermonding in 2005 and at the Molen-
plaat and IJzermonding in 2007 are used. The Molenplaat is an intertidal sandbank in the Wester-
schelde estuary, the Netherlands, described in e.g. Deronde et al. (2006). The height of the ASD
sensor is 0.7m and the field of view 25degree, leading to a diameter of ±31cm. Calibration using
the Spectralon panel is performed every 30 minutes under stable illumination conditions. If clouds
are present, calibration is performed more frequently.

Surface sediment samples are collected for pigment, grain size and moisture content analysis
with a 2.5cm diameter contact corer (Ford & Honeywill 2002), which freezes a layer of 2mm in-
cluding all photosynthetically-active algal cells, as well as the bulk of sediment chlorophyll (For-
ster & Kromkamp 2004). Samples for pigment analysis are freeze-dried and extracted using 90%
acetone. The extracts are then analysed using the HPLC-method by Wright et al. (1991) and quan-
tified using a calibration with commercial standards. The sediment water content is determined by
calculating the weight difference after 12h drying at 105ºC. Grain size is determined using a Coul-
ter Counter (Coulter LS Particle Size Analyser; Beckman Coulter).

2.2 Absorption
The degree of absorption by clay, water and chlorophyll a can be characterized by i) the ratio be-
tween minimal reflectance in the absorption feature and reflectance outside the absorption feature:
Rb/Rc (Rb =reflectance at maximum absorption, Rc =reflectance out of absorption feature), ii) the
scaled band depth after continuum removal, and iii) the scaled band area of the absorption feature
after continuum removal (figure 1). Continuum removal is a normalization technique that allows to
compare absorption features from a common baseline. This continuum consists of straight-line
segments  that  connect  local  spectra  maxima.  It  is  then  removed  by  taking  the  ratio  between  the
spectrum and the continuum (Clark and Roush, 1984). Before the calculation of the continuum, the
spectral region of interest is isolated and the continuum is calculated between the two local max-
ima. It is observed that the first maximum can shift to lower wavelengths for deeper absorption fea-
tures. However, the position of the second maximum can be assumed constant.

Figure 1: Measures that quantify absorption features. Rb is the reflectance at maximum absorption,
Rc is the reflectance out of the absorption feature. Example for the chlorophyll a absorption feature.

The relation of the bio-physical sediment parameters to the measures of the absorption feature is
investigated using regression analysis. A regression model, which can be linear or non-linear, is
chosen by minimizing the mean squared error of the residuals. The model parameters are estimated

S. Adam et al. / Quantification of bio-physical intertidal sediment properties342



using the laboratory dataset. The goodness of fit and the usefulness of the absorption features to as-
sess the clay, moisture and chlorophyll a content are expressed by the R-squared value. The devel-
oped models are then applied on the in situ datasets.

2.3 Spectral resampling
In order to assess the influence of lower spectral resolutions on the use of absorption features for
quantification of sediment properties, the field spectra are resampled using a Gaussian model based
on the full width at half maximum (FWHM) and band center properties of the HyMAP sensor.

3 RESULTS

3.1 Laboratory reflectance measurements
The spectrum of fine sand with clay shows absorption features at around 1420nm, 1950nm and
2204nm. The absorption feature at 2204nm is caused by Al-OH present in the clay mineral (Yang
et al. 2000) and will be considered. The spectrum of moist fine sand shows clear water absorption
features at 1450nm and 1950nm. If the sediment is saturated, light is absorbed at around 970nm
and 1190nm. However, these water absorption features disappear when the sediment is drier. The
water absorption around 1450nm will be used.

The relation of clay content to the measures of the clay absorption feature at 2204nm in dry se-
diment mixtures appears to be 4th order polynomials (figure 2) and independent on the grain size of
the sand fraction, with R-squared values equal to 98%.
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Figure 2: Clay content versus measures of the clay absorption feature for mixtures of fine sand with
clay and medium sand with clay, n=193.

For moisture content, a 2nd order polynomial fit gives R-squared values of 89% between meas-
ures of absorption feature and RMC lower than 20%. R-squared values of 58% are found between
the scaled band area and RMC higher than 20%, while for the ratio and the scaled band depth the
R-squared values for RMC larger than 20% are smaller (figure 3).

Figure 3: Relative moisture content versus measures of the water absorption feature at 1450nm for
mixtures of fine sand with water and for mixtures of fine sand, clay and water, n=972.
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The clay absorption feature becomes less apparent when the RMC increases, probably due to
hindering of absorption by water. Therefore, a model using two independent variables, namely the
scaled band area of the clay absorption feature at 2204nm (area_clay) and the scaled band area of
the water absorption feature at 1450nm (area_water) with a R-squared value of 87%, is developed:

waterareabclayareabbtClayconten __(%) 210

3.2 Field reflectance measurements

3.2.1 Clay content
The clay absorption feature is not visible in the field spectra, so it cannot be used for clay pre-

diction.

3.2.2 Relative moisture content
During the field campaign at the IJzermonding in 2005, 69 sites are spectrally characterized and
sampled for moisture content analysis. As shown in figure 4, the model developed in the laboratory
is  suited  for  predicting  the  RMC from spectral  measurements  as  long  as  the  RMC is  lower  than
20% (n=11). For this range, the root mean square error of prediction is equal to 4.5%, 3.6% and
3.3% using the ratio, scaled band depth and scaled band area respectively.

For the measurements with RMC higher than 20% (n=58), the model using the scaled band area
from the laboratory measurements is used and the results are shown in figure 4. The error of predic-
tion is 14.4%RMC, while the mean value of the measured RMC is 40.2%. The model for the ratio
and scaled band depth is not used, due to the low correlations obtained in the laboratory.

Figure 4: Measured and predicted RMC values for field measurements at the IJzermonding (2005).
The predicted RMC values are obtained using the model developed in the laboratory. The filled
symbols are for data with RMC lower than 20%.

3.2.3 Chlorophyll a content (chl a)
For chlorophyll a, the datasets of the field campaigns at the Molenplaat and IJzermonding in 2007
are used, with a total number of samples equal to 66.

Figure 5: Scaled band depth of the chl a absorption versus chl a content (n=66)
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3.3 Spectral resampling
The spectral resolution of the HyMAP sensor is 15-16nm in the visible region and in the short
wave infrared 1 region, corresponding to the regions of the absorption dip of chlorophyll a and wa-
ter respectively.

The root mean square error of prediction for RMC lower than 20% using the resampled spectra
and the model developed in laboratory conditions are 4.4%, 3.7% and 3.6% for the ratio, scaled
band depth and scaled band area respectively. For RMC higher than 20%, the prediction error is
14.4% using the scaled band area.

For chlorophyll a, the model obtained from the in situ original field spectra is applied on the
measures of the absorption feature obtained from the resampled data. The root mean square error of
prediction using the resampled spectra are 21.8, 20.3 and 27.3mg/m2 for  the  ratio,  scaled  band
depth and scaled band area respectively, whereas the average of the measured chlorophyll a values
is 74.7mg/m2.

Figure 6: Comparison of measures of the absorption feature of chlorophyll a between the ASD
spectra and the spectra resampled to HyMAP resolution.

As  can  be  seen  in  figure  6,  the  difference  in  the  values  of  the  ratio  between  the  spectra  with
ASD resolution and HyMAP resolution is negligible. For the scaled band area, there is a small off-
set for the higher chlorophyll a contents, which can be due to a deteriorated representation of the
absorption dip after resampling. This means that the potential of HyMAP imagery for prediction of
the chlorophyll a content is higher if a model can be calibrated based on the HyMAP spectra and
field data.

4 CONCLUSION

4.1 Clay content prediction
In laboratory conditions, the hyperspectral signal in the short wave infrared (SWIR) and the ab-
sorption feature at 2204nm can be used to assess the clay in the surface layer of sand/clay mixtures.
The R-squared values between absorption features and clay content are very high, as long as the
sediment mixtures are relatively dry.

The clay absorption feature is not visible in our field measurements. Possible explanations are i)
the low values of clay content, ii) the high moisture content of intertidal sediments, and iii) the high
level of noise in the SWIR due to the lower energy amount and spectral resolution in the SWIR.
Although Lagacherie et al. 2008 demonstrated the use of the clay absorption feature for clay con-
tent prediction in the field for relatively dry soils, the presented work brings about that the clay ab-
sorption feature cannot be used for clay prediction on intertidal mudflats.
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4.2 Relative moisture content prediction
Relative moisture content is accurately predicted in laboratory conditions as long as the RMC is
lower  than  20%.  This  corresponds  to  the  point  of  the  appearance  of  a  surface  water  film  or  the
point of saturation. If the RMC is higher than 20%, the scaled band area performs better than the
ratio and the scaled band depth, which can be explained by the fact that the scaled band area takes
into account the widening of the absorption feature observed once the RMC is higher than 20%.

The relation obtained in the laboratory is successfully used on field measurements and on the
resampled field measurements  for  RMC lower than 20%. This  means that  RMC lower than 20%
can be estimated from HyMAP imagery.

4.3 Chlorophyll a content
Unfortunately, laboratory measurements of microphytobenthos are not available at the moment of
writing this paper. However, high correlations are obtained between the measures of the absorption
feature at 673nm from field spectra and chlorophyll a content, which is the main pigment of micro-
phytobenthos.

After resampling these spectra to the HyMAP spectral resolution, the same model can be used to
predict the chlorophyll a content from the resampled spectra with acceptable root mean square er-
rors.

It is concluded that bio-physical sediment properties can be quantified using absorption features
within certain limits. The three measures of absorption perform equally well, although the scaled
band area should be used if the absorption feature becomes wider for higher quantities.

It is shown that it is feasible to extrapolate models developed in the laboratory to field mea-
surements. However, this needs more investigation, especially for chlorophyll a, the most abundant
pigment in microphytobenthos. For relative moisture contents lower than 20%, the model devel-
oped in the latoratory is suitable for field measurements. For higher moisture contents, several ap-
proaches can be investigated, e.g. using another water absorption feature or the overall spectrum.

However, we believe that a model calibrated using the field spectra or HyMAP images will
yield better correlations and lower prediction errors.

Finally, the spectral resolution of the HyMAP sensor is appropriate for quantifying relative
moisture content lower than 20% and chlorophyll a content.
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ABSTRACT:
The aim of this study is to explore three techniques for unsupervised classification of air-

borne hyperspectral imagery of intertidal flats. The unsupervised classification techniques consi-
dered are k-means (hard clustering), the Gustafson-Kessel algorithm (Fuzzy clustering), and the
mixture of Gaussians model (probabilistic clustering). The behavior and suitability of these tech-
niques is analyzed for sediment classification. Artificial data sets based on real airborne and field
spectra are used for this purpose. The sensitivity of the techniques is investigated on two spectral
aspects: the effect of within class (intra-class) variability and the effect of spectral dimensionality
using feature selection. This sensitivity is expressed as classification accuracy in terms of the
Kappa statistic ( ) that indicates how better the classification is than chance agreement. The re-
sults show that the three techniques are suitable for sediment classification. When there is no fea-
ture selection involved, the mixture of Gaussians results in the best classification results. When
feature selection is considered, sediment classification accuracy increases for all three techniques
applied on the artificial imagery.

1 INTRODUCTION

An intertidal zone in a marine aquatic environment is the area of the foreshore and seabed that
is exposed to air at low tide and submerged at high tide generating important geochemical
processes (Silva et al., 2005). To describe these processes, extensive field knowledge is required.
Since accurate data collection is often costly, inefficient, or unattainable, remote sensing can be a
fine and resourceful alternative. Specifically, unsupervised classification techniques are of high in-
terest where an image is classified on the basis of its reflectance values without taking field mea-
surements into account. Field knowledge plays a role only in the analysis and identification of the
classified groups. In practice, there is globally no “absolute best” unsupervised classification me-
thodology, where the reliability of a result is based on the aim of the classification and its use (Eve-
ritt, 2001). Therefore, various unsupervised classification techniques are explored and assessed in
this study for their performance in sediment classification. The techniques selected are K-means,
Gustafson-Kessel algorithm (GK), and the mixture of Gaussians model (MG). In order to be in to-
tal knowledge and control of the test records, synthetic data sets are utilized as real imagery can in-
clude various uncertainties.
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2 METHODOLOGY

2.1 An introduction to clustering

Clustering is a means of unsupervised classification defined as finding a structure in a collection
of unlabeled data. It partitions an N × n data  set X into c clusters (Lillesand and Kiefer, 2000)
where X is the studied image, N is the number of pixels, and n is the spectral dimensionality. Each
of the N pixels is characterized by a spectrum of the n frequency bands and is represented by a row
vector (Balasko et al., 2004). Each type of clustering entails its limitations and specialties based on
the concept of dissimilarity or distance measures (Everitt, 2001). Two popular distance norms are
utilized in this study: the Euclidean and the Mahalanobis distance measures. When these distance
norms are used for finding clusters as fixed or non-adaptive norms, limitations arise as the tech-
niques then impose defined geometrical structures. Yet, when an adaptive norm is used for each
cluster, more freedom in cluster features such as cluster shape, size, and orientation becomes possi-
ble (Kim et al, 2005).

2.1.1 The clustering techniques
The investigated techniques are of three clustering types: hard, fuzzy, and probabilistic. From

hard clustering techniques, k-means is chosen where a pixel is allocated to a cluster minimizing the
within cluster sum of squares using a non-adaptive Euclidean distance measure (Everitt, 2001, Ba-
lasko et al., 2004). In fuzzy techniques, each pixel can belong to more than one cluster yet in a dif-
ferent degree of belonging. The Gustafson-Kessel algorithm (GK) applies an adaptive distance
norm of the Mahalanobis distance measure (Balzano and Del Sorbo, 2007, Gustafson and Kessel,
1979). The hard and fuzzy clustering are based on the “Fuzzy Clustering and Data Analysis Tool-
box” by Balasko B, Abonyi J., and Feil B. (2004).

As for probabilistic clustering, the mixture of Gaussians (MG) model is used. It is a model-
based probabilistic approach that constitutes of models describing each cluster. Clusters are consi-
dered as various Gaussian distributions according to their covariance structure (Beaven et al., 2000,
Banfield et al., 1993). For this study, the popular expectation-maximization algorithm (EM) opti-
mizes the fit between the data and the models (Dempster et al., 1977), and the Bayesian Informa-
tion Criterion (BIC) selects the most suitable model describing the data (Fraley and Raftery, 1998).
MG was performed by means of the Mixture Modeling software, MIXMOD (Biernacki et al,
2006).

2.1.2 Accuracy assessment
An artificial image is a combination of various artificial classes built  on  the  basis  of

specific sediment types acquired from imagery and field spectra. The clustering techniques
applied to the artificial data sets result in clusters. The comparison between classes and
clusters indicates the accuracy of the classification. Confusion matrices are used to assess
this accuracy as they compare the relationship between the artificial data as the reference
data and the “corresponding” results of the unsupervised classification techniques (Lille-
sand and Kiefer, 2000). Yet with unsupervised classification, a resulting cluster is not
automatically labeled nor identified as corresponding to a specific class. So, a class is in-
vestigated with respect to all clusters, and the cluster containing most of the pixels closest
to the mean of that class is considered as its corresponding cluster. Based on the confusion
matrix, the accuracy is then expressed in terms of the kappa statistic ( )  where the differ-
ence between the clustering accuracy and the chance agreement between the classes and
the clusters is calculated (Lillesand and Kiefer, 2000). It results in a value between 0 and 1
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for each classification, where 0 indicates that the clustering is no better than grouping the
data by chance:

2
' ' '

1 1 1
( . ) / ( . )

c c c

ii i i i i
i i i

N y y y N y y    (1)

Where
c is the number of classes or clusters, 1 i c .
N is the total number of pixels in the artificial image classified

'i  refers to the cluster corresponding to class i
'iiy is the number of observations in row i and column 'i   in the confusion matrix

iy  is the number of observations in row i in the confusion matrix
'iy  is the number of observations in column 'i  in the confusion matrix

2.2 Building artificial data

2.2.1 Data available
To build the synthetic images, data extracted from a hyperspectral image is taken into consid-

eration. This image acquired by Airborne Hyperspectral Sensor (AHS) on the 17th of June 2005
covers the IJzermonding estuary located on the Belgian coast. Its spatial resolution is 3.4 meters
and 19 non-corrupted bands are available covering the visible part of the spectrum VIS (10 bands,
0.455-0.746μm, 30nm wide), the Near Infra-red NIR (8 bands, 0.774-1.004μm, 30nm wide), and
the short wave infra-red SWIR-1 (1 band, 1.622μm, 200nm wide). Furthermore, field sampling was
carried out at a timeframe close the image acquisition. The resulting samples were analyzed for rel-
ative moisture content (RMC), mud content (MC), and chlorophyll a content (chl a). The sediments
are considered “wet” when RMC> 30%, high chl a when the chl a content > 40 mg/m2, and either
muddy or sandy based on the clay and silt content of a threshold equal to 30% of particles (De-
ronde et al., 2006). The spectral measurements were carried out by means of an Analytical Spectral
Device (ASD) that records reflectance covering the spectrum from the VIS to SWIR with a resolu-
tion varying from 3nm to 10nm.

2.2.2 Sediment types
To build the synthetic data, three major sediment types identified at the study area are selected.

Representative spectra of those types are extracted from the AHS image and the basic statistics of
each of the types is calculated such that for typei, mean μi and standard deviation i are calculated
per  spectral  band  (μib and ib). Type1 is wet, clayey, and with high chl a content; type2 is wet,
clayey, yet with low chl a content. Type3 is dry, sandy, and with low chl a content.

2.2.3 Sediment properties in artificial data
Synthetic data sets are constructed using all the n bands of the AHS image. An artificial image

is a combination of a number of classes Xi. Each class is of Ni pixels and built on the basis of the
statistics of each type; a mean spectrum, μib, and a standard deviation in terms of ib. To relate the
artificial data to the reality of spectral distribution in the field, three properties, RMC, chl a content,
and mud content, that distinguish the three sediments types play a role in building the data. The
first step in building theses images consists of applying the effect of moisture content to the differ-
ent types. This is explained in 2.2.4. In the second step, the effect of chl a content is applied as in
2.2.5 to the spectra of type1 and type2 generated in the first step. These types show variability in
chl a content where a chl a absorption feature appears in the red region at around 673nm.

The effect of clay content is not included directly as the clay content absorption features are not
visible with field or airborne spectra (Adam et al., 2008). However, correlations between mud con-
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tent and chl a content have been demonstrated (Van Engeland, 2008). Therefore, by considering
the effect of chl a and RMC in the data, the effect of clay content is considered indirectly.

2.2.4 Effect of moisture content
For changes in RMC, an increase or decrease of the whole spectrum is considered (Weidong et

al., 2001; Muller & Décamps, 2000). Reflectance normally decreases as water content increases.
Yet, at a value of RMC referred to as “the cut-off thickness” that is soil dependent, reflectance in-
creases (Neema et.  al,  1987).  Assuming at  each spectral  band of  a typei the spectra are normally
distributed, a spectrum of classi represented by the Ni by n matrix Xi is generated by i and a stan-
dard deviation represented in terms of i . So, a spectrum k in classi is calculated as follows:

. .r sik i iX               (2)
Where

1 'i c , 'c is the number of classes
1 ik N

i  is a  matrix containing the mean values per band for typei

i  is a matrix of standard deviations per band of typei
s is a factor multiplied by i and determines the standard deviation of a class ( 0s )

iN is the number data points in classi
r is a random value following a normal distribution: mean=0 and standard deviation=1

 In addition, random noise factors are added to each band in the order of ±1% of the reflec-
tance values.

2.2.5 Effect of chl a content
In the field samples acquired from the IJzermonding, RMC and chl a show a significant correla-

tion with an r2 = 0.56. Due to the cut-off thickness in spectra affected by RMC, the positive correla-
tion between moisture content and chl a can be demonstrated in the artificial data by allowing the
presence of a random chl a dip. This is introduced to the spectra generated in 2.2.4 for type1 and
type2. The ratio between the minimal reflectance in the absorption feature and the reflectance out-
side the absorption feature has a positive correlation with chl a content (Adam et al., 2008). With
airborne spectra, Pearson’s correlation resulted in r2= 0.57 between chl a content and the ratio be-
tween the AHS bands 9 and 8 of 718nm and 689nm respectively.

Figure 1: Mean spectra μi of each type        Figure 2: Chl a dip in AHS spectra

 Considering that the chl a dip is bounded by band 5 and band 9 of 0.601 m and 0.718 m re-
spectively, the effect of chl a is first introduced at band 8 of 0.689 m in the following manner:

Xik8’= mini8. s + 'r .mini8. s               (3)
Where

Xik8’ is the new value at band 8
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mini8 is the minimum reflectance value of band8 in typei
'r is a random value / 0< 'r  m, where m varies fulfilling the condition: Xik8’< Xik5 as

band 5 notes the start of the dip
Finally, bands 6 and band 7 of 0.689 and 0.630 m respectively are altered according to the new

values of band 8.

3 RESULTS

3.1 Clustering and inter/intra class variability

The dependence of the clustering techniques on spectral variance in the data is analyzed while
spatial  properties  are  preserved.  So,  the  classes  are  set  to  have  the  same  number  of  pix-
els 500iN . First, the artificial data is built containing the three types and of various standard
deviations represented by s. With c=c’=3, figure 3(a) shows the results obtained by the three tech-
niques. They all resulted in acceptable  values through the range of intra-class variability. Yet, re-
ferring to the confusion matrices, a good classification by the three techniques for type3 is noticed
while type1 and type2 are more difficult to discriminate. Therefore, the second step is to reduce the
inter-class variability. So, the images are built using 2 types at a time, c=c’=2. The clustering re-
sults show a better performance in distinguishing type1 and type2 by k-means; MG still resulted in
 =1,  while  GK  resulted  in  a  poor  classification  of  the  spectra (figure 3). As for distinguishing

type3 from the other two types, all methods lead to high values of kappa. Therefore, in real im-
agery, since type3 can be detected easily, one could mask it out of the image and then apply the
clustering techniques on the other two types for better classification accuracy.

Figure 3: Accuracy in terms of Kappa with respect to standard deviation of (a) the three types (b)
type1 and type2 (c) type2 and type3 (d) type1 and type3
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3.2 Feature selection

3.2.1 Based on supervised classification
According to Deronde et al. (2006), spectral dimensionality can be decreased resulting in not

only computational efficiency, but also an increase in classification accuracy. A band selection by
the sequential floating forward selection algorithm (SFFS) based on the methodology of Deronde et
al (2006) is carried out for the AHS image to test the clustering techniques. The bands selected for
RMC are 455nm, 513nm, 918nm, and 1622nm, for mud content 689nm, 833nm, 1004nm, and for
Chl a content 718nm, 689nm, 774nm.

After building the artificial data, these bands are selected and a comparison is carried out be-
tween  the  results  obtained  by  using  these  few bands  and  all  the n bands (figure 4). Using bands
chosen for any of the three properties, similar or better results to using the n bands are obtained for
k-means, better results for GK, and the same result of =1 for MG. Therefore, using only three or
four bands, the computational efficiency increases, and the results are generally better than using
all the 19 bands of the AHS image.

Figure 4: the effect of feature selection on kappa accuracy for (a) k-means (b) GK (c) MG

3.2.2 Based on random band selection

Hyperspectral data within adjacent bands are usually highly correlated. As a random attempt to
reduce these correlations, 4 bands are selected from the blue, green, red, and NIR parts of the spec-
trum repetitively. With a range of standard deviations considered, 0 < s  4, the three techniques re-
sult in high classification accuracy. MG and GK resulted in kappa values of minimum 0.95. The k-
means results varied between 0.6< < 0.8 for higher and lower standard deviations respectively.

E. Ibrahim et al. / Assessment of unsupervised classification techniques for intertidal sediments 353



4 CONCLUSIONS

 Unsupervised classification is essential for intertidal sediment characterization due to the many
difficulties incorporated in field work on such regions. Three techniques are investigated in this
work, namely k-means, the Gustafson-Kessel algorithm (GK), and the mixture of Gaussians model
(MG). Artificial data based on real imagery and sediment properties are built to test the data with
varying intra-class variability and spectral resolutions.

From this study, it can be concluded that the unsupervised techniques are capable of discriminat-
ing sediment types successfully. With varying inta-class variability, the three techniques lead to ac-
ceptable results with superiority to MG.

Furthermore, it is revealed that the techniques are dependent on inter-class variability
represented by the occurrence of different sediment types in an image. Therefore, a good approach
can be to cluster first the easily distinguished types and mask them out from the image. This can
lead to an increase in the classification accuracy of the remaining types.
 Feature selection also increases the classification accuracy. By referring to the work of Deronde
et al., 2006, the extracted bands from the AHS image lead to generally better classification accura-
cy for the three techniques. GK and MG show a perfect classification of the three types on a range
of intra-class variability 0 < s  4.
 Furthermore, if four bands are selected randomly, one from each of the blue, green, red, and NIR
regions of the spectrum, the classification accuracy is superior to using all the 19 bands. MG and
GK result in very high kappa values (  > 0.95) for any combination of the four bands on the whole
range of standard deviations. The accuracy of k-means also increases resulting in  > 0.6.

In conclusion, all three techniques are able to distinguish the three sediment types considered
for this study. Yet, if there is no feature selection involved, MG can be considered the most robust.
If there is feature selection involved, the three techniques lead to good classification accuracies, yet
with superiority to MG and GK.

5 FURTHER WORK

Further study is being done to interpret the results obtained using artificial imagery for the real
imagery. There are three major points addressed. First, the same class sizes are considered for the
artificial images. Therefore, the effect of having various class sizes in an image on classification
accuracy is investigated. Furthermore, the spatial distribution of the spectra and the role of neigh-
boring pixels are examined. Although these clustering techniques do not take spatial information
into account, the spatial distribution can affect the choice of suitable seed pixels initiating the dif-
ferent algorithms. Finally, the issue of the number of clusters to be retrieved from an image is con-
sidered. In a real image, the number of clusters in the image is not known from beforehand as it is
in this study. Therefore, this aspect is investigated in order to be able to apply the clustering tech-
niques successfully on real imagery.
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Land cover classification in Portugal with multitemporal AWiFS
images: a comparative study
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ABSTRACT: Three AWiFS scenes from three intra-annual time periods were explored for land
cover mapping of mainland Portugal in an annual operational basis. Two different classification
approaches were tested: a more conventional parametric classifier, the maximum likelihood clas-
sifier, and a nonparametric classifier, a decision tree. Several tests were designed to evaluate the
most suitable classification approach, training sample size effect on the classification accuracy
and the images’s ability for land cover mapping of mainland Portugal. Overall accuracy values
achieved were low regardless the classification approach and training sample size, which sug-
gests that AWiFS images are not suitable for land cover mapping the Portuguese landscape. Re-
sults also reveal that decision tree classifier is advantageous relatively to maximum likelihood
classifier concerning training size and its characteristics.

1 INTRODUCTION

Land Use Land Cover (LULC) maps production is essential to many scientific areas, such as land-
scape management, environmental modelling, change detection and others (Foody & Mathur, 2004;
Justice et al., 1998; Friedl et al., 2002). In Portugal, the CORINE Land Cover map and the Portu-
guese Land Cover Map of 1990 are the reference LULC maps for major studies, but they are not
updated with the required periodicity (Painho & Caetano, 2006; Caetano et al., 2008a; Caetano et
al., 2008b). The reason is that these products are derived from visual interpretation of high-
resolution images to be more reliable and accurate, but this is economically and timely expensive.
This background is extremely problematic to many national applications that claim for updated in-
formation. Owing to the impossibility to frequently update existing LULC products by manual me-
thods, the obvious approach is to automatically produce new land cover products with higher peri-
odicity, but with less spatial and thematic detail. Thus, in the framework of the COSMIC project,
an ongoing research project within the Remote Sensing Unit (RSU) of the Portuguese Geographic
Institute (IGP), we are developing automatic methodologies to produce LULC maps for mainland
Portugal. The aim is to produce in a quickly and inexpensively fashion two LULC products with
different technical and cartographic specifications that will fill up the lack of updated information.
Multitemporal intra-annual MERIS and AWiFS images have been explored for land cover mapping
in an annual operational basis.

Two important groups of classifiers have been discussed in the remote sensing community: pa-
rametric and non-parametric. Parametric classifiers have been applied since the first steps of re-
motely sensed data classification and their behavior is well known. This group of classifiers has
been criticized in some points: i) they make statistical assumptions concerning the distribution of
data, in most cases, the Gaussian distribution (Pal & Mather, 2003), which may not be reasonable
in remote sensing images containing mixed pixels (Xu et al., 2005); ii) the characteristics of the
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training data have a considerable influence on the accuracy of the resulting classification (Camp-
bell, 1981); iii) the required training sample size must be large and will increase rapidly as the
number of features increases to avoid the curse of dimensionality, also known as ‘‘Hughes pheno-
menon’’ (Hughes, 1967). Despite parametric classifiers limitations, they still are used in several
works. Among this group, maximum likelihood classifier (MLC) is definitely the most used and
one of the most accurate.

Recently, other methods have been developed in order to overcome some problems unresolved
by parametric approaches. This type of classifiers does not make statistical assumptions concerning
the distribution of data and has been described in literature as more accurate (Friedl & Brodley,
1997; Xu et al., 2005; Pal & Mather, 2003; Rogan et al., 2002). Decision trees (DT) are one of
these classifiers and have been described as advantageous due to various characteristics, namely:
their relatively simple, explicit, and intuitive classification structure (Friedl & Brodley, 1997); the
ability to handle non-linear relationships between classes features (Friedl & Brodley, 1997; Xu et
al., 2005), data that are represented on different measurement scales (Pal & Mather, 2003) and both
continuous and nominal data (Homer et al., 2004); quickness in training stage (Gahegan & West
1998 in Pal & Mather, 2003; Homer et al., 2004), and fast computational processing (Pal & Math-
er, 2003; Homer et al., 2004).

The effect of training sample size in DT has been inconsistently described. Pal & Mather (2003)
state that these classifiers do not require a very large training sample to be effective whereas Joy et
al. (2003) in Sesnie et al. (2008) state the contrary. Oates & Jenson (1997) in Pal & Mather (2003)
suggest that training sample size has no effect on classification accuracy. Another inconsistency ex-
ists regarding response to outliers. Friedl & Brodley (1997) state that DT are flexible and robust
with respect to noisy relations among input features and class labels, whereas Miller & Franklin
(2002) in Sesnie et al. (2008) state that instability of trees to outliers or small changes in the train-
ing data are a limitation.

Some countries developed efforts to produce LULC products through automated processes, but
based upon different approaches. Land Cover Map of Great Britain (Fuller et al., 1994) or Swe-
den's CORINE land cover mapping project (Hagner & Reese, 2007) are examples of conventional
approaches for production of LULC products in an operational basis. Both used maximum likelih-
ood classifier,  but  in  the Swedish case,  with a  prior  weights.  In Australia,  a  LULC mapping pro-
gramme was developed based on course satellite images to map land use at national scale through
modeling procedures based on Normalized Difference Vegetation Index (NDVI) time-series pro-
files. The probability of each land use is estimated by comparing each pixel’s spectral profile with
spectral profiles of control sites with known land uses (BRS, 2006).

Non-conventional approaches, namely DT, were already adopted in operational programs re-
gardless its relatively recent use with remotely sensed data. For example, in the framework of the
National Land-Cover Database project (NLCD 2001) of USA, a LULC map was derived with DT
and Landsat 5/Landsat 7 images (Homer et al., 2004). A DT approach has been explored to map
LULC in a timely manner in India with AWiFS images (Kandrika & Roy, 2007).

In this paper we report the results achieved with intra-annual AWiFS images for land cover
mapping of Portuguese mainland. The goal was to evaluate potential methods and images for an
annual, quickly and inexpensively operational program for land cover map.

2 METHODOLOGY

Three scenes from three intra-annual key seasons (April, July and October) were used to explore
land cover classification with AWiFS images (Table 1). Two different classification approaches
were tested. On the one hand, we explored a more conventional approach using a parametric clas-
sifier, the maximum likelihood classifier. On the other hand, we explored a nonparametric classifi-
er, a decision tree classifier (DTC). Considering the goals of COSMIC project, we defined an ade-
quate methodological approach, which consisted of four main stages: i) territorial stratification; ii)
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land cover nomenclature definition; iii) image classification; and iv) accuracy assessment. Details
of each stage are described in the next sections.

Table 1. Technical characteristics of AWiFS images and scenes date.

2.1 Territorial stratification
The stratification of the territory into areas of homogeneous landscapes was recommended to im-
prove the gain in classification results attended whereas classifying the whole Portuguese territory.
With territorial stratification it is possible to isolate physiographic types, land cover distribution,
spectral similarities, etc. This is because closest geographical individuals are more alike than
abroad individuals of the same land cover class. So, different areas with the same class information
can have different spectral responses in different strata and need to be trained independently in a
tailored and more efficient manner. The stratification stage led to a thirteen strata form (Figure 1)
and was based in early works of landscape characterization and assessment (e.g. DGOTDU, 2004).
These works used features that are important for automatic classification, such as topography, land
use patterns, and so on. Here we report the research work related to a single stratum, used as study
area. Our study area, pilled with grey in Figure 1, was chosen due to its characteristics, such as land
cover variety or landscape heterogeneity. The goal was to guarantee that problems arosed in classi-
fication of study area were demonstrative of remain strata. All tests and results presented in this
paper are related with this single stratum.

Figure 1. Geographical stratification and study area

2.2 Land cover nomenclature
Land cover nomenclature was not defined by any land cover classification system. Nevertheless,
LANDEO nomenclature was used as beginning framework. LANDEO is a hierarchical, detailed
and multiscale nomenclature that was developed for Portugal by the RSU with the purpose of being
used in LULC maps derived by automatic methods (Araújo & Caetano, 2006). The original
LANDEO nomenclature was modified along work’s progress based on images ability for land cov-
er  classification  of  Portuguese  landscape  characteristics.  As  a  result  of  this  iterative  process,  15
land cover classes were defined (Table 2).
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Table 2. Land cover nomenclature.

2.3 Image classification
This stage included various tasks such as land cover nomenclature and training sample definitions
as well as assessment of different classification tests performed with independent testing sample
and classifiers. Details are given below.

2.3.1 Training sample
The training observation collection consisted in a deterministically identification of single pixels
spread across the study area to avoid autocorrelation effects (Campbell, 1981; Labovitz, 1986). A
conventional training design was followed by collecting pure pixels of each land cover class. A to-
tal of 1405 observations were collected within the study area. To each observation was given two
reference labels. Besides the label related with the nomenclature of the 15 land cover classes (Table
2), a second label was defined for observations that belong to the same class but had different spec-
tral signatures profiles across the intra-annual images. Second label allows the option of training
the classifiers with spectral subclasses rather than map land cover classes.

2.3.2 Classification tests
Several tests were designed to evaluate three main issues: i) the most suitable classification ap-
proach, ii) the effect of training sample characteristics in the classification and iii) image’s ability
for land cover mapping of mainland Portugal. First issue included the selection of best classifier,
the best classification strategy and the best set of intra-annual images to be used as input features
for classification. Second issue aimed to define the training sample size needed to perform the clas-
sifications without reducing overall accuracy. Moreover, it aimed to evaluate differences between
training the classifier with the map land cover classes or with spectral subclasses, i.e. some tests
used a  higher  number of  classes  in  training stage (spectrally similar,  as  mentioned in topic 2.3.1)
that were aggregated after classification to their respective map land cover classes. This procedure
did not change global training sample size but change sample size per class because training obser-
vations had to be split in more training classes. Together with all these issues, that are very impor-
tant concerning COSMIC project’s goals, the third issue is evaluated. To conclude about these
three main issues, we tested different classifiers, input features for classification (dates, NDVI and
principal components), training classes (map land cover classes or spectral subclasses), training
sample sizes, classification strategies (single-stage or multistage classification), and land cover
nomenclatures. Classification tests were performed with the commercial software PCI Geomatics©
and See5©. In Table 3 we summarize the tests performed with both classifiers.

Classification tests 1-5, presented in Table 3, were thought to evaluate simultaneously the im-
pacts of training both classifiers with land cover classes or with their spectral subclasses, as well as
to evaluate  the best  set  of  intra-annual  images to be used as  input  features.  So,  tests  1-5 differed
about training classes, map classes or input features. In classifications tests 6 and 7 we intended to
evaluate the classification accuracy whereas reducing the dimensionality of input data. Tests 8-11
were design to evaluate two different issues. On the one hand, to evaluate the potential classifica-
tion improvement by using a less detailed land cover nomenclature. In tests 8 and 10 we used a
nomenclature constituted by 10 classes (Artificial Areas, Rainfed Herbaceous Crops, Summer Her-
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7 Broadleaved Evergreen Trees 15 Water Bodies
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baceous Crops, Vineyards, Forest, Agro-forestry areas, Non-forest Natural Vegetation, Forest
Clearcuts, Barren and Water/Wetlands) that derived from the nomenclature presented in Table 2. In
the same way, in tests 9 and 11 we used a nomenclature constituted by 6 classes (Artificial Areas,
Croplands, Forest, Non-forest Natural Vegetation, Barren and Water/Wetlands). On the other hand,
tests 8-11 were also design to evaluate the effect of training both classifiers with the map land cov-
er nomenclature or with more detailed and similar spectral subclasses, likewise tests 1-4. The dif-
ference was that in tests 10 and 11, the 15 land cover classes were used as spectral subclasses and
then were aggregated in 10 and 6 map classes, respectively. Tests 8-11, together with tests 1-4, are
important to evaluate the training effort for major classification results as well as the time expended
in training stage. Test 12 (Table 3) was design to deeply explore the training sample size effect in
DTC. In this case, five different classifications were design with half sample size (half observations
per class) randomly selected to evaluate classification accuracy with lower training effort. In tests
13 and 14 (Table 3), two different classification strategies were explored. A multistage classifica-
tion was performed in test 13. It included three independent classifications, each one using spectral
data from a single date as input features and with a different and reduced land cover nomenclatures
from the nomenclature presented in Table 2. Then, each pixel was classified based on the three a
priori  classifications.  For  example,  a  pixel  was  classified  as  Rainfed  Herbaceous  Crops  if  it  was
classified as green herbaceous vegetation, dry herbaceous vegetation and dry herbaceous vegeta-
tion, in April, July and October, respectively. Another multistage classification was performed in
test 14. In the beginning of this test, land cover classes were merged and then were split progres-
sively by different trees. In first stage water and permanent wetlands were distinguished apart from
remain classes. Second stage distinguished land cover classes with and without vegetation, and so
on.

2.4 Accuracy assessment
A testing sample was produced using a stratified random sampling design based on an early classi-
fication result, with 30 observations per class and the pixel as sampling unit, in order to derived
unbiased accuracy measures. As reference data we used airborne orthoimages acquired between
2004 and 2006 and a mosaic of LISS-3 and SPOT 4 images from 2006. The labelling protocol con-
sisted in assign the “ground truth” to each testing observation through visual interpretation of refer-
ence data. Each testing observation was labelled with a principal land cover class plus a secondary
land cover class when necessary. This necessity is related due to transitional or mixed pixels and
uncertainty in reference land cover class assignment to some “ground truth” that comprises charac-
teristics of more than one land cover class. Finally, classification results were evaluated with over-
all accuracy indexes derived with the testing sample.

3 RESULTS AND DISCUSSION

The tests results are presented in Table 3. Tests that used both classifiers shows that MLC can pro-
duce a land cover map as accurate as DTC or even more accurate. Thus, these results do not follow
the statements of expert literature and the results of another research works (e.g. Friedl & Brodley,
1997; Pal & Mather, 2003). Despite the similar results achieved with both classifiers, theirs beha-
vior is very different and lead to important discussion.

Tests 1-5 show that MLC is very sensitive to the training sample size. All tests used the same
training sample but different training classes led to different observations per class. Note that the
overall accuracy of test 1 was 62.11% and the overall accuracy of test 2 (classified attending spec-
tral data from October) was 37.72%. Here we can see the effect of the curse of dimensionality. The
problem of data dimensionality is also the reason why test 4, using MLC with the same spectral in-
formation than test 2 but with less training classes, retrieved a result much better (59.30%). Tack-
ing into account the curse of dimensionality and the differences in observations per class between
tests, it was expected that test 3 (trained with 15 classes) would produce a better classification re-

H. Costa et al. / Land cover classification in Portugal with multitemporal AWiFS images: a comparative study360



sult than test 1 (trained with 37 subclasses). However, MLC behavior assumes data’s distribution as
normal and training MLC with land cover classes (that do not have a perfectly normal distribution),
instead their spectral subclasses, is a drawback. Thus, the accuracy achieved with test 3 did not
overcome the overall accuracy of test 1. Anyway, even though the number of observations per class
for 15 land cover classes is higher, it remains to be insufficient. Therefore, the results obtained with
MLC were decreasing as along as features were added (tests 3 to 5).

On the other  hand,  in  tests  1-5,  DTC produced similar  classification results  besides the use of
land cover classes or spectral subclasses, which shows that the trees construction is not affected by
the number of observation per class. Also, training DTC with 15 classes produced a slightly im-
provement. This indicates that DTC does not require training data characterized by normal distribu-
tion. Moreover, comparing test 5 with tests 3 and 4 shows that the addition of more features (name-
ly, October scene and NDVI) produced improvements on the results, though slightly.

In consequence of previously results achieved with MLC, Tests 6 and 7, designed to reduce the
data dimensionality, allowed to avoid the huge decrease observed between the results of tests 1 and
2 with the MLC. Tests 6 and 7, which differs from test 1 and 2 on input features and training
classes, could avoid the effect of the curse of dimensionality and reveals slightly improvements
with both classifiers. Principal components decreased data dimensionality and removed redundant
information from original bands. But even though, overall accuracies remain low and AWiFS im-
ages seem to contain insufficient data to retrieve higher results.

Table 3. Results and characteristics of tests performed with MLC and DTC.

Tests 8 to 11 were thought to evaluate image’s ability to produce a land cover map thematically
less detailed. Obviously classification results with both classifiers were higher with a less detailed
land cover nomenclature. Although the results improvements were insufficient to became these
maps useful. This means that exist confusion between very different land cover classes. Likewise
previous tests, these show that training sample definition is very important to classification accu-
racy. Thus, training the classifiers with more classes than the ones in final map nomenclature (tests
10-11) did not produced better results, on the contrary, it worsen (tests 8-9 retrieved better results).
In the MLC case, it can be argue that data dimensionality can be the responsible for that, but it is
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not reasonable in DTC case. Comparing tests 1-4 and tests 8-9 reveals that DTC achieve higher re-
sults with training sample more heterogeneous, i.e. when map classes were not split in training sub-
classes. This fact is very important because to split training samples of the same land cover class in
spectral subclasses that are used only in training stage are timely expensive.

Test 12 was design to deeply explore the training sample size effect on DTC. Likewise tests 1 to
5, this test underline that decision tree are not sensitive to training sample size and it has no effect
on classification accuracy. In general, the five tests performed with half samples per class did not
retrieved lower results than test 4 (trained with the entire training sample size).

The last two tests (13 and 14), which were design to evaluate different classification strategies,
retrieved different results. Test 13 produced a worse result than the one produced by single-stage
classification with the same classification features and nomenclature (test 2). This result is due to
the strategy’s complexity. After each date classification, for each pixel it decided the final classifi-
cation considering spectral profile of each land cover class along the three dates. This strategy be-
came complex when classification errors occur at least in one date. These errors change land cover
spectral profiles and cause misclassifications. Thus, this multistage strategy that used fewer training
classes in single date classifications did not bring improvements to the final map. On the other
hand, test 14 produced the higher result retrieved by DTC with 15 classes, though slightly. This re-
sult shows that, in this multistage strategy, each decision tree fits better to classes distinction along
each classification stage. However, this strategy is timely expensive comparing with single-stage
strategy and the small improvement achieved makes it not worthy.

4 CONCLUSIONS

In general, the overall accuracy of LULC maps produced based on AWiFS images were low, re-
gardless the classification approach. Although results obtained with MLC and DTC were similar,
responses to training sample characteristics were not. MLC was too dependent of training sample
size. This is because MLC require that the number of observations per training class should be at
least 10-30 times the number of features (Mather, 1999). The training sample used in classification
tests did not respect this requirement because the time required to collect such number of observa-
tions would became the methodology unfeasible. On the contrary, DTC was insensible to training
sample size and worked better with heterogeneous training data, that is, map land cover classes ra-
ther spectral subclasses. This allows a quick training stage without significant losses in classifica-
tion accuracy and show that DTC is a most advantageous classifier in an operational basis. Thus,
results also show that the map accuracies were limited by data comprised in AWiFS images rather
than by unsuitability of classification approaches or training sample. AWiFS inability to derive
LULC maps for mainland Portugal could be explained by its course spectral resolution (Table 1).
As demonstrated by Carrão et al. (2008) and Costa et al. (2008), the spectral resolution is the most
important technical characteristic of remotely sensed data to map Portuguese landscape. Also, the
use of the three AWiFS scenes and NDVI did not retrieved considerable improvements in the re-
sults, neither principal components. This suggests that two AWiFS images from spring and summer
seasons are sufficient to map Portuguese mainland.
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ABSTRACT: This paper deals with the application of VHR satellite data object-oriented classi-
fication for landscape scattered vegetation monitoring. The object-oriented methods of image
data analysis gives certain advantages and benefits comparing to more traditional means. These
methods were applied on IKONOS data acquired over test site in the Czech Republic, using De-
finiens Professional software. Primarily tool used were a multiresolution segmentation algo-
rithm. A role  of  multiresolution segmentation and related parameters  has been assessed.  Based
on that, the most suitable combinations of segmentation parameters and specific features for de-
termination of scattered vegetation units have been specified. Due to high variety of the size of
individual elements belonging to the scattered vegetation, the scale parameter cannot be uniquely
determined. Along with spectral features, also spatial and textural features have been imple-
mented into classification algorithm. Standard deviation  and brightness are two most significant
parameters for detection of the scattered vegetation. Two different classification methods were
developed based on nearest neighbour classifier and on thresholding. The processes developed
have been verified on another area of landscape as well as on the area of entire Ikonos scene.
Producer and user accuracy achieved when using both methods have reached about 80% which
can be useful for vegetation inventory.

1 INTRODUCTION

Scattered vegetation presents an important features in many landscapes both natural landscapes,
and recently modified landscapes. The ecological importance of scattered trees is widely acknowl-
edged at the local scale, as well as at the landscape scale. In combination, these ecological func-
tions support the argument that scattered trees, shrubs and other types of vegetation are keystone
structures. This role of the small vegetation was often overlooked in past and individual trees were
abandon in favour of the production value of the landscape.  Any kind of efficient control brings
demands to have a updated information on quantity, state and place all individual landscape ele-
ments.    An effective landscape management requires regular monitoring  and registration of scat-
tered vegetation to keep its presence in an appropriate spatial pattern. That is why scattered vegeta-
tion monitoring is growingly requested and development of remote sensing tools is appropriate.

Data from Earth observation satellites provide an efficient source of information for detecting
and monitoring the change of scattered vegetation, especially when images with high spatial resolu-
tion become readily available. However, high spatial resolution with fewer spectral bands does not
always lead to more accurate extraction results. As scattered vegetation is generally growing on
background covered by another type of vegetation, the spectral similarity underlined by shadow ef-
fect result in  poor classification results. Therefore, traditional pixel-based method does not usually
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give satisfactory result because of confusion between the spectral reflectance from individual trees
or bushes and grass, meadow or early crop.

To improve classification results a spatial type of features could be of help in addition to tradi-
tional spectral characteristics of classifying targets (Blaschke and Strobl, 2001). Spatial relationship
between pixels representing various classes like texture and shape provides another information.
Typically in high resolution imagery this contribute to better  identification of individual objects as
opposed to single pixels (Thomas et al., 2003). Combination and usage of both spectral (colour, in-
tensity) as well as spatial features (size, shape, texture, context, topological relationship with
neighbouring objects) for image classification is basic approach applied in object-oriented classifi-
cation. This method emulates the process of visual interpretation  as it is applied by any human op-
erators for years in many applications.

A limited  attention has been so far given to scattered vegetation. Study of object oriented ap-
proach to tree and shrub identification has been focused rather on vegetation in urban then rural ar-
eas (Zhang and Feng, 2005; Mathieu and Aryal, 2005). Object-oriented multiscale image analysis
method was used for assessing the shrub in desert grassland in southern New Mexico (Laliberte et
al., 2004). This approach has been more widely and also successfully applied in detecting urban ob-
jects (Hofmann, 2001).

This study should contribute to improvement into process of extracting elements of scattered
vegetation areas from high resolution satellite imagery using a hierarchical object-oriented ap-
proach.

2 SOFTWARE TOOLS AND DATA

The software named Definiens Professional (before eCognition) was used for this study. It al-
lows employ a object-oriented approach to satellite data analysis in two main parts: multi-
resolution segmentation and context-based classification.

Multi-resolution segmentation allows generating image objects on an arbitrary number of scales
taking into account criteria of homogeneity in colour and shape. Additionally, the created segments
are embedded into a hierarchical network in which each object knows its neighbouring objects in
horizontal and vertical direction. Image analysis leads to meaningful objects only when the image
is segmented in ‘homogeneous’ areas (Baatz et al., 2000). The segmentation ensures the subse-
quent object based image processing.

The image objects can then be described and classified by an extensive variety of features that
include colour, texture, form, and context properties in several forms. This is usually done with a
standard nearest neighbour classifier (NN) or fuzzy membership functions, or a combination of
both. The variety of object features can be used either to describe fuzzy membership functions, or
to determine the feature space for NN (Baatz and Schape 1999).

In this study, Ikonos data acquired in June 2006 of the testfield in the Czech Republic has been
used. Four georeferenced spectral bands all sharpened with panchromatic data were handled during
the testing. Supporting ancillary data were obtained from vector topographic database Zabaged re-
lated to the 1:10000 scale map. This source of spatial data was used for verification purposes.

Selected test area is close to Vrchlabi town located in the northern mountainous part of the
Czech Republic. It covers an area of 10 km x 10 km in rural area covered mostly by meadows,
grass and forest. Small settlements are sparse. The area has been selected for an abundance of scat-
tered vegetation of various kind.

The classification procedure development, finding optimal segmentation parameters and classi-
fication features was accomplished on a one subset of 2150 x 2150 pixels. The second subset of the
same image having 1800 x 1700 pixels has been used for verification and control of the final classi-
fication method. Final process has been consequently applied to the total test area.
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3 OBJECT-ORIENTED CLASSIFICATION

3.1 Preparatory steps
Before the data classification some categories outside of the scattered vegetation has been lo-

cated and marked in the data using appropriate mask with support of topographic database Za-
baged. To obtain a reference layer of scattered vegetation the satellite image was interpreted manu-
ally.  The  result  in  the  shapefile  format  served  as  a  comparison  standard  for  verification  of  the
automatic classification accuracy.

Only two classes were to be distinguished in classification: 1)scattered vegetation and 2) all
other objects. The first class includes individual trees or groups of trees and shrub while meadows,
arable land, paths and other non-vegetation surfaces belong to the class 2.

3.2 Segmentation and NN classification
Data from all four pansharped spectral bands were included for segmentation process with the

same weight of 1.
Segmentation process has been fully undertaken with segmentation parameters defined and used

in Definiens software. They are scale parameter, shape parameter and compactness (Definiens Im-
aging 2004).

In this study, all possible combinations of following values of the scale, shape and compactness
parameters respectively, were tested: scale parameter  - 20, 25,  30 and 35; shape parameter -  0.1,
0.3, 0.5 and 0.7; compactness factor -  0, 0.5 and 1.

The best combination of both parameters has been defined based on nearest neighbour classifi-
cation results. Every specific set of segmentation parameters has been assessed using classification
accuracy of segments. The classification accuracy can be expressed in a ratio of number of cor-
rectly classified pixels of given class to total number of pixels of that class (producer accuracy PA).
Another user's accuracy  (UA) is calculated by dividing the number of correct pixels for a class by
the total pixels assigned to that class. In fact, following combinations of both PA and UA named
Hallden coefficient HA and Short coefficient SA, respectively, have been used for segmentation
assessment:

                                    (1)

                                    (2)

The highest accuracy value has been reached for shape parameter 0.5 and scale parameter 30.
That twin of parameters values were taken for next steps. Similar assessment of the deviation from
a compact or smooth shape on the classification results has shown that optimal preference ratio of
both homogeneity components is 1:1.

3.3 Thresholding classification
The features considered for classification process included following parameters computed from

pixels belonging to an object:
- mean in every spectral band
- brightness (average of the four means divided by number of bands
- standard deviation  in every spectral band
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- ratio of standard deviation  in every band and brightness
- ratio of a sum of standard deviations in all bands and brightness
Tresholding method was used for separation of two classes of interest: scattered vegetation and

others. The ratio of standard deviation  in every band and brightness has been found as the most ef-
fective feature for very first detection of scattered vegetation. The values of the ratio for scattered
vegetation pixels were between 1 and 8, and smaller than 1 for other objects. Figure 1 shows distri-
bution of the feature value over the subset 1 in gray levels.

Figure. 1. Values of the ratio of standard devia-                     Figure 2. Final result of test area classification
tion  in every band and brightness.            by thresholding method.
High values (light) mark scattered vegetation.       Green-scattered vegetation, grey-other objects.

As some non-scattered vegetation objects (e.g. paths) were incorrectly included into this class,
another feature has been applied on the classification result. The second feature was mean value in
red band served as a tool to select non vegetation objects from previous classification result.

Obtained class of scattered vegetation 1 has still contained pixels belonging to grass. Therefore,
a ratio of standard deviation  in blue band and brightness was used for another division. This fea-
ture removed remaining grass objects from the scattered vegetation 1 class.

After that step, the accuracy of the scattered vegetation class has been reduced by missing
lighter parts of some trees crowns. To solve the problem a contextual feature of neighborhood to
the scattered vegetation 1 class has been applied to the class of other objects 2. This step concluded
the hierarchical procedure of tresholding classification method leading to the final classified picture
(fig. 2). The procedure is graphically depicted on Fig.3.

Final classification accuracies reached for three areas are presented in Tab.1. The accuracy is
similar for both methods with slightly better results for the thresholding classification method.
However, the both Hellden and Short coefficient decreased when classification parameters tuned
up  with  subset  1  data  were  applied  on  subset  2  and,  mainly,  on  the  entire  test  site.  On  the  other
hand, comparison was done with layer of scattered vegetation generated during visual interpreta-
tion of the image. Delineation of the vegetation boundaries is generalized which automatically does
not correspond to the boundary of the same polygons obtained through classification procedure. On
the other hand, the boundary of classification follows pixel boundaries precisely, thus, creating dif-
ferences with manually drawn boundary.
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Figure 3.  Overview of the hierarchical structure. Class 1 – green, class 2 – gray.

Table 1. Object classification accuracy for the nearest neighbour (NN) and the tresholding method (T).

Accuracy coefficient Subset 1 Subset 2 Test site 10x10 km
NN T NN T NN T

Producer accuracy 0.823 0.839 0.895 0.876 0.766 0.718
User’s accuracy 0.887 0.948 0.777 0.840 0.782 0.838
Hellden coefficient 0.854 0.890 0.832 0.857 0.774 0.773
Short coefficient 0.745 0.802 0.712 0.750 0.632 0.630

4 DISCUSSION AND CONCLUSION

Hierarchical object-oriented classification systems provide us a good way to segment arbitrary
images into highly homogeneous objects and extract scattered vegetation areas by using rules based
on spectral, textural and spatial characteristics. Due to their small size the scattered vegetation ob-
jects can be distinguished only on very high resolution satellite data or on aerial images. Moreover,
the scattered vegetation features spectral heterogeneity which degrades usage of only spectral-
based pixelwise classification methods. Object-oriented classification approached applied in this
work through the Definiens software has proved to profit on extension of spectral feature space to
spatial and context features.

Two kinds of image classifications were performed in Definiens following multi-resolution
segmentation: standard nearest neighbour classifier and threshold classifier based on a fuzzy mem-
bership function.

The segmentation has been accomplished with optimal value of the scale parameter for segmen-
tation set to 30, the shape parameter to 0.5 with the same weight for both compactness and smooth-
ness parameters of object homogeneity. It has to be seen as a compromise, though, as elements of
the scattered vegetation show wide range of their sizes and shapes. This uncertainty in setting the
right segmentation parameters is a weakness of the object-oriented approach. It leads to a time con-
suming, try-error procedure of finding the optimal parameters.

Altogether fourteen feature parameters were used for the object classification. Among them, the
ratio of standard deviation  in spectral band to brightness has been identified as the most influential
feature for scattered vegetation identification. The ration has given better result than standard de-
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viation  in band alone, the feature used in several previous works (Mathieu, 2005; Zhang a Feng,
2005). The explanation for that can be found in specific radiometric characteristics of sparse vege-
tation. Objects belonging to that category usually shown higher internal heterogeneity (higher
variation of pixels) and low reflectance over all optical spectral bands.

Both classification methods bring mostly similar results in terms of classification accuracy
measured on every pixel. As a vector layer obtained in visual interpretation was the standard layer
used for verification, the classification accuracy is influenced by generalisation effect typical for
visual interpretation process. If the concern is identification of the scattered vegetation only, and it
is not its exact size, the accuracy of object identification reaches almost 100%.

Object-oriented analysis with Definiens software showed a significant improvement in accu-
racy. The improvement is due to multiresolution segmentation in which objects’ spectral as well as
spatial information was involved. Also, the friendly programme environment allows easily modify
the hierarchical structure when needed and, thus, to improve the accuracy of the thresholding clas-
sification.

Described procedure can serve in efficient manner to get scattered vegetation  inventory on local
and regional level. Further development of automatic part is planned to improve pixel accuracy al-
lowing proper area measurements and to detect changes of scattered vegetation appearance in time.
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ABSTRACT:
Land cover and its characteristics influence actual and long term water balance of landscape

segment, particularly evapotranspiration, infiltration, surface and hypodermic runoff. Thus de-
scription and modelling of the particular events allow determining basic requirements for land
cover classification effective to rainfall-runoff (further in the text as RR) condition assessment.
The cooperation “remote sensing – GIS” together with hydrological models proposes solution
for comprehension of the investigated phenomenon.

LANDSAT ETM+ data represents a valuable and frequently used data source for description
of LULC data as a significant input to rainfall-runoff modelling (further in the text as RRM).  LC
classified  according  RRM  requirements  were  compared  to  the  CORINE  LC  data.  The  paper
shows results comprising very important differences and proves irreplaceableness of remote
sensing data for the purpose especially in conditions such as rapid landscape changes (e.g. geo-
logical hazards), seasonal changes in vegetation cover, and significant changes in agricultural ar-
eas during the year; due to its capability of providing the current LC information.
Land cover data sources (CORINE, LANDSAT ETM+) were use for CN-curve value association
with particular land cover and soil conditions and the traditional and new approach of CN-value
determination were tested in RRM for 2 small catchment areas (Bela and Olse). Such process re-
quires an evaluation of individual data sources, their processing and evaluation of outcomes from
RRM.

1 INTRODUCTION

There are many factors that influence rainfall-runoff process in landscape and its numerical
modelling. Land use and land cover determine hydrological transformation of atmospheric precipi-
tation to catchment. There are two ways how land use and land cover take part in RR process. First,
it is direct land use and land cover participation in RR relationship, such as interception and evapo-
ration. Second and more significant, it is land use and land cover function as soil protecting cover
factor where the essential part of precipitation transformation plays role. A lot of analyses have
been done on this matter, e.g. for Czech Republic  there are works of researchers such as Kantor,
Zeleny, Jarabac, Chlebek, for Europe Benecke, Heuveldop, for Russia Rajev, Bitjukov.  In Czech
Republic  there  are  small  experimental  catchments  (e.g.  Cervik  and  Mala  Raztoka  in  Beskydy
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mountains). They are mostly devoted to analysis of forest impact (especially differences between
Spruce and Beech trees) to RR process.

Land cover and land use data together with other data create information base for hydrological
models. Nowadays we use several well-known data sources such as CORINE Land Cover that un-
satisfactorily distinguishes agricultural areas, which is necessary to differentiate them according di-
verse soil infiltration capacity.

Satellite imagery proposes actual information and becomes very efficient source of land use and
land cover data. Such data can be then interpreted in diverse ways, according different classifica-
tion schemas. In result land use and land cover data can cause inefficiency of hydrological model-
ling.

Land cover data sources (CORINE, LANDSAT ETM+) were use for CN-curve value associa-
tion with particular land cover and soil conditions and the traditional and new approach of CN-
value determination were tested in RRM for 2 small catchment areas (Bela and Olse).
Within ongoing project „Application of Geoinformation Technologies for Improvement of
Rainfall-Runoff Relationships“ (205/06/1037) there are selected two pilot areas – Bela catchment
(Jeseniky Mountains) and Olse catchment (Beskydy Mountains). The Bela River leaves Czech Re-
public  in  Mikulovice  and  it  is  tributary  of  the  Nysa  Klodzka  River  in  Poland.  The  Olse  River  is
tributary  of  the  Odra  River  that  flows  to  Poland.  Both  rivers  drain  water  from  Czech  Republic
through Poland to the Baltic Sea.

2 EARTH OBSERVATION DATA AS A LAND COVER SOURCE

Remote sensing proposes one of the significant LULC data sources. EO data were used for
CORINE LC database creation (European LC database, http://reports.eea.europa.eu/COR0-
landcover/en). CORINE LC data uses specific classification scheme with three levels prepared for

Figure 1. Pilot areas – Bela and Olse
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certain spatial resolution. Other sources use various other classification schemes such as USGS or
UNESCO ones. According necessary scale or size of the studied area there are RS data sources that
can be used:

1 : 25 000 – 1 : 5 000 Very High Resolution Data (spatial resolution of 1 m) (IKONOS,
QuickBird, OrbView 3, Formosat-2),

1 : 100 000 – 1 : 25 000 High Resolution Data (spatial resolution of 10 m) (LANDSAT,
SPOT, ASTER, IRS, ALI, HYPERION),

Larger scale than 1 : 100 000 for regional and global modelling (e.g. MODIS).

A land cover classification scheme was created to support the investigation of LC effects on r-r-
process. Designed schema (hydro-cl) states of four levels, each dedicated to spatial scale, first level
copies CORINE LC nomenclature, second level contains 8 classes and follow usage of high resolu-
tion  EO  data  (e.g.  LANDSAT,  ASTER)  so  as  third  level  (17  classes),  fourth  level  includes  39
classes and is used for more detailed study using very high resolution EO data. Level four needs
further ancillary data such as field investigation (mostly for Land use determination).

Figure 2. HYDRO-LC classification schema
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3 CORINE LC AND LANDSAT LC COMPARISON

As the title of this chapter indicates, there were used two LC data sources. One extracted from
LANDSAT data, acquisition date is 14 May 2000 and 2 August 2002, and another one represented
CORINE LC 1990 and 2000.

Comparisons that were done between datasets as follows:
[comparison-1] CORINE LC 1990 (diss_clc90j) and CORINE LC 2000 (diss_clc00j) – Bela,

Olse PA
[comparison-2] LANDSAT LC MAY2000 (diss_Lds00) and LANDSAT LC AUG2002

(diss_Lds02) – Bela PA
[comparison-3] CORINE LC 2000 (diss_clc00j) and LANDSAT LC MAY2000 (diss_Lds00) –

Bela PA
Classes that were evaluated are as follows:
[1] ARTIFICIAL AREAS
[2] AGRICULTURAL AREAS
[3] FOREST AND SEMINATURAL AREAS
[5] WATER BODIES
The table below includes investigated LC changes.

3.1 Bela pilot area
Outputs from comparison CORINE LC data 1990 and 2000 (comparison-1) shows change in ar-

tificial area enlarge of 0.1% of total PA area. Such a change cannot project into complex LC condi-
tions in the area. However “comparion-2” indicates changes in 24% of total PA area (higher differ-
ences than CORINE comparison). It is important to stress time span for this comparison which is
approximately 2 years (2000-2002) further more different season (MAY – AUGUST). The biggest
change accrued to artificial areas is that the area increased of 7.0%.  There is 4.7% decrease of ag-
ricultural areas and the area of forest decreased of 2.4%. In both cases, the  2 test proved independ-
ence of each LC change.

Comparison of LANDSAT data and CORINE LC (comparison-3) resulted in 18.9% change in
total area. It is done thus many aspects (a) CORINE scale 1:100,000 that surely indicate a level of

Figure 3. Type of LC changes anticipated in comparison
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generalization, (b) minimum area for classification is 25 ha. Contrary classification of LANDSAT
data were base on per-pixel classification (resolution 30 m).

3.2 Olse pilot area
The “comparison-1” was done for this pilot area. Statistically, the changes that occurred within

the area are 0.8% of total PA area. Based on CAC method we can say there were no changes in the
area and as to the change dependency the  2 test proves of LC change cohesion.

4 LAND COVER AND CN-CURVE NUMBER ASSOCIATION

In terms of LULC changes studies or studies of actual LULC conditions, the GIS implements
particular facet, such as data pre-processing, watersheds schematization, meteorological input data
processing (e.g. spatial interpolation of precipitation), scenario creation for LU change affect, post-
processing.

After initial model calibration based on episode level, there is rising possibility of time series
simulation. Thus the aspect of LULC change and its short-term and long-term affect on runoff in
the landscape as well as on hydrometeorological characteristics (global climate change) can be
simulated according various LULC scenarios.
The essential transparent method of r-r modelling in relation to runoff characteristics and LULC is
method based on CN-curve number. CN-curve numbers for LULC classes can be easily found in
literature (Hradek, Kurik, HEC-HMS manual). In this case, GIS plays significant role for CN-curve
association with LULC where another dimension implies to soil conditions (hydrological soil
group, HSG). Using GIS analyses, e.g. UNION, DISSOLVE, and attribute table editing, it is able
to create combination of LULC-HSG-CN that proposes more immediate linkage of LULC and r-r
process.

Figure 4. LC-HSG-CN association
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5 HEC-HMS MODEL OUTPUTS

LANDSAT ETM+ imagery (5 scene, track 89 and 90, frame 25) served to LC information ex-
traction analysis. We used per-pixel classification (Maximum likelihood algorithm) according to
designed Hydro_LC system that was created with special regard to hydrological effects of land
cover. Landsat data cover years 2000-2002 (May, June, August, see Figure 5).

Each  LANDSAT  LC  dataset  was  used  for  CN-curve  number  association  together  with  HSG
data source. It resulted in 5 CN-number sets for each sub-catchment (minimum and maximum CN
value, depends on soil infiltration conditions – poor or good). See Figure 6.

Such data alternates the original used for calibration of hydrological model (HEC-HMS). The
effect on run-off is showed in Figure 7 using hydrograph curves.

For PA Olse there were carried out simulated runs with different scenario. Forest LC was
enlarged to 100% and 50%. You can see the results in the poster.

Figure 5. Overview of LANDSAT data used.

Figure 6. CN-curve values for each sub-catchment of PA Bela. Poor soil conditions (pink), good soil
conditions (blue) and original values based on CORINE LC data (green).
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6 CONCLUSIONS

As for CORINE LC and Landsat LC data comparison, there are evident differences. Such varia-
tion is caused by data characteristics itself - (a) spatial resolution of basic element (CORINE – 25
ha, Landsat - 30 m), (b) Landsat classification method, (c) CORINE agricultural areas homogenei-
ty.

Such divergence of LC data sources can result in different behavior of hydrological model. In
case of local small catchment this would cause huge variation. In case of bigger catchment area this
could be taken under consideration in case of LC change bigger than 50% of sub-catchment area.

The problem aspect of LC-CN association stands on soil condition data set together with the
fact that both catchments are transboundary ones and the data harmonization needs to be carried
out for the best results.
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Figure 7 H dro ra h curves. Observed (black), CN association with CORINE LC (red), CN association with
LANDSAT LC alternatives (other colours)
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ABSTRACT: The segmentation of satellite images is a valuable tool to obtain useful information
about the spatial distribution of different land cover types. The use of segmentation algorithms
instead of the traditional pixel-by-pixel classifiers used to produce land cover maps results on
images that exhibit a more homogeneous distribution of classes, showing the piecewise spatial
continuity of the real world.
Several segmentation and classification methods are being developed to properly handle the high
dimensionality of hyperspectral images. An example is a Bayesian segmentation procedure
based on discriminative classifiers with a Multi-Level Logistic Markov-Gibbs prior. This method
adopts the Fast Sparse Multinomial Logistic Regression as discriminative classifier, a method
that promotes sparsity by including a Laplacian prior. However, the use of this type of prior re-
quires an extensive search to for the best parameter of sparsity. In this work, a modification to
this method is introduced. Instead of using the Laplacian Prior to enforce the sparsity of FSMLR
classifier, the Jeffreys prior is used. This prior avoids the need to proceed to an extensive search
for the best parameter, and also keeps the sparsity of the densities estimators, resulting on a fast-
er and competitive segmentation procedure. The results of the application of this new approach
to the benchmarked dataset Indian Pines show the effectiveness of the proposed method when
compared with that using the Laplacian prior.

1 INTRODUCTION

The classification of satellite images has been used as a powerful tool to access information about
the land cover type distribution on a given scene. Until recently, pixel based classification algo-
rithms were the most popular. These classification algorithms base their decisions in the spectral
signature of each individual pixel. Recently, there is been a development of classification methods
that use information from adjacent pixels. The use of contextual information together with spectral
information results on segmentation algorithms that, when compared with pixel based classification
algorithms, produce land cover maps that describe better the spatial homogeneity of the real world.
This is one reason why segmentation methods are becoming more popular for the production of
land cover maps. Other reason is the fact that adjacent pixels are more likely to have the same la-
bel, and so, this information can help to improve classification accuracies.

Image segmentation procedures are widely used for many applications such as remote sensing,
medical imaging, face and fingertip recognition, machine vision, etc. Theoretically, we might say
that, any segmentation algorithm should be able to give a solution to any segmentation problem.
Nevertheless, each application has specific characteristics that lead to the development of algo-
rithms somewhat devoted to a specific problem. Regarding the remote sensing application, namely
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the segmentation algorithms for land cover classification of satellite images, there are different ap-
proaches such as thresholding, edge or region segmentations (Pal & Pal 1993). Region segmenta-
tion algorithms integrate the spatial and spectral information to take advantage of the complemen-
tarities that both sources can provide. Segmentation algorithms based on morphological profiles
(Benediktsson et al. 2003), endmember extraction (Plaza et al. 2006), hierarchical segmentation
(Tilton et al. 2006) and Markov random fields (Li 2001) have shown good results in segmentation
of  satellite  images.  One  of  the  most  explored  approaches  is  the  Markov  Random  Fields  (MRF).
This type of model allows contextual constraints to be incorporated by modeling the spatial neigh-
borhood of a pixel as a spatially distributed random process. Hidden MRF were introduced in im-
age segmentation (Marroquin et al. 2003) and (Tso & Olson 2005) with different approaches.
However, these types of algorithms showed some problems when dealing with high dimensionality
datasets.

The possibility of having an almost continuous spectral signature of the image pixels makes
hyperspectral sensors powerful tools to better identify the different materials present in the land
cover. Hyperspectral satellite images are characterized for having hundreds of spectral bands,
which alongside the advantage of characterizing the different materials in more detail, also have the
problem of producing high dimensional datasets. When supervised algorithms are considered, the
high dimension of these images, together with limited number of training samples, bring about
problems related to Hughes phenomenon (Hughes, 1968) or curse of dimensionality. When con-
ventional pixel based classification algorithms are considered, the Hughes phenomenon can be
overcome by increasing the number of training samples, when possible, or by reducing dimensio-
nality. When spatial information is added, the problem of dimensionality increases. A solution to
circumvent this problem is the discriminative approach. Discriminative approaches hold the state of
the art of hyperspectral image segmentation (Camps-Valls & Bruzzone 2005). In this approach the
difficulties in learning class densities are overcome by learning directly the densities of the labels,
given the features. One of the most consolidated discriminative supervised classification tools is the
Support Vector Machines (SVMs). They have been successfully used for hyperspectral data classi-
fication due to their ability to deal with large input spaces efficiently and to produce sparse solu-
tions (Camps-Valls & Bruzzone 2005).

Discriminative approaches incorporate neighborhood interactions in the labels as well as the ob-
served data and have being presented in recent years. The Discriminative Random Fields (DRF)
framework proposed by Kumar & Herbert (2006) is an example. In the vein of this approach, we
present a Bayesian segmentation approach which improves the classification performance of dis-
criminative classifiers by adding contextual information in the form of spatial dependencies. The
major difference of our work from the one presented by Kumar & Herbert (2006) is the way that
the parameters are learnt. DRFs learn all the model parameters simultaneously, leading to hard and
complex procedures.  On the contrary,  in  the proposed approach,  the parameters  are  learnt  in  two
consecutive, but non simultaneous steps. As a consequence, the proposed method leads to much
lighter procedures, still displaying very good results.

The Bayesian segmentation method for hyperspectral images here presented learn the class den-
sities in a supervised fashion with a modified discriminative Fast Sparse Multinomial Regression
(FSMLR) (Borges et al. 2006). The FSMLR is a fast version of the Sparse Multinomial Regression
(SMLR) (Krishnapuram et al. 2005). This method is a sparse classification algorithm capable of
dealing with high dimensional datasets. The FSMLR uses a Laplacian prior to enforce the sparsity
on the class parameters. The degree of sparseness of the class densities estimates is controlled by a
sparsity parameter, which has to be tuned by the user. When dealing with high dimensional data-
sets, such as hyperspectral images, this task may become time consuming. This can be circumvent
by using a parameter-free prior. In this work we present a modified version of the Bayesian hyper-
spectral image segmentation with discriminative class learning by introducing the Jeffreys prior
(Bioucas-Dias 2006). The Jeffreys prior keeps the sparsity of the FSMLR without the need to tune
any parameter, controlling the complexity of the learned classifier and, therefore, achieving good
generalization capabilities.
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Having learned the class densities, the spatial dependencies are enforced by a Multi-Level Lo-
gistic (MLL) Markov-Gibs prior, which favors neighboring labels of the same class. To compute an
approximation to the Maximum A Posteriori probability (MAP) segmentation, we adopt the -
Expansion graph cut based algorithm proposed in (Boykov et al. 2001). This tool is computational-
ly efficient and yields nearly optimum solutions.

The segmentation method presented is applied to the benchmarked hyperspectral dataset Indian
Pines (Landgrebe 2003).

The  paper  is  organized  as  follows.  In  section  2  the  methods  are  presented:  FSMLR classifier
with Jeffreys prior and the segmentation procedure based on MLL Markov Gibs prior. Section 3
presents the results of the application to the hyperspectral image and section 4 the concluding re-
marks.

2 METHODS

A segmentation can be interpreted as an image of labels Siiy }{y  where KLyi ,,2,1 .
Let },{ SiRx d

ix  be the observed multi-dimensional image, also known as feature image.
The goal of the segmentation is to estimate y , having observed x . Regarding the Bayesian frame-
work, this estimation is done by maximizing the posterior distribution )()|()|( yxyyx ppp ,
where )|( xyp  is  the  likelihood  function  (or  the  probability  of  feature  image)  and )(yp  is  the
prior over the classes.

The approach here presented, makes use of the discriminative FSMLR classifier (Borges et al.
2006) to learn the class densities )|( ii xyp . The likelihood is then given
by )(/)()|()|( iiiiii ypxpxypyxp . Noting that )( ixp does not depend on the labeling y and
assuming Kyp i /1)( , we have

(1)

where conditional independence is understood.
In the following sections, the FSMLR method, yielding the density )|( xyp ,  the  MLL

prior )(yp and  -Expansion optimization algorithm are briefly described.

2.1 Class density estimation
Given  the  training  set )},(,),,{( 11 nn yxyxD , the SMLR algorithm learns a multi-class

classifier based on the multinomial logistic regression. By incorporating a prior, this method per-
forms simultaneously feature selection, to identify a small subset of the most relevant features, and
learns the classifier itself (Krishnapuram et al. 2005). The goal is to assign to each site Si  the
probability of kyi , for k=1, …, K. In particular, if

TK
i yyy )()1( ,,  is a 1-of-K encoding of

the K classes, and if )(kw  is the feature weight vector associated with class k, then the probability
of 1)( k

iy  given ix  is

(2)

where
TT Kwww )()1( ,,   and )(,),()( 1 xhxhxh l  is a vector of l fixed functions of the in-

put,  often  termed  features.  Possible  choices  for  this  vector  are  linear T
diii xxxh ,1, ,,,1)( ,

where jix , is the jth component of ix ), and kernel ( T
nxxKxxKxh ),(,),,(,1)( 1 , where K(.,.)

is some symmetric kernel function). The latter nonlinear mapping guarantees that the transformed
samples are  more likely to  be linearly separable.  A popular  kernel  used in image classification is
the Gaussian Radial Basis Function (RBF): 22 2/exp)|( zzK xx .

The MAP estimate of w is
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where l(w) is the log-likelihood function and p(w) is a prior on w.
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where )(t is given by

(5)

and

(6)

and T1,,1,11 , g(w) is the gradient of l(w) given by

(7)

1
/1)( wwp  having no

longer a sparsity parameter to tune. Adopting this prior, the optimization process is done in a simi-
lar way to that done in Krishnapuram et al.(2005).

The weights w are learned using bound optimization tools (Lange 2004), making possible to
perform exact MAP multinomial logistic regression, with the same cost as the original iterative re-
weighted least squares algorithm for maximum likelihood estimation (see (Krishnapuram et al.
2005) for details).

The solution of (2) is then given by the iterative equation:

1
exp)( wwp , where  acts

as a tunable regularization parameter.  The process of selecting the optimum  is usually done by
cross-validation trough the training process. In the case of high dimensional datasets, such as
hyperspectral images, this search often becomes a time consuming task. The process of estimating
the class densities must be repeated as many times as the number of values to be tested. In order
to overcome this problem, we introduce a parameter-free prior in the estimation of class densities:
the Jeffreys prior (Bioucas-Dias 2006). The Jeffreys prior is given by

The SMLR presented by Krishnapuram et al. (2005) uses a Laplacian prior on w, to control the
degree of sparseness of MAPŵ . The Laplacian prior is given by

with
TK

iii yyy )1()1( ,,' and
TK

iii wpwpwp )(,),()( )1()1( .
As can be observed in equation (4) there is no parameter to be defined by the user. The weights

estimation procedure with the inclusion of Jeffreys prior instead of the Laplacian prior becomes in-
dependent of the selection of any parameter.

In practice, the computational cost of solving the linear system in equation (4) is often prohibi-
tive. Regarding the application of SMLR to hyperspectral images, this becomes a problem since the
cost at each iteration is of the order of (dK)3 where the number of bands d is usually very large.

In order to avoid this problem, a modification to the iterative method used in SMLR can be
done. This modification results in a faster and more efficient algorithm: the Fast-SMLR (FSMLR)
(Borges et al. 2006). FSMLR uses the Block Gauss-Seidel method (Quarteroni et al. 2000) to solve
the system (4). The modification consists, at each iteration, in solving blocks corresponding to the
weights belonging to the same class, instead of computing the complete set of weights. Using this
technique, what happens is that, at each iteration, K systems of equal dimension to the number of
samples are solved. This results in an improvement in terms of computational effort of the order of

2
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2.2 Including spatial information with the Markov-Gibs prior
The sparsity enforced by the Jeffreys prior  on the estimation of  class  densities  with FSMLR is  a
key step in the image classification process. However, the estimation of class densities does not in-
clude any spatial information about the classes’ dispersion in the image. The information of each
pixel neighborhood is introduced by the MLL prior. The MLL prior is a MRF that favors neighbor-
ing labels of the same class. In this way, we will be able to better model the piecewise smooth of
real world images.

The prior over classes p(w) in equation (1) will be defined in a way that allows to model the
spatial distribution of neighboring pixels.

According to the Hammersly-Clifford theorem, the density associated with a MRF is a Gibb's
distribution (Geman & Geman 1984). Therefore, the prior model for segmentation has the structure

(8)

where Z is the normalizing constant and the sum is over the prior potentials )(ycV  for the set of
cliques C over the image, and

(9)

where c is a non-negative constant.
Equation (8) can be written as

(10)

where n(y) denotes the number of cliques having the same label, if we let k and
02/c .  This choice gives no preference to any label nor to any direction.

The conditional probability ),|( iSjykyp ji  is then given by

(11)

where )(kni  is the number of sites in the neighborhood  of site i, Ni, with label k.

2.3 Segmentation algorithm
All the process was initialized under the Bayesian framework, leading us to the maximization of
the posterior distribution )()|()|( yxyyx ppp .  As described in sections 2.1 and 2.2, the class
densities  were learned using the FSMLR with Jeffreys prior,  while  the prior  over  classes, )(yp ,
was modeled by a MLL Markov-Gibs prior.

This way we have that the MAP segmentation is given by

(12)

The minimization of (12) is a hard combinatorial optimization problem. Graph cut techniques
from combinatorial optimization are able to find the global minimum for some multi-dimensional
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energy functions. The minimization problem in (12) presents characteristics that allow us to apply
the -Expansion algorithm (Boykov et al. 2001), which achieves very good approximations for this
problem.

The -Expansion algorithm makes use of a min-cut/max-flow algorithm presented by Boykov &
Kolmogorov (2004).

3 APPLICATION TO A HYPERSPECTRAL IMAGE

To evaluate the performance of the segmentation algorithm presented in this paper, the well-known
hyperspectral AVIRIS spectrometer Indian Pines 92 from Northern Indiana was used (Landgrebe,
2003). This benchmarked dataset has been frequently used to test several techniques in the
processing of hyperspectral images allowing for a good evaluation.

The ground truth data image consists of 145 x 145 pixels of the AVIRIS image in 220 conti-
guous spectral bands. Experiments were carried out without 20 noisy bands (Landgrebe, 2003).
Due to the insufficient number of training samples, seven classes were discarded, leaving a dataset
with 9 classes distributed by 9345 pixels. This dataset was randomly divided into a set of 4757
training samples and 4588 validation samples.

The spatial distribution of the class labels is presented in figure 1.

Figure 1. AVIRIS image used for testing. Left: RGB(50, 27, 17) color composite; Centre: training areas;
Right: validation areas.

The results presented here are the overall accuracy measured in the independent (validation) dataset
with 4588 samples. Experiments were made using 10%, 20% and 50% of the training set with a
linear  and a RBF kernel  to h(xi). When h(xi) is set to a linear function the complete training was
also used to train the segmentation algorithm. In the GC -Expansion method a =1.5 was defined
when the complete training set was used, and  =4 for subsets of the training data. The overall ac-
curacy results from are presented in table 1.

Size of training set
10% 20% 50% 100%

h linear Laplacian prior 86.05% 89.45% 89.69% 95.60%
Jeffreys prior 86.18% 88.58% 90.43% 95.66%

h RBF
Laplacian prior 92.11% 94.62% 97.86% ---
Jeffreys prior 89.84% 95.07% 96.71% ---

Table 1. Overall accuracy of Bayesian segmentation using 10%, 20%, 50% and the complete training set,
with h(xi) Linear and RBF, using a Laplacian and a Jeffreys prior.
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By the analysis of table 1, it is possible to observe that the Jeffreys prior achieves competitive
results with Laplacian prior. The performance of the classifier was found to be nearly independent
of  the prior  used for  all  training sets  tested,  the variations on the overall  accuracies  are  minimal.
The increase in the size of training set results in better accuracies for all methods. The results pre-
sented in table 1 for the Laplacian prior had already been evaluated in other work (Borges et al.,
2007) and proved to be very competitive with the state of the art algorithms for hyperspectral im-
age segmentation. The introduction of Jeffreys prior was able to keep the good performance of the
Bayesian segmentation method proposed. It should be noted that with this prior there is no need for
searching the parameter that best controls sparsity, something that has to be done with the Lapla-
cian prior. This reduces significantly the time needed to classify the image. The reduction is of the
order  of  the  number  of  sparsity  parameters  to  be  tested.  Moreover,  the  sparsity  achieved  by  the
FSMLR when using a Jeffreys prior is higher than with the Laplacian prior. This can be observed
in table2, which presents the number of significant features selected by each prior, considering h(xi)
as a linear function. In both cases there is a significantly reduction in the number of features
(bands) used to produce the land cover map. Recall that the number of bands considered in the ex-
periments  were  200.  Using  the  Jeffreys  prior  and  only  10%  of  the  training  set  it  is  possible  to
achieve an overall accuracy of 86.18% using the information of only 18 spectral bands. As the size
of training set grows, the number of bands selected by the priors also grows as well as the overall
accuracies. The best accuracy achieved with a linear kernel (95.66%) is achieved using only 51
spectral bands from the 200 bands considered initially.

Size of training set
10% 20% 50% 100%

Laplacian prior 34 49 71 105
Jeffreys prior 18 27 39 51

4 CONCLUSIONS

In this paper we have presented a Bayesian hyperspectral image segmentation algorithm that
uses the non-informative parameter-free Jeffreys prior to compute the class densities with the
FSMLR algorithm. This is a first step to the whole segmentation process. After estimating the class
densities with the discriminative classifier FSMLR, the segmentation method includes spatial in-
formation of the neighborhood of each pixel by adopting a MLL Markov-Gibs prior over the
classes. The MAP segmentation is carried out using the CG -expansion algorithm.

The  inclusion  of  the  Jeffreys  prior  instead  of  the  Laplacian  prior  in  the  FSMLR method,  was
able to keep the good performance of the Bayesian segmentation algorithm, while at the same time
there was an improvement of the sparsness of the classifier. Moreover, this sparsity improvement
was achieved without the need of an extensive search for the parameter that best controls the spar-
sity, carried out through a cross-validation based model selection. This process, when dealing with
high dimensional datasets like hyperspectral images is a challenging problem. The inclusion of the
Jefreys prior results on a greatly reduced computational expense mantaining the good performance
of the segmentation algorithm
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ABSTRACT: The impact of topography on the uneven distribution of seismic response is well ob-

served synthetically, experimentally and visually during seismic events. Numerical and experimen-

tal investigations for predicting topographic effects on seismic shaking are limited to isolated

and/or synthetic hills and ridges. Furthermore, most of these studies only focus on one of the many 

terrain parameters necessary for analyzing the impact of topographic features on amplification or

de-amplification of seismic response. Seismic events located in rough terrain, like the Kashmir

earthquake (2005) in the western Himalaya, exhibit intensified ground shaking and associated dev-

astation at hill ridges and on inclined slopes. Regional seismic ground shaking maps developed

through USGS-ShakeMap ignore this topographic impact. DEM derived topographic attributes and

seismic event characteristics can be integrated, to predict the topographic seismic amplification. 

Satellite sensor’s acquired SRTM (90 m) and ASTER (30 m) DEMs are employed to compute

terrain attributes, and also to investigate the impact of DEM random errors and resolution on the 

topographic attributes, and topographic seismic response. Data disparity of SRTM and ASTER

DEMs, and derived topographic attributes, imply the sensitivity of satellite remote sensing DEMs,

to rugged terrain and steep slopes. Impact of DEM random errors on derived topographic attributes

is quantified through Monte Carlo Simulation that shows higher consistency of SRTM DEM to de-

rived topographic attributes. Impact of slope angle, relative height, wavelength and damping on

amplification and de-amplification of seismic response is analyzed, in homogeneous lithological

and geotechnical environment. Seismic response is predicted to be sensitive to the slope geometry,

among the analysed parameters. DEM resolution and random errors have meager impact on the 

predicted topographic seismic response.  

1 INTRODUCTION 

Natural disasters are dynamic and uncertain processes that can have adverse impact on, and a threat 

to, sustainable socio-economic development (Morales, 2002). Forecasting disasters in advance, as-

sists to minimize the potential devastation, but unfortunately predicting earthquakes remains im-

possible with the current understanding and technology. Earthquakes have proved to be the most 

devastating natural disaster, with a high mortality rate and a wide spread destruction (Alexander, 

1993). The strength and duration of seismic ground shaking, that plays a key role in seismic devas-

tation, depends on the earthquake magnitude, location of epicenter, medium traversed by the seis-

mic waves and the physical characteristics like geology, topography and soil conditions of the site 

(Kramer, 1996). In rough terrain, like the western Himalaya covering northern Pakistan, topogra-

phy and soil thickness significantly controls, the intensity of seismic ground shaking. The existing 

models predicting seismic ground shaking at regional scale such as USGS-Shakemap and (INGV) 

are ignoring the topographic impact, while the seismic events are usually associated with moun-

tainous regions, therefore limiting their reliability at local scale. 
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Extensive numerical, analytical and experimental techniques have been applied to investigate 

and predict the impact of various terrain features on amplification or deamplification of seismic re-

sponse. These studies are in agreement in predicting amplification of seismic response at the slope 

crest, and deamplification at the slope toe (Ashford et al., 1997a; Ashford et al., 1997b; Athana-

sopoulos et al., 1999; Bard, 1982; Bouckovalas et al., 2005; Chávez-García et al., 2000; Sanchez-

sesma et al., 1982; Stamatopoulos et al., 2007). Parametric studies analysing the impact of various 

topographic features on seismic response, leads to deriving numerical models, that predict topog-

raphic aggravation of seismic response. Main limitation of these studies is that they are limited to a 

synthetic environment and/or isolated hills, not applied at regional scale.  

Investigating topographic impact at regional scale, the Satellite Remote Sensing (SRS) acquired 

Digital Elevation Model (DEM) and their derived terrain information, can potentially be utilized, to 

predict topographic amplification of seismic response, in real case scenario of rough terrain. With 

development in remote sensing technology and techniques, SRS acquired DEMs are available at 

range of resolutions, accuracy and at global coverage. Resolution of DEM significantly affects the 

realistic representation of the terrain and derived topographic attributes (Fig. 1). 

Shuttle Radar Topography Mission (SRTM) DEM at 90 m grid size and Advance Spaceborne 

Thermal Emission and Reflective Radiometer (ASTER) DEM at 30 m grid size are utilized, to 

compute the required topographic attributes (slope, aspect, relative height, curvature) for seismic 

amplification modeling. Consistency of SRTM and ASTER DEMs is investigated, and impact of 

their respective random errors and resolution on derived topographic attributes is also estimated. 

The derived topographic attributes were incorporated in synthetically developed numerical model, 

to predict the topographic aggravation of seismic response. Impact of DEM resolution and data 

source on predicted topographic amplification is also quantified. The study area is located around 

the cities of Balakot and Muzaffarabad, located in north Pakistan, that were severely devastated 

during the 8th October 2005 Kashmir earthquake (Fig. 2). 

2 METHODOLOGY

This study investigates the applicability, and the impact of DEM random errors and resolution on 

the predicting topographic amplification of seismic response (Fig. 3). SRS recorded SRTM and 

ASTER DEMs of study area were acquired from USGS and ERSDAC respectively, with the 

assumption that blunders and the systematic errors in the DEMs are already adjusted. Due to un-

availability of reference data for DEM accuracy assessment, consistency of the utilized SRTM and 

Impact of DEM resolution on slope
Impact of DEM resolution on aspect

Figure 1. Impact of DEM resolutions on realistic representation of terrain features. At 1, 5, 15 m resolutions, 

smaller features and edges can be separately identified, while at 30 and 90 m resolution, the terrain appears 

smoothening and minor features are disappearing.
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ASTER DEMs is investigated through the disparity calculation, of the elevation data and their de-

rived slope and aspect. The impact of DEM resolution on the terrain representation and computed 

topographic attributes is portrayed through comparing the terrain profile generated from the DEMs 

of various resolutions. 

In contrast to elevation recorded by SRTM and ASTER DEMs, topographic seismic modeling 

requires relative height of terrain features from the assumed base level. Following the predecessors 

research such as Bouckovalas et al. (2005), Assimaki et al. (2004), Ashford et al. (1997a) and Pe-

dersen et al. (1994), the nearest drainage network is assumed as base level, for the surrounding ter-

rain features. To implement the theory, local minima are manually selected at the streams conflu-

ence and heads, and in the river base. Local minimal spots were assign elevation from the 

respective DEM, and interpolated to derive a continuous surface, as the assumed base level for the 

Figure 2. Location map of study area, source and surrounding of 2005 Kashmir earthquake. 

Slope angle

Relative height 

Aspect

Slope angle

Relative height 

Aspect

SRTM & ASTER DEM

Seismic properties

Sensitivity analysis Uncertainty in TSA

Topographic Seismic 

Amplification  (TSA)

Numerical Models

�DEM disparity

�Monte Carlo Simulations 

�Impact of resolution 

Figure 3. Flow chart of methodology adopted for the study.
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study area. The generated base level surface is subtracted from the original DEM, resulting in sur-

face exhibiting height of terrain from the nearest drainage network. 

DEMs acquired directly through the satellite sensors are prone to blunders, systematic and ran-

dom errors. The blunders and systematic errors were assumed to be adjusted in the utilized DEMs, 

the presence of un-adjustable random errors injects uncertainty in the derived topographic attrib-

utes. Monte Carlo Simulations (MCS) technique is applied to quantify the uncertainty in the slope 

and aspect computation from SRTM and ASTER DEMs, in the rough terrain of northern Pakistan. 

MCS is commonly used by many researchers to evaluate errors in GIS data, and specifically to ad-

dress DEM uncertainty (Heuvelink et al., 1990; Lanter et al., 1992; Oksanen et al., 2005; Wechsler 

et al., 2006). Elevation values are added to the model in the provided uncertainty (e.g. RMSE), ran-

domly and normally distributed throughout the model to derive the topographic attributes. The 100 

simulation are arbitrarily selected, and analysed to quantify the uncertainty in the computed slope 

and aspect. 

Extensive literature is reviewed to search for a numerical model predicting impact of topog-

raphic features and seismic wave’s properties on seismic response. Bouckovalas et al. (2006) de-

veloped and verified numerical model predicting topographic aggravation factor (TAF) taking into 

consideration slope geometry, height of terrain feature, seismic wave’s wavelength and material 

damping, assuming SV as a incident seismic waves in homogenous soil and lithological environ-

ment.  

ffhhh
aaA

,max,

/= (1)

Equation 1. Numerical representation of horizontal TAF (Bouckovalas et al., 2006). 

where ah = Peak horizontal acceleration at any point, ah,ff = Peak horizontal acceleration at free 

field.

The ah depends on relative height of terrain, slope inclination, wavelength of approaching seis-

mic waves and material damping (Bouckovalas et al., 2006). The applied TAF predicting numerical 

model is felt to be most comprehensive in incorporating the crucial topographic and seismic pa-

rameters, compared to other available models.  

The aforementioned numerical model was developed by using the synthetic terrain profile 

(Fig. 4), ranging from slope toe to crest. Applying this model on the DEM attributes will assume 

each DEM pixel (Fig. 4, A & B) as separate terrain profile, which limits the applicability of nu-

merical model at regional scale.  

A

B

Figure 4. Applicability limitation of synthetic model to real world.
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Table 1. Disparity of SRTM-ASTER DEMs and derived attributes 

Disparity (SRTM-ASTER) Category

Minimum Mean Maximum 

Elevation (m) –1531 32.80 1621 

Slope (degrees) –82.32 –0.36 74.54 

Aspect (degrees) –360.14 1.79 360.89 

Relative height (m) –451.77 25.84 1012.22 

a b

(m)

Figure 5. (a) ASTER DEM of the study area, (b) SRTM and ASTER DEMs disparity. 

The derived digital topographic parameters and assumed seismic characteristics are integrated in 

a numerical model, to predict the topographic amplification of seismic response. Sensitivity of the 

model parameters to seismic response is determined through sensitivity analysis. Uncertainty in the 

predicted TAF, due to uncertainty in the applied topographic attributes, is quantified, and the im-

pact of DEM resolution is also investigated. 

3 RESULTS

3.1 Disparity of SRTM and ASTER DEMs 

The disparity of SRTM and ASTER DEMs, predict consistency in recoding elevation and topog-

raphic attributes on flat terrain, while large discrepancies are clustered in rugged terrain (Fig. 5, b). 

On average there are minor differences in slope and aspect estimation at same location from SRTM 

and ASTER DEMs (Table 1). 

Figure 5, reflect clear signs of spatial autocorrelation of residuals, which strengthens the theory 

of sensitivity of SRS DEMs to rugged terrain.  

The relative height of the terrain features estimated from the surrounding drainage network 

shows that SRTM DEM besides course resolution, present the relative height of terrain feature ele-

vated than ASTER (Table 1). While in geographic space the disparity of SRTM and ASTER DEMs 

derived relative heights are in agreement with the Fig. 5, presenting higher discrepancy concen-

trated on steep slopes. 
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Table 2. Uncertainity in slope and aspect derieved from SRTM and ASTER DEMs 

DEMs Topographic attributes Minimum Mean Standard 

deviation 

Maximum 

Slope (degrees) 0.03 0.93 0.17 1.67 

Slope (Percentage) 0.01 1.63 0.30 2.92 

SRTM

Aspect (Degrees) 0.2 22.69 38.68 179.61 

Slope (degrees) 0.005 2.85 0.59 6.01 

Slope (Percentage) 0.008 4.98 1.038 10.51 

ASTER

Aspect(Degrees) 0 41.41 45.94 179.68 

Figure 6. Uncertainty of slope and aspect computed from ASTER DEM in geographic space. 

3.2 Impact of DEM resolution and random errors on topographic attributes 

Impact of DEM resolution on the terrain representation and derived topographic attributes is pre-

sented in Fig. 1, which shows that as the resolution gets coarser, the features smaller than the DEM 

grid size are disappearing, due to smoothening effect, and the slope angle also starts reducing. As-

pect is affected significantly with varying DEM resolution, particularly in narrow valleys. Figure 1, 

reflects the sensitivity of aspect estimation to the rugged terrain, while consistency is observed on 

steep slopes. While slope computation is sensitive to rugged terrain and to steep slopes, while con-

sistent in flat terrain. 

The impact of random errors on derived topographic attributes is determined, and uncertainty is 

quantified through Monte Carlo Simulations (MCS). Statistical analysis of the MCS predicts 

SRTM DEM more consistent in slope and aspect computation, compared to ASTER DEM. Coarse 

resolution of SRTM DEM also nullifies the impact of random error on computed slope and aspect, 

to some extent. Although the applied RMSE of ASTER DEM is just 4 m higher than SRTM DEM, 

but comparatively fine resolution, magnify the uncertainty in the computed topographic attributes. 

MCS derived values in Table 2, quantify the possible deviation or the uncertainties in the computed 

slope and aspect values from the reality.  

The spatial distribution of slope and aspect uncertainty in Fig. 6 reflects the slope computation 

is more sensitive to steep slopes, while the aspect computation is sensitive to flat areas, which are 

in agreement with the Carter (1992) and Florinsky (1998).  
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Table 3. Sensitivity of terrain parameters to TAF 

Predicted results Sensitivity analysis Model

Parameter TAF

parameter

Base-

model

Slope 

60º 

Height 

400m 

Wavel 

200m 

Damp 10% 

Slope 30º 

Height 200 m 

Wavel 100 m 

Damp 5% 

A
h,max

1.10 1.17 1.14 1.08 1.06 

Wavel = Wavelength 

Damp = Damping 

Table 4. Disparity of TAF computed from SRTM and ASTER DEMs 

SRTM DEM ASTER DEM Disparity

Min Max Min Max Min Mean Max 

Ah,max
1 1.43 1 1.66 –0.260 0.003 0.227 

Table 5. Uncertainty in TAF predicted from ASTER and SRTM DEM 

Slope

(30º) 

Slope

(32.853º) 

Slope

(27.147º) 

UncertaintyASTER DEM 

1.103 1.105 0.002 

Slope

(30.935º) 

Slope

(29.065º) 

UncertaintySRTM DEM 

Ah,max

1.104 

1.104 1.104 0.001 

3.3 Topographic aggravation of seismic response

The numerical model (Eq. 1) is applied to predict the impact of topographic features on aggravation 

of seismic response. The model is applied to synthetic terrain profiles, due to its limitation of appli-

cability, in real environment and at regional scale. The impact of model parameters on derived TAF 

is determined through base terrain of varying input parameters. The model parameters are doubled 

gradually, and TAF is computed to explore the sensitivity of each parameter to TAF (Table 3). The 

sensitivity analysis implies the slope angle as a sensitive parameter for the aggravation of seismic 

response.

3.4 Impact of DEM resolution and random errors on TAF  

Disparity of TAF computed from SRTM and ASTER reflect meager impact of DEM resolution, on 

the predicted horizontal TAF (Table 4). 

The uncertainty in the computed TAF, due to random errors in ASTER and SRTM DEMs is 

quantified in Table 5. Due to the high uncertainty in the ASTER DEM derived slope, it shows 

greater uncertainty in predicted topographic effects than from SRTM DEM.  

4 DISCUSSIONS AND CONCLUSIONS 

The extensive previous efforts on predicting the topographic impact on the variation of seismic re-

sponse, lead to formulation of numerical models incorporating the topographic features and seismic 

properties. This study integrates DEM derived topographic features such as slope and relative 
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height, and seismic wave characteristics in a numerical model, to predict topographic amplification 

or deamplification of seismic response.  

Satellite remote sensing DEMs, like SRTM and ASTER DEMs and their derived topographic 

attributes are observed to be sensitive to steep slopes in terrain representation. The SRTM DEM, 

with coarse resolution, is predicted more consistent in slope and aspect computation than ASTER 

DEM. SRTM DEM is observed in representing terrain elevated than the ASTER DEM. The slope 

computation from SRTM and ASTER DEMs is prone to exaggerated errors on steep slopes, while 

the aspect computation is sensitive to flat areas. The coarse resolution DEMs were sensitive to the 

slope computation, especially in steep terrain and for narrow features, particularly when the terrain 

features were smaller than the DEM grid size.  

DEM derived topographic attributes with quantified uncertainty, assumed wavelength of inci-

dent seismic waves and material damping are incorporated in numerical model, predict slope angle 

sensitivity to the predicted TAF. The Slope geometry controls the clustering of reflected seismic 

waves from terrain features, while height controls the number of incident seismic waves. SRTM 

and ASTER DEMs random errors and resolution, predict meager impact on the derived TAF. 
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ABSTRACT: An efficient methodology to simulate mixed spectral signatures of land covers,
from endmember data, using linear statistical modelling based on the least squares estimation
approach, is proposed. The optimal set of endmember has been obtained by measurements in situ
with a field spectroradiometer GER 1500. It is proposed the use of new sub-pixel methods based
on statistics and certain “units of sampling” to apply to the landscapes. The resultant point esti-
mations for  these new units  will  be the “observations” and all  of  them will  carry out  a  special
role to simulate the final spectral signature. This methodology is used to simulate spectral signa-
tures of a Mediterranean forest landscape near to Madrid (Spain). Furthermore the spectral signa-
ture model obtained through Field Radiometry will be correlated with the image data of the same
zone provided by the Landsat 7 Enhaced Thematic Mapper Plus (ETM+) sensor once corrected.
Promising results about remote and near spectral response correlation have been obtained.

1 INTRODUCTION

Traditionally, the production of maps from satellite imagery assumes that each pixel of the image
can be assigned to a single land cover class. In the remote sensing imagery, the measured spectral
radiance of a pixel is the integration of the radiance reflected from all the objects within the Ground
Instantaneous Field Of View, GIFOV, also called Ground Sample Distance, GSD. Mixed pixels are
generated if the size of the pixel includes more than one type of land cover.

 Obviously, spectral mixing is inherent in any finite-resolution digital imagery of a heterogene-
ous surface. Solving the spectral mixture problem is, therefore involved in image classification, re-
ferring to the technique of spectral unmixing. This technique has been used for analyzing the mix-
ture of components in remotely sensed images. The technique is based on the assumptions that
several primitive classes of interest can be selected, that each of these primitive classes has a pure
spectral signature, which can be identified and the mixing between these classes can be adequately
modelled as a linear combination (Small 2001) of the spectral signatures.

Spectral mixture analysis (SMA) techniques have overcome some of the weaknesses of full pix-
el approaches by using linear statistical modelling and signal processing techniques (Keshava
2003) (Rand 2001). The key task in linear SMA is to find an appropriate set of pure spectral com-
ponents which are then used to estimate the fractional abundances of each mixed pixel from its
spectrum and the endmember spectra by using a linear mixture model (Heinz 2001). The identifica-
tion of the pure pixel value is often difficult. Nevertheless, the register of land cover spectral re-
sponse by measurements in situ provides a good set of endmembers. Field Radiometry (field spec-
troscopy or field spectrometry) refers to spectroscopic measurements made outdoors, with the sun
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as the primary source of illumination, and allows to the detection and analysis of the spectral cha-
racteristics of the land covers in its natural surroundings.

Previous studies related to the sampling method in the spectral register processes (Vazquez
2004, 2007) exist specifying exhaustively the directives of sampling in situ. These investigations
contribute to solve a very important aspect, since it is the determination of the optimal number of
spectral samples that it is necessary to register for each of the endmembers. This number must as-
sure not only that the sampling is effective and the behavior of those samples is representative of
the total population they come from.

To simulate mixture spectral signatures of a specific geographical zone from sampling proce-
dures through Field Radiometry, is essential to identify an estimation method optimally adapted to
the  type  and  characteristics  of  the  existent  land  covers  for  every  case.  Moreover,  among  all  the
most common methods of estimation, such as least squares, maximum likelihood, moments, or the
so-called Bayesian, this investigation uses the first one. The fundamental reason is that the last
three mentioned above require prior knowledge of the population probability density function.
However, the least squares estimation method is based on the minimization of distances regardless
of the samples density probability function. This is a crucial aspect because usually and from a sta-
tistical point of view, a priori the samples behavior is not known.

Two fundamental ideas are presented in this paper: on the one hand the assumption of the exist-
ing different land covers that can be considered as random variables, and on the other hand, the de-
sign of a new statistics generation methodology who will allow to represent in efficient way the ty-
pology and variability of each of them. Moreover, we propose new sub-pixel methods based on
“ad-hoc” statistics to apply to the landscapes and the use of certain “units of sampling” too. The re-
sultant point estimations for these new units will be the “observations” that will be crucial later to
obtain the final landscape spectral signature. Also we present a general solution to the problem of
choosing the best sampling method and the optimal number of samples that must be considered in
every case. Finally this methodology is applied to simulate spectral signatures of a Mediterranean
landscape, correlating the results obtained through Field Radiometry with the existing ones of the
same geographical zone, provided by the Landsat ETM+ sensor once atmospheric corrected.

2 DATA SET DESCRIPTION

The study zone is situated in the Mountgancedo near Madrid (Spain). This site is located to the
south-west of Community of Madrid, and it has a surface area of 125 hectares. The study area se-
lected is located at 40º 24´30´´ N, and 3º49´50´´ W (4473/4474 N, 429/430 W UTM). Several me-
diterranean species of vegetation can be easily found, such as holm oaks (Quercus ilex), spanish la-
vender (Lavandula pedunculata) and the crimson spot rockrose (Cistus ladanifer). The surface is
also covered by grass and abundant meadows as well as bare soil, and rocks and stones outcrops.
The land cover spectral samples have been obtained in the summer by Field Radiometry with the
GER 1500, agreement with the date of Landsat ETM+ remote data register. Sampling in situ has
been carried out according to a methodology (Vazquez 2007) that optimizes the number of samples
to pick-up.

Even though the remote sensor (ETM+) has six bands with the same spatial resolution, only the
first four ones can be considered according to the spectral register interval of field radiometer; in
order to correlate field and remote information.

Since the data registered in situ, provides a continuous spectral response, a previous reduction
methodology based on the integration of the radiance values (Arquero 2003) into the spectral bands
interval selected, was carried out. Thus, the field spectral data had been reduced to field spectral
signatures,  with  four  values  named  R-ETM+1,  R-ETM+2,  R-ETM+3  y  R-ETM+4  in  agreement
with the first four bands of remote sensor.

J.M. Vazquez-Sierra et al. / An efficient methodology to simulate mixed spectral signatures of land covers396



3 METHODOLOGY

The proposed methodology originally starts with the identification of the landscape unit to be ana-
lysed. This unit has equal dimension of the pixel of remote sensor and will be called Global Unit
(Gu). This one will be submitted to a process of successive subdivisions, in order to get smaller
units or Intermediate Units, Iu, composed, in turn, by indivisible ones called Elemental Units, Eu,
(Fig. 2a). From the sampling information of these Eu, it will be possible to model the mixed spec-
tral response of Gu. For that, the size of each Eu, must be such that behaves as a “homogeneous
spectral unit”. Its spectral content must be as close as possible to the endmember in order to repre-
sent optimally the cover itself. High land covers variability will involve the existence of a large
number of very small ones.

On the other hand, one of the key ideas of this paper is to consider each land cover that make up
the different territories as a "random variable”. Thus, each one will have its corresponding prob-
ability density function, so it is feasible to apply to all of them the principles of the sampling and
statistical inference. With this initial hypothesis is possible to consider any landscape as a random
variables succession representing the different covers contained therein. So by the Central Limit
Theorem and the appropriate statistics, it is feasible to model the overall spectral response of the
global area analyzed. Thus, each Eu can be considered as an independent and specific random vari-
able. With this hypothesis, it is possible to design new statistics based on samples that can be con-
sidered as random variable successions whose behaviour at the limit provides an adequate repre-
sentation of the Global Unit, Gu. Moreover, the size of the Eu is often small compared with Gu,
especially in the fairly common case when landscapes with great covers variability are analyzed.
For this reason, a standard sampling method could not be very efficient from a statistical point of
view. To overcome this difficulty and ensure the management of an optimum number of samples it
is necessary to create a new sampling unit, called Intermediate Unit, Iu, whose dimension will be
between the Global and the Elementary Units. The criteria to design the more representative statis-
tics for Iu could be based on a strategy of "considering" more or less the information belonging to
the different Elementary Units. In this sense, we propose the “balanced statistic” and the “unbal-
anced statistic”. The first one consists in assigning to each Eu, identical "weights”. So, each of them
equally will contribute to the total spectral response of the Iu. The second one considers weighing
“differently” the information contained in the centre than the contained in the peripheral (Fig. 1).

Figure 1. Balanced (a) and Unbalanced (b) statistics with an example of Intermediate Unit size equal to 5x5
Elementary Unit.

 The analytical expression for these statistics is shown in eq.1 and eq.2.

(1) (2)

This last strategy compels to consider an Iu size of odd number of Eu.  Then the problem to be
solved focuses on finding the size and the statistical characteristics that best describe this new Iu.
For that it is necessary to consider the best sampling method to gather information for this new Iu
so that, when it is contemplated all together, it ensures an "optimal" representation of the whole Gu.
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For simplicity we suggest that each Global Unit can be considered as a square whose side N con-
sists of a number pair of Elementary Units. This initial square is always possible to divide it into a
series of Intermediate Units of side (2n-1), as show in the Figure 2. With the sampling method of
unbalanced strategy mentioned above, the samples total number for each Intermediate Unit is the
sum of  the squares of  odd numbers.  There is  still  a  key issue to be solved as  it  is  the number of
elements that must contain each Elementary Intermediate Unit of sampling. This number can be
deduced in terms of “n” and it is the contained in a square of side N-(2n-1), if it is chosen a hori-
zontal sampling method. Accordingly, the general expression of the total number of samples to be
analyzed in the Global Unit will be determined by:

                                                                  (3)

In order to have as much information as possible about the population characteristics, it is desir-
able to handle the maximum number of samples. This requires finding what is the value of n which
maximizes the above expression (eq.1).This value is shown in eq.4.

02612240 23 NnnNn                          (4)

In the last expression if the value of N(n) is known, it is easy to obtain the value of n. Thus, the
size of the Intermediate Unit will be a squared integrated by (2n-1) x (2n-1) Elementary Units. In
general, the optimum size of the Intermediate Units in terms of the number of Elementary Units
that must be considered for different ratios of N / n. For  example if Gu is 8x8, Iu is 5x5; if Gu is
16x16, Iu is10x10, ….

On the other hand, the Global Unit sampling method could be as simple as possible. Further-
more, it is crucial to consider the thematic diversity of all the covers existing in each Iu that con-
form the Gu. There is not a formal procedure to provide the "best" method of sampling for all cases
because, depending on the nature of the terrain to study, the methods can and must be different.
The literature recommends following a basic rule: to develop sampling methods depending on the
covers type and its variability. One of the most efficient ways to achieve this, is to develop the
sampling process along specific lines (usually horizontal, vertical or diagonal). This paper presents
a new method for picking up samples: the so-called "double-diagonal" (See Fig.2). This model re-
flects with acceptable accuracy the variability of the different land covers, and thus achieves a good
representation of the Global Unit. This methodology is applied to simulate spectral signatures of a
Gu of a Mediterranean landscape comparing to its spectral response like a mixed pixel. The results
of correlation (in reflectance values) study have been obtained through Field Radiometry data with
the existing ones of the same geographical zone, provided by the Landsat ETM+ sensor once at-
mospheric corrected (Vermote 1997).

4 RESULTS

The area chosen as Global Unit is a square with one side of N = 32 meters which corresponds,
approximately, with the spatial resolution of ETM+ sensor. After making the appropriate subdivi-
sion process it founds an elemental square (Elemental Unit) of n = 4 meters side. Thus, the relation
between the Gu and the Eu will be N = 8n. The Iu size will be 5x5 Elementary Units (square of 20
meters side). Next, the spectral signatures of near data of the study area, obtained by applying the
methodology described with double diagonal sampling method (See Fig. 2b), are presented. To
simulate the spectral signatures of Gu has been used the least squares method with abundance con-
straints.  (The  constraint  considered  is  the  full  additivity.  This  requires  that  the  abundance  for  a
mixed pixel must be one). Once obtained linear mixture algorithms for each band, there has been

3
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made a correlation between this information and the provided by the remote sensor in the same pe-
riod of time. The study area basically contains three relevant land covers: oak, meadow and shrub.

Figure 2. (a) Scheme of example for different sizes Gu, Iu and Eu. (b) Land covers of Mediterranean Land-
scape scheme of Unit Global and double diagonal sampling method.

The results of the reflectance values of each Intermediate Unit obtained by applying the bal-
anced and unbalanced statistics are shown in Table 1. These values have been calculated for the in-
terval of bands ETM1+, ETM+2, ETM+3 and ETM+4 and correspond to the point estimations pro-
vided by both statistics when a double diagonal sampling method is applied. (See Fig. 2b).

Table 1. Reflectance values obtained by application of balanced and unbalanced statistics to Intermediate
Units.

The regression models for each band (mixed hyperplanes) obtained by linear least squares
techniques through balanced (eq. 5-8) and unbalanced (eq. 9-12) statistics are shown in the next
equations:

RR-ETM+1 = 0.0441p1 + 0.1036p2 + 0.0519p3 (5)

RR-ETM+2 = 0.0714p1 + 0.1516p2 + 0.0843p3 (6)

RR-ETM+3 = 0.0882p1 + 0.1912p2 + 0.0898p3 (7)

RR-ETM+4 = 0.3765p1 + 0.2877p2 + 0.2155p3 (8)

a) b)

8 0.0930 0.1360 0.1687 0.2973 0.0923 0.1351 0.1691 0.2999
7 0.0960 0.1370 0.1696 0.2964 0.0956 0.1355 0.1687 0.2966
6 0.0960 0.1410 0.1746 0.2957 0.0955 0.1394 0.1731 0.2963
5 0.0870 0.1270 0.1542 0.3009 0.0862 0.1266 0.1540 0.3011
4 0.0870 0.1250 0.1523 0.3072 0.0866 0.1244 0.1520 0.3056
3 0.0910 0.1330 0.1634 0.2987 0.0908 0.1321 0.1631 0.2983
2 0.0990 0.1390 0.1702 0.2936 0.0976 0.1383 0.1694 0.2932
1 0.0950 0.1340 0.1621 0.2982 0.0935 0.1331 0.1616 0.2981

-ETM+4R-ETM+3R-ETM+2R-ETM+1R-ETM+4R-ETM+3R-ETM+2R-ETM+1R
Unbalanced methoddIu

Balanced metho
Reflectance (%/100)
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RR-ETM+1 = 0.0471p1 + 0.0981p2+ 0.0273p3 (9)

RR-ETM+2 = 0.0722p1 + 0.1422p2+ 0.0755p3 (10)

RR-ETM+3 = 0.0681p1 + 0.1952p2+ 0.0653p3 (11)

RR-ETM+4 = 0.3675p1 + 0.2986p2+ 0.1784p3 (12)

Ri is reflectance and pi is abundance for oak (1), meadow (2) and shrub (3).
Finally, the Table 2 presents comparative results between the signature values obtained from

simulated models and those obtained through remote sensor ETM+, for de Global Unit. The spec-
tral signature modeled has been obtained through the estimated percentage of abundances: 18.8 of
oak class, 78.1 of meadow class and 3.1 of shrub class.

Table 2. Spectral signature values of simulated models and satellite atmospheric corrected data for the Gu.

The spectral signatures modeled are very similar that the one provided by the sensor satellite.
The simulation predicts signatures values slightly higher than those provided by the satellite sensor
in the first three bands, whereas in the fourth band this value is slightly lower. The use of unba-
lanced statistic provides values closest to the satellite sensor.

5 CONCLUSIONS

In conclusion, it has been proposed a methodology to simulate spectral mixed signatures. The me-
thodology derives from the use of new sub-pixel methods based on statistics and certain “units of
sampling”. Furthermore, correlation studies have been carried out with near and remote spectral da-
ta in order to evaluate this methodology. Their results seem to conclude its efficiency. At the same
time, the results open new research guidelines.
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ABSTRACT: Recently, spatial metrics have been introduced in the field of urban land use map-
ping and modelling to characterize the spatial dynamics of such systems. The question raised in
this study is whether spatial metrics can be applied directly on remote sensing images to calibrate
and validate dynamic land use models of urban systems. The underlying hypothesis is that a
methodology can be developed which enables to calculate metrics on both the remote sensing
image and the land use map which quantify the same distinguishing spatial structures at some
level of abstraction. A positive answer to this question would simplify and speed up greatly the
calibration procedures in so far that the development of time series of land use maps could be
avoided. In this study, remote sensing derived land use patterns have been compared with a land
use map at four different levels of abstraction: 1) a pixel-based comparison between the classi-
fied image and the map, 2) comparison of landscape metrics calculated for each pixel by using a
circular moving window, 3) comparison of landscape metrics for all urban classes individually,
and 4) comparison of the aggregated urban classes. Results show that the agreement between the
two maps depends on the level of abstraction at which they are compared and the spatial metric
that has been used. The study concludes by presenting a concept of using landscape metrics in
the calibration of urban land use change models.

1 INTRODUCTION

More than ever before, planners and policy makers need tools to anticipate and assess the impact of
their decisions on the spatial systems that they are to manage. A growing number of high resolution
dynamic land use models is currently being developed for this purpose. The calibration of these
models remains a major challenge. Typically the required time series of land use maps based on
identical and consistent mapping methodologies, legends and scales are missing. As a result, the
differences observed in a series of land use maps are often not real land use changes, but mis-
matches that should not be compared with model predictions of land use changes.

On the other hand, earth observation satellites provide images of the earth’s surface since 1972.
Their potential temporal availability is relatively high and depends on the revisit time of the satel-
lite: typically between 1 and 16 days. A series of remote sensing images of one sensor is consistent
in time and space, with only slight deviations in quality due to changes in gain values of the sensor.
However, the spatio-temporal availability and consistency heavily depend on atmospheric condi-
tions. Another problem is that conventional remote sensing based classifications result in land
cover maps, based on physical properties of the surface, rather than land use maps representing
functional classes.
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Recently, landscape metrics or spatial metrics have been introduced in the field of urban land use
mapping and modelling to characterize the spatial dynamics of such systems (Herold & Menz
2001). The question raised in the study presented is whether spatial metrics can be applied directly
on remote sensing images to calibrate and validate dynamic land use models of urban systems. The
underlying hypothesis is that a methodology can be developed which enables to calculate metrics
on both the remote sensing image and the land use map which quantify the same distinguishing
spatial structures at some level of abstraction. A positive answer to this question would simplify
and speed up greatly the calibration procedures in so far that the development of time series of land
use maps could be avoided.

In this research, land use patterns have been derived from a Landsat TM5 image of Dublin by
applying a contextual classifier, the Optimized Spatial Reclassification Kernel (OSPARK), to an
unsupervised classification. The remote sensing derived land use patterns have been compared with
a land use map at four different levels of abstraction: 1) a pixel-based comparison between the clas-
sified image and the map, 2) comparison of landscape metrics calculated for each pixel by using a
circular moving window, 3) comparison of landscape metrics for all urban classes individually, and
4) comparison of the aggregated urban classes.

The study concludes by presenting a concept of using landscape metrics in the calibration of ur-
ban land use change models.

2 METHODS

First the derivation of land use classes from a Landsat TM5 image of Dublin of June 13th 1988, us-
ing the OSPARK algorithm will be described, by introducing the concept of SPARK and its exten-
sions. Next, the theory and application of spatial metrics as a means to compare spatial land use
patterns will be explained.

2.1 The concept of SPARK
The Spatial Reclassification Kernel (SPARK, Barnsley & Bar 1996) is a contextual re-
classification method. The conceptual idea behind SPARK is that the land use types of interest can
be characterized by the spatial arrangement and size of objects. For urban areas, for example, this
can be the spatial arrangement of objects like streets, buildings, bare areas, shade, trees and grass.
SPARK examines the local, spatial patterns of objects in a square kernel or moving window. Based
on the arrangement of adjacent pixels in the kernel SPARK assigns a new class to the centre pixel.
Consequently, the SPARK-method consists of three phases (Barnsley & Barr 1996):

1. Produce a land cover map using any type of pixel-based spectral classifier from a remotely
sensed image, further referred to as the ‘initial land cover map’;

2. Define SPARK decision rules based on local, spatial patterns of objects in typical land use
types;

3. Reclassify the initial land cover map into land use types, based on the decision rules of step
2.

For the first phase, the production of the initial land cover map, several methods can be used, e.g.
unsupervised clustering techniques and supervised classification techniques.

During the second phase, reference kernels for known land use types are defined. These kernels
are referred to as template matrices (Tk-matrices) and are based on training datasets in the initial
land cover map. Each land use type is identified by one or more Tk-matrices. Examples of charac-
teristic  template  matrices  for  urban land use can be found in figure 1.  Within each Tk-matrix the
frequency and the spatial arrangement of land cover classes positioned next to each other as well as
diagonally are counted. Each pair of neighbouring pixels is called an adjacency event. The results
of counting the adjacency events are expressed by an adjacency event matrix (figure 1). Remark
that the two template matrices of figure 1 cannot be discriminated based on class frequencies only,
ignoring the spatial configuration.
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Figure 1. Simulated 3 by 3 kernels of different urban land use types with corresponding frequency
table and adjacency event matrix. Only the upper triangle of the matrix is considered because Mij
Mji. B = building, G = grass and T = trees. After Alimohammadi & Shirkavand (2004).

The third phase of the SPARK algorithm involves the counting of the frequency and the spatial ar-
rangement of land cover classes in the initial land cover map. For each pixel, an adjacency event
matrix is produced by means of a moving window. The adjacency event matrices of the initial land
cover map are called M-matrices.

The M-matrices of the initial land cover map are compared with all Tk-matrices using the fol-
lowing equation (Barnsley & Barr 1996):

c

i

c

j
ij ij

Nk
1 1

225.01 kTM                (1)

where M is the adjacency event in an i by j matrix, Tk is a template matrix for land use class k, N is
the total number of adjacency events in the kernel and c is the number of land cover classes in the
initial land cover map. The resulting term k is an index of similarity between the M-matrix and
the Tk-matrix. The values can range from 0 to 1. If k equals 0, they are different, while a value of
1 means that they are identical.

Finally, the central pixel in the kernel is assigned to the land use class of the corresponding Tk-
matrix with the highest k. More template kernels can be defined for each output class. The use of
multiple template matrices has the advantage that subtle differences in spatial arrangement of the
pixels in the initial land cover map can be accounted for, resulting in a more accurate classification
of a particular pixel (Barnsley & Barr 1996). The procedure is summarized in the flowchart of fig-
ure 2.

The selection of representative Tk-matrices and the determination of the optimal kernel size are
the most important factors that determine the quality of the SPARK classification. The optimal
kernel size depends on the resolution of the images and the range of the spatial variation in the ini-
tial land cover map (Barnsley & Barr 1996). Kernels that are too large in respect to the land use ob-
jects will increase the effects of edges, while too small kernels possibly do not include all spatial
variation. Different studies (Barnsley & Barr 1996, Sluiter et al. 2004) suggest that the kernel size
can also be considered like a tuning parameter, which can be iteratively obtained by classifying the
initial land cover map with different kernel sizes and evaluating the accuracy of the results.
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Figure 2. Flowchart of the SPARK algorithm.  Figure 3. Flowchart of the OSPARK algorithm.

Theoretically, the optimal kernel size may differ for different land use types. For example Barnsley
& Barr (1996) indicated that for urban land use mapping purposes, small kernel sizes are more ap-
propriate in non-urban areas, while large kernels should be used to represent the spatial variability
in  land  cover  in  urban  areas.  Based  on  the  SPARK  algorithm,  the  following  two  results  are  ex-
pected (Sluiter et al. 2004): (1) complex patterns will benefit less from larger kernel sizes because
the chance that a particular M-matrix is similar to one of the Tk-matrices decreases, since the vari-
ability in the adjacency event matrix increases with increasing kernel size; (2) Pure homogeneous
classes will not benefit from larger kernel sizes because edges will influence the classification. Be-
cause of these considerations, some extensions to the original SPARK algorithm have been devel-
oped.

2.2 Extensions to SPARK
The Optimized SPARK algorithm (figure 3) is an extension of the original algorithm and differs on
two points:

1. OSPARK calculates the Tk- and M-matrices for a range of user-defined kernel sizes. The
coordinates of the central pixel of the template kernels around which the kernel sizes will
be increased, have to be defined by the user;

2. The integration operator assigns to each pixel the land use of the first template kernel for
which  the  k value is above a user-defined threshold. This is necessary, because larger
template matrices are less unique for a particular land use type. Therefore after one or sev-
eral local maxima k will increase with increasing kernel size.

2.3 Classification
First, the initial land cover map has been derived from a Landsat TM5 image of Dublin, Ireland of
June 13th 1988. This image has been classified using an unsupervised classification. This resulted in
a thematic map of 17 classes with a resolution of 30 m.

Next, centre coordinates of the Tk-matrices have been sampled randomly within polygons from
a land use map of 1990, which is based on the CORINE (Bossard et al. 2000) land use/land cover
database. The resulting 288 template centre locations are used in OSPARK to iteratively define the
increasing template kernels. In this application, the OSPARK algorithm optimizes the classification
using kernel sizes between 3 by 3 pixels and 59 by 59 pixels of 30 m resolution. The minimum k
threshold has been set to 0.7. The resulting classification has been resampled to a resolution of 200
m, corresponding with the resolution of the land use map as used in the MOLAND model (Engelen
et al. 2002). During resampling the most occurring sub-pixel class within the coarse resolution
pixel is assigned to the coarse resolution pixel.
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2.4 Spatial metrics
Traditionally, remote sensing classification results and outcomes of land use change models are
pixel-wise compared with reference data. Visual interpretation, however, suggests a better corre-
spondence at higher levels of spatial abstraction.

Landscapes, either urban, rural or (semi-)natural can be described according to two basic prop-
erties: composition and configuration. Landscape composition is a non-spatially explicit property,
while landscape configuration relates to spatially-explicit properties of a landscape (Rainis 2003).
Configuration characteristics, such as polycentrism, dispersion, fragmentation, concentration or
linearity, cannot be properly represented by pixel-wise derived confusion matrices (Barredo &
Demicheli 2003).

In landscape ecology landscape metrics or spatial metrics are commonly used to quantify land-
scape composition and configuration in thematic maps (Gustafson 1998). Only recently, scientists
concerned with urban land use are using spatial metrics as a tool to quantify the composition and/or
structure of urban landscapes, with promising results (Barredo & Demicheli 2003, Herold & Menz
2001, Herold et al. 2002, Herold et al. 2003, Parker et al. 2001, Rainis 2003).

Spatial metrics can be defined as quantitative measures to describe structures and patterns of a
landscape at a set point in time and provide information about the contents of the landscape mosaic
or the shape of the component landscape elements (Herold & Menz 2001, Rainis 2003). They are
derived from digital thematic-categorical data that show spatial heterogeneity at a specific scale
and resolution. Therefore a spatial metric always represents spatial patterns at a specific spatial
scale, which is determined by the spatial resolution, the extent of the spatial domain and the num-
ber and definition of thematic classes of the input dataset (Herold et al. 2005). Spatial metrics can
be aggregate measures for the whole landscape or spatially explicit.

In this research it will be investigated if spatial metrics can be used to compare patterns in the
OSPARK result with patterns in the land use map. Besides the pixel-based comparison, the maps
will be compared at three different levels of abstraction: 1) comparison of landscape metrics calcu-
lated for each pixel by using a circular moving window (window-level), 2) comparison of land-
scape metrics calculated for all urban classes individually (class-level), and 3) comparison of the
aggregated urban classes (landscape-level).

Many spatial metrics have been included in three public domain GIS-based software packages:
FRAGSTATS (McGarigal et al. 2002), Patch Analyst (Elkie et al. 1999) and the r.le programs
within  GRASS  (Baker  &  Cai  1992).  In  this  study  FRAGSTATS  3.3  has  been  used.  The  spatial
metrics and the level of abstraction at which they are applied are given in Table 1. For the calcula-
tion of these metrics we refer to McGarigal et al. (2002).

Table 1. Spatial metrics used in the analysis at different levels of abstraction

Spatial metric Abbreviation Window-level Class-level Landscape-level
Class area CA x
Percentage of landscape area PLAND x
Number of Patches NP x x
Patch Density PD x x
Larges Patch Index LPI x x
Edge Density ED x x x
Largest Shape Index LSI x x
Standard deviation of Patch area AREA_SD x x x
Area Weighted Mean Patch Fractal Dimension FRAC_AM x x x
Euclidian Mean Nearest Neighbour Distance ENN_MN x x
Landscape Contagion CONTAG x x x
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3 RESULTS

The result of the OSPARK classification (figure 4, left) has been compared with the land use map
(figure 4, right) at four different levels of abstraction: the pixel-level, class-level, landscape-level
and  moving window-level.

Figure 4. Left: Land use map of Dublin 1990. Right: OSPARK classification of Dublin 1988.

3.1 Pixel-level
At the pixel-level the OSPARK classification has been compared with the land use map by means
of a confusion matrix (aka contingency matrix, error matrix). The overall accuracy of the classifica-
tion is 79% and the Kappa is 0.55.

When individual land use classes are compared, it can be seen that the agricultural areas have
the highest user’s accuracy (89%), followed by semi-natural areas (67%) and airport (62%).  From
the  urban  classes,  in  which  we  are  most  interested  in  this  research,  the residential areas have  a
user’s accuracy of 59%. The other urban classes have a low user’s accuracy: industrial areas, pub-
lic & private services and commercial areas have 24%, 12% and 10% respectively. The user’s ac-
curacy gives the chance that a class in the map can be found in reality when the map is used.

3.2 Class-level
At a higher level of abstraction, the class-level, the configuration of different urban classes can be
compared by analysing the differences in their metric values. This comparison is not spatially ex-
plicit.
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c      d

Figure 5. A set of class-level metrics calculated from the land use map and the OSPARK classifica-
tion for: a) Residential areas, b) Commercial areas, c) Industrial areas, and d) Public & private ser-
vices.

The values of the metrics show large differences between the functional classes (Figure 5).  There-
fore Herold & Menz (2001) proposed the definition of typical Landscape Metrics Signatures
(LMS) to discriminate between classes. Figure 5 confirms the potential of LMS in discriminating
functional land use classes based on spatial configuration. In addition, it is proposed here that LMS
can be used to compare a land use map and a remote sensing classification at the class-level. Figure
5 shows that for the residential areas class the LMS of the land use map and OSPARK are compa-
rable. The other classed show comparable values for some metrics, but differ for other metrics. The
challenge for using LMS for an accurate discrimination between classes, is to find the optimal set
of spatial metrics.

3.3 Landscape-level
For the calculation of the non-spatially explicit spatial metrics at the landscape-level, the OSPARK
result  and the land use map have been reclassified in two classes:  urban and non-urban.  Figure 6
shows that at the landscape-level the OSPARK classification and the land use map are quite similar
in terms of the landscape-level metrics used. Most comparable are the number of patches (NP) and
the Area Weighted Mean Patch Fractal Dimension (FRAC_AM).
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3.4 Moving window-level
For the moving window-level a circular moving window with a radius of 1600 m has been used to
calculate the metric value of the centre pixel, while moving over the land use map or the OSPARK
results, without merging the urban and non-urban classes. The moving window-level gives a spa-
tially explicit result for the metrics that are calculated within the window. The size of this window
is chosen similar to the definition of the distance decay functions of the cellular automata model in
the MOLAND model (Engelen et al. 2002). It is therefore assumed that larger distances have no
significant influence on the function of a model gridcell.

Figure 7. Comparison between moving window-level metrics. Left: CONTAG calculated for the
land use map. Middle: CONTAG calculated for OSPARK. Right: Fuzzy Kappa map of the differ-
ence between the two CONTAG maps. Average Fuzzy Kappa: 0.875. Note the misclassification in
the south (see figure 4).

Figure 7 shows the result for the CONTAG metric, a measure for the interspersion and dispersion
of patches (McGarigal et al. 2002). The low values for the urban area means that many patch types
occur within the window, which are small and dispersed patches. The non-urban area shows the
opposite. The maps have been compared by calculating the average Fuzzy Kappa statistic (Hagen-
Zanker et al. 2005) for the area under consideration. Results are reported in table 2. Also here,
some metrics give better results for the comparison than others. FRAC_AM often gives a high
Fuzzy Kappa and is therefore less useful in the comparison of maps.

Table 2. The difference between Moving Window-level metrics calculated for the land use map
and the OSPARK classification, expressed as the average Fuzzy Kappa (Hagen-Zanker et al. 2005)
of the area under consideration. For metric names see table 1.

Moving Window-level metric Average Fuzzy Kappa
AREA_SD 0.714
CONTAG 0.875
ED 0.620
FRAC_AM 0.982
PD 0.618

4 DISCUSSION

There are several possibilities for using spatial metrics in the calibration of land use change models.
First, the OSPARK algorithm is an interesting method to create functional land use maps that can
be compared with model outcomes in the conventional way of calibrating a model. In fact, the ad-
jacency event matrix used in the OSPARK algorithm is a moving window-level spatial metric. Fur-
ther research should determine if the replacement of the adjacency event matrix by another spatial
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metric, or set of metrics (LMS), can improve the OSPARK classification results. Additional modi-
fications to  the algorithm that  should be evaluated are:  the possibility  to  use circular  kernels,  the
use of different similarity measures than k and the automatic optimization of the selection of tem-
plate kernels. This can be accomplished by minimizing the k value between templates of different
classes in order to achieve the highest separability and minimizing the k value between templates
of the same class to prevent data redundancy and reduce calculation times.

Some authors (Barnsley & Barr 2000, Herold et al. 2003), however, argue that both pixel and
kernel classifiers should be avoided, because they do not consider real objects, but artificial spatial
entities. To their opinion it would be a better approach to focus on the analysis of thematically de-
fined, irregularly shaped objects and regions. Current automatic segmentation algorithms, however,
have difficulties in delineating real world objects, while traditional visual interpretation approaches
are elaborate, time consuming, and they require much expert knowledge.

Furthermore, the spatially-explicit results of the metrics calculated at the moving window-level
can be compared with metrics calculated from land use change model outputs. The average Fuzzy
Kappa can be used as an objective function for the calibration that should be maximized.

Another option for using metrics in the calibration of land use change models is to compare
model results with metrics calculated at a higher level of abstraction, which are not spatially ex-
plicit. The goal of the calibration is then to minimize the difference in one or more landscape-level
metrics between the remote sensing based classification and the model output. In this case the
overall pattern of the model output map is optimized.

When class-level metrics are used, the LMS of the different classes should have a high similar-
ity between the model output and the remote sensing based classification. In this case the model
can be optimized for the accurate prediction of patterns of specific classes.

Many spatial metrics have been developed for the analysis of landscape configuration. The
choice of which metric is most appropriate for the characterization of a land use class is a point of
scientific discussion, since different researchers use different metrics and new metrics are still be-
ing developed (Parker et al. 2001). Parker et al. (2001) hypothesize “that different metrics are ap-
propriate for different landscapes and that no single set of metrics is appropriate for the characteri-
zation of landscape functions in all environments”. If that hypothesis is true, the LMS should be
trained to the landscape under consideration, like spectral signatures instead of looking for gener-
ally applicable landscape metrics signatures. Further research is needed to test this hypothesis.

5 CONCLUSIONS

Spatial metrics provide interesting opportunities for the mapping of urban land use and the calibra-
tion of  urban land use change models.  It  has  been shown that  spatial  metrics  can be spatially  ex-
plicit or not spatially explicit and can be applied at different levels of abstraction, which makes it
useful in many applications.

The OSPARK algorithm provides an interesting framework for the application of moving win-
dow-level metrics in the functional classification of remote sensing images. Some modifications
have been suggested and need further research.

A framework for the calibration of land use change models using spatial metrics has been sug-
gested. Land use change models can be optimized by comparing spatial metrics calculated from
remote sensing based classifications with metrics calculated from maps predicted by the land use
change model at different levels of spatial abstraction by using either moving window-level, class-
level or landscape-level metrics. This means that, depending on the goal of the model, or the stage
in its development, calibration or application, a modeller can choose to optimize the overall pattern
in the predicted map, the pattern within the classes or at the moving window-level.
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ABSTRACT: Forest fires play a critical role in landscape transformation, vegetation succession,
soil degradation and air quality. Improvements in fire risk estimation are vital to reduce the nega-
tive impacts of fire. This paper defines a conceptual scheme for fire risk assessment, as well as
methods for data generation based on remotely sensed and geographic information system tech-
niques. It presents proposals for their integration into synthetic risk indices, and provides a first
validation exercise on several study regions in Spain. All variables were mapped at 1 sq km spa-
tial resolution, and were integrated into a web-mapping service system. This service was active
in the summer of 2007 for semi-operational testing of end-users.

1 INTRODUCTION

Forest fires are a major factor of environmental transformation in a wide variety of ecosystems
(FAO, 2007). Fires have global impacts (Chuvieco, 2008), affecting forested areas and having an
important share in greenhouse gas emissions. Additionally, fires have local impacts, associated to
soil degradation, soil erosion, lost of lives, biodiversity, and infrastructures (Omi, 2005).

Although fire has been historically used as a tool for land use management and many ecosys-
tems are well adapted to fire cycles, recent changes in both climate and societal factors related to
fire can transform traditional fire regimes, increasing the negative effects of fire upon vegetation,
soils and human values. Recent changes in land use management in developed countries, with an
increasing abandonment of traditional rural uses have implied a remarkable increase of fuel accu-
mulation, which lead to more severe and intense fires, and consequently to higher negative impacts
on soils and vegetation resilience. Fire risk evaluation may greatly help to reduce the negative im-
pacts of fire, since pre-fire planning resources require objective tools to monitor when and where a
fire is more prone to occur. Traditional fire danger systems rely on meteorological indices, based
on variables that are routinely measured by weather stations. However, atmospheric conditions are
only one of the components of fire risk, which should also consider human aspects, fuel amount
and moisture status, as well as values at stake. This integrated approach was the basis to develop a
national project in Spain, being the main objective to develop methods for data generation and in-
tegration into synthetic fire danger indices.

Remote Sensing for a Changing Europe
D. Maktav (Ed.)
IOS Press, 2009

© 2009 The authors and IOS Press. All rights reserved.
doi:10.3233/978-1-58603-986-8-412

412



2 METHODS

2.1 Fire risk scheme
Although fire risk should be considered a combination of fire occurrence probability and potential
damages, only the former was considered for this paper to fit the scope within the paper extension.
Fire danger considers the potential that a fire ignites or propagates (figure 1). To obtain an opera-
tional assessment of fire risk conditions following the proposed scheme, the following steps were
required:

Generation of risk factors, using a common geographical unit. This phase requires the
definition of a target scale and resolution, which should relate to sources of data available.
Conversion of risk factors to a common risk scale.
Development of criteria to integrate risk factors.

Since  fire  danger  is  a  spatial  and  temporal  process,  it  should  be  addressed  both  spatially  and
temporally. The use of Geographic Information System (GIS) is quite obvious in this regard, since
these tools are ideal to manage spatial information, provide adequate spatial processing and visuali-
zation of results. For this reason, several previous studies on fire risk estimation have been based
on GIS (Chou, 1992; Chuvieco & Congalton, 1989; Nourbakhsh et al., 2006; Yool et al., 1985).

Figure 1. Fire danger assessment scheme

2.2 Study regions
Several research groups working on Mediterranean conditions participated in developing the fire
risk project presented in this paper. Four study areas were selected to develop the methods of data
generation and integration. Three of them are autonomous regions of Spain: Aragon with 47,719
Km2; Madrid, with 8,028 Km2, and Valencia with 23,255 Km2, while the fourth is a province of
Andalusia (Huelva, 10,148 Km2). Total area covered for the four regions is 89,131 Km2, which ac-
counts for 18% of the total area of Spain. Following end-user recommendations, the minimum
mapping unit was fixed at 1 Km2, using as a reference the standard UTM grid. The regions were se-
lected to provide a good assortment of Spanish various fire conditions.

2.3 Generation of risk variables
The generation of the input variables was based on extensive use of remote sensing and GIS me-
thods. A brief summary of the most critical factors follows, but table 1 includes references for fur-
ther details (Table 1).
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2.3.1 Modeling the Human factors of fire ignition
In most countries human activities are in one way or the other, the main responsible for fire igni-
tion. Humans have used fire historically for different purposes: light, heat, cooking, land clearing,
etc., and still have a critical impact on fire regimes and vegetation distribution. In Mediterranean
areas, human factors cause more than 90% of fires (Leone et al., 2003). In Spain, 96,1% of all fires
are human-caused (Dirección General de Biodiversidad, 2006).

Table 1: Input factors for the fire danger assessment system

In spite of the importance of these human aspects, little work has been devoted to this issue.
Most frequently, the studies have focused on variables related to land use or land use-change (rural
abandonment, agricultural-forest interface or urban-forest interface), population trends, rural activi-
ties, potential conflicts that may lead to vengeances or arson (unemployment, enforcement of con-
servation areas, reforestation in traditional pastured areas, etc.) (Leone et al., 2003). The approach
to consider human factors in fire risk assessment has been commonly based on statistical models,
which have tried to explain historical human-caused fire occurrence from a set of independent vari-
ables (Martell et al., 1989; Martínez et al., 2004).

For this project, the analysis of human risk conditions were firstly based on selecting the critical
variables associated to human-cause fires in Spain, following a detailed reviewed of specialized lit-
erature. General factors commonly identified by previous studies needed to be approached using
single variables, which should be available for all study sites. In a second phase, variables express-
ing each factor  were mapped at  the target  spatial  resolution of  the fire  risk assessment  system (1
km2), using a wide variety of GIS analysis. Only structural factors were considered at this stage,
since the human component was intended to be stable for the whole fire season.

Logistic Regression techniques were used to estimate the probability of occurrence from socio-
economic explanatory variables. The dependent variable was the number of fires caused by human
activities in the period 1990-2004 derived from official fire statistics, which reference fire records
to a UTM 10x10 Km UTM grid and to the municipality where the fire started. Previous to building
the statistical model, correlations between independent variables were tested to avoid multicolin-
earity problems. The model was based on a forward stepwise logistic regression analysis. In each
study area, 60% of the input cells were used for model calibration and the remaining 40% for vali-
dation.

Table 2 shows the results of the different models for each study region. A 0.5 threshold value
was used for classification of the input cases. The number of correctly assigned cells varies from
68.4% (Valencia) to 86.8% (Aragon). The variables included in each model were in agreement
with the experience of the forest managers who participated in the project. In the most urbanized
regions the urban-wildland interface was the most prominent variable in the model, followed by
unemployment rate. Variations in population and agricultural-forest interface were more important
in the more rural areas.

2.3.2 Ignition potential from lightning
In spite of the lower importance of lightning over human factors for fire ignition, lightning strikes
are also an important  factor  to  consider  in  fire  danger  estimation.  They tend to burn larger  areas
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al., 2004b; Garcia et al., 2008)
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than human-caused fires, because they occur in more isolated and steeper areas and frequently have
various simultaneous ignited spots, and therefore are more difficult to control (Wotton & Martell,
2005). Several previous studies have focused on analyzing the geographical variables that are more
prone to lightning caused fires, such as the topography, strike polarity and fuel moisture content.

For this project, the structural factors associated to historical lightning-caused fires were ana-
lyzed, by comparing spatial patterns of affected and non-affected areas. The dependent variable in
this case was the number of lightning-caused fires during the longest possible period of time (when
both lightning sources and fire statistics are available), while the independent variables were the to-
tal number of light strikes, vegetation and terrain characteristics, and moisture codes derived from
the U.S. National Fire Danger Rating System (Bradshaw et al., 1983), and the Canadian Forest Fire
Weather Index (Van Wagner, 1987). The daily meteorological database was only available at 3x3
Km resolution and for the period of 2002-2004, to which the analysis was restricted.

Similarly to the human factors, a logistic regression model to predict and explain historical fire
occurrence was derived for the lightning-caused fires. In this case, a pure binary variable was taken
into account (fire/not fire), since the total number of fires was much smaller than the human-caused
fires. The outputs of the models show good classification results, with 70% of the cells correctly
classified. The main explicative variable was the number of dry storms (with less than 2 mm).

2.3.3 Ignition potential associated to fuel moisture content status
Fuel Moisture Content (FMC) is a critical variable to estimate ignition and propagation danger,
since the amount of water in the vegetation is inversely related to ignition potential and rate of
spread. Following a common approach in forest fire literature, the estimation of FMC was divided
in this project between dead and live components. The former were estimated from meteorological
variables and the later from satellite images.

The estimation of dead FMC for this project was performed from an empirical approach, based
on field sampling developed between 1998 and 2003 in Central Spain (Aguado et al., 2007). The
independent variables in this case were two moisture codes routinely used in fire danger estimation:
the Fine Fuel Moisture Code (FFMC) and the 10-hour code, the former being part of the Canadian
and US fire danger systems, respectively. Similar results were obtained from the two moisture
codes, but finally the 10-h code was selected, since it does not require wind speed as an input and
therefore it is easier to compute. Once the empirical relations were established, they were extended
to a grid of 1x1 Km resolution, interpolated from the data of the European Centre for Medium
Range Weather Forecasting (ECMWF)’s using local algorithms. The interpolation algorithm took
into account horizontal distances between the grid point and the surrounding stations (quadratic in-
verse distance algorithm). The effect of altitude of each grid point over the value of the variable
(temperature or humidity) was also considered (Aguado et al., 2007). The estimation of dead FMC
was computed everyday, based on 12 (noon) forecasted data from the 8 am prediction .

Regarding the estimation of FMC of live species, satellite remote sensing was used as an input.
The use of satellite data in live FMC estimation has been discussed by different authors in the last
years. In spite of the difficulty of extracting the influence of water absorption over other factors af-
fecting plant reflectance, several studies have found good relationships, especially in grasslands
and some shrub species. For this project, empirical models for NOAA-AVHRR images were used,
based on our experience from previous projects (Chuvieco et al., 2004b). Previous models were
found inappropriate for very dry years, such as 2005, when high overestimations were found.
Therefore, a revision of the empirical method was developed. The new functions took into account
the rainfall conditions of the Spring season to choose whether a dry or normal year equation should
be applied. The outputs provide a more consistent estimation of FMC for contrasting years than a
single model (Garcia et al., 2008).

2.3.4 Propagation potential
Most fire spread simulation models have been designed for local conditions and for active fires that
have occurred or have been simulated to occur. For this project, it was intended to produce an esti-
mation of the average propagation potential of each cell, assuming a fire may occur anytime in any
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cell of the study areas. Another challenge was that fire propagation values should be calculated for
coarse grid cells, since our model was addressed to regional scales, which is uncommon in fire be-
haviour models.

Within these two limitations, average propagation conditions were simulated using the Behave
program (Andrews & Chase, 1990). A total of 5525 simulations were run for the 13 fuel types de-
fined within this program, by modifying systematically the slope gradients, from 0% to 90%, and
the wind speeds, from 4 Km/h to 20 Km/h. Standard values of FMC were considered: 5% for 1-h
moisture fuels, 10%, for 10-h moisture fuels, 12% for 100-h Moisture fuels and 50% for live fuels
(Martín Fernández et al., 2002). Those input conditions were selected by considering the worst-
case scenario, that is the fire is potentially propagated along the maximum slope gradient and the
wind speed is the average of the maximum speeds for the summer time.

The simulated values of flame length and rate of spread were averaged for each fuel type and
slope interval, as to generate a potential propagation map of the study sites. Fuel type models were
derived from the forest inventory maps, while slope intervals were computed from the 250 x 250 m
digital terrain model of the country.

2.4 Model integration
Once the input risk variables were generated, two additional tasks were required to obtain an inte-
grated fire danger index. On one hand, the input variables needed to be converted to a common risk
scale; on the other, they should be properly weighed, so the importance of the different factors was
taken into account.

2.4.1 Creating common danger scales
Several methods have been proposed to find common scales of fire risk, being variable normaliza-
tion, qualitative categorization and probabilistic approaches the most common (Chuvieco et al.,
2003). For this project, all the variables were converted to a 0-1 scale using probability functions.
For the consideration of the causes (human and lightning), the estimation models were based on lo-
gistic regression analysis and, therefore, the predictions were already expressed in probabilistic
terms. For the fuel moisture content, the conversion of FMC to ignition potential (IP, 0-1 scale)
was based on a physical model, using the concept of moisture of extinction (ME: (Simard, 1968).
This value expresses the maximum moisture value above which a fire is not sustained, and differs
for  each  fuel  type.  Strictly  speaking,  the  ignition  potential  of  a  fuel  when  FMC  equals  to  ME
should be 0. However, in our project a conservative approach was adopted (ME = 0.2) to avoid
eliminating areas with mixed fuels. Therefore, the conversion from FMC to IP was based on a lin-
ear  relation  from  the  FMC  minimum  value  found  in  the  historical  data  series  (PI  =  1)  to  ME
(PI=0.2) (Chuvieco et al., 2004a).

Finally, the conversion of the propagation variables to a propagation potential danger was based
on a normalization of the cumulative proportion of both rate of spread and flame length in all grid
cells of the study areas. For each cell, the maximum probability value between rate of spread and
flame length was selected as representative of the worst case conditions.

2.4.2 Integration of risk indices
The different input variables have different impacts on fire danger conditions. Identifying which
are more relevant and how they should be weighed to generate synthetic indices is a critical phase
in danger assessment. For this project, the integration of the causative agents (human and lightning)
was based on the Kolmogorov probabilistic rule (Tarantola, 2005):

BPAPBPAPBAP

where P(A U B) is the integrated probability, P(A) is the probability of ignition derived from hu-
man variables and P(B) is the probability of ignition derived from lightning. The integration of live
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and dead FMC was performed by averaging both FMC ignition potential values, weighted by the
percentage cover of both dead and live fuels.

For the integration of causative agents and FMC a multicriteria evaluation technique was
adopted. It was assumed that high risk probability should be associated to situations when both
high probability of having causative agents and FMC ignition potential occur. In the case of the in-
tegration between ignition and propagation danger (named integrated danger), a similar approach
was adopted, although in this case it was assumed that the worst conditions would occur either
when the maximum ignition or propagation danger occur.

2.5 Development of a dedicated web-mapping service
To facilitate the participation of end-users in the proejct, a dedicated web mapping service was de-
veloped. The service was based on public domain software. The server was tested during the fire
season of 2007 (June to September), and it was well accepted by the end-users. It included all the
input risk variables and integrated indices, plus several vector variables as auxiliary information.
Zoom, roam, consults, and download facilities were incorporated to the server
(http://www.geogra.uah.es:8080/cartofire/index.php, last accessed on April, 23, 2008).

3 RESULTS AND VALIDATION

The assessment of a fire risk index typically requires comparing the predictions of the system with
the actual occurrence of fires within a particular area and period. The fire danger system proposed
in this paper was tested in the summer of 2007. Two types of validation could be considered in this
regard, one affecting the input variables, and the other the integrated indices. The former should be
associated to the data generation phase. For instance, the assessment of FMC should be based on
field measurements of FMC, not on fire occurrence, since fire may not occur even with very low
values of FMC when no causative agents are involved, or alternatively fires may occur even with
moderate values of FMC if the agents are very active in starting a fire. The validation of the inte-
grated indices, on the other hand, might be done using fire occurrence, since all the dangerfactors
should have been considered. However, in this case, validation data from a long time series are
more appropriate than from a single season, because short periods may bias some of the theoretical
assumptions that are required to build the model.

For this project, the validation exercise focused on evaluating the existence of significant differ-
ences between danger values of cells with fires versus those without fires (for all 1 Km cells and
periods). For validation purposes, two indices were considered, the ignition danger which included
human and lightning factors, and the integrated danger, which included ignition and propagation
danger.

The occurrence database that was available for assessment was derived from the fire reports col-
lected by the regional forest fire services. Total ignition points used for validation were 173 in Ma-
drid, 111 in Huelva, 188 in Aragon, and 158 in Valencia. Several statistics to estimate significance
of differences between fire and non-fire cells were computed: 1) the distances of Mahalanobis; 2)
the Mann-Whitney U test (Mann and Whitney, 1947); and 3) the Nagelkerke R2 coefficient from
logistic regression fittings for each integrated index. Processing was done using the R statistical
software.

Ignition danger generally showed higher Mahalanobis distances than integrated Danger (table
2). However, the results were very close between the two indices in the Huelva region (with the
highest values among the different regions), and Valencia (the worst). The U values confirm those
results, since both Ignition danger and Integrated danger provided significant differences in all
study regions. The results were poorer for Valencia than for other regions. The two risk compo-
nents showed higher values for fire cells than for non-fires, showing the potential of these indices
to predict fire occurrence in very different regions, although a wide diversity of risk values within
non-fire areas was observed (fig. 2).
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Figure 2. Box graphs showing differences in the integrated danger for cells with and without fires during the
summer of 2007

Table 2. Results of the U Mann-Whitney tests. Significance of differences between fire and non-fire cells

The paper has reviewed the methods to generate critical risk variables and integrate them in a cohe-
rent structure for fire risk assessment. Although further work is required to improve procedures of
data integration, and extent length of the validation period, the proposed scheme should provide a
sound procedure to obtain synthetic and spatially-explicit assessment of fire risk conditions.
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ABSTRACT: Processing of time series of imagery for the purpose of monitoring changes 
of terrain in mountainous area over a long period of time from archive aerial images as well as 
from very high resolution satellite images is discussed. The information eventually obtained can 
be beneficial to studies of some geomorphological phenomenas like land slides, avalanches or 
rock slumping. Although the remote sensing technology provides efficient tool for the purpose, 
the quality of data available is often far from the optimum forcing to look for methods modifying 
the standard procedure accordingly. In the presented paper an area nearby Huascaran Mt. in Peru 
is taken as an example. The data available for the processing include aerial images from 
the years 1967 and 1970 and a QuickBird satellite image from 2003. 

1 INTRODUCTION 

Archive aerial and satellite images are an important source of information for various natural 
hazards and environmental studies. They are also very useful in quantification of changes in 
landscape evolution after significant natural disasters - like earthquakes, large slope movements or 
volcanic activities. To verify the methodology an example from Cordillera Blanca (Peru) was 
chosen. On 31st May 1970 towns Yungay and Ranrahirca nearby Huascaran Mt. (6 655 m a.s.l.), 
the highest mountain in Peru, were wiped out by earthquake-triggered avalanche. Several authors 
described the rock and ice avalanche just after the event (e.g. Lomnitz 1971, Plafker et al. 1971) or 
later with respect to the prevailing geomorphological processes (Vilímek 1995). Recent 
investigation is focused on the risk assessment for the population at the foothill of Huascaran Mt. 
(e.g. Vilímek et al. 2000). There was created big pressure on the local authorities to settle again 
the free area of the accumulation from 1970 disaster.  

For better understanding of landscape evolution in this area an investigation of prehistoric 
avalanches were initiated. In order to have a complete study of the area field survey as well as 
remote sensing data are needed - thus time series of aerial and satellite images were collected. 

The purpose of this paper is to show a potential but also limitations of usage of archive image 
data for a documentation of an extent of events such as land slides or rock slumping that have 
happened several years ago as well as development of the area after a disaster. The presented 
results document the first part of this research which main goal was to evaluate whether any 
reasonable outputs could be obtained from the available data set and to estimate its quality. 
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2 DATA DESCRIPTION 

The data set available contains imagery from three time periods, namely 1967, 1970, and 2003. The 
images from 1970 were taken very soon after the avalanche event. The selected time series 
therefore represents a very valuable dataset enabling monitoring the extent of the disaster and the 
development of the area thirty years afterwards. Unfortunately, there was not enough overlap 
between all images available. Thus, one stereopair from 1967 images and one from 1970 images 
was only chosen. An overlap between both stereopairs is about 53% (27 km2) and covers the town 
of Yungay and its surroundings. 

There were no topographic maps that could be used for data processing. The maps containing 
only contour lines were not of a big use because they missed any additional topographic content 
that could help with an orientation in the maps. A coordinate grid was missing as well. 

2.1 Aerial Images from 1967 and 1970 

Aerial images were taken with Wild RC8 camera using wide-angle objective lens (the principal 
distance close to 153 mm) at the approximate scales of 1:33 000 and 1:42 000 for 1967 and 1970 
images, respectively. Quality of aerial images appeared to be one of the main problems of the data 
set. Original photographs were not available. Obtained digital copies were produced on an office 
scanner with a resolution of 400 dpi (64 μm) which corresponds to the ground sampled distance of 
2.1 m in 1967 images and 2.7 m in 1970 images. Moreover, the size of the copies was limited by 
scanner’s A4 format and did not cover the photographs’ standard 23 cm x 23 cm. At least three 
fiducial marks were therefore missing on each scan. This fact made processing of the images quite 
difficult and caused some problems later. The calibration report of the camera was not available as 
well. Only the camera constant was readable on some of the images and the type of the camera was 
judged from a typical pattern of fiducial marks. It helped to search a camera report of the same 
camera type. Being aware of incorrectness and with regard to further processing described later, 
this camera calibration report was used as the best approximation at the moment. 

2.2 QuickBird Image from 2003 

A 2003 image was acquired from the QuickBird satellite. Both panchromatic and multispectral 
images with the resolution of 0.6 m and 2.4 m, respectively, were delivered as a part of the data set. 
The level of processing corresponds to “standard imagery”, which according to the DigitalGlobe 
specifications means absolute positional accuracy (RMSE) of 14 m (Digital Globe 2008). There 
was no correction to the terrain except of shift to the plane of an average height of the area covered 
by the image (3 738 m a.s.l.). Only the panchromatic image was used for further processing.  

2.3 Elevation data 

The maps containing only contour lines with a basic interval of 50 m were available. But as it was 
difficult to find corresponding points in these maps and in the images and it was not possible to 
read coordinates from the maps, they were not further used in processing. On the other hand, height 
information was needed for orientation of aerial images. Thus SRTM height model with the 3 arc 
second resolution was downloaded. According to USGS ( 2006), its horizontal accuracy is 20 m 
(circular error at 90% confidence) and its vertical accuracy is 16 m (linear error at 90% confidence, 
which corresponds to the standard deviation σSRTM = 10 m). The data for SRTM model were 
collected in February 2000. 

3 DATA PROCESSING 

The first goal of the investigation was to determine the extent of area covered by the avalanche in 
Yungay. For this purpose, images from all time periods were georeferenced into the same 
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coordinate system (UTM/WGS84) and orthorectified. The orthoimages were also used for 
evaluation of the development of the landscape after disaster. The second goal was to determine the 
height of the accumulated material but it was not possible fully accomplished due to low data 
quality. 

This project suffers from a complete lack of ground control points (GCPs). Therefore it was 
necessary to choose a reference frame. After placing all date into this frame, the relative relations 
can be kept although the absolute position will be inaccurate. If the relative solution is correct then 
as soon as GCPs are available, the whole data set can be transformed into its proper absolute 
position. All image processing was carried out in PCI Geomatica. The QuickBird image was 
chosen as a reference frame. Its georeferencing was taken from the metadata file obtained together 
with the imagery. The scale of the satellite image was considered to be correct and the absolute 
shift in the position of the image in the reference coordinate system is not of high importance at this 
stage of the research. The image was orthorectified using SRTM elevation model. Assuming 
positional correspondence between the QuickBird image and the SRTM elevation model, a 
positional shift in the satellite orthoimage can be estimated from SRTM height accuracy using the 
formula dR = dh tan(α/2), where dR is the estimated height error at the edge of the swath, dh is the 
height error and α is the field of view. In case of QuickBird image with viewing angle of 0 degrees 
(nadir look) and dh = 3σSRTM = 30 m, dR = 0.6 m which corresponds to the size of a pixel and is 
therefore within a generally accepted estimation of orthoimage accuracy of 2 pixels. 

Processing of aerial images consisted of three steps – restoration of parameters of inner 
orientation, determination of parameters of exterior, and orthorectification. 

3.1 Inner orientation 

The camera calibration report was not accessible for the processed images. The following 
approximations were therefore necessary: 

� the principal distance was set equal to the value printed in the photograph 
� the principal point identified with the fiducial centre 
� the coordinates of the fiducial marks were taken from the calibration report of the same type 

of the camera 
� the radial lens distortion was neglected 
At least two fiducial marks had to be graphically reconstructed because of incompleteness of the 

images. The reconstruction was done in a CAD software package (MicroStation) assuming 
symmetry of the image. Measurement of the fiducial marks was done in the OrthoEngine modul of 
PCI Geomatica. Residuals after affine transformation from the pixel to the image coordinate system 
was about 2.5 pixels for 1970 images and 1.5 pixel for 1967 images.  

3.2 Exterior orientation 

Exterior orientation was calculated by means of bundle adjustment in the modul OrthoEngine. Ten 
GCPs, ten check points (CPs) and six tie points were measured in each stereopair. Both GCPs and 
CPs were selected from the QuickBird orthoimage and their heights were interpolated from SRTM 
DEM. Due to changes in the landscape, the control points had to be chosen in spots that have not 
been affected by the avalanche. The CPs check the model orientation only by relative means 
because they were not measured independently. The measured points were not signalized. Points 
such as road or path crossings, edges of fields or crossings of line vegetation were chosen. 
Accuracy of definition of such points can be assumed about 1 to 2 pixels (up to 4 m and 5 m in the 
1967 and 1970 stereopairs). Adding an influence of an expected satellite orthoimage positional 
accuracy of 2 pixels (1.2 m), it leads to the rough estimation of horizontal accuracy of orientation 
of 5 m. The accuracy of the SRTM elevation model of 10 m had the highest influence of the 
vertical accuracy of the orientation of the stereoscopic models that could not therefore be much 
better than 10 m. Table 1 summarizing root mean square errors on GCPs and CPs after bundle 
adjustment shows that the orientation of the stereomodel from 1970 fulfilled expectations while the 
residuals in the 1967 model exceeded the expected values twice. Because the GCPs and CPs in 
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both stereomodels were identical or close to each other and from the same source, the observed 
differences in the RMSE values indicate problems with the inner orientation of the 1967 images, 
especially the camera constant. 

Table 1. Residuals on ground control points and check points after bundle adjustment. 

 Ground Control Points Check Points 
 RMSE_X [m] RMSE_Y [m] RMSE_Z [m] RMSE_X [m] RMSE_Y [m] RMSE_Z [m] 
1967 7 5 18 7 5 24 
1970 3 2 8 6 8 13 

3.3 Orthorectification 

Images from 1970 were orthorectified using the STRM elevation model. A DEM had to be 
derived from the stereopair from 1967 as the SRTM was not possible to use due to distinct 
landscape changes caused by the avalanche. A correspondence between the satellite orthoimage 
and aerial orthoimages was evaluated by means of 20 check points depicted in Figure 1. The mean, 
RMSE and standard deviation of differences between aerial orthoimages and the satellite 
orthoimage (a reference frame) are summarized in Table 2. 

Table 2. Statistical measures based on horizontal 
differences between derived aerial orthoimages and 
the satellite orthoimage. 

 2003-1967 2003-1970
RMSE_E [m] 10 3 
RMSE_N [m] 7 4 
Mean_E [m] 3 0 
Mean_N [m] -3 -2 

Figure 1. Overview on check points used for 
evaluation of the positional correspondence between 
derived aerial orthoimages and the satellite 
orthoimage. 

Similarly to the exterior orientation, the correspondence between the orthoimages 1967 and 
2003 is about twice worse than the correspondence between orthoimages 1970 and 2003. The 
explanation is following. The orthoimage from 1970 was derived using the STRM elevation model 
as in the case of the satellite orthoimage. In case of 1967 imagery, a DEM from the stereopair had 
to be derived for the calculation of the orthoimages of that year and this DEM was influenced by 
inaccurate orientation as that was described above. 

4 RESULTS 

Georeferencing of all imagery into the same reference frame (satellite orthoimage, UTM/WGS84) 
made mapping of the extent of the accumulation and mapping of land use/cover of the area of 
interest possible. As this paper is aimed at geometrical part of the image processing, possible 
outputs from mapping are demonstrated in Figure 2. The extent of the accumulation after the 
avalanche in 1970 is delineated. Most of the town of Yungay is covered by mad and ice. The 
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change of land cover and land use during after more than 30 years is visible in the 2003 
orthoimage. 

Figure 2. Delineation of the extent of the accumulation in the 1970 orthoimage and its superimposition in the 
2003 orthoimage. Some of the main topographic features of the area are added. 

Only 2D outputs are presented at this stage of research. Their horizontal accuracy (standard 
deviation) is estimated to 4 m with respect to the reference frame in case of imagery from 1970. 3D 
evaluation was not accomplished because low accuracy of the orientation of the images due to lack 
of calibration information and GCPs with sufficient accuracy. 

5 DISCUSSION 

As mentioned in the previous sections, the accuracy of input data was rather poor and a lot of 
simplification had to be accepted. In this paragraph, some ideas how to improve the results will be 
given.  

Having both parameters of inner orientation and GCPs, processing of aerial images could be 
accomplished using a standard processes with following rough estimation of horizontal and vertical 
accuracy (Kraus 2007): 
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where 
σ(sig)  accuracy of a measurement of signalized points in the images,  

σZ(sig)=m*c*0.3 pixel / b’, σXY(sig)=0.3 pixel for manual measurement 
σ(def)  uncertainty of definition of natural points 
σ(ori)  accuracy of orientation 
m is the scale of the image, c is the principal distance and b’ is the length of the base in the image. 

In the given dataset, if it was possible to scan the images from original negatives on a 
photogrammetric scanner with resolution of e.g. 21μm, a camera calibration report was available 
and GSPs were determined with accuracy of 0.5 m or better in all three coordinates, then accuracy 
of 1 meter from stereo restitution of the aerial images would be reachable in flat or mildly 
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undulating terrain. In case of mapping of hilly or mountainous terrain, contributions of σZ(sig) and 
σZ(def) should be replaced by σZ(ter) given by a formula that takes into account the slope of the terrain 
(Kraus 2007): 

⎟
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⎞
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⎝
⎛ +±= ασ tan

.
.)( h

c

150
h000150terZ

where 
his the flying height, c is the principal distance of the camera [mm] and α is the slope of the terrain. 
Example: ms = 40 000, c = 153 mm, h = 6210 m 
α = 10°, σZ(ter) = 2 m, α = 50°, σZ(ter) = 8 m 

With lower image quality or accuracy of GCPs, the accuracy of orthoimages or DEM derived 
from a stereopair decrease accordingly. If at least 6 GCPs are available per one image, parameters 
of both inner and exterior orientation can be calculated by means of direct linear transformation 
(DLT, Kraus 2007).This calculation procedure is useful when camera calibration reports are not 
reachable which is often the case of processing archive images. 

6 CONCLUSION 

A continuous study of areas exposed to natural hazards by means of both remote sensing and in situ 
measurements is important in order to understand processes connected to the origin of the hazards 
and possibly give early warnings in case of rapid development of new events endangering 
inhabitants and their properties. The presented work showed an example of processing time series 
of remote sensing images for monitoring changes in landscape due to avalanches. Although the 
data set contained a lot of unique topographic and thematic information, the geometric quality was 
poor and therefore all possible information could not be derived from it. Deriving changes in 3D, 
which would be valuable from the geomorphologic point of view, was not possible due to lack of 
ground control points of sufficient accuracy. Nevertheless, the presented 2D outputs are of value 
for study of landscape development and land use/cover changes.
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ABSTRACT: The percentage alteration of the Mediterranean forest landscape is one of the pri-
mary indicators for its degradation. In this sense, the land cover abundances change analysis by
using mixture linear algorithms (MLA), is presented like a good alternative to study this degra-
dation. This research analyzes the use of two information sources like Remote Sensing (Landsat-
ETM+) and Field Radiometry (GER 1500) to obtain mixture hyperplanes. These are calculated
by models based on least square estimations, assuming that each pure land cover (endmember)
belonging to any geographic area, behaves as a random variable which distribution function is
known. The mixture hyperplanes provide spectral signatures with a suitable correlation level
with regard to the supplied from remote satellite sensors once corrected, for the same geographi-
cal zone. These established hyperplanes can be used in future researches about Mediterranean
forest landscape changes, because they can represent the different levels of its degradation. In
this sense, it is proposed that they will feed a land cover spectral library with free accessibility.

1 INTRODUCTION

The uncontrolled urban development brings about not expected and not wished environmental
changes. Particularly, the Mediterranean landscape is a good example because it has been under se-
rious and continuous anthropogenic pressure since historical times. Severe degradation of soil and
vegetation resources can be observed as a result of such pressure. An analysis of the “observed”
changes of the development of vegetation cover may hence serve as a key indicator of its degrada-
tion. In this sense, we addressed the problem researching jointly remote (Remote Sensing) and near
(Field Radiometry) sensing data. We feel that both techniques can offer us an adequate source of
information about land cover degradation.

In remotely sensed data, pixels containing mixed spectral information about the objects under
study are commonly found. This is due to the limitations of the spatial resolution of the remote sen-
sor and the heterogeneity of features on the ground. As a result, most detected surfaces within the
instantaneous field of view (IFOV) of the remote sensing instrument are spectrally complex and
therefore create a heterogeneous spectral mixture rather than one spectrally “pure” signal within the
pixel. In spectral mixture theory, the spectral signal of a pixel can be represented as a mixture of
signals contributed by all spectrally “pure” features, or endmembers (Lillesand 2000), within the
IFOV of the sensor at a given time (Chen 2006).

The identification of the pure pixel value is often difficult (Olthof 2007). Nevertheless, the reg-
ister of land cover spectral response by measurements in situ by Field Radiometry can be a good al-
ternative for this task. This technique is able to provide a good set of endmembers and in addition
refers to spectroscopic measurements made outdoors, with the sun as the primary source of illumi-
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nation, and allows to the detection and analysis of the spectral characteristics of the land covers in
its natural surroundings.

Previous studies exist, related to the sampling method in the spectral register processes (Vaz-
quez 2004, 2007), specifying exhaustively the directives of sampling in situ (Field Radiometry).
These researches solve a very important aspect, that is the determination of the minimum and op-
timal number of spectral samples (so large sample) that it is necessary to register for each land cov-
er endmember.

In this paper, we have hence employed a mixture linear approach to cope with the different le-
vels of forest landscape degradation. We show an approach to analyze the question above: the use
of mixture linear algorithms (MLA) obtained from mixed models based on least square estima-
tions. It is assumed that each of the pure existing cover (endmember) belonging to any geographic
area behaves as a random variable which distribution function is known (Vazquez 2007). Later, the
zone at issue can be subdivided in smaller territorial units until its intrinsic behavior be homogene-
ous from a spectral point of view. These units will be the basic elements to build different "ad-hoc"
statistics that can bear in mind the characteristics and variability of real existent land covers. In the
limit, the values of these statistics will be the "observations" that will be needed for the least
squared estimation method. The obtained mixture hyperplanes (Vazquez 2008) will provide spec-
tral signatures with a suitable correlation level with regard to the supplied data from remote sensor
ETM+ with a atmospheric correction (Vermote 1997), for the same geographical zone.

The results of applying this approach to a Mediterranean forest zone with different degradation
levels are shown and the different mixed hyperplanes considered are able to represent efficiently
the different levels of degradation.

2 DATA SET DESCRIPTION

For the present work there has been chosen one of the most typical places of the Madrid Communi-
ty (Spain), which corresponds to a Mediterranean ecosystem forest principally composed by oaks,
bushes and meadows. The study zone is situated in the Mountgancedo near of Madrid City. This
site is located to the south-west of the Community, and it has a surface of 125 hectares. The study
area selected is located at 40º 24´30´´ N, and 3º49´50´´ W (4473/4474 N, 429/430 W UTM) (Fig.
1). Several Mediterranean species of vegetation coexist besides natural meadows, rocky outcrops,
bare soils and a set of generated covers by anthropogenic effects like asphalted paths of some new
little cities with commercial buildings and sports center.

The land cover spectral samples have been obtained in the summer by Field Radiometry (GER
1500), in accordance with Landsat ETM+ remote data register. Even though the remote sensor
(ETM+) has six bands with the same spatial resolution, only the first four ones can be considered
according to the spectral register interval of field radiometer; in order to correlate both sources of
information. Sampling in situ has been carried out according to a methodology (Vazquez 2007) that
optimizes the number of samples to pick-up.

Since the data registered in situ, provides a continuous spectral response, a previous reduction
methodology based on the integration of the radiance values (Arquero 2003) into the spectral bands
interval selected, was carried out. Thus, the field spectral data had been reduced to field spectral
signatures, with four values named R-ETM+1, R-ETM+2, R-ETM+3 y R-ETM+4, compatibles
with the first four bands of the remote sensor.

3 METHODOLOGY

The used sampling methodology starts with the identification of the landscape unit to be analysed.
We select geographical units that represent mixed pixels with different levels of Mediterranean for-
est degradation. With the aim of doing correlation studies between near and remote sensing data,
the selected units have equal dimension that the remote sensor spatial resolution and will be called
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Global Unit (Gu). This one will be submitted to a process of successive subdivisions, with the pur-
pose  of  get  smaller  units  or Intermediate Units, Iu, composed, in turn, by indivisible ones called
Elemental Units, Eu.  These  smaller  units  have  a  spectral  response  corresponding  to  a  land  cover
endmember. This methodology has been proposed and justified in a previous research (Vazquez
2008) and a small summary appears later.

Figure 1. Visualization of coloured (RGB) aerial image of Mountgancedo area. The zone of study is marked
with a square.

As selected Gu, it has been chosen five squares that represent five levels of degradation, belong-
ing to a Mediterranean forest placed in the surroundings of Madrid (Spain). They have 30x30 me-
ters of side and fit with the spatial resolution of the remote sensor (Landsat 7 ETM+). Each one of
them is subdivided in 64 Eu (4x4 meters). In this way it is possible to assure their good spectral
representation. Usually the size of the Eu is small compared with Gu, especially in the fairly com-
mon case when landscapes with great covers variability are analyzed. To assure the management of
an optimum number of samples it is necessary to create a new unit, called Iu, whose dimension will
be between the Global and the Elementary Units. In our case its dimension will be equal to 20x20
meters that corresponds to 25 Eu (Fig.1). The criteria to design the more representative statistics for
Iu could be based on a strategy of "considering" more or less the information belonging to the dif-
ferent Elementary Units. In this sense, we propose the “balanced statistic” that consists of assigning
to each Eu,  identical  "weight”.  So,  each  of  them  equally  will  contribute  to  the  total  spectral  re-
sponse of the Iu. This idea is showed in the next expression:

                                                                                                              (1)

For the representation of the Global Unit in the sampling process, it is proposed the accom-
plishment of a diagonal double sampling to obtain 8 point estimations corresponding to each of the
Iu included in it (Fig.2).

As for the estimation procedure for the Global Unit reflectance there has been chosen the least
squares method since this one does not need the previous knowledge of the joint density probabil-
ity  function to the analyzed area.  It  has  been used the least squares method with abundance con-
straints. The constraint considered is the full additivity. This requires that the abundance for a
mixed pixel must be one. Otherwise if we suppose that the land cover samples come from normal
populations and, in addition, it is possible to demonstrate that the mistakes random variable that
represent to them has null average and identical variance, the previous method of adjustment ac-
quires a new perspective from inferential-statistic viewpoint.
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Figure 2. Sampling Units: Global Unit (Gu), Intermediate Unit (Iu) and Elemental Unit (Eu).

This methodology is applied to simulate spectral signatures for the selected geographical Gu and
a  set  of  mixed  hyperplanes  are  been  obtained.  Once  obtained  linear  mixture  results,  it  is  made  a
correlation between this information and the provided by the remote sensor (once corrected from
atmospheric point of view) in the same period of time. The study area basically contains three natu-
ral covers: oak, meadow and shrub; and two anthropogenic cover: sport court and fallow.

4 RESULTS

The regression models for each band (mixed hyperplanes) obtained by linear least squares
techniques through balanced statistics applied on Iu double diagonal sampling in Gu, and are shown
in the next table (Table1):

Table 1. Obtained mixed hyperplanes to Global Unit for the five choose levels of degradation

Lower Degrad.
RR-ETM+1 = 0.0266 p1 + 0.0364 p2 + 0.0802 p3 Endmembers
RR-ETM+2 = 0.0281 p1 + 0.1333 p2 + 0.1831 p3 p1 : oak
RR-ETM+3 = 0.0153 p1 + 0.1717 p2 + 0.2301 p3 p2 : meadow
RR-ETM+4 = 0.2204 p1 + 0.3320 p2 + 0.9263 p3 p3 : shrub

Medium Degrad.
RR-ETM+1 = 0.0441 p1 + 0.1037 p2 + 0.0519 p3 Endmembers
RR-ETM+2 = 0.0714 p1 + 0.1516 p2 + 0.0843 p3 p1 : oak
RR-ETM+3 = 0.0822 p1 + 0.1911 p2 + 0.0897 p3 p2 : meadow
RR-ETM+4 = 0.3765 p1 + 0.2877 p2 + 0.2155 p3 p3 : shrub

Higher Degrad.
RR-ETM+1 = 0.1672 p1 + 0.0304 p2 + 0.3493 p3 Endmembers
RR-ETM+2 = 0.3342 p1 + 0.0522 p2 + 0.4047 p3 p1 : oak
RR-ETM+3 = 0.4996 p1 + 0.0778 p2 + 0.4987 p3 p2 : meadow
RR-ETM+4 = 0.9845 p1 + 0.1471 p2 + 0.7114 p3 p3 : shrub

With Sport Court
RR-ETM+1 = 0.1119 p1 + 0.1671 p2 + 0.0416 p3 Endmembers
RR-ETM+2 = 0.1507 p1 + 0.2350 p2 + 0.0790 p3 p1 : oak
RR-ETM+3 = 0.1691 p1 + 0.2797 p2 + 0.1214 p3 p2 : meadow
RR-ETM+4 = 0.4350 p1 + 0.4087 p2 + 0.2108 p3 p3 : sport court

With Fallow
RR-ETM+1 = 0.0283 p1 + 0.1717 p2 + 0.0607 p3 Endmembers
RR-ETM+2 = 0.0355 p1 + 0.1954 p2 + 0.1348 p3 p1 : oak
RR-ETM+3 = 0.0270 p1 + 0.2338 p2 + 0.1913 p3 p2 : meadow
RR-ETM+4 = 0.2769 p1 + 0.2406 p2 + 0.3324 p3 p3 : fallow
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Ri is reflectance and pi is abundance of endmember: oak, meadow, shrub, sport court and fallow.

Figure 3. Comparison results between spectral signature values of simulated models and satellite atmospheric
corrected data for the five selected Global Units.

The Figure 3 presents comparative results between the signature values (reflectance) obtained
from simulated models and those obtained through remote sensor ETM+, for the five Global Units.
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The spectral signature modeled has been obtained through the estimated percentage of abundances
and are showed in the same figure.

A global analysis of the results showed in the Fig. 3, denote that the spectral signatures modeled
are very similar that ones provided by the sensor satellite once atmospheric corrected. Particularly,
in the case of Global Units of Lower and Higher Degradation, the simulation predicts signatures
values slightly higher than those provided by the satellite sensor but in the other cases it is observed
highly correlation. We suggest that the atmospheric correction method of the satellite images, pro-
duces an overcorrection in the fourth band (ETM+4), in the cases of high percentage of vegetation,
land cover that presents a maximum value in this spectral interval. In the case of Higher Degrada-
tion with the higher abundance of class meadow that presents certain spectral variability makes
some slightly differences.

5 CONCLUSIONS

The procedure to modelling the spectral response in areas composed by mixed land covers through
the successive subdivision of the study area, presents satisfactory results. For that, it turns out in-
dispensable to handle spectral reliable values for each of the present endmembers. In consequence
it is crucial to have information with a great statistical solidity extracted from adequate multispec-
tral information libraries. With this basic information it is possible to conform signature models to
a reasonable adjustment degree to their provided by the satellite images previously corrected at-
mospherically. Different sets of mixed hyperplanes had been obtained for the different examples.
In this work the case of the Mediterranean forest with different levels of degradation and areas
deeply transformed by the human action are showed.
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1 INTRODUCTION

This research is part of a wider project whose main objective is to develop a Corine Land Cover
class based automatic classification methodology starting from high resolution Multispectral IKO-
NOS images. The images were provided by Regione Marche Institution thanks to a Research
Agreement signed together with the Università Politecnica delle Marche jointed Departments
(DARDUS, DIIGA and DiSASC).
The study case refers  to  an area belonging to the Ancona Province in Italy (Figure 1).  The IKO-
NOS dataset covers an extension of approximately 150 km2, with both coastal and mountainous as-
pect, urban and rural landscapes, natural environment, among which the Conero Natural Park has
to be mentioned.

According to a hierarchical approach, different phases are applied for land cover classification
based on digital image analysis. At the lowest level the analysis is merely based on the pixel spec-
tral values, while moving toward higher levels, the segmentation will carry out the spatial feature
patterns. The present research regards the lower level of the analysis. We analyzed the different so-
lar illumination, due to the irregular shape of the terrain, because it causes a variation of the spec-
tral response into the same cover: shaded areas show lower reflectance values than sunny areas. Al-
though it is possible to take into account this effect in multiband classification process by including
aspect or illumination maps as ancillary variables, the process of the solar illumination correction
of image Digital Number (DN) is more accurate. This correction is called in literature Topographic
Normalization. In this work we applied different topographic corrections to IKONOS images test-
ing different methodologies. Successively the corrected images were classified and the results
compared by means of the Confusion Matrix.

results.e

of many land
covers is influenced by solar illumination, that differs in dependence of the shape of the terrain.
These terrain illumination effects can affect automatic classification methods, due to the fact that
similar land covers produce different reflectance values. In the present study we compared some
radiometric image correction methods applied to reduce differential illumination effects to an
IKONOS image dataset. In literature Cosine Correction (1) based on the assumption of an iso-
tropic (Lambertian) reflectance, is widely argued. However several authors showed that this me-
thod overcorrects the images (2, 3, 4) mainly in faintly illuminated areas. In our research we ap-
plied the C-correction method (1, 3) and a modified version of the Normalization method (5).
Finally we performed an automatic classification to assess if the proposed DEM based altimetry
effect correction improves th

reflectancehat theABSTRACT: In Remote Sensing analysis it was pointed out t
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Figure 1 Location of the study area: the surroundings of the Ancona Province, Italy

The work was divided into five stages (Figure 2) which can be summarized as:
Dataset creation: the image dataset were orthorectified in a chosen coordinate system and

the generated DTM was used to create aspect
and slope maps.
Definition of training and control samples: an
exhaustive number of samples, based on a hie-
rarchical classification nomenclature, was cho-
sen to derive calibration values for the topo-
graphic correction models and successively to
train and check the automatic supervised clas-
sification.
Topographic Correction: several methodolo-
gies were used to normalize the illumination
effects.
Automatic Classification: the corrected images
were applied in an automatic supervised classi-
fication.
Accuracy assessment:  the  assessment  of  the
classification accuracy was carried out com-
paring corrected and not corrected images with
the training sample set.

Figure2. The sequence of the 5 classification process stages

Paper is organized in the following seven sections: “Background” section introduces the metho-
dological approach; “Pre-Processing” section provides a description of orthorectification method
and DTM processing; “Sample Dataset” section points out the necessary procedures to obtain a suf-
ficient number of training samples which are prerequisites for a successful classification. “Topo-
graphic Correction” section describes different methodologies applied for illumination correction.
Last two sections, “Assessment of the Classification Accuracy” and “Conclusions”, present and
comment the results.

2 BACKGROUND

In sloped terrains, the radiance depends of the sun’s incidence angle i  in relation to the surface
normal direction, , that can be calculated by means of the relation (1) using some DEM information
(aspect and slope):
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0coscoscoscos azpzpi sensen                 (1)

Where i  is the sun’s incidence angle; p is the terrain slope; z is the sun zenith angle; a is the
sun azimuth and 0 is the terrain aspect.

The iIL cos  parameter is in a range of ± 1 and can be computed for the whole image to obtain
the illumination map, modelling the illumination conditions. The topographic correction procedure
calculates the theoretical reflectance of an horizontal surface H  from observed radiance over
sloped terrain T  on the base of the IL coefficient. The method called Cosine Correction was pro-
posed by Teillet et al, and it is simpler to apply (2): ILzTH /cos         (2)

In this case the method assumes that the reflectance was independent from the observation direc-
tion and from the wavelength. The correction is based on the same factor for every direction and
for each spectral band, not considering the diffuse irradiance. For these reasons, the method over-
corrects the reflectance of the image where the IL parameter is low, as several authors showed (2,
3). Teillet et al (1982) introduced the C-correction coefficient in the previous equation to take into
account the influence of wavelength, considering the non Lambertian irradiance and the diffuse ir-
radiance (3): CLICzTH /cos  (3)
The C-correction coefficient increases the denominator, modelling the effect of the diffuse irra-
diance, and weakening the over-correction of faintly illuminated data. The wavelength effect is
taken into account, by the estimation separately of the parameter in each specific band. The calcu-
lation of C-correction coefficient is based on a statistical empirical function (4) that assumes a li-
near correlation between the reflectance of each band and IL results. The significant trend in the
observed data is significatively illustrated by the parameters b (the intercept) and m (the inclina-
tion) of the regression equation. The parameter C can be obtained as the quotient of b and m of the
regression model (C=m/b); bILmT  (4)

Several researches (1, 3), applied on Landsat imagery, demonstrated that the C-Correction is the
most effective illumination correction method. Law and Nichol (2004) tested different topographic
correction algorithms on IKONOS images, performing a changed version of the Normalization me-
thod proposed by Civco that considers the average IL conditions (ILm) (5):

m

m
TTH IL

ILIL

               (5)

In this case Law and Nichol introduced a calibration coefficient C  related to each band (6):

C
IL

ILIL

m

m
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               (6)

The C  calibration coefficient can be derived from statistical measurements of radiance and from IL
coefficient referred to a particular sample set, facing to and away from the sun (7):
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ILIL

S
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ILIL
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               (7)
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Where N is the mean on the slope away from the sun for a chosen cover class; S is the mean
on the slope facing to the sun for a chosen cover class; mIL is the mean value for the entire scaled
shaded relief model (0, 255); NIL is the mean of the illumination of a chosen cover class on the
slope away from the sun; SIL is the mean of the illumination of a chosen cover class on the slope
facing to the sun.

Choosing training samples set referred to different cover classes you can obtain different coeffi-
cients, producing, furthermore, different terrain corrected images.

3 PRE-PROCESSING

3.1 Digital Terrain Model (DTM) processing
Digital contour lines of Technical Regional Map at the scale 1:10.000 were used to generate a
DTM with a grid spacing of 4 meter. From the DTM we derived the information about the slope,
the aspect and the illumination according to the sun angle and elevation, useful, successively, for
the topographic corrections algorithms.

3.2 Image orthorectification
IKONOS images, acquired on July 2006, with a 29 degrees solar zenith angle, are in Panchromatic
mode (0.45-0.90 m) with 1 meter ground resolution and in Multispectral mode with 4 meter
ground resolution
The data are available in 11-bit radiometric resolution. They are delivered georeferenced according
to the UTM projection and WGS84 Datum. The whole image dataset was orthorectified by means
of the third order rational function model implemented in the software PCI - Orthoengine. We se-
lected 15 Ground Control Points (GCPs) on the Technical Regional Map at the scale 1:10.000 and
identified on the panchromatic image. Using also the DTM information we obtained an RMS error
below 1 pixel (1 meter ground resolution). The radiometric interpolation, applied by means of
nearest neighbour resampling method, preserves the original image values. Next, a sub map of the
original image was extracted to define the study area.

4 SAMPLE DATASET

A suitable classification system and a sufficient number of training samples are prerequisites for
a successful classification. The system should be informative, exhaustive, and separable (6, 7).
At first it is necessary the definition of the hierarchical classification structure that is principally
based on the user’s necessity and on the spatial resolution of remotely sensed data. On the base of
this structure, a significant number of training samples have to be defined.

4.1 Classification structure
The necessity of a standard classification system suggests the use of Corine Land Cover nomencla-
ture, derived from an European Project, led by the European Environmental Agency (EEA) in co-
ordination with the member countries. The aim of the project was to define land cover inventories
for all European Countries, at the scale 1:100.000, based on a standard methodology and nomencla-
ture, useful for remote sensing applications. The legend has a hierarchical structure on three levels,
containing 44 land cover classes, grouped into five major categories: Urban Fabric (1), Agriculture
Areas (2), Forest and Semi-Natural Areas (3), Wetlands (4), Waterbodies (5). With respect of these
structures, the high ground resolution of the IKONOS sensor, suitable for a map at the scale
1:10.000, needs the introduction of others categories of fourth and fifth level. Regarding the Agri-
culture, the Forest and Semi-Natural Areas, we adopted the extended legend provided by the Italian
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Agency for Environmental Protection and Technical services (APAT). For Urban Areas we intro-
duced new levels based on the spectral response of different materials.

4.2 Construction of sample set
For each class a sample test set was constructed with labelled polygons. Urban Fabric and Water
bodies samples were detected by means of the classical photo interpretation technique or basing on
specific surveying campaign for “ground truth” collection. Regarding the categories of Agriculture,
Forest and Seminatural Areas, to minimize errors in land use class assessment it was necessary to
search other information in dedicated databases. The principal cause of error was the high intra an-
nual land use variation for rotations and short cycle agricultural productions. Approximately 18.000
training pixels were extracted, lying to 27 classes. After a separability analysis, based on histo-
grams of the different bands, some classes were merged into single class. Finally the number of
classes was set to 15.

5 TOPOGRAPHIC CORRECTION

The analysis was performed with the Open Source software ILWIS (Integrated Land and Water
Information System). The software, developed in 1984 by the Netherlands ITC (Institute for Aero-
space Survey and Earth Sciences), has been granted open source since 1st July of 2007. It’s an inte-
grated Remote Sensing – GIS software that allows to use some internal functions and mathematical
calculations in a sequence of instructions organized in script format, to make more than customiza-
ble the procedures.
In this environment we tested the C-correction methodology, that produced, as documented in lite-
rature, the best result applied to LANDSAT images, and the Normalization method, used success-
fully by Law on IKONOS images.

5.1 Application of the C-Correction method
The C-correction coefficient evaluation is based on the regression analysis of a selected land cover
class. In this research the choice of the Forest class is based on its representatively respect to the
pixel amount (resulting from the automatic classification on uncorrected images) and the DN mean
value related to each single band. Furthermore the chosen class is the main cover type on the Con-
ero mountain and in the image dataset it presents mainly shadow areas. Figure 3a shows a positive
linear relationship between the DN of NIR band and the incidence angle.

Figure3. Linear regression of incidence angle in NIR band related to uncorrected data (a) and corrected data
(b)

a
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The equation for the trend line gives a value for the y intercept of 653 and for the slope of 135. The
C-correction coefficient is equal to 4.8. Figure 3b shows the effect applying the C-correction model
on the same dataset shown in figure 3a.
The relationship between the DN and the incidence angle is removed from the data. The equation
for the trend line gives a value for the y intercept of 770 and for the slope of 2.

5.2 Application of the Normalization method
We applied the wavelength independent model proposed by Civco using the corrected version

coming  from Law,  that  introduces  a  correction  factor  C  estimated separately for each band and
here called C-Normalization method.  In
order  to perform this  solution each sam-
ple class was grouped on the base of the
surface aspect respect to the sun azimuth.
It is well known that in all proposed me-
thodologies the class choice influences
the correction. In the graph of the Figure
4 each point represents for a class the
percentage variation of the mean values
of slopes facing to the sun respect to the
mean values of slopes away from the
sun.
Figure 4. Percentage variation of spectral re-

sponse of the slopes facing to the sun respect to the slopes away from the sun

This variation is different for each class but it seems that there is a linear dependence from the
wavelength inside a specific band. So the C coefficient, see equation (7), can be expressed as li-
near function of the observed radiance values (8): bmC T  (8)

Where m, b are estimated by means of regression analysis on C values calculated for the dif-
ferent classes of the sample set. This approach allows to obtain a model that is not influenced by
the choice of the sample class and gives better results on the whole image. It is better to apply this
model by images with heterogeneous land covers and where not even one is predominant.

6 STATISTICAL COMPARISON

In order to evaluate the accuracy of the topographic correction, a statistical analysis was per-
formed. Mean values and standard deviations before and after the topographic correction were cal-
culated both for the whole image and for the training areas of the Forest class. All the proposed me-
thods preserve the radiometric content of the entire image, and the correction is poor probably for
the effect of diffuse irradiance. The C-Normalization presents a lower standard deviation on the en-
tire image, while C-Correction gives better results on the selected Forest class (Table 2, Table 3).

Original Image Normalization C-Correction C-Normalization
Band
Red 278.67 201.5 276.86 199.65 279.03 201.58 277.67 199.89
Green 368.84 221.33 367.04 220.95 369.1 221.41 367.83 220.18
Blue 328.38 184.38 327.06 185.5 328.49 184.87 327.59 184.12
NIR 576.98 381.86 574.32 380.93 578.5 382.39 576.19 380.68

Table 2. Mean and standard deviation of the whole image before and after the correction
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Original Image Normalization C-Correction C-Normalization
Band
Red 234.46 13.19 281.69 38.73 239.09 12.96 239.39 13.52
Green 376.74 14.02 453.09 62.5 380.45 13.87 366.3 18.44
Blue 364.1 6.45 438.16 60.89 365.54 6.39 343.58 19.79
NIR 744.95 124.45 893.54 177.32 771.01 126.9 754.55 125.11

Table 3. Mean and standard deviation of the Forest class before and after the correction

7 ASSESSMENT OF THE CLASSIFICATION ACCURACY

A supervised classification was carried out by Maximum Likelihood (ML) algorithm using both
original dataset and the corrected images by the C-correction method. Although the User Accuracy
(UA) differs inside the classes, the topographic correction doesn’t produce improvement in the
Overall Accuracy (OA), that is the same for both datasets (Table 4, Table 5).

Table 4. Confusion Matrix of the ML classification carried out on the uncorrected dataset
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CONCLUSIONS

By means of different methodologies we carried out an empirical evaluation of the illumination ef-
fects on the radiance values. Analysis has been made inside a specific land cover class, that pre-
sented a spectral signature characterized by a mean and a standard deviation in radiance values. We
found a correlation between the radiance and IL values, that is wavelength dependent, varying on
different bands, but also inside a band on different classes. However the variations produced by the
illumination  conditions  in  a  land  cover  class  is  very  limited  inside  the  spectral  signature  of  the
class, so the topographic correction doesn’t produce meaningful improvements in the automatic
classification results. Although the IL model for the chosen dataset has had very low values, the ef-
fects on the radiance were not so meaningful, as well the visual analysis showed, probably for the
effect of diffuse irradiance. Other tests could be carried out by using different dataset, chosen on
the base of visual analysis of the effects due to the illumination. Regarding the methodologies
comparison, the C-Normalization method seems to perform better  results  inside the chosen class.
Anyway the model is influenced properly by the choice of the class. A correlation could be
searched  inside  a  specific  band  between  the  C coefficient and the mean wavelength of different
classes, in order to obtain a model for images which have heterogeneous land covers.

Table 5. Confusion Matrix of the ML classification carried out on the corrected image dataset by C-
correction method
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ABSTRACT: The extent of the Antarctica sea ice is not accurately defined only using low resolu-

tion passive microwave data, such as The Advanced Microwave Scanning Radiometer-Earth Ob-

serving System (AMSR-E). Due to the varied ice types at the ice edge, it is necessary to use addi-

tional resources that will have better results. Therefore sea ice edge data provided by National Ice 

Center (NIC) were used for better understanding. Sea ice extent for summer time period between 

January 1
st

 and March 1
st

, and winter time period between August 1
st

 and December 31
st

 were cal-

culated from both AMSR-E and NIC products. The calculated summer ice extent from AMSR-E 

underestimated the extent by 30% for summer season comparing to the results from NIC dataset. 

Also sea ice extent calculated from AMSR-E underestimated the extent by 10% for winter season 

again comparing to the results from NIC data. For the quality purpose and validation NIC data 

were compared with NASA’s Quick Scatterometer (QuikSCAT) to see the detection of ice edge 

differs or agrees between these dataset. Comparison covered the entire Antarctic continent for the 

middle of summer and middle of winter. NIC and QuikSCAT data showed very good agreement. 

However, AMSR-E data did not agree with the other dataset and basically underestimated total ice 

concentration at the edge during the summer season.  

1 INTRODUCTION 

Sea ice simply is frozen sea water and forms as saline ocean water freezes on the surface in polar 

regions. Sea ice is considered to be a sensitive indicator of global climate change. It is also used as

an input to global weather and climate models. Sea ice in the Antarctic is seasonal and can vary 

from a minimum in the austral summer month of February to a maximum in the early spring month 

of September. Sea ice extent varies from annual minimum of 4 to maximum of 18 × 10
6

 km
2

. How-

ever current climate models suggest that global warming will be felt most acutely in the Polar Re-

gions (IPCC, 2007). That is why mapping the extent of sea ice in the earth’s polar regions is of 

great interest to the scientific community. Researchers have already observed many changes in the 

Arctic, including the warmest temperatures in the last 400 years and a decline in the extent of 

spring and summer sea ice. While dramatic changes are occurring in the Arctic region, we still do 

not have a full picture of how Antarctic sea ice as a whole, is responding to climate change.  

Researchers already have utilized satellite measurements to study changes in Antarctic sea ice 

(Cavalieri et al., 1997, Zwally et al., 2002, Cavalieri, et al., 2003, Kwok 2005, Kwok et al., 2007). 

However, it is still questionable which satellite data gives better result comparing to others. Comiso 

et al, 2007 examined multi-sensor characterization of the Antarctic sea ice cover to provide general 

survey of satellite observations on sea ice cover. Comiso et al, 2007 and Comiso, 2004 mentioned 

the advent of passive microwave remote sensing since it is able to monitor the entire sea ice cover 

on a day to day, day/night almost all weather basis. They also pointed that scatterometer data pro-

vides complementary information to the passive systems. On the other hand NIC charts provide 

consistent integration of the various satellite sources includes different type of sensors such as pas-

sive microwave, active microwave, and scatterometer to detect the sea ice edge precisely. 
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We used satellite remote sensing data to detect changes in the ice to be examined over a large 

area. We compared data sets in terms of deriving sea ice extent to be able to look at the changes for 

a long time period. Our research included comparing microwave data derived from AMSR-E, ice 

edge charts generated by the NIC and sea ice extent derived from QuikSCAT to determine how the 

ice edges differ or agrees for each satellite observations for further geophysical retrievals and inter-

pretations.

2 DATA

AMSR-E is an instrument launched on NASA’s Aqua satellite that is able to study the Earth’s at-

mospheric, oceanic, cryospheric, and land processes and their relationship to global change 

(NSIDC). The Aqua Satellite travels in a polar, sun-synchronous orbit, in which it wraps the earth 

pole to pole daily. This instrument is useful for our purposes because it helps to detect general ice 

concentration around Antarctica that we can use to establish seasonal trends. The AMSR-E instru-

ment provides passive microwave data including horizontally and vertically polarized brightness 

temperature (Tb) from 6.9, 10.7, 18.7, 23.8, 36.5, and 89 gigahertz (GHz) frequencies. The spatial 

resolution of the data (pixel size) is 12.5 km by 12.5 km. The passive microwave has a clear advan-

tage that it provides day/night and almost all weather observation of the sea ice cover. The data 

product [AMSR-E/Aqua Daily L3 12.5 km Tb, Sea Ice Conc., & Snow Depth Polar Grids] ob-

tained from the NSIDC (Cavalieri and Comiso, 2004) is updated daily and is provided in digital 

HDF format. 

The NIC data provides the daily ice edge products which extracted mostly manually, and visu-

ally by trained analysts. Satellite and ancillary data normally used consists of AVHRR (The Ad-

vanced Very High Resolution Radiometer), QuikSCAT, Envisat (Environmental Satellite), SSM-I 

(The Special Sensor Microwave-Imager), buoy data, and foreign ice charts. The use of two or more 

sensors from the same satellite has the distinct advantage of observing the same surface at the same 

time. This is especially important when co-registration of sea ice data from different satellites is 

sometimes difficult. NIC basically uses Quicksat, high resolution microwave radar data, which is 

used in conjunction with AMSR-E.  

QuikSCAT is a polar orbiting satellite with an 1800 km wide measurement swath on the earth’s 

surface. Ku-Band scatterometer data have been used to detect polar sea ice on QuikSCAT. Gener-

ally, this results in twice per day coverage over a given geographic region. This data set provides 

sea ice extent for the Arctic (60–90° N) and Antarctic (52–90° S) in Scatterometer Image Recon-

struction (SIR) binary image format, along with ASCII text files containing latitude and longitude 

coordinates along the sea ice edge. QuikSCAT obtains 12 individual radar normalized backscatter 

(sigma-0) measurements, called ‘slices,’ for each footprint as it scans over a 1800 km wide swath. 

Slices are typically 4 to 6 km long by 20 km wide. The summed measurements of the slices are 

called ‘egg’ measurements. The effective resolution and shape of each egg measurement is ap-

proximately 20 by 30 km, depending on the antenna beam and instrument mode. This data set con-

tains both slice and egg images for each day. Passive microwave and scatterometers can be used 

jointly to improve our interpretation of the data and enhance our understanding of the global sea ice 

cover.

3 METHOD

The objective of this study was to examine different satellite observations to obtain the sea ice ex-

tent precisely on Antarctic sea ice. 3 different data set were used to derive sea ice extent. First daily 

AMSR-E images between January 1
st

 and March 1
st

for 2007 and 2008 were downloaded from 

http://nsidc.org/. Data then was imported directly to ENVI software and was opened as an external 

HDF file. The daily files were saved in ENVI standard format and georeferenced as polar stereo-
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graphic coordinates. Using the ENVI software, Regions of Interest (ROIs) were defined using 

threshold criteria to obtain only sea ice concentration between 1% and 100%. All pixels were 

screened out other than the given range. The statistics for sea ice were computed to get pixel num-

ber that has ice on it for each day. These statistics were imported to an Excel spreadsheet for fur-

ther analysis. Since the pixel size is 12.5 km, the total number of pixel is multiplied by the total 

area of pixel to calculate the sea ice extent (in km
2

) for each day. 

On the other hand, NIC data was directly processed in ArcGIS. National ice center provide the 

data as shape file. NIC sea ice edge data for Antarctica data between January 1
st

 and March 1
st 

for

2008 were downloaded from http://www.natice.noaa.gov/ and imported directly to ArcGIS soft-

ware. Each day of NIC data was separately georeferenced as polar stereographic coordinates. And 

again each day was converted from shape file to coverage file to get the total area of ice extent. 

Then daily comparison was made between NIC and AMSR-E to see the agreement of detecting the 

sea ice extent.  

The third dataset, QuikSCAT, was also imported directly to ArcGIS software. The data is ob-

tained from http://www.scp.byu.edu/data/Quikscat/Ice/Quikscat_ice.html. The website data set 

contains both slice and egg images for each day. And the data has been provided as in ASCII for-

mat. ASCII files containing latitude/longitude pairs which represent the contour points of the esti-

mated sea ice edge. Each line entry in the file consists of two values: a longitude and latitude. The 

longitude values range from –180 to +180. Unfortunately the latest day of the provided data is 6
th

of July, 2006. Because of the lack of the dataset, just only January 1
st

 of 2006 and July 6
th

 of 2006 

were downloaded to validate NIC data. The two days of data were converted to dbf file first and 

added to ARCGIS. QuikSCAT data then was projected as polar stereographic coordinates. Finally 

all the points at the edge manually connected to generate polygon shapefile to compare with NIC 

and AMSRE data. 

4 RESULTS AND CONCLUSION 

It is apparent on Fig. 1 that the QuikSCAT backscatters and AMSR-E brightness temperatures pro-

vide consistent information both inside the ice pack and in the marginal ice zone for winter season. 

They also indicate very similar features along the Antarctic ice edge and divergence regions. Back-

scatters and brightness temperatures signals go in opposite directions usually. The brightness tem-

perature is usually low when the backscatter is high, as with multiyear ice. And the brightness tem-

perature is high when the backscatter is low, as with first year ice. On the other hand, the backscat-

ter and brightness temperature can both be low in some areas inside the pack because of the open 

water regions. Also NIC data provides coherent information at the edge with the other dataset for 

winter time. 

In January, the QuikSCAT map shows very enhanced backscatter in practically the entire Ant-

arctic ice cover. Because of that high backscatter, the brightness temperature observed as relatively 

low by AMSR-E. On the other hand the ice concentration has agreement in some regions. Summer 

is the time when the sea ice breaks into individual ice floes and creates saturated sea ice region at 

the marginal zone. Because of the atmospheric and oceanic effects, they occasionally collide caus-

ing elevated edges for these floes. The surface is thus generally rough and hence the high backscat-

ter as observed in the QuikSCAT data. The rough edges of the floes provide very high backscatter 

because of the effectively reflected radar signal back from the surface. Because the surfaces are 

generally covered by wet snow or slush during the summer, the brightness temperature as observed 

by AMSR-E is generally low (Fig. 2). Since the resolution is lower, it is unable to read the finer 

details regarding sea ice concentration. Also AMSR-E generally underestimates sea ice concentra-

tions due to the thinning of the sea ice toward open water. However the NIC ice charts consist of a 

combination of microwave and radar data to compensate for the inaccuracy of AMSR-E. Overall 

NIC and QuikSCAT comparison shows better agreement than the agreement between QuikSCAT 

and AMSR-E. 
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Figure 1. NIC, Quickscat and AMSR-E comparison for winter season. 

Figure 2. NIC, Quickscat and AMSR-E comparison for summer season. 
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Table 1. Areal summer sea ice extent calculation for two datasets, NIC and AMSR-E 

DATE DATA PIXEL EXTENT (km^2) DATA PIXEL EXTENT (km^2) DATA EXTENT (km^2)

1-Jan AMSR-08 61417 9596406.25 AMSR-07 46605 7282031.25 NIC-08 12265336.53 

2-Jan AMSR-08 60275 9417968.75 AMSR-07 44823 7003593.75 NIC-08 11936184.47 

3-Jan AMSR-08 59138 9240312.50 AMSR-07 44035 6880468.75 NIC-08 11533855.49 

4-Jan AMSR-08 58440 9131250.00 AMSR-07 42988 6716875.00 NIC-08 11182194.35 

5-Jan AMSR-08 56810 8876562.50 AMSR-07 42350 6617187.50 NIC-08 11165300.89 

6-Jan AMSR-08 55660 8696875.00 AMSR-07 41098 6421562.50 NIC-08 11268900.65 

7-Jan AMSR-08 54038 8443437.50 AMSR-07 39817 6221406.25 NIC-08 10654553.75 

8-Jan AMSR-08 52374 8183437.50 AMSR-07 38525 6019531.25 NIC-08 10450472.18 

9-Jan AMSR-08 51098 7984062.50 AMSR-07 37316 5830625.00 NIC-08 10250853.38 

10-Jan AMSR-08 49607 7751093.75 AMSR-07 36607 5719843.75 NIC-08 9904500.64 

It is also very interesting that the passive microwave provides really critical information is dis-

tinguishable from the NIC data but not distinguishable from the QuikSCAT data that is the polyn-

yal region. For example, the ice concentration map clearly shows the occurrence of a summer 

polynya which is a feature that is not so easy to infer from the QuikSCAT data. It is questionable 

that maybe the provided data set only includes the ice edge or QuikSCAT does not basically pro-

vide the polynya. 

The other comparison was made between the sea ice extent from NIC and AMSR-E. It was 

shown that the NIC data and QuikSCAT data agrees very well during the winter time. And these 

datasets has better agreement than what the AMSR-E data shows for summer time. It is all because 

of that the NIC data provides sea ice edge derives from multi satellite imagery. So it is reasonable 

to consider the NIC as a precise dataset. The table below (Table 1) shows the areal sea ice extent 

calculation for NIC and AMSR-E data that there is about 2.5 million km
2

 maximum differences 

between the datasets. NIC and AMSR-E sea ice extent differs from each other for each season. The 

maximum different was obtained between January 1
st

 and March 1
st

 2008 as 2825852.45 km
2

. The 

minimum difference was obtained as 761890.02 km
2

 for the same period. The maximum different 

was obtained between August 1
st

 and December 27
th

 2007 as 2424525.62 km
2

. The minimum dif-

ference was obtained as 324133.53 km
2

 for the same period.  

The Fig. 3 shows that within one year (2006–2007) summer sea ice extent increased by over 1 

million km
2

 for the entire continent. Figure 4 indicates that the winter sea ice extent for the entire 

continent.

5 DISCUSSION 

We were looking at sea ice conditions in Antarctica. It had been found is that the NIC ice charts 

give a much better representation of ice extent than the passive microwave. Also this study showed 

that the QuikScat has agreed better with NIC charts and also disagreed with AMSR-E for summer 

season. The major reason seems to be that passive microwave influenced by particularly in low 

concentration conditions at the ice edge, while the NIC ice charts rely on active radar more these 

days which is probably similar to the scatterometer, so are less troubled in defining the ice edge. 

The under estimates of AMSR-E mostly coincide with the regions of the sea ice edge where usually 

ice conditions are highly variable. Even though AMSR-E provides continuous record of sea ice 

extent, NIC charts clearly shows seasonal effects on the estimation of the sea ice edge.  

Results also showed that the summer minimum (area bounded by the ice extent) this year in 

Antarctic sea ice exceeds last summer’s Arctic summer minimum. The two graphs in the AMSR-E 

file plot the ice extent area for 2007-08 National Ice Center Charts, and AMSR-E (total pixels with 

ice times pixel area) for both 2007-08 and 2006-07 for comparison. Particularly in summer, the 
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Figure 3. NIC and AMSR-E comparison for summer season. 
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NIC area exceeds the AMSR-E area, but the other figure with QuikSCAT shows the NIC and Scat-

terometer (QuikSCAT) generally agree, with both exceeding the AMSR-E. Based on the NIC, the 

ice extent area bottoms out at 5 million sq km (12 Feb). It must be also noted that NIC areas in-

clude the large polynyas in the Ross and Amundsen Seas, similar to the AMSR-E area.  

The 2006 to 2007 comparison is particularly interesting as the winter 06 sea ice extent exceeds 

the 07 value until late November when the decline crosses over (see Fig. 4) so that the summer 

minimum 07 ends up exceeding the summer 06 value. The idea is that the winds control the ice 

edge variations and that higher (lower) winds give a higher (lower) winter maximum followed by a 

lower (higher) summer minimum. The main concept is that when the summer minimum has a high 

dependence on transport, this will show for the Antarctic, the future of the Arctic summer ice in a 

different wind regime under climate change than present may be subjected to similar variability, 

making its disappearance perhaps less predictable than a linear extrapolation of the current trend.  
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Estimation of daily actual evapotranspiration in Algerian semiarid
environment with satellite ASTER

A. Hamimed, A. Khaldi & K. Mederbal
Laboratoire de recherches sur les systèmes biologiques et la géomatique, University of Mascara, Algeria

A. Seddini
Dept of Hydraulics, Faculty of Engineering Sciences, University of Tlemcen, Algeria

Keywords: remote sensing, ASTER, daily evapotranspiration, SEBAL, energy balance, evapora-
tive fraction

ABSTRACT: The main aim of this study is the use of the satellite ASTER data for assessing the
daily actual evapotranspiration by solving the energy balance equation at the surface. The energy
balance model used is SEBAL (surface energy balance algorithm for land). It is a one-source
model that calculates the net radiation, soil heat flux and sensible heat flux at each remote sens-
ing pixel and estimates the latent heat flux as the residual term in the energy balance. It involves
in input the NDVI, surface temperature and albedo. The study area encompassed by ASTER im-
age contains extremes in surface albedo, vegetation cover and surface temperature values. It cor-
responds to Ksar Chellala plains in Algeria.
To estimate the sensible heat flux, which represents the crucial variable in solving the energy
balance equation, we opted for a method based on the use of profiles in the surface layer, with
the coupling taking place in fluxes at the convective boundary layer base. We showed that a sim-
plification of this method by ignoring the atmosphere thermal stability functions can give the
same results approximately. It is then possible to estimate the sensible heat flux and calculate the
latent  heat  flux  as  the  residual  term of  the  energy  balance.  We  can  then  asses  the  actual  daily
evapotranspiration and some moisture indices: evaporative fraction, Priestley and Taylor para-
meter and surface resistance to evaporation. These indices allow quantitative monitoring in pixel
basis of water status degree.

1 INTRODUCTION

Monitoring the transfers of mass and energy at a surface is crucial for hydrological and vegetation
resources management. It is also necessary for a better comprehension of hydrological and climatic
systems as well as their predictions.

Remote sensing is an excellent tool for this monitoring as it provides information related to
mass and energy transfers and particularly to evapotranspiration fluxes.

Evapotranspiration is one of the fundamental processes controlling the equilibrium of our pla-
net.  It constitutes the link between the hydrological and energetic equilibrium at the soil-
vegetation-atmosphere interface and its knowledge is crucial for climatic and agro-meteorological
studies.

Depending on the geographical location on the earth’s surface, evapotranspiration represents be-
tween 60 to 80 % of the precipitation return to the atmosphere (Balaji et al. 2000).  Consequently,
it constitutes one of major phenomena in the hydrological budget, especially in arid and semi-arid
regions.
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Furthermore, estimation of actual evapotranspiration using satellite data in the visible and infra-
red has been at the centre of several methodological approaches during the last years (Courault et
al. 2005).

We can mention three such methods:
- Those using simple empirical relationships relating daily evapotranspiration to an instantane-

ous surface temperature measurement (Seguin & Itier 1983; Lagouarde 1991; Vidal et al. 1987).
These methods are inconvenient as they can only give a daily value of actual evapotranspiration,
and are essentially statistical in nature.

- Those using atmospheric boundary layer methods do not present the above limitation (Taconet
et al. 1986).  They are however more cumbersome and use many important, difficult to measure,
parameters which make them unsuitable to spatial integration in models that are very sensitive to
such parameters (Jacob 1999).

- Those avoiding the limitations of the previous two, while still preserving their advantages.
They take into account physical laws where possible and empirical relationship otherwise. SEBAL
(Surface Energy Balance Algorithm for Land) is considered as a third category.  It has been devel-
oped to solve the energy budget equation using a spatial approach assuming the existence of sites in
extreme hydrological conditions (very dry and very wet) (Bastiaanssen et al. 1998). Properties
from these sites are used to determine some variables at the soil-vegetation-atmosphere interface
not possible to obtain through remote sensing.

In this study we propose a methodology based on SEBAL to solve the energy balance and map
the actual daily evapotranspiration from the Advanced Space born Thermal Emission and Reflec-
tion Radiometer (ASTER) aboard the NASA’s Terra Spacecraft.

2 THEORETICAL BACKGROUND

Currently, the energy balance equation at the surface is expressed as:

Rn = G + H + E                                           (1)

expresses the partition of the net radiation Rn between soil heat flux G, sensible heat flux H and
latent heat flux (corresponding to evaporation for a bare soil and transpiration for vegetation cano-
py).

The net radiation is found from the various components of radiations exchanges:

Rn = (1- ro).Rg  + L  - L                      (2)

where Rg is the incoming global radiation, partly reflected depending on the albedo ro, L  and
L  are the downwelling and the up-welling long wave radiation, respectively.

The soil heat flux G is usually low in comparison with the other terms. Also, we tend to neglect
it, or to give it a fixed proportion of the net radiation (0.1 for example). The sensible heat flux H is
expressed as a function of the near-surface air temperature difference (To-Ta) as:

)T(T
r
.CpH ao
ah

                                          (3)

This expression involves (outside constants  and Cp, air density and specific heat, respectively)
the aerodynamic résistance to heat transport rah which is a function of wind velocity, thermal stabil-
ity effects of the atmosphere and surface roughness.

To estimate the aerodynamic resistance to heat transport, some theoretical approaches have been
used particularly by Paulson (1970). They are essentially based on the use of logarithmic profiles of
mass and energy transfer in the surface boundary layer and the coupling surface/boundary layer
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which occurs at the fluxes in the convective boundary layer. The integration of speed profiles leads
to two similarities functions m and h parameterized by the turbulent regime of momentum and
heat.

(za/L))ln(za/zK.u/u* mom                  (4)

(za/L))za/z(ln
*uK

1r hohah                  (5)

where u is wind speed at the reference height (usually equal to 2 m), m and h are respectively
stability correction for momentum transport and stability correction for heat transport and L is the
Monin-Obukhov’s length, expressed as:

K.g.H
*.u.Cp.T

L
3

a                   (6)

where u* is  the friction velocity,  K is  the von Karman constant  ( 0,41), g is the acceleration
due to gravity, zom is the roughness length for momentum transport and zoh is the roughness length
for heat  transport.

E is the latent heat flux, expressed as:

sah

aosat

rr
e)(Te.Cp

                  (7)

where is the psychrometric constant, rs is the surface resistance to evaporation, ea is the water
vapour pressure at reference height (za) and esat(To) is the saturated vapour pressure at surface
temperature.

3 STUDY FRAMEWORK

3.1 Study area and climate
The study area corresponds to the Ksar Chellala plain. It is located in the east of Tiaret (in the west
of Algeria) between latitudes 35°12' and 35°20' N, and longitudes 2°13' and 2°21' E. It covers an
area of 126 km2 (Fig. 1).

The selected area is marked by a steppe plateau at the piedmont of Ben Hamad Mountain which
constitutes a barrier to the sirocco winds very frequent in summer. The average altitude is about
850 m. The terrains levelling are of miocene formation, consisted of sandy clay, poudings and con-
glomerates. We also note the presence of some alluvial deposits which cover bed watercourses.

The study area is reported on semi-arid climatic floor enjoying a continental climate. Two prin-
cipal periods characterize this area: one rainy and sinks during months of autumn, winter and early
spring and another dry and torrid in summer. The winter is rather cold. The minimum absolute
temperature goes down to -6 °C. The summer is usually dry and hot. The maximum absolute tem-
perature is equal to +47 °C . Annual average precipitations are around 350 mm.

Because of the intense evapotranspiration and wind, only a small portion of annual precipita-
tions, which takes place except estival season, is useful for cultivable soils.
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Figure 1.  Location of the study site

3.2 Data
The data set used in this work consists of 14 bands atmospherically corrected of ASTER satellite,
acquired on October 25, 2000 at 10 H 48' GMT, and some ground data acquired at the moment of
satellite overpass from the Ksar Chellala weather station localised in the selected study area.

4 ESTIMATING OF SURFACE ENERGY FLUXES

In order to obtain the actual evapotranspiration, SEBAL is based on the estimation of latent heat
flux as the residual term of the energy balance equation:

E = Rn - G - H                  (8)

Indeed, the ASTER sensor measures exoatmospheric spectral radiance in the visible, near infra-
red, middle infrared and thermal infrared. These radiances can be converted into albedo (ro), vege-
tation index (NDVI) and surface temperature (To).

The albedo, defined as the hemispherical surface reflectance in short wavelengths rang (0.3-3.0
μm), is obtained from weighted surface reflectances in the first nine ASTER channels.

The normalized difference vegetation index is calculated from reflectances in the red (rR) and
near infrared channels (rNIR) as:

RNIR

RNIR

rr
r-r

NDVI                  (9)

The surface temperature (To) is obtained by conversion according to Planck law of the thermal
infrared radiance in brightness temperature which is then corrected for emissivity effects using TES
(Temperature/Emissivity Separation) model (Gillepsie et al. 1998).

The estimation of net radiation requires evaluation of:
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- incoming global radiation Rg, obtained from meteorological observations; this data allows us
to compute the atmospheric transmittance ( sw) which is in our case equal to 0.72;

- the upwelling longwave radiation L from Stephan-Boltzman law using surface temperature;
- the downwelling longwave radiation L  using air temperature and atmosphere emissivity. This

latter is estimated following to (Brutsaert 1975):

1/7

a

a

T
e

1.24'                (10)

The soil heat flux G is empirically estimated using the expression suggested by Bastiaanssen et
al. (1998):

4(NDVI)0,9781.2)moy(r0.0062moyr(0.0032
r
T

Rn
G

oo
o

o              (11)

involving albedo, vegetation index, surface temperature and net radiation.
It is then possible to estimate the sensible heat flux according to the near-surface air temperature

difference and the aerodynamic résistance to heat transport (rah).  This  later  takes into account  the
atmosphere thermal stability effects, which represents a delicate point. A current approximation for
estimating this resistance is to overlook the stability correction for momentum and heat transport
functions ( m and h) introduced into equations 4 and 5 (Allen et al. 1998; Balaji & Raghavan
2000).

The original approach suggested in SEBAL (Bastiaanssen et al. 1998) for estimating rah is based
on the use of averages profiles in the atmospheric boundary layer in which vertical fluxes (momen-
tum flux, friction velocity, wind speed) can be considered constant even over heterogeneous ter-
rains. It is therefore possible to assume that, for dry pixels, the latent heat flux is zero and the en-
ergy balance equation is written then:

Hdry = Rn - G                (12)

The identification of dry pixels is done by analyzing relation between albedo and temperature
surface (Hamimed et al. 2001). On these pixels, aerodynamic resistance to heat transport (rah

dry) is
determined according to:

dry
ah

p

o r
.C

T
H

               (13)

H/ To can be calculated as:

ooo

o

o T
G

T
*L

T
r

Rg
T
H

               (14)

corresponding to a combination of equations 1 and 2 followed by differentiation with respect to
surface temperature To. L* is the net longwave radiation (L* = L - L .
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The determination of H/ To for dry pixels requires quantification of various terms on the right-
hand side of equation 14 (Tab. 1)

Table 1. Partials derivatives of albedo and energy fluxes with respect to surface temperature

Equation 13 enables us to assess the effective aerodynamic resistance to heat transport for dry
pixels at blending height (generally set to 100 m) (Bastiaanssen et al. 2000). Using rah

dry into an it-
erative process allows extracting the effective friction velocity u*100 at this height (Tab. 2). We can
then obtain the wind speed (u) at the reference height using the logarithmic profiles. The integra-
tion of aerodynamic momentum roughness zom into a second iterative process enables us mapping
the friction velocity u* at the reference height. Finally, the use of Monin-Oubukhov’s similarity
hypothesis allows us mapping aerodynamic resistance to heat transport following expression 5.

The near-surface air temperature difference (To-Ta)  is computed using a linear relation be-
tween air and surface temperatures. The slope and offset are estimated inverting the sensible heat
flux expression over wet areas (To = Ta) and dry areas (H = Rn - G).

Table 2. Momentum flux parameters at the surface boundary layer height (100 m)

5 MAPPING OF DAILY ACTUAL EVAPOTRANSPIRATION

In agriculture, the knowledge of daily energy fluxes particularly the actual evapotranspiration is
very significant compared to instantaneous fluxes. It allows appreciating the crop moisture status
and the definition of irrigation modes.

Among the existing approaches on the estimate of actual evapotranspiration from remotely
sensed data, we can retain that based on evaporative fraction assumption. This one is estimated
from instantaneous measurements according to:

G-Rn
LE

               (15)

energy balance equation. This step leads mapping the latent heat flux. This should help interpreting
more accurately the behaviour of a surface with respect to water stress. However, its values
strongly depend on conditions of its estimate. It is therefore preferable for an easier interpretation
to deduce indicators such as evaporative fraction, Priestley and Taylor parameter and the surface
resistance to evaporation.

The use of equation 3 enables us computing the sensible heat flux in pixel basis and solving the
281.84Kotential temperature)p(pT
42.551rah s.m-

m - 0.069
h - 2.616

L m -56.796
0.541u* m.s-

eParameter Unit Valu

0.01-K.2LE/ To W.m-
26.061-K.2H/ To W.m-
-6.091-K.2L*/ To W.m-
0.881-K.2Go/ To W.m-
-0.04951-Kro/ To

Paramètre Unité Valeur
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which is considered similar to its daily counterpart (Tasumi & Allen 2000; Kustas et al. 1994),
and is used to compute the daily actual evapotranspiration ETRd from instantaneous latent heat
fluxes.

Ignoring the soil heat flux on a day basis, the daily actual evapotranspiration can be computed
from daily net radiation and instantaneous evaporative fraction:

ETRd = Rnd                (16)

The daily net radiation can be computed according to slob (de Bruin 1987) where the surface al-
bedo is assumed to be similar to the surface albedo during the morning overpass, and the daily
global radiation and atmospheric transmittance are taken from the field measurements:

Rnd = (1 - ro) Rgd - 110 swd                (17)

6 RESULTS AND DISCUSSION

Through the SEBAL energy balance equation modeling, we showed that the surface parameters ob-
tained from the satellite imagery namely the albedo, vegetation index and surface temperature lead
determining the latent heat flux as the residual term of this equation.

The surface temperature is indirectly linked to the latent heat flux through the energy balance
equation. It varies on the image between 295.4 and 308.8 K. The higher values correspond to areas
where bare soil are dominant, while low values are associated with areas where vegetation cover is
dense. Similarly, the dry pixels temperature is more than that of wet pixels (Tab. 3).

The evaluation of rah without correction for atmosphere thermal stability can have values of la-
tent heat flux roughly similar to those obtained by introducing the functions of stability correction
for momentum and heat transport (Fig. 2). It is therefore possible to simplify the approach pro-
posed in SEBAL for calculating rah by ignoring contribution of these two functions, but this hypo-
thesis needs to be verified on other sites.

Note also on the table 3 that rah for dry pixels is low, causing the release of sensible heat to the
atmosphere. This is justified by high differences between surface and air temperatures. However,
wet pixels present high values of rah because the net available energy (Rn - G) is mainly used in
evapotranspiration.

As shown in table 4, estimating the daily actual evapotranspiration fairly accurately represents
the logic of evapotranspiration spatial variations without having to introduce a large number of in-
put parameters easily accessible to routine.

On figure 3, daily actual evapotranspiration varies from 0 to 5.13 mm with a clear dominance
surfaces with a water deficit more or less strong. By against, a good water status is represented only
a small area. The dominance of water deficit is clearly observed on frequency distributions of daily
evapotranspiration and evaporative fraction (Fig. 4 a & b).
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Table 3. Instantaneous and surface fluxes above dry and wet pixels

Figure 2. Comparison between corrected and uncorrected latent heat flux for atmosphere thermal stability

Table 4. Variation of daily actual evapotranspiration and moisture indicators with land use

ference ° C 7.25 0.48fear-surface air temperature diN
Evaporative Fraction - 0 0.98

0 4312Latent heat flux W.m-
4232.31 3.2Sensible heat flux W.m-

42.3512.331Surface resistance to evaporation s.m-
-362.7862.37Monin-Oubukhov lenght m -

0.44 0.641m.s-yFriction velocit
42492Soil heat flux W.m-

281 4772et radiation W.m-N
296.4305.6KSurface temperature

- 0.95 0.98yEmissivit
Albedo - 0.35 0.10

DVI - 0.11 0.48N
Parameter Unit Dry pixels Wet pixels

Dense vegetation cover 2.17 0.45 148.1 0.71
Moderate vegetation cover 1.62 0.31 217.4 0.49
Sparse vegetation cover 0.86 0.17 285.4 0.27
Bare soil, fallow and rangelands 0.54 0.11 323.7 0.17

d
(mm) (-)

rs
(s.m-1) (-)

RETsLand use unit
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Figure 3. Daily actual evapotranspiration map

Figure 4. Frequency distribution of daily evapotrnspiration (a) and fraction evaporative (b)

The confrontation of actual daily evapotranspiration values obtained with SEBAL and those
with Priestley and Taylor method (Jiang & Islam 2001) shows a good agreement (Fig. 5), which
justifies the validity of the used approach.
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Figure 5. Comparison between SEBAL and Priestley & Taylor evapotranspirations

Indeed, actual evapotranspiration values so estimated are to be treated with caution and have on-
ly a relative value, because there is no a validation method as wide at time and space scales.

One way may be seen by considering two climatic data: the instantaneous wind speed and daily
pan evaporation. The wind speed measured at the moment of satellite overpass (8 m.s-1), does not
differ much from the average wind speed simulated on selected site with logarithmic profiles (7.1
m.s-1). The used approach gave a maximum value of daily evapotranspiration 5.13 mm (corres-
ponding to the surface resistance to evaporation value of 23.2 s.m-1), which is slightly less than
6.04 mm of open water evaporation value, estimated in the same conditions, that corresponds to a
surface resistance to evaporation almost zero.

An analysis of the surface resistance to evaporation frequency distribution is considered another
way to validate the results. They showed that for most crops covering entirely soil, this resistance
values varies between 10 and 400 sm-1 with generally peaking around 80 s.m-1. The result shown
in figure 6 is roughly consistent with this indication.

Figure 6. Frequency distribution of the surface resistance to evaporation for pixels with NDVI more than 0.6

7 CONCLUSION

The results outlined above confirm the opportunities presented by ASTER satellite data to solve the
equation of energy balance, assess the water stress degree, clearly differentiate the parcels subject
to different water systems.
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The model used is quite suitable for a real exploitation of satellite data to estimate a number of
parameters at the soil-plant-atmosphere interface. These parameters have the advantage of being
spatialized and offer a spatio-temporal coverage more satisfactory than the data points measured
operationally.

They pose a problem against it to be indirect and need using radiative transfer models within the
atmosphere and at the surface for their interpretation in terms of physical parameters.
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ABSTRACT: The mapping of burned areas and the estimation of post-fire forest regeneration is
very important in order to examine the vulnerability of Mediterranean forest to the increased oc-
currence and destructiveness of fires induced by climatic warming and the changes in the tradi-
tional land use patterns in Southern Europe. Satellite remote sensing has been widely applied in
forest fire-related research and has provided satisfactory results for burned area mapping, as well
as valuable information concerning the post-fire condition of affected areas. Moreover, advanced
classification techniques, such as object-based methods have been successfully used for the accu-
rate mapping of burned areas and the estimation of the vegetation recovery in fire-altered land-
scapes.
The aim of this study was to investigate the use of remote sensing in mapping a burned area in
Kassandra peninsula, Greece and to assess the short term fire effects on the landscape. The spe-
cific objectives were: a) to develop an object-based classification model for mapping the burned
area by employing a LANDSAT image and to evaluate the classification accuracy, and b) to de-
velop an object-based classification model to monitor vegetation regrowth one year after fire by
employing a SPOT image.
The use of object-based classification resulted in very accurate mapping of the burned area when
compared to field and aerial photography data. Moreover, the results of the analysis showed that
about 58% of the burned area was covered by vegetation one year after the fire event.

1 INTRODUCTION

Natural fires are common in many parts of the world and they are an integral part of many terrestri-
al ecosystems, including the Mediterranean ones. Fire is a natural factor in such climates and con-
sists an important ecological process that is affecting the natural cycle of vegetation succession and
the ecosystem’s structure and function (Koutsias and Karteris 2003). During the recent decades, the
number of wildfires has increased in the countries of the Mediterranean region and this increase
can be attributed to (Pausas and Vallejo 1999): a) land use changes, and b) climatic warming lead-
ing to the reduction of fuel humidity and increase in fire risk.

In general, impact of fires on forest ecosystems can be divided to short term and long term. Ac-
cording to Karteris (1996), short term impact assessment involves the quantification of the severity
of burn, derivation of the affected land cover types and the approximation of the wood volume lost,
while the long term impact estimation includes the evaluation of vegetation recovery, forest natural
regrowth, land degradation, hydrological response, atmospheric pollution and ecological impact in
terms of modifying or affecting plant and animal species.
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Therefore, detailed and current information concerning the location and extent of the burned ar-
eas and post-fire vegetation situation is important in order to assess economic and ecological ef-
fects (Gitas 1999). Accurate assessments of burned location, fire severity and post-fire vegetation
regeneration, provide the necessary information to evaluate the effectiveness of measures taken to
rehabilitate the fire damaged area, and allow forest managers to identify and target areas for inten-
sive or special restoration. (Jakubauskas et al. 1990).

Satellite remote sensing has been widely applied in forest fire-related research and has supplied
an alternative to conventional techniques that is especially suitable for monitoring burned areas
(Chuvieco 1999). Indeed, satellite data have been effectively used in fire research studies, since
they provide synoptic information over wide areas with high acquisition frequency (Richards 1993;
Myneni et al. 1997) and complement field work measurements.

New classification techniques, such as object-based classification, have proven to be quite accu-
rate for mapping burned areas when utilizing satellite remote sensing imagery. In contrast to tradi-
tional image processing methods, the basic processing units of object oriented image analysis are
image objects or segments, and not single pixels and the classification acts on image objects (eC-
ognition user guide 2004). Such classification techniques, incorporating contextual and semantic
information, can be performed using not only image object attributes, but also the relationship
among different image objects (Kosko 1992; Kruse et al. 1993; Pierce et al. 1994). Object-based
classification models have been successively developed for Landsat-TM, NOAA-AVHRR and IK-
ONOS images  for  the  mapping  of  different  burned  areas  in  the  Mediterranean  (Mitria  and  Gitas
2002; Mitri and Gitas 2006; Gitas et al. 2004).

The aim of  this  study  was  to  investigate  the  use  of  Remote  Sensing  and  GIS  in  mapping  a
burned area in Kassandra peninsula in Greece and assessing the short term fire effects on the land-
scape. The specific objectives can be summarized in developing an object-based classification
model for mapping the burned area and estimating vegetation regrowth one year after the fire by
using Landsat and SPOT imagery.

2 STUDY AREA AND DATASETS

The study area is located in North Greece in the southern part of the Kassandra peninsula and be-
longs to the prefecture of Chalkidiki. The Kassandra peninsula extends approximately from 25025’
to 25035’ East to 25035’ East (longitude) and 39090’ to 40010’ North (latitude) and its area is esti-
mated to be about 350 km2.  The elevation ranges from sea level to 335 meters and has relatively
low slopes and smooth relief.

According to Tsitsoni (1991), forest areas occupy 140.02 km2 (about 40%) of the total area and
agricultural lands about 199.69 km2 (about 57%). Private landholders own 40.42 km2 of forest land,
while the rest 99.6 km2 belong to the state.

A major fire ignited on August 21st, 2006 and burned until the 25th of August. The intensity
and extent of the fire event caused the destruction of thousands of hectares of vegetated land, resi-
dences, and even caused casualties among civilians. Over one hundred residences and over one
hundred vehicles were destroyed during the first two days of the fire event, as it burned its way,
with a front of approximately 20 km, through the villages of Polychrono, Hanioti, Pefkohori and
Kriopigi. Moreover, hundreds of houses, hotels and childrens’ camps in the wider area were eva-
cuated, while there was a cut off in electricity in the wider area. The development of multiple fronts
along with the great intensity of the winds blowing in the area were the major factors that hindered
the fire fighting efforts.

The datasets that were used in this research were:
A Landsat-5 TM satellite image captured on September 2nd 2006, one week after the fire.
The multispectral image, which covered the study area, has a spatial resolution of 30m and
was used for the development of the object-oriented classification models.
A SPOT-4 satellite image of Kassandra captured on September 24th 2007, one year after
the fire event. The SPOT scene has a spatial resolution of 20 m and was employed for the
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development of an object-oriented classification model, in order to assess the short-term
impact of the fire on the area.
A total of 65 field points collected with a GPS device after the fire were employed to facili-
tate the accuracy assessment of the classification results. The field survey was carried out
six days after the fire and the points referred to burned and unburned areas. Additionally,
63 points were gathered in a field survey that was conducted one and a half year after the
fire. The latter reference data was used to estimate the accuracy of vegetation recovery
classification results.
An aerial photograph of the burned area was also used for the geometric correction of the
images and, furthermore for assisting in validating the burned area mapping classification
results.

3 DEVELOPMENT OF AN OBJECT-BASED CLASSIFICATION MODEL FOR BURNED
AREA MAPPING USING A LANDSAT IMAGE

The object-oriented approach takes the form, textures and spectral information of image objects in-
to account. Its classification phase starts with the crucial initial step of grouping neighbouring pix-
els into meaningful areas, which can be handled in the later step of classification. Such segmenta-
tion and topology generation must be set according to the resolution and the scale of the expected
objects. In this method, single pixels are not classified but homogeneous image objects are ex-
tracted during a previous segmentation step. This segmentation can be done in multiple resolutions,
thus allowing differentiation of several levels of object categories.

Prior to developing the model, the Normalized Burn Ratio was calculated in order to be used as
additional information feature in the model. The NBR is widely used nowadays for fire mapping,
since after fires the NIR reflectance decreases and mid-infrared (MIR) reflectance increases in
comparison to pre-fire values. Therefore, its use could assist in the better discrimination of burned
areas. The NBR was computed (Figure 1) by using the following equation:

NBR =
TM7TM4
TM7-TM4

(1)

where TM4 and TM7 are the near-infrared and mid-infrared Landsat bands, respectively.

Figure 1. NBR of the Landsat image

The initial spectral bands of the non-corrected atmospherically image along with the NBR layer
were used as input for the development of the classification model. Before performing the classifi-
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cation, image segmentation was performed in order to construct a hierarchical network of image
objects that represented image information in different spatial resolutions. Afterwards, several
processes and algorithms were implemented on different domains and segmentation levels so as to
finally classify the burned area. All these processes and algorithms that were used in a certain se-
quence finally comprised the rule set of the model.

In this study, the strategy before classifying the burned area was to create a three-level graded
scale of segmentation. The multiresolution segmentation was a bottom-up region-merging tech-
nique and the resulting objects were automatically linked to a network in which each image object
knows its neighbours, thus affording important contextual information for later analysis. Several
criteria concerning scale, layer weights and homogeneity had to be set. The final classification took
place in the smallest scale level following a top-bottom approach by using super-object informa-
tion.

4 DEVELOPMENT OF AN OBJECT-BASED CLASSIFICATION MODEL FOR POST-FIRE
IMPACT ASSESSMENT USING A SPOT IMAGE

Prior to developing the model, the Normalized Difference Vegetation Index (NDVI) was computed
for the SPOT4 geocorrected image, in order to be used as an additional information layer. Since
NDVI has been extensively applied in vegetation studies and is related to biophysical parameters,
such as  green cover  and biomass,  its  use can assist  in  estimating vegetation recovery.  The NDVI
was computed by using the following equation:

NDVI =
B2B1
B2-B1

(2)

where B1 and B2 are the near-infrared and red SPOT bands, respectively.

Afterwards, both the SPOT scene and the NDVI layer were subset to fit the fire perimeter that
was extracted by the object-based classification of the Landsat image. The subset scene that con-
tained the initial spectral bands along with the vegetation index layer were used as input for the de-
velopment of the SPOT model

The strategy before classifying the region of interest was to create a two-level graded scale of
segmentation. The multiresolution segmentation was a bottom-up region-merging technique and
the resulting objects were automatically linked to a network in which each image object knows its
neighbours. The final classification was applied in the larger scale level following a bottom-up ap-
proach by using sub-object information (Figure 2).

Figure 2. Classification result of the SPOT image one year after the fire in Kassandra peninsula
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5 RESULTS AND DISCUSSION

For the estimation of the accuracy of the object-based model in mapping the burned area, reference
data were selected in the aerial photograph by means of photo-interpretation. After careful exami-
nation, two hundred points were randomly chosen in away so that they would be as much dispersed
in the photograph and referred to burned and unburned areas. Accuracy assessment is considered
more reliable if a large number of randomly and widely spread reference data is used. Due to re-
stricted road access in many parts of the study area, field data were limited in number and not as
dispersed as the 200 chosen points. Therefore, it was decided that these 65 ground points would be
only used for assisting and validating the photo interpretation.

The results of the descriptive statistics generated in order to estimate the classification accuracy
of the model are shown in the following table (Table 1). From the 178 pixels classified as burned,
13 were erroneously classified as unburned. The overall classification was estimated to be 90.50%.
Users’ accuracy and Producers’ accuracy for burned area mapping were estimated at 92.7% and
96.49%, respectively.

Class  Name Reference
Totals

Classified
Totals

Number
Correct

Producers
Accuracy

Users
Accuracy

Unburned area 29 22 16

 Burned area 171 178 165 96.49% 92.7%

Totals 200 200 181

Overall Classification Accuracy = 90.50%
Overall Kappa Statistics = 0.7342

Table 1.  Error matrix generated for the classification accuracy assessment of the object-based
model using the LANDSAT image

After the classification of the SPOT image, the resulting vector layer was inserted in a GIS and
arithmetic results were produced (Table 2). Non-vegetated areas occupy a total area of 2525 ha and
represent 37% of the study area, while more than half of the burned area appears to be vegetated.
More specifically, about 60% (4109 ha) of the area was classified as vegetation and three vegeta-
tion levels were distinguished: low, moderate and dense, which cover 37, 17 and 6 percent of the
total area. Shadows were also distinguished and were found to be 3% of the area.

Land cover classes Area (ha) Area (%)
Bare/No vegetation 2525 37
Dense vegetation 399 6
Moderate vegetation 1198 17
Low vegetation 2512 37
Shadows 198 3
Vegetation (total) 4109 60
Total area 6832 100

Table 2 Size of the land cover classes in Kassandra, one year after the fire
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The proportion of vegetation appears to be quite high, given that one year after the fire seems a
very short period for significant vegetation recovery. However, the largest percentage (61%) is
categorized as low vegetated by the classification model, while moderate and dense classes occupy
39% of the total amount. The high percentage of low vegetation can be attributed to the substantial
recovery of shrubs and poaceous plants in general and pine regeneration. This direct ecosystem re-
covery is typical of Mediterranean ecosystems after a fire event and these regrowth processes were
indeed verified after the field survey, where a significant amount of pine seedlings was detected
among the general regrowth of the maquis plant community.

For the estimation of the accuracy of the object-based model that was created in order to inves-
tigate the potential vegetation regrowth in the burned area, reference data were selected after con-
ducting a field survey. A total of 63 points were selected with a GPS device and referred to vege-
tated and non-vegetated plots inside the fire perimeter. In addition, a large number of digital
photographs was captured and showed the significant recovery of vegetation. As already men-
tioned, ground relief limitations and poor maintenance of the existing forest roads prohibited a
more widespread point collection that would facilitate a more robust assessment of the classifica-
tion output.

Class  Name  Reference
Totals

Classified
Totals

Number
Correct

Producers
Accuracy

Users
Accuracy

 No vegetation 10 22 9

Vegetation 53 41 40 75.47% 97.56%

Totals 63 63 49

Overall Classification Accuracy = 77.78%
Overall Kappa Statistics = 0.6489

Table 3 Error matrix generated for the classification accuracy assessment of the object-based model
that was developed with the SPOT image

Despite this fact, the accuracy results were considered satisfactory and are presented in Table 3.
The error matrix shows that out of 41 pixels classified as vegetated, only one was erroneously clas-
sified, whereas from the 22 pixels classified as non-vegetated only 9 were correct. The overall clas-
sification  was  estimated  to  be  77.78%.  Users’  accuracy  and  Producers’  accuracy  for  burned  area
mapping were estimated at 97.56% and 75.47%, respectively and the Kappa coefficient was found
to be 0.648.

6 CONCLUSIONS

The aim of this study was to investigate the use of object-based classification and high resolution
satellite data in mapping burned areas and assessing the short term fire effects on the landscape.
The main conclusion drawn from this study was that advanced classification techniques such as ob-
ject-oriented image analysis can accurately map the extent of a burned area and furthermore to as-
sess the short-term impact of fire, thus being a powerful tool in forest fire management.

According to the specific objectives of this work, the major findings can be summarized as fol-
lows:

the object-based classification model that was developed by using a LANDSAT image re-
sulted in the mapping of the burned areas with very high overall accuracy (90.50%), and

the overall accuracy of the classification resulted from the object-based  model to monitor
vegetation regrowth one year after the fire by employing a SPOT image was estimated to be
77.78%,  when the classification results were compared with field survey reference data, and it
was considered satisfactory in mapping the vegetation recovery of the study area.
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ABSTRACT: Remote sensing is a key application in global-change science, being very useful for 

urban climatology and land use/land cover dynamics and morphology analysis. Multi-spectral and 

multi-temporal satellite imagery (LANDSAT TM, ETM, IKONOS) provide the most reliable 

technique of monitoring of different urban structures regarding the net radiation and heat fluxes 

associated with urbanization at the regional scale. Multiple Endmember Spectral Mixture Analysis 

(MESMA) technique was used to map the physical components of urban land cover for the city of 

Constantza, Romania, using Landsat Thematic Mapper (TM), Enhanced Thematic Mapper (ETM+) 

and IKONOS imagery during period of 1989 and 2007 years. The main objectives of this 

investigation targeted: to develop and validate new techniques for mapping and monitoring land 

cover and land use within and around Constantza urban area using satellite sensed images and new 

digital framework data; to analyze the spatial pattern of land cover and the detailed morphology of 

urban land use across the study area, and quantify the structure of land use parcels ; to devise a 

methodology for updating of digital urban land-use maps ; to develop an improved information 

base on urban land-cover and land-use change for land-use/transportation models, urban 

development planning, urban ecology and local plans.

This study attempts to provide environmental awareness to urban planners in future urban 

development. The land cover information, properly classified, can provide a spatially and 

temporally explicit view of societal and environmental attributes and can be an important 

complement to in-situ measurements. 

1.    INTRODUCTION 

Urban zone represents a highly complex area containing a continuum  variety of many different 

spatial, temporal and spectral scales : spatial variability due to the varied landscape; temporal 

variations are attributed to periodic seasonal changes over the year; spectral variability is due to the 

great variety of materials and structured associated with the urban area (Biging et al, 1998). Urban 

areas are currently among the most rapidly changing types of land cover on the planet. 

Urban land cover/land use mapping have been relying on data provided by different sensors, but 

during last years are related to very high resolution (VHR) in both the spatial and the spectral 

domain (Dell’Acqua et al., 2004), where urban objects may be recognized as distinct blocks, and 

algorithms based on “per-object” segmentation rather than “per-pixel” classification are feasible.  

Many algorithms are considering area-based geometrical and spectral/texture properties in order to 

recognize “objects” in the original VHR images. Objects are spatial clusters of pixels consistently 

“homogeneous” with respect to the chosen features and characterized by a set of geometrical, i.e., 

shape, properties.In the boundary zones between objects, pixels belonging to the boundary are  
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mixed pixels, and misclassifications may result in inadequate shape recognition, or imprecise data 

segmentation. 

In Romania, land use/land cover patterns of Constantza town on the Romanian Black Sea coastal 

zone have undergone a fundamental change due to accelerated economic development under its 

economic reform policies since 1989 and experienced a rapid urban expansion. A large amount of 

forest and agricultural land has been converted into housing, infrastructure and industrial estates. 

The resultant impervious urban surface alters the surface energy balance and surface runoff, which 

in turn could pose serious environmental problems for its inhabitants (e.g., urban waterlogged and 

thermal pollution). Land-use and land-cover change are significant to a range of themes and issues 

central to the study of urban environmental change. Alterations in the earth’s surface hold major 

implications for the global radiation balance and energy fluxes, contribute to changes in 

biogeochemical cycles, alter hydrological cycles, and influence ecological balances and complexity 

having  environmental impacts at local, regional levels through  alterations in surface runoff 

dynamics, lowering of groundwater tables, impacts on rates and types of land degradation, and 

reduced biodiversity. It is therefore widely recognized that an understanding of changes in urban 

land and water use over a time span of the next 30–50 years is central to the debate of 

sustainability. 

2.    SATTELITE DATA FOR URBAN LAND COVER CHANGES ASSESSMENT 

Satellite remote sensing imagery can provide a timely and synoptic view of urban land cover, as 

well as a means to monitor change in urbanizing landscapes and to compare urban environments 

globally. Due to the great spectral and spatial variability of the materials that compose urban land 

cover, deriving accurate, quantitative measures from remote sensing imagery over urban areas 

means a fundamental research challenge (Lu et al.2004).

The highly heterogeneous nature of urban surface materials is complex at multiple spatial scales, 

resulting in a high percentage of mixed pixels in moderate resolution imagery and even limiting the 

utility of high spatial resolution imagery (Small, 2005). 

Satellite remote sensing data offer great potential of urban areas mapping, being used as an 

important tool for spatial dynamics and urban morphology assessment. A difficulty in using remote 

sensing technology for urban and peri-urban studies is the diversity of features found in the 

environment, including different targets like concrete, asphalt streets and avenues, roofs of 

different materials, exposed soil, grass, trees, and water .Some of these targets are smaller than the 

pixel resolution. A landscape is composed of ever-changing elements. Their spatial and temporal 

patterns distinguish a landscape to an observer; at the same time they inform us of the complexity 

of dynamic processes at various scales. The changing pattern of the landscape, including the 

changing biophysical properties of that landscape, is a central theme in the fields of landscape 

ecology and environmental quality management and planning. Satellite remote sensing instruments 

provide measurements at a variety of pixel resolutions, spatial extents and temporal scales. 

However, due to variability in illumination, atmospheric effects, and instrument calibration, 

conventional supervised or unsupervised classification techniques have difficulty providing pixel to 

pixel comparisons between images from different times. Different mathematical approaches were 

applied to modeling land use dynamics. Change detection is the process of identifying differences 

in the state by observing it at different times.Various change detection techniques have been 

developed for analyzing of spatio-temporal modifications in natural and anthropogenic surface 

features (Batty et al., 2001). Digital change detection comprises the quantification of temporal 

phenomena from multi-date imagery.  

Two of the most common uses of multispectral and multitemporal satellite images are mapping 

land cover via image classification and land cover change via change detection and derived surface 
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bio-geophysical parameters. The recently available Very High Resolution (VHR) satellite images 

holds a potentially rich source of useful information for the observation of urban features (air, soil, 

vegetation, water), changes and functioning.  

3.    METHODOLOGY 

A continuously increasing amount of multiple sensor data offers opportunities to address new 

questions and to solve existing problems more effectively in urban remote sensing. A full potential 

exploitation of these data depends on: data sets selection, use of the proper algorithms and 

procedures originally developed for single sensor data processing, data fusion modalities. The key 

to understanding the urban’s dynamics and system complexity is to integrate observations at local, 

regional and global scales, over a broad portion of the electromagnetic spectrum with increasingly 

refined spectral resolution, spatial resolution and over time scales that encompass 

phenomenological lifecycles with requisite sampling frequency. 

3.1       Subpixel analysis 

The traditional hard classifiers (e.g., minimum distance, Mahalanobis distance, maximum 

likelihood) can label each pixel only with one class. Information on the fractional amount of 

spatially mixed spectral signatures from different ground-cover features is not possible with the 

per-pixel classifiers (hard classifiers). Hence, the traditional classification of mixed pixels may lead 

to information loss, degradation of classification accuracy, and degradation of modeling quality in 

successive applications. Subpixel analysis that can provide the relative abundance of surface 

materials within a pixel is a 

potential solution to per-pixel classifiers especially when dealing with medium to coarse spatial 

resolution satellite sensor images. 

3.2. Linear Spectral Mixture Analysis (SMA)

Spectral mixture analysis (SMA) (Adams et al., 1993) is one of the techniques proposed to provide 

a solution to the problem of mixed pixels in urban satellite imagery with medium spatial resolution 

(i.e. 20m or lower). Linear spectral mixture analysis (SMA), uses the multiple linear regression to 

define the endmembers abundance in the image, which provides subpixel endmember abundance 

information, being probably the most commonly used approach of all subpixel analysis techniques. 

The approach is based on the assumption that the spectrum at each pixel is a linear combination of 

the spectra of all ground components within the pixel, and that the linear mixture coefficients are 

equal to the fractional area of each ground component in a pixel. The mathematical model of linear 

spectral mixture analysis can be defined as: 

∑
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The root mean square (RMS) error is given by: 
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Findings from recent studies indicate that although SMA provides superior results to traditional 

per-pixel classification techniques when applied to urban imagery, a considerable degree of error 

may be associated with SMA models (Small, 2001). This is because the standard SMA model 

implements an invariable set of endmembers to model the spectra in all the pixels within an image. 

This assumption fails to account for the fact that, due to the diversity of urban materials, the 

number and type of components within the satellite sensor’s field of view are variable. 

Limitations of linear SMA consist of: (1) Linear spectral mixture classifier does not permit number 

of representative materials (endmembers) greater than the number of spectral bands. 

(2) An invariable set of endmembers to model the spectra in all pixels. This assumption could 

potentially fail to account for the fact that the number and type of land cover components within 

each pixel are highly variable. The endmembers used in SMA are the same for each pixel, 

regardless of whether the materials represented by the endmembers are present in the pixel. 

3.3. Multiple Endmember Spectral Mixture Analysis (ESMA) 

An extension of SMA approach that allows the number and type of endmembers to vary for each 

pixel within an image. MESMA has been proven to be effective in identifying different types of 

materials in a variety of environments. The MESMA adopts as the best model the one that has 

smaller root mean square (RMS) error when compared to the spectral curve of the pixel. The 

algorithm produces the RMS error and the shade information in each pixel as separate layers. It 

was proposed a solution to this problem by developing a modified SMA algorithm that allows the 

number and type of endmembers to vary for each pixel in an image. This technique is referred to as 

multiple endmember spectral mixture analysis or MEMSA. Thus, MESMA can be described as a 

modified linear SMA approach in which many simple SMA models are first calculated for each 

pixel in the image. The objective is then to choose, for every pixel in the image, which model 

amongst the candidate models provides the best fit to the pixel spectrum while producing 

physically reasonable fractions. 

4. STUDY AREA AND DATA ANALYSIS 

Study area (Fig.1), urban zone Constantza, on North Western Romanian Black Sea coastal zone 

with complex morphological patterns that are rapidly changing due to a range of complex, 

interrelated forces of urbanization is defined by Latitude 44.142280, Longitude of 28.657680. 

The data utilized in this research included subsets (3113 lines X 4801 samples) from two Landsat 

TM and ETM+ images acquired in 20/08/1989 ,16/07/2000 and 26/07/2005 and three IKONOS 

images 29/07/2005, 16/09/2006  and 25/07/2007 images . 
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During last decades, urbanization has transformed natural landscapes into anthropogenic 

impervious surfaces, urban land use has become a major driving force for land cover and land use 

change in Constantza town at Black Sea coast. 

The investigations were focused on estimating of urban land cover/use changes. In situ-monitoring 

additional data were used. ENVI 4.4, IDL 6.3 and ILWIS 3.1 softwares were used. 

Figure 1. Test site position of Constantza town.                                                                

5.    RESULTS 

The main objectives of this paper consisted in developing and validating new techniques based on 

satellite imagery for mapping and monitoring urban dynamics in urban area Constantza. Linear and 

non-linear combinations of channels, Principal Component Analysis (PCA) and Relative Channel 

Analysis, HIS (Intensity-Hue-Saturation) transforms, spectral mixture analysis and unsupervised 

classification using Maximum Likelihood algorithm assisted by an unsupervised clustering 

procedure were applied on the available Landsat TM, ETM, and IKONOS data. Because urban 

development is not generally replaced by agricultural or forest land over time, we reclassified as 

urban all pixels that were labeled urban in the rasterized 1989 land-cover dataset, but not classified 

as urban in the 2000 unsupervised classification.  

The procedure of applying SMA and MESMA to urban satellite imagery to a single-date image 

starts by selecting a set of candidate endmembers believed to represent a relatively pure spectral 

response of the target materials in the scene. A classification of urban surface materials is presented 

in Figure 2. As a simplification, urban areas may be described in terms of proportions of 

Vegetation (V), Impervious surfaces (I), and Soil (S). The process of endmember selection is 

commenced by applying the Pixel Purity Index (PPI) method to screen all the pixels in the image in 

terms of their relative purity. In the next step, a series of standard SMA models are applied based 

on a variety of possible combinations of the selected endmembers. 

The performance of all models is evaluated so that a smallest subset of candidate models can be 

selected for every pixel in the image. A reliable candidate model is one that produces physically 

realistic fractions (i.e. 0-100% range) and does not exceed a certain threshold of error. From the 

selected candidate models, an optimal model is then identified for each pixel based on the classical 

maximal covering problem. Finally, the fraction values produced by these optimal models are 

utilized to map the abundance of general land cover components in the urban scene at a given point 

of time. The proposed methodology for quantifying the ecological patterns of urban densification 

consists of three sequential phases. In the first phase, the MESMA technique is separately applied 
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to individual images in order to derive per-pixel physical measures of urban land cover abundance 

at a given point of time. Land cover fractions of individual dates are then validated against test data 

to determine the accuracy of MESMA-derived measures. 

Figure 2. Classification of urban surface materials 

Once acceptable, multi-date fractions of corresponding land cover materials are used to calculate 

per-pixel temporal differences in these fractions. Hence, the resultant fractional differences will 

represent a direct measure of the changes that take place in the composition of urban morphological 

patterns over time due to such processes as urban densification and urban sprawl. 

This study employs thirty endmembers and six hundred and sixty spectral models to identify soil, 

impervious, vegetation, and shade in the Constantza area. The mean RMS error for the selected 

land use land cover classes range from 0.004 to 0.020. The Pearson correlation between the fraction 

outputs from MESMA and reference data from IKONOS 1m panchromatic resolution data for soil, 

impervious, and vegetation were 0.7052, 0.7249, and 0.8184 respectively. The results can be 

summarized in the Table 1.  

In this analysis, we apply MESMA to LANDSAT TM and ETM satellite data IKONOS 

hyperspectral data and focus on 3 key issues: spectral endmember characterization, subpixel 

component abundance quantification, and error magnitude and distribution for band residuals and 

total RMS errors. 

Figure 3 is presenting a map of the subpixel abundance of generalized urban materials (impervious 

surfaces, vegetation, and soil), of Constantza urban and periurban areas based on Landsat TM 

20/08/1989 satellite data. Figure 4 is showing Landsat ETM 16/07/2000, landcover classification 

map for Constantza town. This study explored the utility of multiple endmember spectral mixture 

analysis (MESMA) to capture patterns of change in Constantza urban and periurban land cover 

through time. MESMA models measured spectra as the linear sum of spectrally pure endmembers 

and allows endmembers to vary on a per-pixel basis. Constantza urban test area have been analysed 

using Landsat TM/ETM and IKONOS imagery corresponding to the years 1989, 2000, 2005, 2006, 

2007 . Table 1. illustrates mean fraction values of soil, impervious, vegetation,  shade, and RMS 

error of the selected land use/ land cover classess for Constantza urban area derived from IKONOS 

imagery. 

MESMA was applied to each sample, and two categories of maps were generated: (a) maps of the 

subpixel abundance of generalized urban materials (impervious surfaces, vegetation, and soil), and 

(b) maps of model complexity (i.e., the number of endmembers required to adequately model each 

pixel). Model complexity was found to be highly correlated with degree of human impact on the 
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landscape. The relationships between model complexity, urban growth, and changes in the 

periurban landscape were explored in the context of this Black Sea coastal zone frontier 

environment.

Table 1. Mean fraction values of soil, impervious, vegetation, 

 shade, and RMS error of the selected land use/ land cover  

classess for Constantza urban area, Romania 

_____________________________________________

Mean Fraction Values           RMS error  

Land use 

 /Land cover  

classes

Soil     Imper

-

vious 

Veget

a-tion

Shade  

Agriculture 0.024 0.015 0.796 0.078 0.020 

Harbor 0.229 0.339 0.012 0.113 0.006 

Airport 0.158 0.384 0.009 0.362 0.010 

Commercial 0.227 0.338 0.047 0.302 0.016 

Exposed soil 0.517 0.170 0.085 0.151 0.08 

Forest and 

vegetation 

0.146 0.047 0.312 0.409 0.003 

Residential 0.261 0.279 0.092 0.119 0.007 

Rugged  

terrain

0.254 0.096 0.080 0.524 0.004 

Figure 3. IKONOS 29/07/2005 Constantza map of          Figure 4. Landsat ETM 16/07/2000, landcover  

subpixel  abundance of generalized urban materials     classification for Constantza town.

In urbanizing landscapes, the first type of change corresponds with urban expansion, the 

conversion of periurban land cover, such as crops or forest, to built-up land cover. The second type 

of change is characterized by internal modification of urban land-cover, for example, in-filling of 

open spaces with high-density buildings, paving of roads, regrowth of vegetation, etc. Most 

conventional methods of assessing land-cover change only identify transitions between classes, 
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neglecting change within classes due to land-cover modification. This can result in significant 

error, underestimating the total area experiencing land-cover change, while overestimating the 

magnitude of change. Additionally, identifying change between classes may not be appropriate in 

an environment where most change occurs at scales finer than the resolution of the imagery, or 

where land-cover types are continuous. This work aimed to provide a comprehensive 

characterization of the Constantza urban landscape in terms of physically meaningful, continuous 

variables using moderate resolution remote sensing imagery of Landsat TM/ETM and high 

resolution IKONOS imagery. Spatial variability of Constantza urban environment was addressed 

by mapping the subpixel components of land cover using spectral mixture analysis (SMA), which 

models each pixel as a linear sum of spectrally ‘pure’ endmembers. Spectral variability of urban 

land cover was addressed by applying multiple endmember spectral mixture analysis (MESMA), a 

methodology that allows the number and type of endmembers to vary on a per-pixel basis. The 

products of this work include a set of maps representing the per-pixel fractional cover of the 

primary components of urban land cover (i.e., vegetation, impervious surfaces, and soil), as well as 

maps of spectral complexity (i.e., the number of endmembers necessary to model each pixel). The 

results are locally specific,capturing the spectral variability that is distinct to the region, yet 

globally representative of urban land cover, allowing comparison of urban composition across 

regions and through time. 

6. CONCLUSIONS 

Remote sensing is very useful for urban landcover/use changes assessment, especially in the 

context of rapid increasing of urbanization in Constantza, Romania. Since LANDSAT TM and 

ETM contain complementary information, environmental quality and landuse/lancover changes of 

urban areas mapping is more efficient when the images are used in synergy with high resolution 

imagery IKONOS. Results from this study demonstrated that the MESMA approach is reliable and 

the subpixel processor picked out the signatures effectively. It should be noted that a careful 

selection of endmembers that represent all land covers under study play an important role in the 

MESMA approach. It was noticed that there is some signature confusion between dry exposed 

soil/sand bars vs. bright impervious surface and water vs. tar roads/parking lots. It is important as 

all possible models (combinations of all surface materials) to be considered in the analysis. It is 

also important to note that number of surface features and all possible combinations of endmember 

models are increased and generate fraction layers repeatedly until a satisfactory result is received.  
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ABSTRACT: Placed at conjunction of four tectonic blocks which lie on the edge of the Eurasian 

plate, Vrancea zone in Romania is considered one of the most seismically active area in Europe, 

being characterized by strong intermediate depth seismicity in a very limited and well defined 

hypocentral region.The joint analysis of geodetic, seismological , geological  and time-series 

satellite  data (LANDSAT MSS, TM and ETM, SAR-ERS 1/2, ASTER, MODIS) is revealing new 

insights in the understanding of the kinematics and dynamics of the complex plate boundary system 

and long-term deformation in relation with earthquake activity. Multispectral and multitemporal 

satellite images over a period 1975-2005 have been analyzed for recognizing the continuity and 

regional relationships of active faults as well as for geologic and seismic hazard mapping. Seismic 

hazard maps and classifications of different geologic features and Digital Elevation Models (DEM) 

generation from SAR ERS1/2, Landsat TM, ETM, and ASTER data are highly correlated with in-

situ ground data. GPS measurements provide information on the rate of strain accumulation on 

active faults (coseismic, postseismic, and interseismic deformation; plate motion and crustal 

deformation at plate boundaries). Based on GPS Romanian network stations data was revealed a 

displacement of about 5 or 6 millimeters per year in horizontal direction relative motion, and a few 

millimeters per year in vertical direction. Future use of long-term InSAR data will be a useful tool 

in active tectonic investigation for this region. 

1.    INTRODUCTION 

Seismic hazard for almost half of the territory of Romania is determined by the Vrancea seismic 

region, which is situated beneath the southern Carpathian Arc in Romania. Several studies have 

been carried out to evaluate the seismic hazard in Romania using the probabilistic or deterministic 

approaches. Earthquakes occur as a result of sudden displacements across a fault within the Earth. 

The earthquake releases part of its stored strain energy as seismic waves. These waves propagate 

outward and along the Earth’s surface. It is the motion of the ground as these waves move past that 

is perceived as an earthquake. With most earthquakes, ground shaking is the direct and principal 

cause of damage to buildings and infrastructure. Considerable damage can be caused by fault 

rupture at the surface, but this is generally limited to places near the fault.  

Space-time anomalies of Earth’s emitted radiation (radon in underground water and soil , thermal 

infrared in spectral range measured from satellite months to weeks before the occurrence of 

earthquakes etc.), ionospheric and electromagnetic anomalies have been interpreted, by several 

authors, as pre-seismic signals.Satellite remote sensing provides a systematic, synoptic framework 

for advancing scientific knowledge of the Earth complex system of geophysical phenomena which 

often lead to seismic hazards. Geospatial information derived from this research increasingly are 

addressing the operational requirements of decision support systems used by policy makers, 

emergency managers as the basis for comprehensive risk  and disaster assessments.   
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Space-based geodetic measurements of the solid Earth with the Global Positioning System, 

combined with ground-based seismological measurements and satellite remote sensing information 

are yielding the principal data for modeling lithospheric processes and for accurately estimating the 

distribution of potentially damaging strong ground motions which is critical for earthquake 

engineering applications. Moreover, integrated with interferometric synthetic aperture radar, these 

measurements provide spatially continuous observations of deformation with sub-centimeter 

accuracy. Seismic and in situ monitoring, geodetic measurements, high-resolution digital elevation 

models (e.g. from InSAR, IKONOS and digital photogrammetry) and imaging spectroscopy (e.g. 

using ASTER, MODIS and Hyperion) are contributing significantly to seismic hazard risk 

assessment. 

2.    DIGITAL REMOTE SENSING IMAGERY 

Remote sensing and geospatial information tools and techniques, including numerical modeling, 

have advanced considerably in recent years, enabling a greater understanding of the Earth as a 

complex system of geophysical phenomena. The information derived from such systems and 

analyses are beginning to make their way into operational use by decision makers through a 

number of information products and decision-support capabilities that inform community based 

mitigation, preparedness, and/or relief and recovery activities. 

Satellite remote sensing represents an important investigation tool of Earth’s geologic features 

being an integrated part of the advanced Information Technology and Telecommunication 

Infrastructure. Is based on building spectral databases, global large datasets, refining validation, 

calibration procedures in multi-source, multi-temporal environment. Atmospheric influences on 

satellite data also increase the difficulty of comparing broadband remote sensing data with 

laboratory or field spectra. Major improvements are especially in the hyperspectral opportunities, 

data fusion experiences, storage, management and retrieval of large datasets. The accelerating 

impact of the available enabling technologies is very important in Earth’s features extraction, 

interpretation by digital image processing, pattern recognition and features identification. The 

practical value of remotely-sensed data for geologic and seismic hazard assessment has increased 

significantly in this context with the advent of new, very high spatial resolution optical sensors (e.g.

the current Indian IRS-1C and US Space Imaging IKONOS, QuickBird and OrbView systems) and 

Interferometric Synthetic Aperture Radar (InSAR) (Cakir, 2003; CEOS, 2003).However, these new 

sensors demand new information-extraction methods. Digital map data products can provide 

information on various geologic and geomorphologic aspects of the seismic areas. 

The joint analysis of geodetic, seismological and geological information on the spatial distribution 

of crustal deformations as well as the analysis of some earthquake precursors is revealing new 

insights in the field of hazard and risk approach for Vrancea area (Pohl, 1998; Ranchin, 2000). 

3. GEOLOGICAL FRAMEWORK AND DATA USED 

The Vrancea seismic region in Romania is located at the sharp bend of the Southeastern Carpathian 

orogenic belt (Figure 1) being characterized by the continental collision between the East European 

plate and the Intra-Alpine to the North and the Moesian subplate to South-West and South-East, 

respectively . It is considered to be one of the well-defined seismo-active areas of Europe. This 

collision process is now in its final stage of evolution (Popescu et al., 2001).The largest 

earthquakes in this region are of intermediate focal depth (60–170km) but shallow smaller 

earthquakes also occur.The strong seismic events originating here have caused the most destructive 

effects experienced on the Romanian territory. Seismicity beneath Vrancea is characterized by the 
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occurrence of intermediate depth earthquakes in a narrow epicentral and hypocentral region. The 

epicentral area is confined to about 30  km x 70  km (Figure 2). Deeper and shallower events have 

also been recorded but only with small magnitudes.The depth interval of the strong events is 

bounded by zones of low seismicity between 40 and 60 km and beneath 180 km. Four major events 

struck within this century: Nov. 10, 1940 , 7.7 M at depth of 150 - 180 km; March 4, 1977 , 7.5 M 

at depth 90 - 110 km; Aug. 30, 1986 , 7.2 M, depth 130 - 150 km; May, 30, 1990, 6.9 M, depth 70 

– 90 km. The main goal is to investigate the way the Vrancea subcrustal earthquakes control the 

seismic hazard in Romania (Mandrescu, 1990). The numerical synthesis of the ground motion, 

taking into account the source, the seismic waves propagation and the local site geology represents 

the key element for the ground motion predictions. Placed at the border of the great East-European 

Platform , Romanian territory is a region of a complex geological structure dominated by the 

presence of the Alpine Orogenic Belt of the Carpathian Mountains. This mountains arc has a 

spectacular change of direction just above the well-known Vrancea seismic region. Subduction of 

the Black Sea Sub-Plate under the Pannonian Plate produces faulting processes. Figure 2 is 

shpwing major faults in Vrancea seismic area.The Vrancea earthquakes are produced by the release 

of stresses that is accumulating in time along some fracture lines belonging to one of the first or 

second fault-planes (Bazacliu, 1999). The most important factors influencing the level of 

earthquake ground motion at a site are: the magnitude and distance of earthquake as well as site 

effects which can amplify or decrease the level of shaking. Seismic hazard maps can be produced 

on the basis of the regional geomorphologic maps which combines information on rock types, soil 

types and slopes for seismically active areas. 

Figure 1. Continental plates and sub-plates in Carpathians.   Figure 2. Major faults in Vrancea seismic area 

Open arrows show the Neogene, ceased subduction front.     and main GPS stations. 

Black arrow depicts the active subduction while  

grey arrows correspond to strike–slip faulting. 

          

The study covers active seismic area Vrancea placed in the South-Eastern part of Carpathians 
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Romania. The research aims at establishing the changes in geophysical parameters due to geologic 

activity. Data from optical and microwave satellite images have been analyzed and compared with 

different ground measurements conducted in conjunction with the satellite data used. 

Satellite images used are following: Landsat MSS 18/9/1975; Landsat TM: 2/8/1979; 23/9/1987; 

14/10/1989, Landsat ETM 10/5/2002; Landsat ETM 14/09/2004, Landsat ETM 06/09/2005; SAR 

ERS-1:11/06/1992; ASTER: 30/4/2001; 20/03/2003;14/04/2005; 18/03/2006; MODIS 20/9/2003, 

MODIS 16/09/2004, MODIS 12/08/2005. Data were digitally processed and classifieds with ENVI 

4.4, ILWIS 3.1 and IDL 6.3 software. 

4.    GEOPHYSICAL INFORMATION 

Satellite images provide a comprehensive view of the Earth where global structural features can be 

envisaged in the form of lineaments. These are mostly the traces of discontinuities such as bedding 

planes, faults, joints and fractures with the ground surface. The analysis of lineaments, especially 

on maps, provides not only a method for detecting past tectonic trends but also helps in the 

exploration for minerals, oil and groundwater and for preparing seismic risk maps necessary for 

construction and mining work.The extraction of lineaments directly from digital images is done by 

diferent algorithms. The analysis of lineaments as lineament density maps (LDM) is less frequently 

used, although it permits compilation with other land-use maps using GIS systems. Lineaments and 

faults are the sources of neotectonic activities which may lead to an increase of seismic hazards in 

the Vrancea region. Satellite remote sensing has emerged as a powerful tool for seismic hazard 

assessment and mapping. Synoptic overviews of a wide area and digital remote sensing data are 

being utilized to map the active tectonic features. 

Progress registered in satellite remote sensing technique over the last decade allows its use as a tool 

for ground deformation studies of seismic areas. The technique of interferometry on satellite SAR 

images made remote sensing methods very useful for the study of ground deformations. However, 

this very powerful technique is presently limited by the periodicity of the passes over a given area 

(35 days in the case of ERS satellites) and by the pixel size (20m at best), both often inadequate for 

detailed studies on active faults areas. Nevertheless, optical observations made from low altitude 

airborne platforms as well as the future generation of civil high resolution satellites could still 

significantly improved ground deformation studies and monitoring on several active seismic areas. 

5. RESULTS 

In order to identify active faults from different sources of remote sensing Images, was done digital 

image processing approaches used for information enhancement and feature extraction related to 

faults. Those methods include band ratio, PCA (Principal Components Analysis), Tasseled Cap 

Transformation, filtering and texture statistics, etc.

Main steps for images processing for seismic zone Vrancea analysis and lineaments detection can 

be represented as in the Figure 3.  

As many of the earthquakes that ever happened on our planet are located in active faults zones it  is 

of most important lo obtain detailed information on regional tectonic structures. The main approach 

of active faults survey at present is to use geological and geophysical methods, such as in situ 

measuring, drilling and analysis of gravity and magnetic fields. Remote sensing technique is a 

complementary tool to map active faults quickly at a large scale, because it can view a side range 

of area at a time. Meanwhile, remote sensing images cover the spectrum from visible to microwave 

wavelengths of electromagnetic wave, which provides much more useful information. However, 

there exist invisible faults underground, which cannot be detected clearly from remote sensing 

images. In this paper, we used remotely sensed data to identify active faults both at a large spatial 
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scale and small key study areas. In this paper, we used remotely sensed data to identify active faults 

both at a large spatial scale and small key study areas. 

Figure 3. Satellite data processing and analysis for  lineament map with filtering techniques

Major faults and lineaments were mapped by visual interpretation of standard False Colour 

Composite (FCC) images, no features such as lithological dislocations,joints and fracture traces, 

truncation of outcrops, alignment of streams, sudden bending of streams, etc. Enhanced edges were 

considered to be related to differences in micro-topography, local vegetation, soil type, soil 

moisture, or micro-fracture, joints, fault scarps, slopes, etc. The edges reflect the micro-lineament 

patterns of the area, which were suitably mapped by on-screen digitization of the edges. All 

possible lineaments were digitized on-screen from the edge enhanced images in four directions, i.e. 

vertical, horizontal and two diagonal directions. Finally, they were merged with the visually 

interpreted lineaments to yield total lineament patterns of the Vrancea area. 

For estimation of tectonic stress was considered that the orientation of a fault plane is primarily 

controlled by the direction of principal stress. Thus, the principal stress direction (s1 ) can be 

determined from the orientation of the fault plane. Quantification of fault plane orientation with 

respect to principal stress direction is of paramount importance in structural analysis. The work 

performed by tectonic forces on fault zones is completely consumed and this imposes an important 

restriction on the sense of displacement along a fault. By definition, the mechanical work done per 

square centimetre of its surface, is the product of shear stress (S) on the fault plane and the relative 

displacement of the fault blocks. The shear stress in this product is the component parallel to the 

line of the relative displacement. Since mechanical work is supplied to the fault zone proper, the 

product is considered to be positive; otherwise, mechanical work would be extracted from the fault. 

Both the shear stress and the fault plane must therefore have same sign and hence point in the same 

direction of the maximum compressive stress (i.e. the maximum principal stress s1 has to make an 

acute angle (h) with the direction of the fault displacement). To make a more accurate 

determination of angle Gh, Mohr’s theory of failure for granular material is taken into 

consideration. Based on Mohr’s theory, the angle between the failure plane and the s1 direction is 

given by (Cernica 1995): 

Gh = 45 - φ /2           (1) 
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where w is the internal frictional angle. The direction of stress acting on each element of failure 

was estimated using equation (1). We have estimated the stress direction from the lineament pattern 

using different standard φ values of the rocks present in the area.  

Based on ASTER data we determined active lineaments, i.e. those that show maximum stress 

direction.  For the selection of active lineaments, we considered the orientation of all lineaments 

with respect to north and their respective maximum stress direction. 

A geodynamic model was proposed based on the regional and local tectonic features of the area 

and GPS measurements. 

Figure 4 is ilustrating a Landsat ETM 14/09/2004, 1/5/7 PCA analysis over Vrancea region  

                      

Figure 4. Landsat ETM 14/09/2004, 1/5/7 PCA       Figure 5. DEM driven from ASTER  18/03/2006 data

over Vrancea.                                                               For Vrancea region. 

Figure 5 is showing a  DEM driven from ASTER data 18/03/2006 for Vrancea area. High accurate 

digital elevation models (DEM) acquired periodically over Vrancea seismic area can be used for 

monitoring crustal deformations. Digital elevation models (DEMs) may be used to determine 

morphological characteristics such as slopes, volumes, or drainage patterns and integrated with 

multi-spectral remote sensing imagery for a large number of applications (geology, agriculture, 

urban planning, etc). The comparison of DEMs relative to  different epochs is potentially useful for 

the detection and description of morphological changes on a three dimensional basis, such as 

ground deformations related to seismic activity. Expected high resolution DEMs can be controlled 

through the results of kinematic GPS surveys. This technique consists of the simultaneous 

operation of a fixed and a rover GPS station, the latter carried either on a vehicle or by a walking 

operator.

Until a few years ago, deformation studies on seismic active areas were based on geodetic 

techniques such as spirit levelling, electronic distance measurements (EDM), Global Positioning 

System (GPS) and on continuous monitoring of sensors like tiltmeters and strainmeters. In a given 

seismic active area, these various methods allow sampling of the deformation field at only a few 
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ten to a few hundred points, and local or complex deformation fields could not be accurately 

observed nor modelled. 

The Vrancea region is part of an old subduction zone around the Carpathian arc in Romania. While 

the biggest part of this subduction-system is not active anymore, the tectonic situation in the 

Vrancea region seems to be different. Is very important to establish if Vrancea slab is still attached 

to the upper lithosphere, or already detached.This is a the key factor for developing a meaningful 

geodynamic model for the Vrancea region and therefore an important task of GPS monitoring 

network (consisting of 50 stations of which 4 permanent) and several GPS campaigns during 

1997/2004, as can be seen in Figure 6. GPS monitoring displacement rates field regarding Eurasian 

Plate and Figure 7. Vertical displacements vectors. 

Figure 6. GPS monitoring displacement rates field        Figure 7. Vertical displacements vectors in Vrancea 

regarding Eurasian Plate for Vrancea area  

Including many points which were already occupied in previous campaigns.Integration of these 

data with crustal seismicity, surface geology, and topography through a Geographic Information 

System (GIS) approach places critical constraints on the geodynamic settings for identifying the 

distribution, geometry, and type of active crustal faults, and (2) elucidating the spatial relationship 

between the crustal structures and mantle seismicity. The long-wavelength geodetic strain rate field 

has been computed and compared with the strain field obtained from the analysis of earthquake 

focal mechanisms.Significant coherence, in terms of style of deformation, between geodetic and 

seismic strain fields have been obtained in most of the study area. An integrated approach based on 

satellite monitoring, geophysical modeling, geodetic and seismological methodologies has revealed 

the major geophysical processes which are active in the Vrancea area. 

The combination procedure to integrate satellite data  and several geodetic solutions into a single 

and consistent reference frame with in-situ geophysical information over seismic area Vrancea, 

requires the availability of the associated statistical information on seismic events .  
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6.    CONCLUSIONS 

Vrancea region in Romania presents a relatively high potential of seismic hazard mainly due to the 

subcrustal earthquakes located at the sharp bend of the Southeast Carpathians. Is assumed to be 

placed at conjunction of four tectonic blocks which lie on the edge of the Eurasian plate. Integrated 

satellite,GPS and field data of Vrancea area provide a better monitoring of different geophysical 

parameters and long-term deformation in relation with earthquake activity. Multispectral and 

multitemporal satellite images (LANDSAT, TM and ETM, SAR-ERS 1/2, ASTER) over a period 

1989-2006 have been analyzed for recognizing the continuity and regional relationships of active 

faults as well as for geologic and seismic hazard mapping. GPS measurements can serve as a 

reference to these results. 

The key to understand the Earth’s dynamics and system complexity is to integrate satellite 

observations at local, regional and global scales, over a broad portion of the electromagnetic 

spectrum with increasingly refined spectral resolution, spatial resolution and over time scales that 

encompass phenomenological lifecycles with requisite sampling frequency. Recent advances in 

computational science and numerical simulations are allowing the study of correlated systems, 

recognition of subtle patterns in large data volumes, and are speeding up the time necessary to 

study long-term processes using observational data for constraints and validation.Integrating 

remotely sensed data into predictive models requires measurements at resolutions substantially 

superior to those made in the past when the observational systems and the discipline of natural 

hazards research were less mature than they are today. Furthermore, assimilation of data and model 

outputs into decision support systems must meet operational requirements for accuracy, spatial 

coverage and timeliness in order to have positive impact on disaster risk management. 

Complementarity of different information in their nature, bring new evidence of the complexity and 

randomness of the earthquake occurrence process, and thus of the difficulty of predicting 

earthquakes.The continued development and application of a broad spectrum of satellite remote 

sensing systems and attendant data management infrastructure will contribute needed baseline and 

time series data, as part of an integrated global observation strategy that includes airborne and in 

situ measurements of the solid Earth. Understanding the tectonics of the Vrancea earthquakes is 

mandatory for improving hazard assessment. 
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ABSTRACT: The Moderate Resolution Imaging Spectroradiometer (MODIS) instruments on-
board NASA’s Terra and Aqua satellites provide continuous observations and have been increa-
singly used in different disciplines since 1999. A whole suite of derived products is also pro-
duced in a systematic manner. However, these data have some intrinsic characteristics that make
their processing a delicate issue when used on pixel- or subpixel-scale studies. Due to the wide
field of view, the actual ground pixel size changes continuously off-nadir both in along-track and
along-scan directions. All kinds of resampling carried out due to the fixed cell size implemented
in the raster data model inevitably result in artifacts in the data. The MODIS gridding process al-
so has a large influence. As a result, the average overlap between grid cells and “real” observa-
tions is less than 30%. Therefore, the accuracy of current MODIS data at its original resolution is
not sufficient for carrying out pixel- or subpixel-level studies such as spectral unmixing or pixel-
level change detection. Spatial or temporal aggregation is widely used to cope with these issues,
but may lead to a considerable loss of information.
In this work, we propose and demonstrate an alternative solution based on the vector data model.
By using MODIS swath products and geolocation datasets, a polygon layer is created, in which
each polygon represents the real pixel footprint sensed during image acquisition. To test the in-
crease of accuracy yielded by the new methods, correlation with same-day high resolution (HR)
SPOT images is  used as  an indicator.  The results  are  encouraging:  the original  250-m MODIS
reflectance products in the red and near infrared domains show r2 values of 0.4-0.6, whereas the
new method yielded values over 0.8 over the same study area.

1 INTRODUCTION

The Moderate Resolution Imaging Spectroradiometer (MODIS) instruments mounted on
NASA’s Terra and Aqua satellites provide observations on 36 spectral bands between 0.405 and
14.385 micrometers, with three spatial resolutions: 250m, 500m and 1km nominal pixel sizes at
nadir. The large swath width and the orbit of the two satellites make it possible to acquire imagery
over the entire surface of the Earth every one to two days (depending on the latitude: at mid-to-high
latitudes, multiple observations per day are possible. For more information, visit
http://modis.gsfc.nasa.gov/).

MODIS data are made available free of charge to the scientific community. Besides the original
observations, a whole suite of derived products is produced in a systematic manner and can be used
for research purposes (Tan et al., 2006). Atmospheric and BRDF correction algorithms based on
MODIS observations and other inputs are used to derive surface reflectance (Vermote and Vermeu-
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len, 1999) and more complex algorithms are used to compute other surface properties and
processes.

The MODIS processing chain algorithms are improved in a continuous manner, and all the arc-
hived datasets are reprocessed regularly. The different versions are referred to as “collections”.
Starting from January 2007, newly acquired MODIS data are processed into Collection 5, and all
archived datasets are being reprocessed with the new algorithms.

MODIS data have some intrinsic characteristics that make their processing delicate. Wolfe et al.
(1998) and Tan et al. (2006) give a detailed description of these characteristics and assess their ef-
fects for the MODIS sensor. Here we give a brief overview of the main sources of possible distor-
tions, with our own comments and opinions.

1. Due to the wide field of view, the across-track scan angle of MODIS ranges from 0 to 55 de-
grees. The curvature of the Earth elongates the scan line to 2340 km, and makes the view zenith
angle larger than the scan angle. With the view zenith angle increasing, the observation dimensions
also increase both in along-track and along-scan directions, and an increasing overlap can be ob-
served among the successive scan lines, among others (Wolfe et al., 1998; Tan et al., 2006).

2. In the light of the above, the raster data model itself has some important limitations. A raster
dataset by definition cannot store observations with varying dimensions without the need of resam-
pling and thus modifying the data itself. All kinds of resampling carried out due to the fixed cell
size inevitably result in artifacts in the data. Moreover, both the orientation and the size of the cells
(pixels) is fixed and cannot change within one raster dataset, which is incompatible with the vary-
ing observation dimensions mentioned in point 1. As a consequence, in a MODIS raster image with
nominal nadir pixel size, the pixels do not represent the actual Earth surface where the values come
from.

3. Although geometric accuracy is an important issue in remote sensing in general, it is even
more important when the size of the observation targets and the pixel size are close to each other.
The geolocation error of MODIS has been quantified, and was found to be relatively modest: 50 m
at 1 sigma at nadir (Wolfe et al., 1998).

4. For MODIS “grid” products, the MODIS gridding process also has a large influence on the
resulting grids of MODIS data. The MODIS Data Processing System (MODAPS) uses predefined
grids for storing and processing MODIS observations. The predefined MODIS grid cells have a
size corresponding to the nominal observation dimensions at nadir. In the gridding process, all ob-
servations (image pixels) are stored in a grid cell based on a nearest neighbour resampling algo-
rithm. Therefore, close to the swath edge, several adjacent grid cells will share the same observa-
tion. Moreover, the average overlap between grid cells and “real” observations (referred to as
“observation coverage”) is less than 30% (Tan et al., 2006). The typical values vary between 5%
(at swath edge) and 65% (at nadir) for the reflectance products used in our study.

5. In remote sensing, we generally assume that the information content of a pixel originates
from its footprint. However, in an actual remotely sensed image, a substantial portion of each pixel
comes from its surrounding. Atmospheric effects, instrument optics and electronics and image re-
sampling are the main factors,  which can be characterised by the point  spread function (PSF) for
each sensor (Huang et al., 2002). This becomes extremely important when the size of the studied
objects  is  close to or  below pixel  size.  The image motion PSF,  caused by the motion of  the scan
mirror during the measurement time integration, is the most important component of the MODIS
PSF. For a MODIS pixel, approximately 25% of the signal is originating from adjacent pixels
while 75% comes from the nominal observation area; the shape of the MODIS PSF can be
represented by a Gauss curve (Huang et al., 2002) or approximated by a triangular function (Tan et
al., 2006).
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2 DATA AND METHODOLOGY

2.1 High-resolution SPOT-5 images
Altogether five multispectral SPOT-5 images were used for this study (acquisition dates:
29/07/2005, 05/05/2006, 25/05/2006, 07/07/2006, 21/07/2006). All images are multispectral
(green, red, near infrared, middle infrared) with a ground resolution of 10 meters.
All SPOT images were orthorectified with sub-pixel precision using rigorous transformation with
the sensor parameters, a 90 m resolution SRTM digital elevation model and ground control points
taken from digital topographic maps of scale 1 : 10 000. UTM projection was chosen in order to
avoid the MODIS data to be resampled.

2.2 MODIS: Raster-based approach
MODIS Level 1 swath products corresponding to the acquisition dates of the SPOT images (see be-
low) were downloaded from the LAADS Web server of NASA
(http://ladsweb.nascom.nasa.gov/data/). The datasets include MODIS Geolocation and MODIS Ca-
librated Radiances (for more details see Table 1.)

Table 1. MODIS swath products used for the observation-to-polygon calculations.

The 250-m resolution bands (red and NIR) and their 1000-m aggregated versions from all
MODIS swath images were transformed to UTM projection using the standard MODIS Swath Re-
projection Tool (available at http://lpdaac.usgs.gov/landdaac/tools/mrtswath/index.asp). The pixel
size was chosen accordingly to the nominal nadir pixel size of the bands (250 m and 1000 m, re-
spectively). The resampling was carried out using a simple nearest neighbor method, because the
same method is applied in MODAPS during the standard MODIS gridding procedure.

2.3 MODIS: The proposed new vector-based approach
An overview on the possible sources of error was given in the Introduction section of the present
paper. Among these, resampling is one with considerable effects: first, MODIS images are resam-
pled according to the nominal at-nadir pixel size, then gridded to predefined grid cells, both with
nearest neighbour method. The low observation coverage values also reflect this effect. Due to this,
the pixels of the gridded reflectance products do not represent the Earth surface actually sensed
during image acquisition. Tan et al. (2006) suggest that the pixels should be aggregated at a coarser
resolution or over longer periods to increase reliability; MODIS data are also available in a compo-
sited form. However, this leads to a significant loss in spatial and/or temporal resolution.

In the light of the above, we decided to develop a new method to cope with these problems. The
next section gives a brief description of the method.

Instead of using gridded MODIS data, we used swath products (MOD/MYD02) and geolocation
datasets (MOD/MYD03) with a new processing scheme. All necessary information is available in
these datasets to determine the accurate ground location, dimensions and orientation of each MOD-
IS pixel (see Table 1 for more details). Pixel centroid coordinates (latitude/longitude), slant range,
view zenith angle, view azimuth angle are used to calculate observation dimensions and exact posi-
tion for each observation (the pixel footprint). In the current implementation we assume that the

ated formgregginal and agiances
MOD/MYD02 Calibrated Radiances, Reflectances

(swath format) in orid
a-RMODIS Calibrated 

n-
gle, Sensor Azimuth Angle, Slant Range

AMODIS Geolocation MOD/MYD03 Latitude, Longitude, Height, Sensor Zenith 

elevant contentsR
(MOD=Terra, MYD=Aqua)

tpe Code rooyData t
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footprints are rectangular in shape, thus the convergence of the sides of each observation footprint
(within the range of several meters) is neglected.

First, observation dimensions are calculated for each pixel with the following equations:

H
drd n

t

(1)

H
drd n

s cos
(2)

where
dt is the along-track observation dimension in meters,
ds is the along-scan observation dimension in meters,
r is  the  slant  range  (i.e.  the  distance  of  the  sensor  from  the  currently
sensed surface) in meters,
H is the nominal height of the satellite (i.e. the nominal distance from the
earth surface at nadir) in meters (905 000 was used in the calculations),
dn is the nominal at-nadir pixel size in meters (250, 500 or 1000 depend-
ing on the band),

 is the view zenith angle (i.e. the angle between the normal of the ob-
served surface and the scan angle).

Centroid latitudes and longitudes are known for each sample from the MOD03 file. It is also ne-
cessary to take into account the orientation of each pixel footprint, which is given by the sensor
azimuth angle; the rectangles should be rotated accordingly. (Note that when working in projected
coordinate systems such as UTM, the convergence of meridians should also be taken into account
and the rotation angles should be recalculated according to the “true north”). Finally, a polygon
layer is created by using the appropriately placed and rotated rectangles. Each polygon represents
the real Earth surface (pixel footprint) sensed during image acquisition. Thus, the image is stored in
polygon instead of raster format, with region topology (permitting overlapping objects to allow
scan line overlaps). Reflectance values are stored as attributes in the vector dataset.

2.4 Quality assessment
To assess and compare the quality of the different representations of MODIS images, the high-
resolution SPOT satellite images of the same area acquired on the same day were used.

The principle behind is that the quality of any remotely sensed image can be measured by calcu-
lating the correlation of the pixel vales with known reference values. With the general assumption
that radiometric effects (including atmospheric and angular effects) are strongly linear in nature
over a limited area (e.g. the size of a SPOT image), the reference values should not necessarily be
actual surface reflectance measurements. Radiometric rectification methods are based on this well-
proven assumption and use linear transformations to cope with the totality of disturbing effects
(Hall et al., 1991; Du et al., 2002; Schott et al., 1988). Digital number values of the high-resolution
satellite images, aggregated in an appropriate manner within each low-resolution pixel, can thus al-
so serve as  a  basis  for  quality  assessment.  Moreover,  if  the time difference is  negligible  between
the reference and the image to be assessed (i.e. some hours), it is reasonable to suppose that no sig-
nificant  land cover  changes occur.  In the case of  our  MODIS and same-day SPOT 5 images,  the
time difference does not exceed some hours. Correlation between the aggregated SPOT pixel val-
ues and the MODIS pixel values is therefore used as a quality measure: higher correlation indicates
a better representation of the real Earth surface.
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In the light of the above, we proceeded the following way. MODIS data were subset to the area
covered by the SPOT images. Then, based on the 250-m MODIS grid cells, zonal mean was calcu-
lated on the red and NIR bands (corresponding to those of the MODIS sensor). All SPOT pixels
having their center in a 250-m cell were taken into account and provided one mean value per grid
cell; as a result, SPOT data were aggregated to the resolution of the MODIS grid. Then, linear re-
gression was calculated between the SPOT and the MODIS data, and the values of the coefficient
of determination (r2) were used as a quality indicator.

3 RESULTS AND DISCUSSION

3.1 Results with the original raster-based approach
The results of the raster-based approach illustrated on the following figures.

a) b)
Figure 1. Raster-based reprojection results for the MODIS images, created with the MODIS Swath Reprojec-
tion Tool at nominal nadir pixel size (250 m) and nearest neighbor resampling for a close-to-nadir subset (a)
and an off-nadir subset close to the swath edge (b).

Figure 1 illustrates the effects of resampling artifacts close to swath edge. The nominal nadir
pixel size is largely different from the real observation dimensions in this region of the image, and
this along with the nearest neighbor resampling results in contiguous blocks of pixels with the same
value.

On Figure 2, an example of the regression with the high-resolution SPOT images taken on the
same day is shown for the near-infrared bands ( described in 2.4 Quality assessment). The coeffi-
cient of determination (r2) values are 0.4702 for the 1-km and 0.6117 for the 250-m MODIS data.
Our results indicate the rather poor fit between the raster-based MODIS reflectance products and
the SPOT images. This is especially true for off-nadir situations with low observation coverage
values.
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Figure 2. Regressions between the NIR bands of the original MODIS reflectance grid (horizontal axis) and
that of the SPOT satellite image (vertical axis), both acquired on 05/05/2006, for 1-km (a) and the 250-m res-
olution (b). The coefficient of determination is 0.4702 for the 1 km and 0.6117 for the 250 m grid.

3.2 Results with the proposed new vector-based approach
The polygon-based representation of the MODIS images is presented on Figure 3. It can be clearly
seen that the original MODIS raster with nominal nadir pixel size and fixed orientation contains
blocks of contiguous pixel values not representing the calculated observation footprint.

a) b) c)
Figure 3. Results of the proposed method: polygon-based representation of the MODIS swath reflectance da-
ta at a resolution of 1 km (a) and 250 m (b) over the SPOT image as background; and comparison with the
original raster representation of the 1-km MODIS data (c). Note the difference in size and orientation be-
tween the MODIS raster and the polygon model, and the overlap of the scan lines.

To test the correctness of the new approach, we have recalculated the correlations with the high
resolution SPOT images, as described above and in 2.4 Quality assessment. The results are shown
on Figure 4. It is evident that the only fact of changing the data model from raster to vector and us-
ing the polygon representation yielded a significant increase in the fit between MODIS and SPOT
values.  The  coefficient  of  determination  (r2) increased from 0.4702 to 0.7910 for the band 1-km
band and from 0.6117 to 0.7918 for the band with 250 m of nominal resolution. This is due to the
elimination of the errors induced by the raster model with a more correct and accurate localization
and orientation of the observation footprint of each pixel.
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Figure 4. Regression between the NIR bands of the new MODIS polygon representation (horizontal axis) and
that of the SPOT satellite image (vertical axis), both acquired on 05/05/2006, for 1-km (a) and the 250-m res-
olution (b). The coefficient of determination has increased to 0.7910 for the 1 km and to 0.7918 for the 250 m
grid.

4 CONCLUSIONS AND OUTLOOK

Our results show a that with the polygon-based preprocessing of MODIS data, a significant in-
crease in correlation with high-resolution data can be reached. Although the processing in polygon
format is more computation intensive, it can offer a good solution e.g. for smaller study areas
where sub-pixel accuracy has to be reached. The first results show that with the proposed method,
the MODIS reflectance swath products can be efficiently used e.g. for the radiometric rectification
of close-date high-resolution satellite images.

Work is still in progress. We are now carrying out a thorough investigation on the usefulness of
the observation-to-polygon conversion. Its effect on an entire MODIS reflectance time series is be-
ing assessed, along with elaborating a method for the object-based interpolation of values based on
individual intersection at each date. Moreover, we are still working on resolving the mixture caused
by the triangular point spread function with a deconvolution-based method.
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ABSTRACT:  

During the last decades, the shoreline of lake Koroneia near Thessaloniki in Northern Greece, 

has significantly changed, resulting to a dramatical decrease of the quality and the quantity of its 

water reserves.  

A semi-automated object based approach was adopted to analyze a series of medium-high reso-

lution satellite images in order to determine the extent of the environmental degradation.  

Satellite imagery including LANDSAT, TM, ETM+ and MSS images were co-registered and 

their Digital Numbers (DN) values were converted to surface reflectance.  

A segmentation routine was undertaken to produce appropriate objects in each image. Follow-

ing that an object based model was developed to delineate the shoreline using orthophotos as refer-

ence data. The same model was transferred and applied to the whole dataset after minor adjust-

ments in the classification rules per case.  

Bathymetric data of the lake was obtained from a topographic map of the Hellenic Military 

Geographical Service. This information, along with the shorelines extracted, were transferred with-

in a GIS environment. A spatial analysis procedure was used to estimate changes over time in wa-

ter storage capacity of the lake.  

Results of this study can be used in order to develop restoration plans or to introduce protective 

measures against any further environmental degradation. 

1 INTRODUCTION 

The delineation and extraction of coastline or shoreline of rivers and lakes is an important task that 

has application in different fields such as lake/coastline erosion monitoring, lake/coastal-zone man-

agement, watershed definition, flood prediction and evaluation of water resources. This task is dif-

ficult, time-consuming, and sometimes impossible for a huge region such as an entire country or 

continent, when using traditional ground survey techniques. This is because water bodies can be 

very large, have very complex shorelines, may be fast moving as in floods, tides and storm surges, 

or may be inaccessible. In addition, automatic and replicable techniques are required to update 

coastline/shoreline maps, evaluate the spatial and temporal evolutions and sensitivities of altera-

tions due to natural and anthropic events (Bagli & Soille 2003, Ouma & Tateish 2005). 

Satellite systems for remote sensing play an ever larger role in environmental monitoring and 

security, they are appropriate to provide the monitoring capacity to monitor changes in water body 

area (Harris 1994, Peng et al. 2006, Yashon & Tateishi 2006) and to estimate water quality (Vin-

cent et al. 2004, Kutser et al. 2005). In these studies, the most frequently applied remote sensed da-

ta are Landsat TM and ETM+ images (Ma et al 2007). 
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Beyond manual digitization, several techniques have been reported in the literature for the deri-

vation of the coastline position from satellite images (Bagli & Soille 2003). The most common are 

density slice using single or multiple bands and multispectral classification, both supervised and 

unsupervised as ISODATA-unsupervised classification, principal components analysis (PCA), Tas-

seled Cap Wetness (TCW), Normalized Difference Water Index (NDWI), maximum-likelihood su-

pervised classification (Ouma & Tateish 2005). 

Regarding, the analysis and processing of remotely sensed data, a shift has been observed in re-

cent years from the pixel-based analysis towards object-based analysis with a lot of motivations on 

that (Hay et al. 2005). Object-based analysis has been recently introduced with exceptional success 

in applications where the classification scheme is binary such as burned area mapping (Gitas et al.

2004, Gitas et al. 2008, Mallinis et al. 2008). Deficiencies in pixel based approaches, such as con-

fusions between water and built up areas (Xu 2006), could be been minimized by the adoption of 

objects such as the primary unit of classification for delineating water bodies extent. 

The aim of this work is to develop a semi automated approach for the delineation of water bod-

ies in an accurate and consistent manner. Additional objective is the accurate estimation of the 

change in the extent of the Lake Koroneia in northern Greece.  

2 STUDY AREA 

Lake Koroneia (23
o

-04’- 23
o

 14’ E, 40
o

 70’ – 40
o

 43’ N) (Fig. 1) is located near the city of Thes-

saloniki in N Greece, at an altitude of 75 m above sea level. It is a highly eutrophic lake, character-

ised by low transparency (0.20-0.60 m) and high phytoplanktonic biomass (max. dry weight 5.6 

gm−3), and dominated by blue - green algae and diatoms (Kilkilidis et al. 1984). It receives water 

from small streams and torrents within a drainage area of about 780 km
2

.

Figure 1 Location of the study area. 

The lake and the areas around it are protected by the RAMSAR convention and have been pro-

posed to be included in the protected areas of NATURA 2000. However, water quality of the lake 

has been declining due to negative water balance and huge amounts of pollutants received from 

point and diffuse sources. 

In the 1970's the lake occupied an area of about 46.2 km
2

 with a maximum depth of 8.5 m (Psi-

lovikos 1977), while it used to be one of the most productive lakes in Greece concerning fisheries 

production. During recent decades its water volume has decreased dramatically, due to the overex-

ploitation of water for agricultural and industrial purposes and changes in climatic conditions (in 

particular lack of rain). In August 1995, an acute change in environmental parameters in combina-
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tion with the low water volume (depth 1 m, area 30 km
2

) killed all the fish in the lake, while any ef-

forts since then to re-establish fish populations have failed. Currently the lake has a maximum 

depth < 1 m, has no macrophytes, no fish and is under a restoration program (which has not started 

yet) for an increase in its water volume and improvement of water quality, although it still receives 

agricultural and industrial effluents as well as domestic sewage from the surrounding area (Micha-

loudi & Kostecka 2004). 

3 MATERIALS AND METHODS 

3.1 Satellite imagery and ancillary data 

A time series of satellite data was used  the study (Table 1). All images were acquired during 

summer. In addition, orthorectified aerial photography of 1:5000 scale, acquired on summer 1996, 

was used in order to develop the object based approach.  

Table 1 Imagery used in the study. 

Sensor Period of acquisition 

1 Landsat 2 MSS July 1977 

2 Landsat 5 TM June 1991 

3 Landsat 5 TM July 1996 

4 Landsat 5 TM July 1997 

5 Landsat 7 ETM+ August 200 

6 Landsat 5 TM September 2006 

A Digital Elevation Model (DEM) was generated from 20 interval contours. Finally, the extent 

of the lake at 1970 as well as bathymetric data was obtained from 1:50000 topographic maps (Fig. 

2).

Figure 2 Lake level during 1970 

3.2 Image pre-processing 

Pre-processing of multi-date data before change detection analysis is essential to help minimise 

effects that obscure links between the image data and the biophysical phenomena being studied. 

The objective is to remove errors associated with data acquisition including sensor effects, atmos-

pheric and illumination effects and misregistration (Galatsiatos et al. 2007). 

All images were normalized for atmospheric and illumination differences independently and 

converted to reflectance values using a dark-object subtraction technique (Chavez 1996). 

Many approaches, ranging from simple relative calibration and dark-object subtraction to com-

plex model-based calibration approaches (e.g., the 6S radiative transfer code for atmospheric cor-
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rection), have been developed for radiometric and atmospheric normalization or correction (Chavez 

1996, Song et al. 2001). Because the dark-object subtraction approach was strictly an image-based 

procedure, and corrected for the effects caused by sun zenith angle, solar radiance, and atmospheric 

scattering (Chavez 1996, Lu et al. 2002), this approach was used in our study for atmospheric cor-

rection of the Landsat images. 

Furthermore to enhance spectral separability between water bodies and other land cover/use cat-

egories three indices were estimated:  

-The familiar Normalized Difference Vegetation Index -NDVI (Tucker 1979)  

NDVI = NIR -Red/ NIR +Red. 

-The Normalized Difference Water Index-NDWI (McFeeters 1996): 

NDWI = Green- NIR / Green + NIR and 

-The Modified Normalize Difference Water Index-MNDWI (Xu 2006) 

MNDWI = Green-MIR/ Green + MIR 

3.3 Water body discrimination 

The segmentation algorithm applied in our work is a component of the multi-scale object-

oriented FNEA concept (Baatz and Shape, 2000). Through this segmentation technique, embedded 

within the commercial software Definiens Developer (ver. 7), individual pixels are perceived as the 

initial regions, which are sequentially merged pairwise into larger ones with the intent of minimiz-

ing the heterogeneity of the resulting objects. The sequence of the merging objects, as well the size 

and shape of the resulting objects, are empirically determined by the user. 

4 RESULTS AND DISCUSSION 

The Landsat TM image acquired on July 1996 was used to develop an object based classifica-

tion process-the training stage relied on the use of the orthophotographs, acquired on the same pe-

riod of year.  

Figure 3 Segmentation of the Landsat TM image 

The Modified NDWI proved to be the most efficient spectral container both for the segmenta-

tion (Fig. 3) and the discrimination of the lake’s water body as also noted from Xu (2006). Two le-
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vels of segmentation were derived-the classification took place in the upper level whilst the lower 

was used as source of texture information. 

The model was transferred to the whole set of images (Fig. 4). Major modifications were 

deemed necessary only in the 1977 image where the NDWI was used due to the limited spectral 

resolution of the sensor. 

The results revealed the extent of the environmental degradation occurred in lake’s ecosystem 

during the past 3 decades. 

Figure 4 Evolution of the coastline 

The most dramatic decrease in the volume and the extent of the lakes’s surface occurred after 

the 1997 (Fig. 5-6).  
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Figure 5 Total volume of the Koroneia lake for individual years 
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Figure 6 Extent of the Koroneia lake for individual years 
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5 CONCLUSIONS 

Object based classification was applied in order to delineate the extent of a water body in differ-

ent years. The approach was robust and reliable, allowing the estimation of the environmental deg-

radation throughout the study period. Future research , will transfer the model to a national level 
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ABSTRACT: In natural and semi-natural environments, where the anthropopression is relatively
low and natural processes are not disturbed, vegetation can be used as an indicator of other eco-
system components (soils, microclimate etc.). The main role of plant condition investigation
plays remote sensing and supportive techniques within plant physiology.
The test area constitutes a mountain zone of the Low Beskid Mts. located at the altitude of 400-
750 m a. s. l. The seminatural region is agriculturally, but extensively used; with a domination of
natural meadows, cereal and potato crops.
Research algorithm included: field measurements of biometrical indices (LAI, fAPAR, NDVI,
temperature index ts-ta, spectral measurements and chlorophyll content measurements); geomet-
ric and atmospheric correction of the DAIS 7915; LAI, SAVI, NDVI and fAPAR maps valida-
tion according to each land cover unit by field collected data; comparison of min-max values and
optimal ranges of biometrical indices (this step was made using maps derived from airborne im-
ages).
Results can be outlined: the qualitative and quantitative analysis of pigments showed optimal
range of values; spectral signatures of most researched communities are typical for plants in
good condition; LAI index oscillates around an optimal values; increase of LAI leads to an in-
crease of absorption of PAR; fAPAR for most researched communities was very high and shows
that as much as 90% of sun radiation within the photosynthetic spectrum was absorbed by plants
to sustain their growth; temperature differences between plant and air were negative, which indi-
cates good performance of the process of evapotranspiration of the plant species.

1 INTRODUCTION

Remote sensing data give many opportunities. For instance, it is possible to analyze biometrical
properties of vegetation in different wavelength of electromagnetic spectrum. This method is get-
ting more popular, because these measurements take shorter time and could be extrapolated for
large areas. It can be also used to modelling and simulation of biophysical processes. What is more,
hyperspectral data have high spectral, spatial and radiometric resolutions. This data can be used to
the interpretation of vegetation, land cover and also for analyzing plant condition, forecast biomass
and crops, because vegetation cover is very good indicator of environmental condition.
All plant characteristics can be measured in different bands of electromagnetic spectrum. Vegeta-
tion indices can be used to measure different characteristic in the same time. The most used regions
of spectrum are visible (especially green and red), near and middle infrared. Many kinds of bio-
physical variables can be measured using hyperspectral data: chlorophyll content, vegetation fresh
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or dry biomass, water content, internal structure of leaves, soil moisture and plant surface tempera-
ture. It has practical application to crop monitoring and forecasting.
The studies took place in the Low Beskid Mts., which constitute one of the most natural ranges in
Carpathian Mts. in Poland. The area extends from 49o34’ - 49o 41’N to 21o01’- 21o09’E at the al-
titude range of 400-750 m a. s. l. The study site focuses on the Bystrzanka catchment around town
of Szymbark, where Research and Measurement Station of the Institute of Geography and Spatial
Management of the Polish Academy of Sciences and Polish State Environmental Monitoring Sta-
tion is located. The Bystrzanka catchment encompasses the border zone between the Beskid Mts.
and the Carpathian Foothills. The catchment has area around 13.5 km2. The biggest part of area –
40% is covered by forests (especially Carpathian beech with domination of beech and fir). Mead-
ows and pasture are on 28% area. Small fragment of area is covered by arable land.
In this study four of the vegetation indices have been analysed: Normalized Difference Vegetation
Index (NDVI), Soil Adjusted Vegetation Index (SAVI), Leaf Area Index (LAI) and fAPAR – frac-
tion of Absorbed Photosynthetically Active Radiation (APAR). These indices measure condition of
plants and estimate quantity of biomass.
One of the oldest and best known, widely used is the Normalized Difference Vegetation Index
(Rouse et al. 1973; Gamon et al. 1995; Griffith et al. 2002). NDVI is calculated as the difference
between near-infrared and red light reflectance values over the sum of these two. Internal structure
of green leafs strongly reflects near-infrared radiation, while leaf chlorophyll absorb red visible ra-
diation, that is why this index is related to photosynthetic activity. NDVI is commonly uses to es-
timate productivity primary production and also biomass of plants. It can be used to forest and crop
monitoring. Values of NDVI are from -1 to 1. High values are related with high photosynthetic ac-
tivity (Rouse 1973; Gamon et al. 1995; di Bella et al. 2004). Typical values for vegetation are from
0.2 to 1, for plants in good condition are above 0,6 (Wang et al. 2004; di Bella et al. 2004). Values
of NDVI are influenced by: soil reflection, phonological phase, structure of canopy or optical leaf
properties (Myneni & Williams 1994; Epiphanio & Huete 1995; Moreau & Li 1996; Kammerud
1996; Carlson & Ripley 1997; Ridao et al. 1998; Turner et al. 1999; Soudani et al. 2006).
One of the modifications of NDVI is Soil Adjusted Vegetation Index (Huete 1988; Huete & Tucker
1991). SAVI has canopy background correction and it minimized soil influences. It is modified by
the parameter L, which is generally constant and equals 0.5. Index is less sensitive to chlorophyll
content and is also less dynamic.
Photosynthetic Active Radiation (PAR) is the solar radiation in the wavelength between 400-
700nm (Myneni & Williams 1994; Moreau & Li 1996). Absorbed photosynthetically active radia-
tion is the amount of radiation that can be used by plants to photosynthesis. The PAR is increasing,
the plants grow well. When the value is getting smaller, plants are in bad condition. The fraction of
photosynthetically active radiation intercepted by the canopy – fAPAR – is the amount of radiation,
which is actually used by the plant (Epiphanio & Huete 1995). That is why it is closely related to
the productivity and net primary production. With this index plant condition can be measured. Val-
ues are from 0 to 1 or from 0 to 100%.
Another biometrical index is Leaf Area Index – LAI (Surlock 2001). It is defined as amount of leaf
area in a vegetation canopy per 1 square meter. It is a key structural characteristic of vegetation and
it is strongly related to photosynthesis, transpiration, productivity and also condition of plants
(Serrano et al. 2000). It is a necessary factor to understand and analyze vegetation dynamics due to
rapid response to climatic and environmental changes. The optimum values for plants are between
3 and 5;  for  forest  6-8 and for  corn 2-4.  The highest  value are for  forests  (LAI>15).  LAI can be
used to estimate biomass, dynamic of vegetation or to forecast crops (Spanner et al. 1994; Habou-
dane et al. 2004). Index shows the condition of plants, because in vegetation in stress the values are
lower.
In conclusion, vegetation indices are broadly used, especially to vegetation monitoring. Correctly
calculated indices give much information about the area. Using indices saves time for time-
consuming field measurements. They measure many different biophysical variables, predict bio-
mass and crops.
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2 MATERIALS AND METHODS

The hyperspectral images were acquired on 29 July 2002 by the airborne scanner DAIS 7915,
which was installed on a deck of the plane Dornier Do-228 of the German Aerospace Centre
(DLR). The images were acquired during the HySens PL02_05 campaign. The radiometric resolu-
tion of the imagery was 15 bit; it has 79 spectral bands from visible, near and middle infrared to
thermal IR. The spatial resolution of the scanner is 3meters. Three lines were covering the key ar-
eas: Wiatrowki, Taborowka and Biesnik, but only two of them were used for these analyses. The
pre-processing was made in January 2003 at the DLR Oberpfaffenhoffen; the geometric correction
was made in the PARGE software, the atmospheric correction and the creation of vegetation indi-
ces (SAVI, LAI and fAPAR) were made in the ATCOR 4 environment, developed by the DLR and
ReSeL laboratories. The image of NDVI was made in ENVI 4.3. Imagery-acquired vegetation indi-
ces and results of field measurements were collected and saved in databases of the MS Excel.
Terrain investigation of plant condition using remote sensing field techniques and supportive tech-
niques within plant physiology (including measurements of LAI, fAPAR, plant biometric proper-
ties, plant pigments content, plant and soil humidity, plant transpiration and evapotranspiration,
soil-vegetation-atmosphere heat exchange) were used to the verification, validation, statistical
analysis and making map of vegetation indices. During these measurements, which were made in
July and August 2002, data from 47 polygons were collected. They represent different kind of land
use: meadows, corn, stubble, clover and potatoes. They were collected by facilities analyzing
strictly  stated intervals  of  spectrum using:  field spectrometer  ASD FieldSpec Pro (NDVI,  SAVI),
LAI-2000 Plant Canopy Analyzer (LAI) and AccuPAR 80 (fAPAR).
In the end statistical analysis between vegetation indices from ground- and airborne- level have
been made. The equations of these correlations were used to make maps of spatial distribution of
vegetation index in adequate units. For the relationship between NDVI measured from the ground
and airborne levels the calculated equations was y = 1.2769x – 0.1968 and R2 =  0.91  (y  –  field
measurement, x – airborne measurement). SAVI (y = 0.0027x – 0.1596 and R2 = 0.91), fAPAR (y
= 0.0038x – 0.2081 and R2 = 0.80) and LAI (y = 0.0044x + 0.5738 and R2 = 0.80).

3 RESULTS – CONDITION OF CANOPY IN BYSTRZANKA CATCHMENT

The analysis of vegetation was made based on the spatial distribution of four vegetation indices:
NDVI, SAVI, LAI and fAPAR. All vegetation indices have high values in the analyzed area, which
means that plants are in good and very good condition.
The values of NDVI are the most heterogeneous comparing to the others three indices (Fig. 1a).
The average value is high (around 0.6). About 65% of area has values between 0.6 and 0.8, which
means that plants are in good condition. Vegetation in average condition is on 26.6% of area. Also
forests are in good condition and they have values more than 0.6. On this area values are rather
homogenous, because people do not interfere in state of the vegetation. Values are more heteroge-
neous in corn crops and meadows. They are from 0.2 to 0.8, but most of the area has average plant
condition. Only very small (0.6%) area – mostly urbanized area or without plants at all, has small
values and plants on this area are in bad condition. High NDVI values means high chlorophyll con-
tent and further, high photosynthetic activity, and good plant condition. Vales of NDVI can be per-
turbed by other elements, for instance soil.
The values of SAVI are much more heterogeneous (Fig. 1b). On particular fields and natural form
of land use are les  homogenous.  It  is  especially clear  in  forests.  Average values for  whole image
are around 0.7, which means that most of the soil is covered by plants. Minimum values are equal
0.2, maximum – 1.5. Plants of quite high values between 0.5 and 0.75 are covering the biggest area.
Generally, in forest values of SAVI are higher than in corn. The biggest values (more than 1) are on
small forest area, mostly in south-eastern part of catchment. Minimum vales (less than 0) are only
on two stubbles. Such low values are caused by significant soil reflectance.

B. Zagajewski and A. Jarocinska / Analysis of plant condition of the Bystrzanka catchment500



Fig. 1. Spatial distribution for the Wiatrowki key polygon of: a) NDVI and b) SAVI indices
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Fig. 2. Spatial distribution for the Wiatrowki key polygon of: a) LAI and b) fAPAR indices

B. Zagajewski and A. Jarocinska / Analysis of plant condition of the Bystrzanka catchment502



On corn fields values are rather small and canopy is not very compact and this is shown in smaller
values of SAVI in this type of land use. On edge of polygons values of analyzed index are different
than in the centre of fields. This may be caused by differences in using fertilizers. Low values, be-
tween 0 and 0.25, are on very small area, mainly on stubbles, pastures and meadows. On this area
the canopy is less compact. When people interfere in quantity of biomass values of SAVI are lower
than in natural habitat.
Spatial diversity of LAI (Fig. 2a) is less significant than SAVI (Fig. 1b). Average value is around
3.9, which means that there are almost 4 square meters of leaves on 1 square meter of land. Maxi-
mum values are above 10 and minimum 0.6. The lowest values are located on anthropogenic areas
and river. The biggest area – about 61%, has values between 1 and 3. On this area plants are cover-
ing soil, but canopy is not compact. This is connected with high part of crop fields and meadows,
where quantity of biomass is smaller than in natural habitat. Almost 12% of the catchment is cov-
ered by dense canopy with big quantity of biomass, values here are above 5. Such values are
mostly located in area of forests. Less than 1% of area is covered by plants with very high values –
more than 7. This area is located in south-eastern area with forests. On corn crops and meadows
values on LAI are rather homogeneous, because the area is rather homogeneous. Values in natural
habitat are more heterogeneous.
Values of fAPAR are the most heterogeneous and generally very high (Fig. 2b). Average value is
around 0.75, which means that 75% of visible light is used to product biomass and plants has very
good condition. About 80% area has values above 0.5 and more than 40% values are higher than
0.8. This means, that 80% of visible light is used in photosynthesis. High values are both in forests
and crop fields, which means high crops. Only few corn crops and stubbles have smaller values.
Generally, plants are in good condition of the Bystrzanka catchment. Higher values, apart from fA-
PAR, are on natural habitants, especially in forests. Values are lower on anthropogenic areas,
which are connected with human activity. People are interfering in quantity of biomass, for exam-
ple mowing meadows. This especially refers to indices: LAI, SAVI and NDVI. SAVI shows the
cover of soil with plants, for instance in meadows values of index are quite small after the mowing,
LAI also is getting smaller, but values of fAPAR are still high, because big quantity of light is used
in photosynthesis.
Indices measured in July 2003 had high values on whole area of the catchment, which means that
condition of all plants were good.

4 CONCLUSION

Using the remote sensing techniques allows analyzing spatial condition of plants. That kind of
methods can be used for automated and objective plant monitoring after all necessary corrections.
Different vegetation indices measured plant condition, quantity of biomass and pigments or esti-
mate crops. Because of possibility of repeating the measurements, it is possible to monitor condi-
tion and state of vegetation. High values of four analyzed vegetation indices (NDVI, SAVI, LAI
and fAPAR) shows good condition of plants of the Bystrzanka catchment in July 2002.
A large number of biometrical input parameters and specific substances and adaptations of plants
could be related to reflectance, which can be quantified using hyperspectral data. It is necessary to
have support data, which could be acquired using joint research methods of field remote sensing
and plant physiology techniques allow differentiating plants in different state and condition.
According to different phenological strategies (flowers, plant’s colour, leaves compactness, dry
steams) and human activity for plants, condition analysis should be conducted according to each
land cover type.
For detailed condition analysis very important are relationships between green pigments, because
Chlorophyll a/b and carotenoids index is the best indicator for short term stress, and relationship
between chlorophyll b and carotenoids is the best indicator for long term stress.
fAPAR index approximates on the best way a real condition of plants.
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SAM and ANN classification of hyperspectral data of seminatural
agriculture used areas
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ABSTRACT: The goal of this paper is methods and results presentation of artificial neural net-
works land cover classification based on DAIS 7915 hyperspectral data. Preparing the reference
and training data were used SAM classification. To ANN classification experiments using
variable pattern size were chosen two data sets included 13 bands obtained after MNF and 40
original bands. The best accuracy were achived using 13 MNF band with the 3x3 pixel
subpattern size, what show useful of hyperspectral data extraction methods.

1 INTRODUCTION

Vegetation cover is a perfect indicator of all other components of biosphere and should be well
researched and mapped. This is possible, using hyperspectral data (which provides very good
spectral, spatial and radiometric resolution), because plant species develop specific adaptations
(pigment content, plant tissue structure etc.).  These adaptations have direct impact on reflectance,
which can be quantified using hyperspectral imagery. Application of remotely sensed techniques
allows for vegetation research and mapping. One of the characteristics of vegetation is its variable
reflectance: identification of some communities may be difficult using only spectral properties.
Vegetation reflectance registered by remote sensing instruments is the average of the reflectance of
photosynthetic active parts, non-photosynthetic active parts (i.e. branches, dry leaves), shadow and
ground. These elements, begin an integral part of plant communities, impede their recognition in
case of assuming their spectral properties.
Thus, it is prepared obvious, that vegetation can be characterized by a high variability of the signal
and therefore the statistical distribution of reflectance differs from the normal distribution. These
relationship is frequently happen over the seminatural and agritulturally used areas, and traditional
classification, that uses parametrical approaches does not show satisfying results. A method that
uses artificial neural networks does not only depend on statistical parameters of particular class and
hence makes it possible to include texture information as additional data. This method may be es-
pecially useful to separate and classify vegetation communities (Zagajewski et al. 2005).

2 STUDY AREA AND DATA SOURCES

The study was conducted in the Low Beskid Mountains, which constitute one of the most natural
ranges in the Carpathian Mts. in Poland (Fig. 1). The area is the Bystrzanka catchment extend form
49º34’-49º41’N to 21º01’ - 21º09’E. The area constitutes a mountain zone located at the altitude
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range of 400-750 m a. s. l. The region is agriculturally, but extensively used; with a domination of
natural meadows and cereal and potato crops.
DAIS 7915 hyperspectral data used in this study was acquired on 29 July 2002 with cooperation
with the German Space Agency (DLR). This instrument is a 79-channel imaging spectrometer
operates in the wavelength range 0,4-12,5μm with 15 bit radiometric resolution. After the
preprocessing the resulting pixel size was 3 meters. During the overflight 3 lines of DAIS images
were acquired (Fig. 1).

Figure 1. DAIS 7915 images covering the study area.

3 METHODS

SAM classification was used to verification land cover map performed in 2002 during the terrain
mapping. Endmembers were gained from DAIS imagery (corresponding to the key polygons from
the ground measurements). All the polygons represents each class on training area (Fig. 1) were
used to learn ANN.
Two data sets using in classification were extracted from 72 bands covering the optical region of
the spectrum. First step was reduction by visual (with histogram) inspections bands with severe
striping problems, receiving 50 bands. To create first data set, from this 50 bands were choosed 40
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(1, 2, 3, 4, 7, 9, 10,11, 12, 14, 15, 16, 17, 19, 20, 21, 22, 24, 25, 26, 27, 29, 30, 31, 32, 34, 35, 36,
37, 38, 39, 40, 42, 46, 47, 50, 52, 53, 55, 56, 58). Second step was compressing the information
contained in originally 50 bands using MNF transformation. Thus, second data set was created us-
ing the 13 first bands after the MNF transformation.
To classify land cover types were applied a multilayer, one-directional network, trained using a su-
pervised method of back-propagation. In experiments were used two variable pattern size, what is
available in the Stuttgart Neural Network Simulator (SNNS) software. To perform classification
were applied per-pixel and 3x3 subpattern size (Fig. 2). In per-pixel process number of input nodes
was depend of number of bands, but in 3x3 subpattern size window it must be augment by 9. To
defining the number of hidden nodes were used the formula 3Ni+1. Every each class was classified
separately, so output nodes was 1, and the value of training land cover polygons takes 1, and rest 0.
The learning parameters was obtain from Kavzoglu and Mather (2003) papers: the initial weight
range [-0.25, 0.25], learning rate 0.2, number of training samples 2500. Trained neural nets was
testing on area showing on figure 1 as TES.

Figure 2.  Variable size pattern (source: SNNS user manual; modified).

4 RESULTS

Overall accuracy assessment for three images are showed in table 1. Because 3x3 window size
(including textural information) process gives better results than per-pixel, image 1 and 2 was
classified only with this approaches. Table 2 and 3 showing training and test classification accuracy
for  image 3 in per-pixel  and 3x3 subpattern size process for  separately land cover  types.  Table 4
including confusion matrix of the best results achieved for image 1 using 13 MNF bands with 3x3
subpattern size window (Fig. 3).

Table 1. Overal classification accuracy

Image 1 - 89.1 / 0.8308 - 86.1 / 0.7913

Image 2 - 63.7 / 0.4909 - 59.6 / 0.4586

TE
ST

Image 3 74.9 / 0.6813 75.9 / 0.6942 74.5 / 0.6635 73.7 / 0.6480

Image 1 - 93.8 / 0.9071 - 96.8 / 0.9567

Image 2 - 80.7 / 0.7492 - 86.6 / 0.8310

TR
A

IN
IN

G Image 3 80.1 / 0.7563 88.1 / 0.8546 85.3 / 0.8204 93.1 / 0.9159

Overall accuracy [%] / Kappa
  Image

13 band MNF 1x1 13 band MNF 3x3 40 band 1x1 40 band 3x3yAccurac
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Figure. 3. Results of the DAIS 7915 data classification of the key poygon Biesnik N (1st flightline).

Table 2. Classification accuracy of training area

Buildings 69.8 61.7 68.8 75.1 75.3 68.4 94.4 86.3
Built-up area 5.6 46.0 63.0 65.0 43.2 57.5 72.6 83.6

60.5 27.3 95.6 67.4 55.5 72.6 98.6 91.2dDirt roa
6 40.6 70.8 72.4.38.9 23.3 39.5 42.2 4dAsphalt roa

Plough soil 93.9 99.3 100.0 99.9 98.7 100.0 100.0 100.0
Stubble 97.3 96.9 97.5 97.7 98.8 94.8 98.7 98.6
Oats 97.2 93.8 99.2 98.3 98.9 96.6 99.6 99.3
Potatoes 61.0 40.6 64.1 88.7 81.7 75.3 91.6 91.9
Beets 19.8 70.3 74.0 85.2 75.0 84.5 96.7 100.0

37.1 28.4 70.2 76.9 44.3 56.9 86.0 91.0dOrchar
Woodeds 33.9 33.9 60.4 53.0 43.6 39.8 67.2 72.5
Decidous fore. 83.6 74.3 84.9 88.3 85.8 80.6 92.0 92.7
Mixed forest 80.7 83.0 91.3 88.1 86.3 84.2 94.1 91.5
Coniferous fo. 81.6 89.6 87.3 92.0 84.8 89.2 90.7 94.2
Wastelands 81.5 53.9 81.7 89.3 83.9 75.6 91.7 90.1
Meadow 87.6 91.2 94.3 92.4 93.1 92.2 96.6 95.1

Prod. User Prod. User Prod. User Prod. User
Overall : 74.9 Overall : 75.9 Overall : 74.5 Overall : 73.7[%]

Land cover

13 k MNF 1x1 13 k MNF 3x3 40 k 1x1 40 k 3x3yAccurac
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0

Table 3. Classification accuracy of the test area

Table 4. Confusion matrix of the test classification of the image data set. Expanation: Mea – mea-
dow, Dec – decidous forest,  Woo – Woodeds,  Orc – orchard,  Bee – beets,  Pot  – potatoes,  Oat  –
oats, Stu – stubble, Asp – asphalt road, Dir – dirt road, B-u – built-up area, Bui – buildings.

.8 53.0 73.1 54.570.554Buildings 70.8 53.0 73.1
0 34.8 41.4 50.4..4 650Built-up area 6.0 34.8 41.4
.4 17.4 63.0 49.215.24915.4 17.4 63.0dDirt roa
.3 39.1 52.9 31.926.93126.3 39.1 52.9dAsphalt roa
.3 93.3 87.8 93.766.793Plough soil 66.3 93.3 87.8
.1 87.8 98.1 95.398.395Stubble 98.1 87.8 98.1
.4 82.5 38.7 99.163.199Oats 63.4 82.5 38.7
.1 59.7 43.5 47.652.647Potatoes 52.1 59.7 43.5
.3 64.3 49.0 77.433.477Beets 33.3 64.3 49.0
.5 7.6 38.4 19.612.61912.5 7.6 38.4dOrchar
8 30.9 18.7 21.9..9 421Woodeds 4.8 30.9 18.7
.4 62.1 70.3 70.478.470Decidous fore. 78.4 62.1 70.3
.2 70.7 66.5 86.259.286Mixed forest 59.2 70.7 66.5
.0 93.6 96.2 93.485.493Coniferous fo. 85.0 93.6 96.2
.1 29.3 8.4 33.338.333Wastelands 38.1 29.3 8.4
.4 85.1 93.4 78.689.678Meadow 89.4 85.1 93.4

Prod. User Prod. User Prod. User Prod. User

Overall : 74.9 Overall : 75.9 Overall : 74.5 Overall : 73.7Accuracy

[%]
Land cover

13 k MNF 1x1 13 k MNF 3x3 40 k 1x1 40 k 3x3

Prod.
Accu. 94.8 93.9 38.8 44.7 86.0 63.6 98.4 96.6 61.3 56.1 66.8 77.3

Bui 0.2 0.1 0.0 0.0 0.0 0.0 0.0 0.1 3.4 0.7 15.5 77.3 72.2
B-u 3.3 3.8 12.6 31.9 0.0 0.0 0.0 0.8 31.0 22.1 66.8 18.7 52.3
Dir 0.5 0.0 0.9 0.0 0.0 3.2 0.0 0.4 0.3 56.1 1.2 1.3 69.6
Asp 0.0 0.4 0.0 0.0 0.0 0.0 0.0 0.0 61.3 3.7 1.9 1.7 76.6

6 0.0 6.0 0.0 0.3 97.6.0.0 0.0 1.2 0.0 12.6 15.4 1.6 96uSt
Oat 0.0 0.0 0.0 0.0 0.0 0.0 98.4 0.1 0.3 0.0 0.0 0.0 94.7
Pot 0.1 0.0 0.0 0.0 0.0 63.6 0.0 0.6 0.0 0.0 0.0 0.0 81.6
Bee 0.0 0.0 0.0 0.0 86.0 0.2 0.0 0.0 0.0 0.0 0.1 0.3 93.2
Orc 0.1 0.1 5.2 44.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 83.
Woo 0.3 0.6 38.8 5.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 59.5
Dec 0.7 93.9 23.0 6.8 0.0 0.0 0.0 0.0 3.8 0.2 0.2 0.0 85.4
Mea 94.8 1.2 18.4 11.2 1.4 17.7 0.0 1.4 0.0 11.2 14.3 0.3 95.8

Class Mea Dec Woo Orc Bee Pot Oat Stu Asp Dir B-u Bui User
accu.
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5 CONCLUSIONS

Artificial neural network show potential for discriminating land cover types from hyperspectral im-
agery. Long training time is the most uncomfortable aspect of this classification. but data transfor-
mation methods like MNF can short the way to satisfied results.
The best results are observed for: oat crops (99.8 %). stubbles (96.6 %). grasslands (94.8 %). deci-
duous forest (93.9 %). and the worst for tree clumps (38.8 %). orchards (44.7 %) and side roads
(56.1 %). Textural window (3x3) and MNF compressed data (based on 50 bands) increase classifi-
cation accuracy.
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On the evaluation of vegetation resilience after two successive fires 

in Southern Italy by using SPOT-VGT NDVI time series 
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ABSTRACT: The evaluation of vegetation recovering after fire disturbance (resilience) is chal-

lenging in the framework of vegetation monitoring. This paper is focused on the response of vege-

tation to two successive fires in a test site of southern Italy, using the 1998 to 2005 time series of

Normalized Difference Vegetation Index (NDVI) from SPOT-VEGETATION sensor. The de-

trended fluctuation analysis (DFA) was applied to quantify this response. The obtained results re-

veal that vegetation dynamics is characterized by a certain degree of resilience after the first fire,

which is lower after the second fire. This result shows that the vegetation recovery mechanism is

less efficient after the second fire. 

1 INTRODUCTION 

Vegetation has important ecological impacts. The characterization of vegetation reaction to fires is 

of primary importance since changes in the status or types of vegetation play an active role in eco-

logical processes (such as productivity level, creation of altered patches, modification in vegetation 

structure and shifts in vegetation cover composition), as well as in land surface processes (such as 

surface energy, water balance, carbon cycle) (Huemmrich et al. 1999). 

Satellite technologies can be profitably used for investigating the dynamics of vegetation re-

growth after fire disturbance at different temporal and spatial scales. Nevertheless, fire-induced dy-

namical processes are very difficult to study since they affect the complex soil-surface-atmosphere 

system, due to the existence of feedback mechanisms involving human activity, ecological patterns 

and different subsystems of climate. Therefore, the vegetation patterns constrain fires and at the 

same time are constrained by the fire processes that influence them. 

The remote sensing of vegetation has been traditionally carried out by using vegetation indices, 

which are quantitative measures, based on vegetation spectral properties, that attempt to measure 

biomass or vegetative vigor. The vegetation indices operate by contrasting intense chlorophyll 

pigment absorption in the red against the high reflectance of leaf mesophyll in the near infrared. 

The simplest form of vegetation index is simply a ratio between two digital values from these two 

spectral bands. The most widely used index is the well-known normalized difference vegetation in-

dex NDVI = [NIR-R] / [NIR+R]. The normalization of the NDVI reduces the effects of variations 

caused by atmospheric contaminations. High values of the vegetation index identify pixels covered 

by substantial proportions of healthy vegetation (Campbell 1987). NDVI is indicative of plant pho-

tosynthetic activity and has been found to be related to the green leaf area index and the fraction of 

photosynthetically active radiation absorbed by vegetation. Therefore variations in NDVI values 

become indicative of variations in vegetation composition and dynamics. 

In this study, we analyze the temporal series from 1998 to 2005 of NDVI satellite SPOT VE-

GETATION data acquired for a shrubland test site in Sardinia (Southern Italy), affected by two 
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consecutive fires. Our objective is to characterize quantitatively the resilient effect of vegetation 

cover.

2 METHODOLOGY 

Signal fluctuations are generally investigated using the power spectral density. A 1/fα-power spec-

trum, where f is the frequency and α the scaling exponent is typical of systems characterized by 

long-range correlations. By estimating the scaling exponent we can have quantitative information 

on the type and strength of correlations in the signal and the kind of mechanisms that may be re-

sponsible of its generation. The strength of these correlations provides useful information about the 

inherent memory of the system (Miramontes & Rohani 2002). The detrended fluctuation analysis 

(DFA) (Peng et al. 1994) avoids spurious detection of correlations that are artifacts of trends and 

nonstationarity, that often affects experimental data. Such trends have to be well distinguished from 

the intrinsic fluctuations of the system in order to find the correct scaling behavior of the fluctua-

tions. Very often we do not know the causes and the scales of these underlying trends (Kantelhardt 

et al. 2001). The DFA method is based on the scaling behavior of the fluctuation function 
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where y(k) is the integrated function of the NDVI time series and yn(k) the trend of the data in the 

box of duration n. Calculating F(n) for all the available scales n, one obtains a relationship between 

F(n) and the box size n, which for long-range correlated signals is a power-law 

F(n)∼n

α

. (2)

The scaling exponent α quantifies the strength of the long-range power-law correlations of the 

signal: if α = 0.5, the signal is uncorrelated; if α > 0.5 the correlations of the signal are persistent, 

where persistence means that a large (small) value (compared to the average) is more likely to be 

followed by a large (small) value; if α < 0.5 the correlations of the signal are antipersistent, which 

indicates that a large (small) value (compared to the average) is more likely to be followed by a 

small (large) value. 

3 RESULTS

We studied the satellite time series of 1998–2005 NDVI data for Bolotana site (Sardinia, southern 

Italy), in order to evaluate the resilient behaviour of vegetation. This site was affected by two con-

secutive fires: one occurred in July 1, 1998 and the other occurred in June 28, 2002. Figure 1 shows 

the test site. The selected site is homogeneous in terms of morphological features and land cover 

type. This was carefully verified by overlapping to the satellite data both a Digital Terrain Model 

(considering slope, aspect and elevation) and a Land use map. In particular, the natural shrubland 

cover was recognized by using the Corine land cover map provided by the European Topic Centre 

on Land Cover at Environmental satellite data Center in Kiruna, Sweden. The Corine map was re-

coded and re-sampled at the same spatial resolution as satellite data. 

We analyzed the SPOT-VGT NDVI time series of 3 pixels completely affected by the two fires 

and 3 adjacent pixels unaffected by any fire. Each pixel has a spatial resolution of 1 km
2

. Such data 

are available free of charge (http://www.vgt.vito.be). In particular, we analysed the ten-day (de-

cadal) maximum value of daily NDVI maps. The temporal evolution of decadal NDVI composition 

is regarded as an effective time window able to show the natural seasonal variations, the conse-
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quences of extreme climatic events and the man-induced damage suffered by ecosystems. The data 

were subjected to atmospheric corrections performed by CNES on the basis of the Simplified Me-

thod for Atmospheric Corrections (SMAC). The considered NDVI composition also allows for re-

ducing the contamination effects due to residual clouds, atmospheric perturbations, variable illumi-

nation and viewing geometry that are generally present in daily NDVI maps.  

In order to eliminate the phenological fluctuations, for each decadal composition of each pixel, 

we focused on the departure NDVI
d
 = [NDVI – <NDVI>]/σ, where <NDVI> is the decadal mean 

and σ is the decadal standard deviation. The decadal mean <NDVI> and the standard deviation 

were calculated for each decade, e.g. 1st decade of January, by averaging over all years in the re-

cord. Figure 2 shows the time variation of NDVI
d
, corresponding to two pixels one unburned 

(Fig. 2a) and the other burned (Fig. 2b). 

Figure 3 shows the results of the DFA performed on the time variation of NDVI
d
 of pixels 

shown in Fig. 2: Fig. 3a shows the fluctuation function for the unburned pixel, Fig. 3b the DFA re-

sult for the subset of NDVI
d
 series of the burned pixel between the two fires, and Fig. 3c the results 

of DFA for the NDVI
d
 of the subset after the second fires. 

We observe that all the pixels show a value of the scaling exponents, estimated by the slope of 

the line that fits in a least square sense the curves plotted in log-log scales, larger than 0.5. This in-

dicates that the temporal fluctuations of all time series are positively correlated or persistent. Per-

sistence means that the investigated ecosystems are governed by positive feedback mechanisms, 

which tend to destabilize the system under external forces. The feedback mechanisms express a 

positive circular causality that acts as a growth-generating phenomenon and therefore drives unsta-

ble patterns. Therefore the vegetational processes take memory of external shocks, which drive the 

time dynamics of the vegetational covers. After the first fire, the scaling exponent is larger than that 

for the unburned pixel, indicating a larger persistent behaviour of vegetation after fire to recover. 

This suggests that fires play an important role in the temporal evolution of the vegetation, increas-

ing the persistence of its dynamics. This seems to express the inherent character of the fire-related 

vegetation recovery processes, which indicate the existence of positive relation between the 

amounts of burned and regenerated biomass. This result highlights that fires drive more unstable 

Figure 1. Location of Bolotana test site. 
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Figure 2. NDVI
d
 time series for an unburned (a) and burned (b) pixel in Bolotana site. 

vegetational patterns in shrubland covers, and this indicates an efficient fire-induced vegetation re-

covery processes. 

But, after the second fire, the scaling exponent becomes slightly lower, thus indicating a less ef-

ficient recovery mechanism of vegetation, which is interrupted by a successive stress, like the sec-

ond fire. 

Figure 4 shows the mean scaling exponent calculated for the three NDVI time series of pixels 

not affected by any fire, those included within the two fires, and those after the second fire. It is 

clear the discrimination between the three stati of vegetation, with the lowest persistent degree for 

the unburned pixels, the highest persistent degree for the pixel time series between the tow fires. 

After the second fire vegetation decreases its recovery capacity, thus reducing its resilience. 

4 CONCLUSIONS 

The detrended fluctuation analysis of NDVI data was applied to quantify the behavioral dynamical 

trends in vegetation dynamics of a shrubland test site in Italy, affected by two successive fires. The 

estimated scaling exponents are larger than 0.5, suggesting that vegetation is persistent, but the first 

fire occurrence increases the degree of persistence of vegetation. This indicates that more unstable 

patterns have been induced in vegetation dynamics, after fire disturbance. But after the second fire, 

the efficiency of the recovery mechanism lowers, due to a more stable response of vegetation to the 
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Figure 3. DFA results for the pixel time series shown in Fig. 2: (a) unburned, (b) between the two fires), c) 

after the second fire. 

second fire stress. The value of α, after the fire occurrence, can be used as a quantitative indicator 

of the resilience, which the capability of vegetation recovery after the fire occurrence. The α expo-

nent larger than 0.5 in unburned sites probably is related to the successional status of ecosystem: in 

situation of dynamical equilibrium, the variation among years respond to the meteorological oscil-
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lations and the changes in year (intra-annual) respond to the seasonal dynamics of biomass 

(phenologycal changes). The perturbation caused by a fire increases the vegetation persistence (lar-

ger α), thus indicating the trend of ecosystem in recovering after fire; but the second fire interrupts 

this recovery, leading to a less efficient resilient behaviour. 
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ABSTRACT: This study deals with the spatial characterization of urban expansion of a small town

in southern Italy by using spatial fractal analysis applied to multidate Multispectral Scanner (MSS)

and Thematic Mapper (TM) satellite images. The investigation was focused on Altamura town 

(southern Italy), for which the border was extracted from NASA Landsat images acquired in 1976

(MSS), in 1987 (TM) and 1998 (TM). The border was analyzed using the box counting method,

which is a well-know technique to estimate the spatial fractal dimension. The fractal dimension is a

parameter used to quantify the shape irregularity of an object. The obtained results show a certain

increase of the fractal dimension indicating an increase of the irregularity degree of the border of

the investigated town from 1976 to 1998. This variation is also connected with the urban expansion

and the population growth. 

1 INTRODUCTION 

Understanding the size distribution and dynamic expansion of urban areas is a key issue for the 

management of city growth and mitigation of negative impacts on environment and ecosystems. 

Although urban growth is perceived as necessary for a sustainable economy, uncontrolled or 

sprawling urban growth can cause various problems such as loss of open space, landscape altera-

tion, environmental pollution, traffic congestion, infrastructure pressure, and other social and eco-

nomical issues. To face these drawbacks, a continuous monitoring of the urban growth evolution in 

terms of type and extent of changes over time are essential for supporting planners and decision 

makers in future urban planning. The analysis of the city size distribution deals with different dis-

ciplines such as geography, economy, demography, ecology, physics, statistics because the evolu-

tion of a city is a dynamic process involving a number of different factors. The main issue of great 

importance in modelling urban growth includes spatial and temporal dynamics, scale dynamics, 

man-induced land use change. 

A critical point for understanding and monitoring urban expansion processes is the availability 

of both (i) time-series data set and (ii) updated information relating to the current urban spatial 

structure and city edges to define and locate the evolution trends. In such a context, an effective 

contribution can be offered by satellite remote sensing technologies, which are able to provide both 

historical data archive and up-to-date imagery. Satellite technologies represent a cost-effective 

mean for obtaining useful data that can be easily and systematically updated for the whole globe. 

The use of satellite imagery along with spatial analysis techniques can be used for the monitoring 

and planning purposes as these enable the reporting of ongoing trends of urban growth at a detailed 

level.
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Nevertheless, the exploitation of satellite Earth Observation in the field of the urban growth 

monitoring is a relatively new tool, although during the last three decades great efforts have been 

addressed to the application of remote sensing to detecting land use and land cover change. 

Over the years, satellite time series such as Landsat TM, MSS images were used to assess the urban 

growth, mainly for several cities (Masek et al. 2000; Yang & Lo 2002; Yuan et al. 2002). 

Many recent researches have also explored the way of measuring the dynamics of urban mor-

phology. Shen (2002) for example compared the morphology of 20 urban areas in USA obtaining a 

wide range of results due to the different size and character of each case study. Frankhauser (1998) 

has also used the fractal dimension in the examination of outskirt areas in European cities trying to 

obtain a typology of urban agglomerations. Finally Benguigui et al. (2000) by examining the built-

up settlement of Tel Aviv concludes that the fractal dimension tends to increase through time. 

This paper is focused on the fractal analysis of the border of one small town in southern Italy 

(Altamura), using multidate NASA Landsat images acquired in 1976, 1987 and 1998. The fractal 

method used was the box counting, well suited to analyse the spatial properties of fractal objects. 

2 DATA SET AND STUDY AREA 

Since 1972, the Landsat satellites have provided repetitive, synoptic, global coverage of high-

resolution multispectral imagery. The characteristics of the MSS and TM bands were selected to 

maximize each band’s capabilities for detecting and monitoring different types of land surface cov-

er characteristics. In the present study, the spatial resolution of MSS is 57 m, while that of TM is 

30m. The data were downloaded freely from NASA satellite archive (www.landsat.org).  

The investigation was performed by using one MSS image acquired in 1976 and two TM im-

ages acquired in 1987 and 1998 respectively (Figs 1–3). The increase of the urban area observed 

from 1976 to 1998 was connected with the urban expansion due to economic and demographic fac-

tors. Altamura town is located on the Murge plateau that is a characteristic area of Apulia (southern 

Italy) composed of limestone hills sparsely covered by vegetation but with a very high ecological 

values so that in the in 2004, a national park named Parco Nazionale dell’Alta Murgia was insti-

tuted. The town is characterized by an active and dynamic local economy mainly based on small 

and medium enterprises operative in the commerce, industry and services. 

Figure 1. Border of Altamura town in 1976 (MSS). 
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Figure 2. Border of Altamura town in 1987 (TM). 

Figure 3. Border of Altamura town in 1998 (TM). 

3 METHOD

The use of fractal dimension as a measure of shape irregularity is well known. For a regular 

2-dimensional curve the fractal dimension is 1. Spatial fractal curves are characterized by fractal 

dimension larger than 2. In this paper, the fractal dimension is computed with the box-counting me-

thod. The box-counting method computes the degree of irregularity of borders; therefore higher the 

fractal dimension, more irregular the border. The image of the town under study is divided in non-

overlapping cells of size L. Then the number of cells occupied by at least one point belonging to 

the border is computed. The procedure is iterated for different sizes L and the number of cells as a 

function of the size L behaves as a power-law for fractal borders: 

BOX
df

LLN

−

≈)( (1)
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where df
box

 is the box-counting fractal dimension: 

)/1ln(
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The estimate of the fractal dimension is performed calculating the slope of the line fitting the 

Eq. 1 plotted in log-log scales in its linear part. 

4 RESULTS

The border of the investigated town was analysed by comparing the patterns of development of 

the years 1976, 1987 and 1998. Figure 4 shows the number of cells N(L) as function of 1/L, where 

L is the size of the box. In all the plots the length scale varies between approximately 30 m and 

5.5–6.5 km. The higher length scale is consistent with the maximum linear dimension of the bor-

der; the lower is consistent with the spatial resolution of the images. The fractal dimension was cal-

culated in the linear range scales between 300m and 2.5 km.  

It must be noted that the reliability of the calculated df
Box

 value is examined by the correlation 

coefficient r, which in our case ranges around 0.99. The value of the coefficient can be considered 

good if we take into account the suggestions of Batty (2005) and Benguigui et al. (2000). It can be 

therefore stated that the urban pattern under investigation displays clearly a fractal structure. 

It is visible an increase of the fractal dimension from 1.47 in 1976, to 1.51 in 1987, and 1.52 in 

1998, indicating a tendency of the urban expansion to a more irregular shape. 

Taking into account the obtained results of fractal analysis, we can observe that the distribution 

of the built-up area was more homogeneous and less fragmented in the year 1976. During the pe-

riod up to 1998 changes led to an increase of density on every scale leading into an increase in the 

value of dfBox from 1.47 to 1.52. Furthermore the fragmentation and heterogeneity of the urban 

development were increased, because the urban boundary has been enlarged to areas that in 1976 

were empty. 
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Figure 4. Box-counting results of the town borders in the years 1976, 1987 and 1998.
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5 CONCLUSIONS 

In the present letter, fractal analysis was considered as a method of examining the transformations 

taking place in one urbanized area located in southern Italy. The built-up pattern of the town was 

examined and the main objective was the determination of whether its structure can be described as 

more or less regular. Analysing and comparing three different years, the process of urban intensifi-

cation was observed, and the increase of the value of the fractal dimension of the urbanized area 

was revealed. This change shows the transformation that took place in the town under investigation 

and the transformation from a quite regular to a more fragmented peripheral settlement. Moreover 

the box-counting analysis showed the spatial fractal character of the urban pattern where similar 

structures are observed at many scales, according with results obtained in other researches (Frank-

hauser 1998; Benguigui et al. 2000; Batty &Longley 1994). 

The relevance of the technique used here is that it provides a reliable way of quantifying the ur-

ban structure and its transformation through time. 

However this study is preliminary and quite suggestive and its main objective was to present a 

way of applying the fractal analysis to the monitoring of urban area evolution. The need for the 

analysis of more time periods and a comparative analysis between many urban areas would be 

fruitful, and the application of fractal analysis and the focusing on the variation of fractal dimen-

sion across space and through time constitutes a major challenge of further investigation.  
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ABSTRACT: During the last century, aerial photos have been the most common remote sens-

ing data source used for archaeological investigation. Beginning from the eighties multi-spectral 

satellite images,such Landsat TM, ASTER, have been successfully applied in the field of cultural 

heritage with particular reference to landscape archeology and palaeoenvironment studies. 

More recently the higher spatial resolution of Very High Resolution (VHR) satellite images, 

such as, IKONOS (1999),  QuickBird (2002) and Worldview (2007), offers improved capability 

in locating potential buried archaeological sites. Nevertheless, the effectiveness of satellite needs 

to be tested in relation to the specific archaeological problems and individual regions. The satel-

lite-based identification of traces of ancient human activity is highly dependent on many factors, 

among them. (i) the image spatial resolution, (ii) the extension of buried sites, (iii) specific sur-

face characteristics, (iv) illumination conditions, and (v) data processing adopted to enhance ar-

chaeological features.

This paper provides a review of satellite data processing methods, applied to support the ar-

chaeological research, such as RGB,  IHS,   PCA, TCT, Spectral indices, pixel-based and object 

oriented classification techniques, data fusion and edge detection. 

1 INTRODUCTION 

The identification of traces of human activity on ancient environments is one of the greatest

challenges not only in the field of archaeology, but, also for botany, forestry, hydrology, so

geoscience. Traces of ancient human activity can provide suitable information for improving  the

knowledge  and the understanding of the environmental interaction, climate change, and the Earth’s

system.

The detection of archaeological features can be  fruitfully performed by using remote sensing tech-

nologies, available from ground, air and space. Over the years, aerial photos and geoph

prospection have been the most common remote sensing data source used by the archaeologists.

More recently, satellite remote sensing data from active and passive sensors ha

searching larger areas in order to acquire accurate quantitative information on ancient lan

and  to detect archeological features in a more rapid manner compared to other traditional surve

techniques. In particular, compared to other remote sensing techniques, satellite images are 

provide both: (i) archaeological evidence linked to traces of past human activity and (ii) a synoptic

view of the landscape with its geographic attributes and natural environment context. 
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The higher spatial resolution of Very High Resolution (VHR) satellite images, such as (i) IKO-

NOS (1999) with panchromatic at 1 m, and multispectral at 4m, (ii) QuickBird (2001) with pan-

chromatic  at 0.6m and multispectral at 2.4, and (iii) Worldview (2007) panchromatic  at 0.5m, of-

fers improved capability in locating potential buried archaeological sites. Moreover, compared to 

aerial photos the VHR satellite imagery offers a very large coverage, and a powerful multispectral 

capability. Moreover, they are geo-referenced and, therefore, ready to be integrated with external 

data sources. This makes VHR satellite imagery an ideal tool for searching large areas and for sup-

porting study performed  in areas where aerial photography could be restricted because of military 

or political reasons. Nevertheless, the possibility of locating unknown buried archaeological sites as 

well as large scale cultural features is highly dependent on many factors, among them, the image 

spatial resolution and extension of buried sites, the specific archaeological marks and ground char-

acteristics, the acquisition time (year, season, day) and illumination conditions.  

This paper provides a review of satellite data processing methods widely applied in the archaeo-

logical context to enhance spatial features  linked to traces of ancient human activity.  

2 SATELLITE DATA  AND ARCHAEOLOGICAL FEATURE IDENTIFICATION 

Over the years, different satellite sensors have been used for archaeological investigations (see ref-

erences listed below) addressed to the: (i) characterization of spectral signatures of archaeological 

marks, (ii) mapping of subsurface remains, (iii) geo-statistical analysis, (iv) management and pro-

tection of archaeological sites.

(i) Landsat, (http://landsat.gsfc.nasa.gov/about/L7_td.html )  (see, for example, Parry, 

1992, Fowler, 2002, Behnaz &  Samani 2006,),  

(ii) SPOT HTTP://WWW.SPOTIMAGE.FR/WEB/EN/171-PRODUCTS-AND-

SERVICES.PHP)   (Clark et al., 1998),  

 (iii) ASTER  http://lpdaac.usgs.gov/aster/AST14OTH.asp, (Altaweel, 2005) 

(iv) CORONA  http://msl.jpl.nasa.gov/Programs/corona.html (see; for example,Kennedy, 

1998, Goossens et al., 2006, Beck et al. 2007),  

 (v) IKONOS  http://www.landinfo.com/satprices.htm (De Laet et al. 2007, Beck et al. 

2007),  

(vi)  QUICKBIRD  http://www.digitalglobe.com/index.php/6/DigitalGlobe+Products 

(Lasaponara &Masini, 2005,2006, Masini & Lasaponara, 2007)  

The satellite-based identification of spatial features linked to the presence of buried archaeo-

logical remains is one of the most complex and challenging tasks faced by computer vision and 

photogrammetry communities This is due to the fact that archaeological deposits tend to induce 

various kinds of marks, such as, soil, crop and shadow marks (Dassie 1978; Wilson 1982; Bewley 

2003) generally characterized by spatial and spectral anomalies. As an example, Figure 1 shows the 

typical phenological behaviour  and spectral characteristics of crop marks. 

Archeological marks are generally not evident on the ground, but, they could be only recognized 

from air. The visibility of  such marks strongly depend on (i)  vegetation cover, (ii) soil type, (iii) 

illumination conditions, (iv) view geometry, (v) specific (day, year) time of data acquisition, etc. 

The enhancement of the different type of archeological marks can be performed by using several 

data processing methodologies (see section 3).  
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Fig. 1 Spectral characteristics of vegetation (left) ; crop-marks: phenological behavior (right) 

3 METHOD

Traditional methods generally adopted for enhancing archaeological feature are: (i) RGB, (ii) IHS, 

(iii)  PCA, (iv) TCT, (v)  Spectral indices, (vi) Classification (Supervised, MLC, SAM, Object ; 

oriented). Recently other methods have been used, such as: (i) data fusion, (ii)  edge- detection, 

fourier and wavelet transform. 

3.1 RGB and IHS  

Over the years, RGB has been widely used for enhancing archaeological features in satellite images 

as a unique tool for data analysis (see, for example, Fowler,2002) or along with other (). RGB can 

be regarded as a three-dimensional image in which each pixel  is characterized by a vector red, 

green, and blue (RGB). Figure 2 shows  the RGB colour cube. 

Fig. 2 RGB colour cube, which shows the interrelationships between the colours and is defined by the 

brightness levels of each of red, green and blue. 
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The RGB visualization is generally used to merge multiple co-registered images in order  (i) to im-

prove the visual and analytical quality of the data and (ii) to overcome the difficult for the human 

eye to select different features of the earth's surface in a greyscale image 

In the RGB visualization, 3 greyscale satellite images, generally red (red spectral band), green 

(green spectral band) and blue (blue spectral band) are combined into one RGB colour image. Us-

ing such combination, the RGB image close resembles a colour photograph. The colours of the dif-

ferent features depend on the selected RGB bands The use of different spectral combinations pro-

vides different renderings of the same feature. 

An alternative way to describe colours by their RGB components is the Intensity-Hue-Saturation 

(IHS), also used in archaeological context (see, for example Campana & Forte, 2001). The IHS 

colour space is much more closer than RGB to what the human eye can perceive. The IHS colour 

transformation is based on the color sphere in which the vertical axis represents Intensity, the ra-

dius represents saturation, and the circumference represents hue.  

Figure 3 The IHS colour transformation 

The intensity represents brightness variations, saturation represents the purity of color or amount of 

white, and hue represents the dominant wavelength of color. IHS can improve image sharpness and 

edge extraction. That why is commonly used as a basic data fusion technique. 

 3.2 Principal Component Analysis. 

The Principal Component Analysis (PCA)  has been widely  adopted to identify the small spectral 

signals linked to archaeological features (see for example, Campana and Forte, 2001). The PCA 

(see, for example, Richards, 1986, 2004) is a linear transformation which decorrelates multivariate 

data by translating and/ or rotating the axes of the original feature space. In this way the data can be 

represented without correlation in a new component space. In order to do this, the process firstly 

computes the covariance matrix (Unstandardized PCA) or the correlation (standardized PCA) 

among all input spectral. Then eigenvalues and eigenvectors are calculated in order to obtain the 

new feature components.
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The PCA transforms the input multispectral bands in new components whose number is equal 

(or less) to the input channels. The first component contains the major portion of the variance, each 

successive component contains less of the total dataset variance. The first component provides a 

sort of average of all the input channels, whereas the later components may represent information 

variance for a small area or essentially noise. In the latter case it must be disregarded. Some prob-

lems can arise from the fact that eigenvectors can not have a general and universal meaning since 

they are extracted from the data set itself. Therefore, a part for the first PCA component,  it is not 

possible to give indication on the meaning of the later PCA components. 

The PCA should be able to make the identification of distinct features and surface type easier. This 

is a direct result of different facts: (i) only the meaningful low correlated data can be considered, 

(ii) the effect of noise can be easily identified and strongly reduced because it is in the later compo-

nents. Moreover, the PCA can be used to obtain  a new color enhancement technique, “Decorrela-

tion Stretching”, based on the following steps: (i) PCA transformation, (ii) each  PCA component is 

contrast stretched, (iii) stretched components are rotated back using the inverse PCA transforma-

tion (iv) finally, the resulting components are shown in RGB. The removal of the contribution of 

noisy is very important, because if noise is a major component of the scene variation, the algorithm 

will enhance it. The decorrelation stretch is best suited to the channels with Gaussian (or near 

Gaussian) distribution, although, the algorithm is quite insensitive to substantial deviations from 

the ideal Gaussian form.  

3.3 Tasseled-Cap Transformation (TCT) 

The TCT, also known as Kauth-Thomas technique, was devised for enhancing spectral informa-

tion content of satellite data ( see for example Richards, 1986). The reader is referred to Crist and 

Kauth (1986), for an introduction. The TCT is a  linear affine transformation substantially based on 

the conversion of given input channel data set in a new data set of composite values. The transfor-

mation depends on the considered sensor. The original TCT was derived (Kauth and Thomas, 

1976) for the four bands of the Landsat MSS sensor. Later, the TCT was extended to the Landsat 

TM (Crist and Cicone, 1984), ETM (as available, for example,  in a routine of geomatica, PCI 

software) and IKONOS sensor (Horne 2003). All the existing TCTs are performed on a pixel basis 

to best show the underlying structure of the image  by using weighted sums of the input channels. 

Usually there are just three composite variable tasseled cap transform bands that are used: (i) TCT-

band 1; TCT-band 2; TCT-band 3. 

TCT-band 1 is a weighted sum of all spectral bands and can be interpreted as the overall bright-

ness or albedo at the surface. TCT-band 2 primarily measures the contrast between the visible 

bands and near-infrared bands and is similar to a vegetation index. The TCT-band 3 can be inter-

preted as a measure of soil and plant moisture. The weighted sums, adapted from the ETM input 

channels, are listed in equations 5 to 7 : 

TCT
ETM

-band 1 = 0.1544 BLUE + 0.2552 GREEN + 0.3592 RED + 0.5494 NIR  (5) 

TCT
ETM

-band 2 = -0.1009 BLUE – 0.1255 GREEN – 0.2866 RED + 0.8226 NIR  (6) 

TCT
ETM

-band 3 = 0.3191 BLUE + 0.5061 GREEN + 0.5534 RED + 0.0301 NIR  (7) 

The weighted sums developed by Horne (2003) for  IKONOS input channels are listed in equations 

8 to 11: 

TCT
IKONOS

-band 1 = 0.326 BLUE + 0.509 GREEN + 0.560 RED + 0.567 NIR   (8) 

TCT
IKONOS

-band 2 = -0.311 BLUE - 0.356 GREEN -0.325 RED + 0.819 NIR   (9) 

TCT
IKONOS

-band 3 = -0.612 BLUE - 0.312 GREEN + 0.722 RED -0.081  NIR   (10) 

TCT
IKONOS

-band 4 = -0.650 BLUE + 0.719 GREEN -0.243 RED -0.031 NIR       (11) 
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As in the case of PCA, the tasseled cap transformation also corresponds to a linear transformation 

of the data to a new set of orthogonal axes. In PCA, the axes are dependent on statistical relation-

ships among the spectral bands of the particular image under investigation, whereas in the tasseled 

cap transformation the axes are defined a priori, “wetness”, “greenness” and “brightness”, from 

physical-based statistically analyses. The TCT is particularly useful in defining soils (wetness) and 

vegetation (greenness). The TCT should be able to make the identification of distinct archaeologi-

cal features easier, because (i) archaeological remains that appear on the surface may influence sur-

face brightness and therefore they could be enhanced from the TCT-band 1, (ii) buried remains 

may influence the state of vegetation cover or soil moisture content, and therefore they could be 

enhanced from the TCT-band 2 and 3 respectively.  

3.3 Spectral indices  

Spectral indices are combinations of different bands which are widely used to emphasize 

the spectral changes caused by the presence/type/status of vegetation cover, as well as  soil types 

and characteristics. 

The widely used index is the Normalized Difference Vegetation index (NDVI) obtained by us-

ing the following formula: 

NDVI=(ρNIR-ρRED)/( ρNIR+ρRED)       (12) 

The NDVI operates by contrasting intense chlorophyll pigment absorption in the red 

against the high reflectance of leaf mesophyll in the near infrared. The normalization of the NDVI 

reduces the effects of variations caused by atmospheric contamination.  

The NDVI is has been successfully used to enhance crop marks for both homogeneous ve-

getation covers (Lasaponara & Masini) and sparse herbaceous plants (Lasaponara & Masini) for sa-

tellite images acquired during different period of the year spring to summer, characterized by green 

and  dried vegetation respectively. 

NDVI a quantitative measure, based on the vegetation spectral properties, that attempt to meas-

ure biomass or vegetative vigor.  NDVI is indicative of plant photosynthetic activity and has been 

found to be related to the green leaf area index and the fraction of photosynthetically active radia-

tion absorbed by vegetation. High values of the vegetation index identify pixels covered by sub-

stantial proportions of healthy vegetation, whilst disease or stressed vegetation exhibits lower 

NDVI values. 

3.4 Classification 

The Image classification techniques allow us to identify and  group pixels according to their similar 
scattering (within a single image) or spectral characteristic (within multiple images). Digital image 
classification procedures can be differentiated into (i) unsupervised and (ii) supervised. The  unsu-

pervised classification techniques is performed without any prior knowledge of the image. Pixels 

are grouped into a pre-defined number of classes, according to their reflectance features. Super-

vised classification is a semi-automatic technique where the training phase is the basic step, to 

identify the spectral characteristics and group pixels according to the spectral signatures of the 

training areas. 

Supervised and unsupervised classification algorithms are methods based on pixel analysis. 

Both of them could fail when applied to VHR satellite images, producing inconsistent classification 

results. To cope with this issue new classification techniques, based on object-oriented approach 

have been developed. The object-oriented classification techniques take the form, textures and 

spectral information into account. 

In an object-oriented classification, instead of processing and classifying single pixels, homoge-

nous image objects are extracted during the basic step of segmentation, which groups neighboring 
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pixels into meaningful areas. Such segmentation and topology generation must be performed ac-

cordingly. It must be set considering both  the resolution and the scale of the expected objects, and 

can be done in multiple resolutions, to differentiate several levels of object categories. The object-

oriented classification has been successfully applied in archaeological context by De Laet et al. 

2007.

3.5 Data Fusion  

The enhancement of archaeological marks can be fruitfully improved by using data fusion tech-
niques which allow us to jointly exploit the higher spatial resolution of the satellite panchromatic 
image and the spectral capability of the multispectral images. This can make the detection of ar-
chaeological features easier.  Moreover, another advantage of using data fusion products is that the 
increased spatial resolution can fruitfully provide a more accurate localization of the archaeological 
features. This more accurate localization, from the initial spatial resolution of multispectral data to 
the spatial resolution of panchromatic can be very helpful during in situ survey, such as GPS 
(Global Position System) campaigns, geophysical prospection or excavation trials.  

The data fusion can be performed using various satellite data such as Landsat ETM, SPOT, IK-
ONOS and Quickbird which provides both  panchromatic and multispectral images acquired at the 
same time. The widely used algorithms applied to enhance  the archaeological features in VHR sat-
ellite images  are those based on HIS, PCA transformation, Zhang, for a comprehensive review the 
reader is referred to (Lasaponara and Masini 2007).   

3.6 Edge detection  

The edge technique is commonly used to (ii) enhance spatial pattern to be recognized easier by a  
visual interpretation and (ii) extract features using local statistics. A different edge detection ap-
proaches have been developed over the years, see for example Richards (1986 and later editions). 

In satellite data processing for archaeological prospection, the edge detection has been  per-
formed by applying a multiscale approach based on the scale-space theory  (see Lasaponara & Ma-
sini 2006a,b , Masini & lasaponara 2006) that uses Gaussian smoothing kernels. The selection of 
scale was performed by keeping in mind that, in the  case of archaeological features detection it is 
necessary to focus on structures having small sizes and signal amplitudes as expected in the case of 
surface anomalies due to buried walls, buildings and roads. 

4 CONCLUSIONS 

This paper provides a brief review of the most widely used data processing techniques in the field 

of  satellite- archaeology. The availability of VHR satellite images has open new perspective for 

searching large areas to identify traces of past human activity. It is expected that the potentiality of 

satellite images for identifying and analyzing exposed and subsurface archaeological remains will 

strongly increase according to the improved spectral and spatial capability of next satellite sensors 

(http://www.satimagingcorp.com/satellite-sensors/geoeye-1.html) such as (i) the GeoEye-1 (whose 

launch has been  anticipated in late 2008) that  will be capable of acquiring image data at 0.41 me-

ter panchromatic and 1.65 meter multispectral resolution; or the WorldView-2 (whose launch has 

been  anticipated in late 2008) that will provide a high resolution Panchromatic (at 0.46 meter at 

nadir) eight (8) Multispectral bands; four (4) standard colors (red, green, blue, and near-infrared 1) 

and four (4) new bands (coastal, yellow, red edge, and near-infrared 2),  at 1.8 m at nadir view. 
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The improved capability of next satellite data, in terms of both spectral and spatial resolution, 

along with the development/application of effective and robust data processing techniques will 

provide ideal tools to be used in different phases of  archaeological heritage management from de-

tection of unknown of sites, detailed reconstruction, protection, conservation and valorisation. 
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ABSTRACT: Ancient Istanbul, settled on top of seven hills, was the capital of Ottoman and East-

ern Roman Empire. Today, with 12.5 million inhabitants, the metropolis is still a major centre for 

business, culture and arts of the modern Turkish Republic. Furthermore, the old city is continuing 

to its mission for centuries; offering the daily basic needs for citizens. This unique ancient city is in 

the UNESCO World Heritage List more, Istanbul has been announced as the European Capital of 

Culture for the year of 2010. On the other hand, the pressure of high dense urban-commercial areas 

and the effects of the nature are pushing the old city into its limits. With, these challenging tasks 

and motivations, the expectations from the local, national and international authorities are highly 

increased to protect the historical areas for the next generations. Currently, numerous historical and 

cultural heritage documentation, restoration, reconstruction, renewal and rehabilitation projects are 

in progress. To provide a good base for such projects, architectural surveys are highly demanded 

within the limited time periods. In this paper, the needs and provided solutions for such projects 

with the combination of different remote sensing technologies such as photogrammetry and laser 

scanning are studied and example work algorithms are discussed from the point of design, needs 

and results. 

INTRODUCTION 

Clues from the past life styles and habits of the mankind has always been interesting and valuable 

to people who are living on the same land at different time. Documentation and protection of the 

historical places and structures is not only a local or national issue but also a global interest to keep 

the memory of the past of the mankind. In order to achieve these challenging aims there are numer-

ous works and needs from different scientific and technical backgrounds. Among these, architec-

tural surveys play a very important part for the restoration, renovation and conservation works. Due 

to the fact that the demand for fast, accurate architectural survey in realistic visualisation is becom-

ing a highly followed trend and it is greatly appreciated by the society. As Turkey has a rich his-

torical background and culture, architectural survey of the cultural heritage structures such as 

houses from different cultures and civilizations, palaces, military and civil architecture examples 

dating back to centuries needed to be documented for special conservation and restoration projects. 

However, lack of detailed documentation strategy standardization and the limited traditional meth-

ods to capture the structure elements and details of façades is a general problem. More, as the 

monuments and structures differ a lot from each other, proposals to obtain a standard documentation 

for architectural survey have some gaps. Today, possibilities achieved with the technological de-

velopments in Survey Techniques and Computer Science, the demand of highly detailed and accu-

rate documentation, survey and realistic visualisation is possible. On the other hand, the possibilities 

offered with these technologies are new to the end users and the using new sensor technologies for 

the documentation is only in use for the last few years. 
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CURRENT TECHNIQUES IN USE 

In Turkey, the traditional techniques for architectural survey are widely used by Conservatives and 

Architects. Basically; levelling, distometers, meters and non-calibrated images are commonly used 

for documenting elements of a façade for any type of structure. Some fine details are preferred to 

be recorded by drawings, directly copied with special kind of papers. With the developments, the 

reflectorless total stations formed a good way of using metric techniques in the production fields.

However, the need to record thousands of points and some difficulties to provide the final out-

put due to the fact that total stations mostly record only points can be also time consuming. Terres-

trial photogrammetry is also a very well-known technique by the users. It is an efficient way to 

work computed 3D coordinates in the object environment and it is widely preferred. However, the 

users in the practical world usually deal with a high number of projects in a limited time, therefore 

they seek for any alternative methods to create fast, accurate and solutions to present results easily 

in a 3D realistic environment within an independent scale. 

NEW TRENDS AND TECHNOLOGIES 

With the developments in laser signalling technology during the last few decades, Light Detection 

and Ranging Technology known as LIDAR, has broaden a new area for data capturing. Laser scan-

ner devices, are able to acquire to measure and record the outgoing and reflected laser signal from 

environment back to the device. These instruments provide a rapid 3D point cloud of the surround-

ing area and objects usually with support of integrated digital cameras. There are numerous fields 

where laser scanners are used from airborne, terrestrial or mobile platforms. 

1-ARCHITECTURAL DRAWINGS WITH POINT CLOUDS 

The nature of the laser scanners is to generate point clouds from reflected surfaces. Thus within a 

workflow of Target Selection, Laser Scanning, Registration of Point Clouds and Digitalization it is 

easy to produce architectural surveys with the help of an internal camera and/or external non-

calibrated images for interpretation of the elements. Nevertheless, with this technique it is not 

enough to interpret all the point cloud within the parts where for instance; reflected laser points and 

the low contrast areas in the point clouds which have influence on determining the shapes. In Fig. 2 

this work algorithm can be seen with the represented screenshots of a case study. 

2-TLS WITH RECTIFIED DIGITAL IMAGES 

After the first generation of the TLSs, new versions mostly equipped with digital camera features. 

The digital cameras provide an easy way for capturing and viewing field of interest and this can be 

Figure 1. Terrestrial Laser Scanner. 
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very useful not only for interpretation of the details of a façade but also to provide an enhanced 

texture for the structure. However, only a few brands in the commercial market can use high reso-

lution calibrated cameras. With the provided software by the producers, the approaches are usually 

for mapping the texture to the point clouds with the information gathered from the cameras. As, the 

benefits of the calibrated images have been recognized, free hand calibrated digital images are used 

with laser point clouds for easy recognize of the building elements and accurate drawings of the 

façades. 

3-USING LASER SCANNERS IN A NON-STATIC PLATFORM 

Due to time periods and suitable conditions such as traffic, light and crowded public areas, it is 

eager to collect the data in a very short time intervals. Therefore, under these conditions the use of 

laser scanners can be provided with highly sophisticated systems such as GNSS, INS, Gyroscopes, 

video cameras with high speed hardware supported software. Although satellilte techniques for 

location based solutions is quite impressive, enough control stations and/or CORS should be con-

sidered.

1. Gathering Point Cloud with TLS     2. Describing Surfaces and Digitalization      3. Final facade output as a CAD file 

Figure 2.Working With Point Clouds for Generating and architectural Survey. 

Figure 3. Istanbul University Main Portal produced with combination of laser scanning and image rectifica-

tion.
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Figure 4. Intergrated GPS, INS, TLS and video camera components of a mobile TLS. 

EVALUATION OF SYSTEMS 

• Beside the geometrical accuracy of the TLSs used in the projects, many of them provide the 

basic needs of the demands from the conservatives and architects. However, work algorithms 

regarding the structures vary on different problems and results. The shape and the structure of 

the target object is the mature limit on the quality of the output. On the other hand, a number 

of key factors are determined to be examined carefully before planning a TLS methodology. 

• With the examined works and sample targets, it is seen that some basic principles should be 

always kept in mind. For instance, there can be applications where simple shaped structures 

which are not historical itself but in an historical area and therefore they may be needed for 

the documentation. In such cases the observation with total station has significantly a better 

solution for optimization of the workflow. With an enough number of points mathematical 

surfaces can be defined successfully. From point of work design, this is a time convenient and 

enough accurate application. 

• User inexperience is a critical issue with the quality of the final product and time. For most of 

the users, drawing in a real time 3D environment is a new term and this takes time to adapt. 

• Data storage and management; without proper facilitates, the data storage can easily turn into 

a trap due to the fact that each point cloud dataset contain huge number of data. Currently, 

software provided by the producers of TLSs have problems to fully handle the optimum con-

ditions for handling data and produce architectural survey. 

• Independent from any work planning mentioned above, there are always missing gaps in the 

point clouds especially with the roof and fine detailed parts of the structures. In order to pro-

duce a full survey for the necessary structures this also shows that additional systems such as 

high resolution aerial images or airborne LIDAR Systems can be good to complete some 

missing elements. Structured light could be another possible solution for the fine details. 

• From point of abilities however Laser Scanners provide fast and accurate solutions for docu-

mentation, it is still expensive for the single users. 

PERSPECTIVES AND CONCLUSION 

New development and possibilities of using TLS is deeply attracted the ideal architectural survey in 

minds. As today still the CAD drawings of the façades are used for analyzing the change detection, 

deformation and documentation, the trend has rapidly changed to products combined with photo-

grammetry and laser scanning. Another key issue for successful projects is the determination of the 

optimized workflow for generating the façade plan. 
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terioration. Particularly, persistent passes of operative machineries produce a dangerous altera-
tion of soil chemical-physical properties. In the framework of Interreg IIIB MILDMAP-MEDIA
project, we developed a new index based on the integration of land cover classifications and
slope for assessing the level of mechanization that combined with information on soil types al-
lows for estimating the soil vulnerability to compaction.
Two Landsat-TM images were classified with a hybrid unsupervised/supervised approach to ob-
tain land cover maps. On the basis of cultivation type and slope values, derived from a DEM, we
associated the required number of machinery passes and evaluated the different use between
tyred and tracked vehicles. Results obtained form the comparison of the implemented index with
other commonly used indices enhanced its capability to provide a more detailed classification of
vulnerability to soil compaction representing precious information for land degradation assess-
ment.

1 INTRODUCTION

It is widely recognized that soil degradation phenomena are induced by both natural (e.g. soil cha-
racteristics, climate conditions) and anthropogenic (e.g. overgrazing, deforestation, improper agri-
cultural practices) factors. Among the man-induced factors, the intensive agriculture is one of the
widest diffused causes of soil deterioration, especially in developed countries (EEA, 2005). Persis-
tent passes of operative machineries produce a dangerous alteration of soil chemical-physical prop-
erties. In particular, the formation of the so-called “ploughsole” layer, which is a compressed stra-
tum characterized by a very low permeability, can brings out very dangerous effects on soil
production. The compression of soil causes both direct and indirect problems for vegetation
growth.  In the first  case,  the increase of  the penetration resistance and the shear  stress  limits  the
growth of vegetation roots. In the second case, as indirect result, the induced porosity decrease re-
duces the water and air penetration causing drought and asphyxiation conditions (see e.g., Hoque et
al., 2000; Rusanov, 1991). In turn, vegetation stress implies a yield reduction and then an economic
loss.

Due to the complexity of the phenomenon, the definition of an index capable of describing such
mechanisms and identifying the threatened areas is difficult to determine in analytic terms. There
are no parameters directly correlated to machinery passes and so to soil compaction. In situ mea-

CT:
Soil degradation phenomena are induced by both natural (soil characteristics, climate conditions)
and anthropogenic (overgrazing, deforestation, improper agricultural practices) factors. Among
the man-induced factors, the intensive agriculture is one of the widest diffused causes of soil de-
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surements of penetration resistance are very accurate but they provide very local information and
an extensive investigation over large areas is very expensive.
Therefore, in order to identify areas more vulnerable to soil compaction usually proxy indices are
adopted accounting for the level of mechanization of the considered territory.

A direct index of mechanization level was adopted by Italian Agency for Environment Protec-
tion and Technical Services in inventory of indicators of physico-chemical soil degradation
(APAT, 2000). It considers the number of farm property machineries per area utilized for agricul-
ture. Bazzoffi et al. (2003) elaborated another version of this index that takes into account also the
machinery weight per unit of area and on the average passes number per year. The principal defi-
ciency of such indices is the absence of information related to actual exploitation of agricultural
areas, i.e. the kind of the cultivation actually present. Since the number of machinery passes is
strictly dependent on the type of cultivation, neglecting such a variable implies a uniformity of the
compaction factor over areas with different vulnerability levels.

In order to obtain information with a high spatial detail and to account for the different cultiva-
tion types, we devised a new index based on the integration of slope data and land cover classifica-
tions for assessing the mechanization level.

2 MATERIALS AND METHODS

The analysis was performed in two study sites located in Basilicata region in Southern Italy (Figure
1). The selected areas are characterized by different climatic and environmental conditions. The
first one is prevalently plain and lies from the Ionian coast (east) to the inland territory north-
eastward, where there are many areas threatened by land degradation processes, the so called “ca-
lanchi” landscape (Piccarreta et al., 2006). Climate is typical of arid and semi-arid areas having
precipitation less than potential evapotranspiration. Such an area is strongly exploited by agricul-
ture both inland territories and along the coast. In particular, in the area behind the coast (Metapon-
tum areas – Fig. 1a), there are the largest fruit tree cultivation of the region. The second site corres-
ponds to high valley of the Agri River (Fig. 1a) that is characterized by a large altitude variation:
the central alluvial plane, intensively cultivated, is surrounded by a mountainous landscape having
a rich faunal and vegetation biodiversity.

Figure 1. Location of study areas.

In order to obtain information on the type of cultivation for the selected areas, we elaborated
two Landsat – TM imagery (path 188 – row 032): one acquired in June 1998 and the second in
May 2004. In particular, the first image was elaborated for the Agri basin that is mainly characte-
rized by complex cultivation pattern having the maximum of productivity in June; whereas for the
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Matapontum area we used the image acquire in May since the large presence of corn cultivation is
not detectable after the harvesting period, i.e. the first weeks of June.

After the preprocessing (DN-radiance-reflectance conversion, cloud detection, etc.), the imagery
were classified by adopting a hybrid unsupervised/supervised approach. Clustering was applied to
define the signature separability and to identify the principal classes. Different classifications were
elaborated by using the Isodata algorithm (see, e.g., Richards & Jia, 2006) with a large number of
required classes. Then, on the basis of the territory knowledge they were merged. Finally, the iden-
tified clusters, integrated with training areas of peculiar signatures, were used as input for the su-
pervised classification. For the badland identification within the Metapontum area, we adopted an
integrated approach that combines the spectral responses with morphological information (Liberti
at al., 2006). The final maps were obtained with a maximum likelihood classifier.

In order to associate to each cover type an average number of required machinery passes, we re-
vised data provided by ENAMA (Italian National Agency of Agricultural Mechanization) and ob-

a soil is pressed by tyred and tracked vehicles and their use is mainly determined by territory mor-
phology (Keller et al., 2002; Servadio et al., 2001; Rusanov et al., 1991), we used DEM (Digital
Elevation Model) having a spatial resolution of 20m to obtain a slope map for the investigated terri-
tories. Finally, data from agricultural census (ISTAT, 2000) were acquired to derive information on

el.
The new mechanization level index, developed in the framework of Interreg IIIB MILDMAP-

MEDIA project, evaluates the territory from the point of view of the coverage actually present and
the needed machinery passes for each cultivation type. In analytical terms, at municipal level it is
calculated as follows:

f
UAA

ANML
nc

1i

i
P (1)

where, NP is the average number of machinery passes for each cover class; nc is the number of
small areas within the given municipality; Ai is the single small area within the municipal bounda-
ries; UAA is the Utilized Agricultural Area at municipal level; f is the correction factor according
to tyres or tracks use.

In order to exploit the spatial detail provided by satellite-derived land covers, we computed the
index by excluding the weighting step at municipal level and, thus, by considering the following
formula:

fNML P (2)

On this basis, to each land cover the number of machinery passes was associated by using the

map by taking into account that tracked vehicles are mainly used for cultivation in areas
with a steep slope, generally higher than 18-20%; whereas plain areas are managed with tyred
vehicles. The areas of application  is  shown in  Figure 2.  The correction assigns a higher level of
vulnerability to tyres use since its compaction effects can reach medium-deep subsoil layers; whereas, 
even if the compaction induced by tracked vehicles is higher, they mainly affect the superficial soil,
which are easier recoverable (Pagliai et al., 2003; Keller et al., 2002; Servadio et al., 2001).

In addition, we also computed the indices by following the first formula in order to compare re-
sults with two indices available in literature. In particular, we evaluated the APAT (2000) and Baz-
zoffi at al. (2003) indices that are computed from data of agricultural census as follows. The APAT
index considers the number of agricultural machineries N every 100 hectares of Utilised Agricul-
tural Area:

tained a land cover recoding as shown in Equation 1. Since the induced compaction level is different
 if

agricultural machinery and on the extension of UAA (Utilized Agricultural Area) at municipal lev-

code in  Equation 1. The link to the correction factor for tyres or tracks use was derived from the 
slope
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UAAofha100
MLAPAT (3)

The second index differentiates the effects of vehicles by including information on their weights
as reported in the formula:

S
NWkWWs 5

(4)

where, Ws is the weight-summation, W is the average weight and N is the number of the agri-
cultural machineries, 5 is the average passes number per year, and S is the sum of arable land and
permanent crops.

In order to compare the computed indices and to make the new index integrable within land de-
gradation models to assess the vulnerability due to land management practices, they were classified
it in a common range (1-2), from very low to very high sensitivity (e.g., Genesio et al., 2004; Mo-
troni et al., 2004).

Figure 2. Areas of application of tyred (green) and tracked (red) vehicles derived by thresholding the slope
map for the two considered study sites:Metapontum areas (a) and Agri basin (b).

3 RESULTS AND DISCUSSION

Land cover maps obtained from the Landsat-TM classification are shown in Figure 3. In the Meta-
pontum areas we found the predominance of cultivated areas of both herbaceous and fruit tree plan-
tation. They are mainly clustered behind the coniferous forests of coastal areas. The badlands class,
mainly located in the centre of the investigated areas, includes wheat and maize cultivation and
olive groves. Areas of natural vegetation such as broad-leaved and beach forests represent a small
part of the territory at north-west and south-west. On the contrary, such classes are dominant in the
landscape of Agri basin and cultivated classes are grouped at low altitude with a prevalence of an-
nual crops and mixed cultivation including fruit trees, vineyards and olive groves.
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Figure 3. Land cover maps obtained from the classification of Landsat-TM imagery for the Metapontum area
(a) and Agri Basin (b).

The mechanization level index elaborated on the basis of such land cover maps (Figure 4)
showed a very high level of soil sensitivity to a heavy use of agricultural machineries for large
areas in the eastern part of Metapontum region. Also along the principal rivers a medium high level
of sensitivity was found. According to the area characteristics, there is a lower percentage of high
vulnerable soils in the Agri basin. They are mainly located in the upper part of the valley.

Results obtained from the other two selected mechanization level indices are shown in Figure 5.
For the first area, they showed quite similar results enhancing only four municipalities with slightly
higher vulnerability compared to the reaming part of the territory. Slight differences were found for
the Agri basin where the Bazzoffi et al. index enhanced the northernmost municipality as the more
sensible within the basin.

To compare such indices with the new one, we considered the index at municipal level by
weighting the values for the areas of each class within the UAA. The obtained maps are reported in
Figure 6. In absolute terms, the vulnerability level is higher than the previous maps, but there are
consistent differences also by considering the relative level among the municipalities. For the Me-
tapontum area, Policoro and Scanzano showed the highest vulnerability level as in the map of
APAT index; whereas the number of municipalities with intermediate level is increased in the map
of new index. The comparison for the Agri basin is more explicative since the new index enhanced
the central part of the basin as the more vulnerable in accordance of territory exploitation. On the
contrary, for both the other two indices the relative highest vulnerability was found for municipali-
ties mainly covered by broad-leaved and beach forest. Such erroneous interpretation of territory can
be linked to evaluation of machinery number is based on the property. Instead, there are many agri-
cultural areas managed with machineries of a third party property or join ownership. Therefore, the
evaluated number can be not representative of the actual use of machinery within a municipality.
Such a misestimation can be particularly evident where contiguous municipalities have similar cul-
tivation (i.e. exchangeable machineries) with different sizes of cultivated area.
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Figure 4. Maps of satellite-based Mechanization Level Index obtained by integrating the recoded land cover
maps and the correction factor derived from the slope threshold.

Figure 5. Maps of Mechanization Level Index obtained by applying the APAT index (on the top) and the
Bazzoffi et al. index (on the bottom).
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Figure 6. Maps of satellite-based Mechanization Level Index averaged at municipal level.

4 CONCLUSION

We introduced a new assessment perspective in evaluating soil vulnerability to compaction by es-
timating a satellite-based mechanization level. The new index takes into account the actual land
exploitation by considering the required passages for each land cover and the used type of vehicles
for territorial morphology. The comparison with commonly used indices based on agriculture cen-
sus data showed that the new index provide a more realistic picture of the investigated landscapes.
Moreover, it is cost effective compared to the efforts needed to gather data from agriculture census
and can be more frequently updated. Another relevant peculiarity is the high spatial detail since it
avoids the average of values on wide areas, such as the municipalities. The spatial detail and updat-
ing frequency are strictly linked to the resolution of available satellite data.
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ABSTRACT: The characterization of vegetation cover dynamics plays an important role for both
land degradation and climate change studies. In such a context AVHRR/NDVI time series pro-
vide a powerful tool for improving knowledge on processes involving vegetation and conse-
quently for supporting restoration policies.
For studying vegetation patterns in the framework of “Methodology Integration of EO Tech-
niques as Operative Tool for Land Degradation Management and Planning in Mediterranean
Areas”  (Mildmap  project  –Interreg  IIIB  Archimed),  we  analyzed  NDVI  trends  from  GIMMS
(Global Inventory Monitoring and Modeling System) dataset (1982-2003) available at 8 km
resolution over the involved regions (South Italy and Greece).
For such areas, we investigated long-term stationary properties of vegetation dynamics of differ-
ent covers by estimating the persistence probability according to a mechanical-statistical ap-
proach. The followed procedure, considers the times during which vegetation deviates from a
given reference status before returning back to it. Our reference map kept the signs of NDVI
trends related to the 10-year period (1982-1992); then, the signs of trends concerning longer pe-
riods up to 2003 were considered. From the persistence probability, we derived the mean life
time of positive and negative trends for the selected covers, by fitting the number of surviving
trends per year with the exponential decay law.
Our results show a general healthy level of vegetation and some differences between the two
areas mainly for the natural covers (Forests and Maquis). They confirm the valuable use of
NDVI time series for capturing recovery and/or endurance signs of vegetation cover against nat-
ural or human-induced stresses.

1 INTRODUCTION

The history of land degradation in Mediterranean regions is very long and it is extensively studied
and analyzed in many countries (Brandt & Thornes 1996, Rubio & Calvo, 1996, van Der Leeuw
1996). In spite of the high diversity in their ecosystem, the Mediterranean areas are extremely fra-
gile currently and the potential changes due to climatic and human causes may drive the start of
land degradation and desertification processes. Climatic adverse characteristics, such as drought,
and ecologically unbalanced human interventions are held accountable for desertification processes
in Mediterranean area. Vegetation, as a major fraction of land cover plays a fundamental role in
degradation processes by preserving and maintaining the soil from destructive rainfall impacts as
well as by protecting against gullies and rills erosion, surface wash and crusting (Lal et al. 1997).
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Vegetation distribution, on the other hand, is linked to the regional climate, so change in cover
might indicate a climate change at regional scale (Pilke, 2002).

On the basis of such considerations, the characterization of vegetation cover dynamics can be
crucial for both land degradation and climate change studies. Indeed, it is fundamental in models
devoted to land degradation/desertification assessment (Enne & Zucca 2000) and represents also
key information for understanding vegetation responses to climate change (White et al. 2005) and,
more in general, complex feedbacks between vegetation and climate variables.
At present, the usefulness of NOAA-AVHRR satellite time series, which is the main source of
global information over land, is widely accepted and even more investigated for such purposes
(Los 2001, Lucht et al. 2002; Zhou et al. 2003, Piao et al. 2003, Ji & Peters 2005). Long-term ana-
lyses on the derived Normalized Difference Vegetation Index (NDVI), allowing a reliable monitor-
ing of the photosynthetic activity over wide areas, can be a reliable tool for addressing adequate re-
covery policies and any efforts to preserve vegetation and the natural resources.

We analyzed trends derived from GIMMS time series, one of the most widely used AVHRR-
NDVI global dataset (Myneni et al. 1997, Nemani et al. 2005), since we were interested in using
this dataset for evaluating long-term vegetation dynamics at Mediterranean scale.
In particular, trends from GIMMS-NDVI dataset were adopted to assess vegetation persistence ac-
cording to a methodology proposed by Lanfredi et al. (2004) and applied to the AVHRR/NDVI
time series at full resolution (1.1 km). This method allows for studying the stability properties of
vegetation dynamics through the analysis of persistence of NDVI trends and can be used for assess-
ing indirectly resilience and resistance properties of vegetation, i.e. respectively the ability of vege-
tation to recover from stresses and to go up against them.

2 MATERIALS AND METHODS

In order to study vegetation patterns in the framework of “Methodology Integration of EO Tech-
niques as Operative Tool for Land Degradation Management and Planning in Mediterranean
Areas” (Mildmap project –Interreg IIIB Archimed), we analyzed NDVI trends from GIMMS
(Global Inventory Monitoring and Modeling System) time series (1982-2003), at 8 km resolution
over the involved Mediterranean regions (South Italy and Greece) and obtained from the free ftp
website of Global Land Cover Facility (GLCF) of University of Maryland, where data were pre-
processed (Pinzon et al. 2004, Tucker et al. 2005) (Figure 1). We composed the starting 15-day
Maximum NDVI into annual MVC maps. MVC allowed for removing the influence of seasonal
pattern so to be able to estimate inter-annual variations of vegetation activity. We also attempted a
preliminary validation of such a dataset, which showed to be suitable for performing multitemporal
analyses useful for pointing out anomalies in vegetation patterns and for studying long-term cha-
racteristics of vegetation covers (Liberti et al. 2008). NDVI trends were generated per pixel by
means of linear regressions (least squares on first order polynomial) for obtaining slope values, on
which the analysis of the trend persistence were performed (Lanfredi et al. 2004, Simoniello et al.
2008).

Persistence analysis is able to capture possible characteristic time scales from the persistence
probability and/or highlight possible non-stationary dynamics. In the first case, vegetation that effi-
ciently recovers from shock describes long-term stationary patterns. On the contrary, long lasting
anomalies in vegetation activity may suggest non-stationary dynamics, which might be linked to
climate change and or anthropic stress (Lanfredi et al, 2004). The followed approach, based on the
study of trend signs, considers the times during which vegetation deviates from a given reference
status before returning back to it. As a reference period for vegetation activity, the map of the signs
of the trends related to the 10-year period 1982-1992 was selected; then, we evaluated for how
many time these signs last by considering longer periods at one year rate up to 2003.

The aim of this analysis was to investigate the persistence property of negative and positive
trends related to different vegetation covers, as vegetation resilience and resistance depend on the
type of vegetation itself. Persistence probability was therefore estimated for different vegetated
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classes obtained from Corine Land Cover map available for both regions (Figure 2). Subsequently
we fitted the number of the negative and positive trends that survive per year and for each covers
and found that the exponential decay law was the best (R2>0.90). Finally we derived the mean life
time of positive and negative trends for the investigated areas. From a mathematical point of view,
the persistence probability, which is the probability that a trend is still being undecayed at time t,
can be estimated as:

N(0)
N(t)q(t) (1)

where N(t) is the number of trends having a same sign at time t and N(0) is their total number.
We estimated such a ratio for positive and negative trends separately. The best fits for the persis-
tence probability were obtained by using the exponential decay law:

t

eq(t) (2)

where  is the characteristic parameter (mean life time), given by the average time <T> during
which a trend survives before it decays:

dtetT
t

0
(3)

This law was successfully used for fitting persistence probability of 1 km AVHRR data (Lan-
fredi et al. 2004). The time scale  provides a measure of the time autocorrelation length: the higher
the value of , the more persistent the trends are on average.

Figure 1. Images of GIMMS related to 15day NDVI composite of August 1998: Subset on Mediterranean
area (red box), zoom in for South Italy and Greece (green and blue boxes), Eurasia continent in the back-
ground.
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Figure 2. Corine Land Cover (CLC) Map recoded in 9 classes and rescaled at 8-km spatial resolution. Black
rectangles delimit the study sites.

3 RESULTS

We selected from the CLC map 6 classes: Forests (Mixed Broad-lived and Coniferous), Maquis,
Sparsely vegetatated and Pasture merged, Permanent Crops, Complex cultivation patterns, Arable
lands. Table 1 shows the mean lifetimes  (years) as well as the determination coefficients R2 of the
exponential best fits obtained for the different land covers.

Table 1. Characteristic time scale per vegetation cover classes found for Europe and Ita-
ly: mean life times ( ) expressed in years and determination coefficient (R2)

Positive trends Negative trends
Land cover South Italy Greece South Italy Greece

  R2   R2   R2   R2

Forests 39.1 0.83 12.6 0.98 12.5 0.96 11.6 0.96
Maquis 35.7 0.86 13.2 0.98 15.7 0.93   9.5 0.96
Sparsely vegetated and Pasture 18.4 0.95 11.8 0.94 16.9 0.96 12.6 0.99
Permanent Crops 16.3 0.93 13.8 0.98 13.3 0.95   8.6 0.92

Complex cultivation patterns 19.4 0.97 15.2 0.97 13.8 0.99   9.1 0.96
Arable lands 16.5 0.97 16.7 0.97 18.5 0.96 24.8 0.93

The relative best fits on survival trend distributions are shown in Figures 3-4.
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Figura 3. Comparison between the best fits of survived NDVI trend distribution for positive  (square) and
negative (triangles) over the two regions related to Forests, Maquis, and Sparse vegetation and pastures. The
abscissas indicate the sequence of periods for which trend persistence is estimated from the reference period
1982-1991 (the first trend is 82-92, the last one 82-03).
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Figura 4. Comparison between the best fits of survived NDVI trend distribution for positive (square) and
negative (triangles) over the two regions related to Permanent crops, Complex cultivation patterns, and Ara-
ble lands. The abscissas indicate the sequence of periods for which trend persistence is estimated from the
reference period 1982-1991 (the first trend is 82-92, the last one 82-03).

Estimation of decay time shows for most of the considered covers that negative trends decay
faster than the positive ones. As far as the status of vegetation in Southern Italy we can observe that
the mean life times return a rather good scenario, with sparsely vegetated areas and pastures and
arable lands, showing similar decay times, and with all the other covers, having mean return times
of positive trends longer than the negative ones. In particular, very long decay times for positive
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trends were estimated for the natural covers, such as Forests and Maquis. If we evaluate the beha-
vior of positive trends for these covers by comparing the two regions, we find the largest differenc-
es. In fact, the related mean life times for Southern Italy are much higher than those in Greece. For
negative trends, the decay times for Forests were similar whereas for Maquis, Greece is characte-
rized by shorter recovery times, which means more resilience power. Furthermore, for Greece the
forests have similar decay times of positive and negative trends, which suggest a more equilibrated
state.

Also in the case of Maquis the characteristic times estimated for Greece are closer than those es-
timated for Italy. Concerning the anthropic covers, both regions have decay times of positive trends
longer than the needed recovery times from negative shocks, with the exception of arable lands. In
particular, such cover class for Greece returns the highest mean life time of negative trends.

4 CONCLUSION

Altogether, the obtained results provided a general healthy level of vegetation covers: for both the
regions, positive trends last more than the negative ones. However, some peculiar differences be-
tween the two investigated areas were pointed out. For both Maquis and Forests, Greek land covers
showed a higher resilience than the Italian’s ones, which were characterized by longer extinction
times of negative trends. Nevertheless, in Italy the life time of positive trends is really very long: it
is twice over the other ones. Italian natural areas are characterized by the highest mean life time
difference between positive and negative trends, whereas higher stability seems to characterize the
Greek territory. The only case that could evidence vulnerability to land degradation concerns the
greek Arable land, which showed the highest recovery times from negative trends.

Information on vegetation covers dynamics through the estimation of their persistence proba-
bility can be very relevant for land degradation assessment as well as for climate change studies. In
such a context, we showed that NDVI time series can be very useful for capturing recovery and/or
endurance signs of vegetation cover against natural or human-induced stresses. By concluding, we
highlight the precious contribute of NOAA-AVHRR historical data source for land degradation
studies devoted both for providing support for policy makers and for the improvement of our
knowledge on the involved processes.
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Urban change extraction from aerial photographs and
multispectral scanner - an applied study from Graz/Austria
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Keywords: land-use/land-cover, sealed/built-up, urban sprawl, Graz

ABSTRACT: Urbanization processes are a  major  factor  of  change  in  Central  Europe  cities,
where urban settlement structures have changed over the past decades, especially since the 2nd
World War. Due to economic and political pressures several cities rapidly became regional cen-
ters or international nodes. Urbanization causes land-cover and land-use changes, which can lead
to deeper social, economic and environmental changes. For planning purposes different metho-
dologies and classification algorithm of remote sensing data are required. The semantic meaning
of land-use and land-cover classes and their differences itself will influence the potential of fur-
ther planning issues. This topic will be documented by the concrete example of the terms sealed
and built-up.

1 INTRODUCTION

Remote sensed urban change extraction became a valuable tool in various town development
planning purposes. Aerial photographs as well as high resolution satellite images (Banzhaf & Netz-
band 2004, Moeller, 2005) are used to provide information about ongoing changes in urban land-
scape patterns. The inventory of land cover changes is necessary for the analysis of trends, causes
and consequences of natural and artificial processes, impact assessment, maintenance of ecological
stability and its observation in decision-making processes. The methodology of information extrac-
tion reaches from simple visual interpretation up to sophisticated digital classification routines (cf.
Donnay et al. 2001, Lu et al. 2003, Moeller, 2005).

The main difference between these two approaches is basically explained by the terms land-use
and land-cover (Comber et al. 2005 a, b). Land-use represents how land is used by humans; it re-
fers to the (e.g. economic) use to which land is transferred. For example the land can be used for
private purposes (single family houses), for commercial purposes (stores, office buildings, etc.), for
industrial purposes (factories) or for recreational or agricultural purposes. On the other hand, land-
cover refers to the vegetation, structures or other features that cover the land. For example, the land
is covered by grass, by trees, by water or by artificial surfaces. Two land parcels may have similar
land cover, but different land use. For instance, an industrial factory may look very much like a
shopping centre from the outside. The first is an example of industrial use, the latter an example of
commercial use. But also the reverse case is possible: two land parcels that have similar land-use
may have different land-cover. A golf course and a sports ground (a swimming pool with a roof)
are both recreation land uses. The former would have a land cover of grass, while the latter would
be considered sealed.  However,  in  practice the scientific  community is  used to describe those as-
pects under the term land cover (FAO, 1997).

Remote Sensing for a Changing Europe
D. Maktav (Ed.)
IOS Press, 2009
© 2009 The authors and IOS Press. All rights reserved.
doi:10.3233/978-1-58603-986-8-551

551



Although the opportunities of context based classifiers are well documented, they cannot substi-
tute human interpretation knowledge in land-use classification. Most of the urban planning topics
are not aiming in a simple pixel based classification of spectral urban features (land-cover); urban
planning needs the information about the use of certain urban lots. In contrast the cadastral land-use
planning of cities and communities defines the future land-use structures, but not exactly the spe-
cial land cover type. Hence we considered the terms “sealed area” and “built-up area” to be two
terms which can describe these different semantic meanings very well. This paper will document
several multitemporal classification results, their legends and methodological approaches.

2  CASE  STUDY GRAZ

With app. 250.000 inhabitants Graz is the second largest town in Austria. Its agglomeration
reaches a half million inhabitants and spreads from the south-eastern rim of the Alps to alpine fore-
land.  The  town  is  settled  in  a  wide  basin  of  the  Mur  valley  and  on  the  Tertiary  and  Palaeozoic
ridges besides. The investigation area covers the whole municipality and the accompanied settle-
ments in the outer fringe (14 x 15km), where – especially in the flat southern part - mighty changes
in land cover und land use took place in the last decades (Eicherger & Sulzer 2005; Sulzer & Kern
2008). The data source acquired for the study consists of: (i) black and white ortho-rectified aerial
photography (1m resolution) and colour ortho-rectified aerial photography (0,25m resolution), (ii)
multispectral Daedalus scanner data (2,5m and 1m resolution) and (iii) the digital cadastral map of
the city of Graz.

This study is embedded in a long time applied research programme called “Thermal 04”, which
deals with climate and environmental change studies for planning purposes financed by the gov-
ernment of the Province of Styria (environmental policies) and the town government of Graz (Envi-
ronmental  Office,  Sewage  System Office,  Surveys  Office,  Town Planning).  This  study  started  in
2004 and is planned to continue until 2009.

3 OBJECTIVES AND METHODOLOGY

For the city of Graz (Austria) a long-term growth analysis utilizing digital airborne remote sen-
sor data (DAEDALUS) and historical aerial photographs was conducted. A historic look at urban
growth using remote sensing will allow planners and the public to visualize the expansion occur-
ring in and around the city. The purpose of the project will be to assess land-use/land-cover infor-
mation to detect changes within the urban area and its surrounding. This study will use a multi-
tiered strategy where aerial photographs and airborne multispectral scanner data will provide a
long-term data set for change analysis.

Change detection methodologies will be analyzed, including a visual interpretation of b/w aerial
photographs and a classification comparison between pixel and object based classification methods.
It is expected that different change detection techniques (caused mainly by different data and image
processing sources and tools) will produce varying results, which could ultimately lead to different
planning and management procedures by policy makers. It is hoped that an assessment, such as
this, will assist in developing growth management policies and aid in determining environmental
priority areas due to urban change.

This paper aims in a comparison of different multitemporal land-use/land-cover (LULC) classi-
fication schemata. Traditional visual interpretation of multitemporal aerial photographs and digital
classification of airborne multispectral scanner data will provide different LULC data (cf. de
Sherbinin 2002). The Federal Office of Metrology and Surveying (BEV) and the government of
Styria provided supplemental digital cadastre information which includes LULC information as
well. Another information source is provided by CORINE land-cover classification which is avail-
able from 1990 and 2000.

This comparison is focused on the terms “sealed” and “built-up”, which have different meaning
based on the different methodology of visual and digital classification techniques.
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Table 1. Workflow of data integration, data processing and analyses.

built-up sealed
1997 2004 1996 2004

data acquisitions b/w ortho-rectified
aerial photography

colour aerial
photography

scanner flight
(operated by DLR)

scanner flight
(operated by DLR)

geocoding ----
ortho-photo
production

(LPS)

ortho-rectification
(performed by DLR)

ortho-rectification
(performed by

Joanneum Research /
RSG)

mosaiking ---- (LPS)
mosaicing of the

swaths
(performed by DLR)

mosaicing of the
swaths

(ERDAS Imagine)

enhancement
radiometric

enhancement
(ERDAS Imagine)

radiometric
enhancement

(ERDAS Imagine)
---- shadow correction

(ERDAS Imagine)

classification visual interpretation
(ArcView, ArcGIS)

object-based classification
(Definiens Professional)

representation
and usage

-- digital and analogue maps (1:10.000)
 - GIS database
 - analysis within district boundaries,
   town  community and on regional level
 - thematic mapping and representation
   of detailed studies
 - basis for the development plan of Graz

 - sealing maps
 - land-cover/ land-use maps
 - integration of the sealing maps into the
   town  drainage/ sewage water system
    management of the city of Graz

change detection (ArcGIS) (ERDAS Imagine)

Multitemporal aerial photograph investigation: In a first step conventional multitemporal
(1952/1959/1968/1975/1984/1990/1997/2004) aerial photographs of the investigation area were
processed to obtain orthophotographs for a visual land use classification. The main focus for the
use of multitemporal interpretation of aerial photographs is the registration of changes (Eichberger
& Sulzer 2005). The whole interpretation-process was carried out by means of object-visibility,
size of the study area and realization of the objectives on a scale of 1:5.000. The use of a larger
scale would lead into the direction of digital cadastral maps or land-use-plans without focusing on
the functional view and useful generalization of the dataset. A cartographic representation on a
scale of 1:10.000 results from the maximum plot-size and object visibility respectively. The classi-
fication used in this study was built up in collaboration with the department of Urban Development
Graz and is basically founded on a catalogue of different kinds of land use to detect the actual land-
use and land use plans suggested by the Austrian Conference on Spatial Planning (ÖROK, 1992).
Because of the different aims and objectives of the different official investigations a common miss-
ing of homogenous documentation of land-use and land-wastage in Austria should be pointed in the
course of this study.

The classification key (see Table 2) used in this study was generated in collaboration with the
Department of Town Planning Graz and is basically founded on a catalogue of different kinds of
land-use to detect the actual land-use and land-use plans suggested by the Austrian Conference on
Spatial Planning (ÖROK, 1992).  For our comparison the class “built-up” consists of the following
classes out of Table 2: (i) traffic areas, which include all types of streets as well as parking lots, (ii)
built-up areas, all buildings and their immediate surrounding areas (e.g.: single family houses also
include doorways, gardens, small fruit tree areas, etc.) as well as trade and industrial areas and (iii)
technical supply areas.
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Table 2.  Classification legend (visual interpretation of aerial photographs).

Multitemporal airborne multispectral scanner investigation: The main objectives of this
study was to provide time-series information to define and locate the urban sprawl trends in sealing
processes in Graz/Austria and to document the application and integration of sealing maps in plan-
ning purposes of the governmental building authority of the city of Graz (especially for construct-
ing sewerage systems). Multitemporal sealing maps were generated by a digital classification of
multispectral DAEDALUS Scanner data recorded in 1996 and 2004 (Sulzer & Kern 2008).

Due to its acquisition in late October the 2004 image was seriously affected by shadow effects.
Shadow effects are frequent in high spatial resolution images, particularly in urban areas and de-
pend on daytime, seasons, camera angle and flight altitude. The loss of information caused by
shadow effects within the 2004 image had to be minimized by a histogram matching of shadow af-
fected and non affected areas within the image. For the classification of sealed surfaces we gener-
ally assumed, that greens are unsealed and sealed surfaces are not covered with vegetation. Hence
we considered the normalised difference vegetation index, or NDVI, a suitable tool to create seal-
ing maps. Because of the high information content and the possibility to compare the results of the
digital classification with the results of the visual interpretation we decided not just to develop a
sealing map, but also to perform a land-cover/land-use classification. For that purpose, an object-
oriented approach by using the Definiens Professional software was realized. In both cases (1996
and 2004) a hierarchical bottom-up network consisting of three levels was created. The class hier-
archy was constructed to classify from the coarsest to the finest segmentation level. As mentioned
before, sealed surfaces were considered to be surfaces without any vegetation. So the NDVI was
used to separate  sealed from unsealed areas.  All  segments  not  assigned to be sealed by using the
NDVI were analysed based on their mean grey value, shape, texture, neighbourhood relations and
relation to segments of higher and lower levels and classified as one of the following land cover
types: wood, green, field, water and mineral extraction sites.

Digital cadastre map: From the digital cadastre map provided by the city of Graz be picked the
following classes: buildings, built-up area (surfaced), roads, business premises, storage area and
technical supply areas.

others-

   - mining area
   - fallow land
   - recreation area
   - rocks and debris
   - inland marsh
   - waste land

6. others

e areag

-up areas
   - built-up, surfaced
   - built-up, green
   - buildings
   - technical supply
     areas
   - business premises

- stora

5. built
   - river
   - lakes
4. traffic areas
   - airports
   - railroad
   - roads

sricultural areas
   - arable land
   - fruit trees, scattered
   - vineyards
   - pastures
   - gardens
2. forested land

- woodland

3. water bodieg

Table 3. Classification legend of the digital cadastre.

1. a
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CORINE Land Cover: The objective of the European project CORINE Land Cover (CLC) is
the provision of a unique and comparable data set of land-cover for Europe. It is part of the Euro-
pean Union programme CORINE (Coordination of Information on the Environment). The mapping
of land-cover and land-use was performed on the basis of satellite remote sensing images on a scale
of 1:100.000. The first CLC data base CLC1990, which was finalized in the 1990s, consistently
provided land-use information comprising 44 classes. In the project CORINE Land Cover 2000
(CLC2000) an update of the database and a mapping of changes have been accomplished using the
year 2000 as reference. The aim of CLC2000 is to update the CORINE land cover map for the year
2000 and to collect information on land cover changes in Europe during the last decade (1990-
2000; cf.  ECSC - EEC - EAEC, 1997).

Figure 1. CORINE classification and area of interest (rectangle).

4 RESULTS

Table 4: Built-up and sealing processes of the municipality of Graz.

built-up area
derived from aerial photographs

sealed area
derived from Daedalus data

built-up area
derived from cadastre map

year ha % year ha % year ha %

1997 5577,75 43,72 1996 3355,15 26,30 ---- ---- ----
2004 6010,08 47,11 2004 3566,96 27,96 2004 2353,96 18,45

Table 4 shows the results of an overall classification of the city of Graz. The figures derived
from the visual interpretation of aerial photographs, the object based classification of DAEDALUS
Scanner data and the digital cadastre. The very broad term of built-up shows the highest rate. Ap-
proximately 50% of the municipality of Graz is built-up area, whereat approx. 30% is definitely
sealed. The built-up area which is derived from the digital cadastre reveals this class differences
stronger. The tendency (1996/97 – 2004) of increasing the sealing and built up processes is indi-
cated in both remote sensing data sources. The results of CORINE land-use change (1990-2000)
shows only minimal changes in the vicinity of Graz and is therefore not presented in figures.
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Figure 2. Comparison of Daedalus scanner data (a/d) and aerial photographs (b/e) as well as comparison of
the visual classification of 1997 (c), 2004 (f) and of built-up areas (h) the object-oriented classification of
sealed areas (g) and the digital cadastral map (i).

(a) Digital cadastre map (streets
and buildings in black)

(b) DAEDALUS Scanner data (c) Digital cadastre map with
sealing layer (in red)

Figure 3: Comparison of digital cadastral map (a) and Daedalus scanner data (b) as well as an overlay of the
cadastre with the sealing layer (c).
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5 CONCLUSION

The assessment of land-use or land-cover change dynamic is driven by the final usage of the da-
ta information. Does it leads in an integration e.g. in a sewage manage systems; the term land-cover
is more suitable with its product of a sealing map than the heterogonous term built-up.

The used methodology of visual interpretation and digital image analysis will lead to different
results, whereby a human induced visual interpretation will tends more in a differentiation of land-
use then of land-cover. This mainly caused by the synoptic and analytic interpretation capacity of
the human’s brain. Object respectively context based classification algorithm are showing the first
possibilities of a more sophisticated land-use classification.
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ABSTRACT: Knowledge of a landcover is very essential to understand and know relations be-
tween a man and an environment. The landcover is closely related to the rest elements of geo-
graphic environment. It also illustrates the variety of the structure of geographic environment.
Till the end of the last century, there were no data representing full, reliable and covering the
whole country information about the landcover. Maps and studies over this element of landscape
were based on other methods of mappings, various scales and spatial ranges. This fact made it
impossible to make comparison analysis and to have proper conclusions concerning processes
that were taking place. The realization of National Geographic Information Systems (NSIG) and
works connected with the creation of CORINE Land Cover (CLC) is a big help in this field. It
was impossible without the development of spatial imagery, universality of the application of
spatial information systems, and the use of army materials in the civilian, formal cases. Source
spatial data used on the paper, mutually supplement and cover one another. Research connected
with the analysis of a landscape structure was done in the chosen protected areas in Kujawsko-
Pomorskie Voivodeship. All (8) landscape parks were in the Voivodeship. Total area of the pre-
served territories is almost 12% of the total Voivodeship area, and represent various types of a
natural landscape. The structure of the landscape in landscape parks was analyzed with the appli-
cation of landscape indices. The following indices describing the structure of landscape were
calculated and compared: a number of landcover classes, a number of patches, total length of the
edge, a shape index, a fractal dimension, and Shannon’s diversity index. Comparisons of indices
among parks were done in relation to various scales of source materials.

1 INTRODUCTION

Existing resources of digital spatial data (state referential data) should be applied in studies over
geographical space at any level of specificity. Landscape structure and its variability in the space
can be analysed in a few ways applying various research methods and tools. Geographic Informa-
tion Systems (GIS) are the basic research techniques applied in a landscape ecology. These modern
systems make possible to estimate a landscape structure with the help of several ecological meas-
ures and indices worked out on the basis of various information sources. This technology makes
possible fast and recurrent creation of thematic maps, calculation of some indices, comparison
analysis, and forecasting changes in the future. Landscape ecology has been applying geoinforma-
tion tools and procedures together with standard methods used for many years with success.

Present image of spatial landscape pattern is a result of all the activities and processes which
took place in the analysed area in the past. Almost every activity of man concerning space has its
result in landscape mosaic created by various forms of landcover and landuse.
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The aim of the study was the analysis and comparison of landcover diversity of landscape parks
in Kujawsko-Pomorskie Voivodeship on the basis of reference spatial data and satellite imageries.

2 STUDY AREA

Studies have been done in the area of landscape parks situated in Kujawsko-Pomorskie Voivode-
ship (Fig. 1). Landscape parks are protected territories because of their natural, historical, and cul-
tural values. They are created to preserve, popularize and disseminate these values in the conditions
of sustainable development (Walczak et al. 2001). In the areas founded as landscape parks econom-
ical activities take place which are slightly limited and under some strictness. These territories are
the basic element of a large-space nature preservation system.

Figure 1. Situation of study area.

120 landscape parks were created in Poland till the end of December 2005. Their total area is
2 482 211 ha (about 8% of Polish territory). Within this total number 8 landscape parks were
founded in Kujawsko-Pomorskie Voivodeship (over 209 200 ha which is 15% of the Voivodeship
area). The following landscape parks were created in Kujawsko-Pomorskie Voivodeship (Fig. 1):

Brodnicki Landscape Park (BLP) – created in 1985, in the center of the Brodnica Lake-
land; the area of the park is 13 674 ha, 9 338 ha is in Kujawsko-Pomorskie Voivodeship;
forests (60%) and water (12%) dominate in the structure of the landcover,
Gostyninsko-W oclawski Landscape Park (GWLP) – created in 1979 in the area of the
Plock Basin; the area of the park is 38 950 ha, 22 200 ha is in Kujawsko-Pomorskie Voi-
vodeship; forests (60%) dominate in the structure of the landcover,
Gorzniensko-Lidzbarski Landscape Park (GLLP) – created in 1990 in the eastern part of
the Che mno-Dobrzyn Lakeland; the area of the park is 27 764 ha, 13 902 ha is in Kujaws-
ko-Pomorskie Voivodeship; forests (70%) dominate in the structure of the landcover,
Krajenski Landscape Park (KLP) – created in 1998 in the central part of the Krajen Lake-
land; the area of the park is 54 395 ha, woodiness in the area is 30%,
Nadgoplanski Millennium Park (NMP) – created in 1992 in the area of the Wielkopolska
Lakeland; the area of the park is 8 898 ha, water covers 24% of the territory of the park,
Tucholski Landscape Park (TLP) – created in 1985  in the Pomorze Lakeland in the central
part of the Tuchola Forest: the area of the park is 36 983 ha, forests (86%) dominate in the
structure of the landcover,
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Wdecki Landscape Park (WLP) – created in 1993 in the central-eastern part of the Tuchola
Forest; the area of the park is 19 177 ha, forests (70%) dominate in the structure of the
landcover,
Che minski and Nadwislanski Complex of Landscape Parks (CNCLP) – created in 2003
(after the connection of two landscape parks) in the Lower Vistula Valley and the Chelm-
no-Dobrzyn Lakeland.

3 MATERIALS AND METHODS

Spatial data which are national reference data for the study area – General Geographic Database
(GGD) and CORINE Land Cover (CLC) Database were applied to realise the aim of the study. The
applied data are the part of Spatial Data Infrastructure (SDI).

Within the NGIS project for the whole state, according to the same standards, rules and instruc-
tions, General Geographic Database (GGD) is created which informational range consists of 8 the-
matic groups. This is done using 3 scales: 1:250 000, 1:500 000 and 1:1 000 000. According to the
scale of elaboration some thematic groups have various thematic layers: from 23 for the scale
1:250 000 to 16 for the scale 1:1 000 000. In each scale of the presence of GGD there was the land-
cover layer worked out, and it illustrates the spatial structure of this element. This base makes poss-
ible to distinguish 19 classes of landcover in the biggest scale and 5 classes of landcover in the
smallest one. The main source of information applied during the creation of this basis was Vector
Map Level 2 (VMAP L2) made by The Board of Military Geographic General Headquarters of
Polish Armed Forces or other state registers (e.g. The State Registry of Boundaries, The State Re-
gistry of Roads).

CORINE Land Cover is the second database which consists of information about the landcover
in  the  whole  state.  The  map  of  the  landcover  for  the   state  was  created  for  2000  on  the  basis  of
Landsat satellite data. CLC is hierarchically organized on three levels, which differ in their scales
and numbers of categories of landcover. The third level (state level) covers 44 forms of landcover,
within them 31 exist in the area of Poland. There are main 5 categories of landcover in the first lev-
el (European level). Source spatial data described and used on the paper, mutually supplement and
cover one another.

The structure of landscape in landscape parks was analyzed with the application of landscape in-
dices. The following indices of size, edges, shapes, and diversity describing the structure of land-
scape were calculated and compared:

a  number  of  cover  classes  (NUCP),  which  shows  a  number  of  distinguished  classes  of
landcover,
a number of patches (NUMP), which shows a number of distinguished patches of landcov-
er,
total length of the edge (TE), summing up the length of edges between all patches of each
category,
shape index (MSI), showing the shape of patches; the higher the value of this index the less
regular are landscape patches,
fractal dimension (FD), applied for description of roughness of landscape patches, and it is
the index of structure complexity,
Shannon’s diversity index (SDI), shows the share of separate categories in the structure of
the study area,
NDVI index according to the formula proposed by Rouse et al. (1973) [NDVI = (IR-
R)/(IR+R), where IR means near-by infrared radiation, and R – red radiation].

The first six indices on the list were calculated on the basis of General Geographic Database and
CORINE Land Cover Database. The last index (NDVI) was worked out applying Landsat satellite
imagery from May 2000. Comparisons of indices among parks were done in relation to various
scales of source materials (from 1:250 000 to 1:1 000 000).
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4 RESULTS

Maps of landcover were worked out on the basis of referential data (Fig. 2). Measures of the land-
scape structure were also calculated for each landscape parks in Kujawsko-Pomorskie Voivodeship
(see Table 1). NDVI index was calculated for landscape parks on the basis of satellite imagery. Be-
cause  there  was  no  full  range  of  the  analysed  satellite  scene  in  relation  to  Kujawsko-Pomorskie
Voivodeship area, this index was calculated only for 5 landscape parks.

Table 1. Landscape indices for landscape parks in Kujawsko-Pomorskie Voivodeship in relation to various
reference data.

Landscape
Park Source of data Spatial landscape indices

NUCP NUMP TE MSI FD SDI NDVI

BLP

CLC 2000 9 76 5528.1 2.41 1.28 0.63

0.15GGD 250k 9 118 6217.4 2.19 1.29 0.65
GGD 500k 5 38 11051.4 2.77 1.27 0.30
GGD 1000k 3 16 35135.0 4.64 1.26 0.08

GWLP

CLC 2000 13 164 19111.1 2.54 1.28 0.98

no dataGGD 250k 11 266 11587.2 2.03 1.29 0.73
GGD 500k 5 70 32916.6 2.65 1.27 0.17
GGD 1000k 3 26 91515.4 4.49 1.24 0.05

GLLP

CLC 2000 11 126 4190.6 2.44 1.29 1.12

no dataGGD 250k 11 156 4408.8 2.30 1.29 1.16
GGD 500k 6 50 11727.9 2.93 1.28 0.36
GGD 1000k 2 19 34963.9 3.93 1.24 0.06

KLP

CLC 2000 13 298 6273.9 2.03 1.27 1.29

0.34GGD 250k 11 422 6714.2 1.87 1.28 1.29
GGD 500k 6 157 4500.3 1.87 1.26 0.94
GGD 1000k 3 67 91526.8 2.64 1.24 0.05

NMP

CLC 2000 10 41 12708.1 2.84 1.28 0.15

no dataGGD 250k 10 89 9919.2 2.32 1.30 0.27
GGD 500k 6 29 31871.6 3.93 1.29 0.06
GGD 1000k 3 10 90831.3 9.17 1.30 0.01

TLP

CLC 2000 12 102 7749.9 2.41 1.29 0.77

0.40GGD 250k 10 160 6179.5 2.12 1.29 0.98
GGD 500k 6 80 14289.5 2.52 1.28 0.44
GGD 1000k 3 40 102247.3 4.45 1.25 0.32

WLP

CLC 2000 10 75 6805.1 2.62 1.29 0.54

0.44GGD 250k 10 106 4919.1 2.26 1.30 0.70
GGD 500k 5 40 13683.8 3.09 1.28 0.33
GGD 1000k 3 28 10986.4 2.92 1.25 0.31

CNCLP

CLC 2000 14 318 20314.5 2.59 1.29 1.50

0.30GGD 250k 14 509 15402.3 2.22 1.30 1.36
GGD 500k 6 101 30115.0 3.16 1.28 0.88
GGD 1000k 4 45 49826.9 4.08 1.27 0.59

In the Table 1, marking of landscape parks and landscape indices according to marks presented
in chapter 2.

The analysis of spatial structure of the landscape showed that the most substantial diversity was
characteristic for: Che minski Landscape Park, Nadwislanski Complex of Landscape Parks, Kra-
jenski Landscape Park and Gorzniensko-Lidzbarski Landscape Park. The smallest diversity is con-
nected with Nadgoplanski Millenium Park.
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Figure 2. Landcover of the Krajenski Landscape Park (KLP) according to different data sources. Explanation
of landcover categories: CLC – according to European standards; GGD250k - 2 (buildings), 3 (industry
areas), 4 (city vegetation), 5 (arable fields), 6 (orchards), 7 (meadows, pastures), 8 (other arable fields), 9
(deciduous forests), 10 (coniferous forests), 11 (mixed forests), 12 (other vegetation), 13 (sands, dunes), 16
(swamps, peat-bogs), 17 (rivers), 18 (waterlands); GGD500k - 1 (buildings), 2 (meadows, pastures), 3 (fo-
rests), 4 (others), 5 (swamps, peat-bogs), 6 (rivers), 7 (waterlands); GGD1000k – 2 (forests), 3 (others), 4
(waterlands).

Landscape parks with smaller share of forests in the structure of landcover (>30%) had characte-
ristic bigger number of patches of landcover calculated on the basis of CORINE Land Cover data
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as well as General Geographic Database. The exception was only the smallest in the area Nadgop-
lanski Millennium Park, where the smallest number of patches was distinguished.

From 9 to 14 classes of landcover were distinguished in the area of landscape parks. The biggest
number of types of landcover was characteristic for Che minski and Nadwislanski Complex of
Landscape Parks and Krajenski Landscape Park. This index was correlated with diversity. The
number of classes of landcover distinguished on the basis of General Geographic Database in the
1:250 000 scale was identical to the number of categories in CORINE Land Cover. Three parks
(TLP, KLP and GWLP),  where in CLC  distinguished 2 more categories were the exception.

The  smallest  in  the  area  landscape  park  (TLP)  had  characteristic  the  biggest  shape  index.  It
showed its substantial irregularity of distinguished patches of landcover.
No substantial correlation among number of distinguished categories of landcover, the fractal di-
mension, and the total length of boarders of patches was defined.
Landscape parks with bigger share of forests in landcover structure had higher NDVI index that
those which had more arable areas.

5 CONCLUSIONS

Analysis of measures of spatial pattern of the landscape worked out on the basis of landcover from
database (General Geographic Database and CORINE Land Cover) shows differences in landscape
structure. The reason for these differences are specific landscape values of parks (e.g. forests,
lakes). The results differentiate landscape parks in an identical way irrespectively of source mate-
rials  and the scale  of  data.  CLC class  seems to be fuller  taking into consideration the richness of
separated classes. Taking into consideration detailed elements GGD is more precise. The applied
source materials may be used complementary for observations and estimation of relationship
among various forms of a landcover, a landscape state, and its transformation. On the basis of anal-
ysis of the results it may be stated that the presented research approach may show structural differ-
ences among landscape fragments.
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ABSTRACT:  The  Goleniow  Forest  is  a  very  interesting,  compact  compact  forest  complex  si-
tuated on the eastern coasts of the Szczecinska Bay and Dabie Lake (north-western part of Pol-
and). The study area administratively belongs to Zachodniopomorskie Voivodeship and it is ma-
naged by the Goleniow Forest Inspectorate. It covers the area of 53 989 ha, within it over 22 300
ha are forests, mainly pine-trees. Recently, in the study area, there have been clear anthropogenic
changes mainly connected with the development of wood industry. There are intensive cuttings
in the area of the Forest Inspectorate. 83 500 m2 of wood are cut every year. Clearings are refo-
rested together with non-forest areas. Because of good natural conditions, 4 natural reserves have
been created in the area of the Inspectorate, and further 4 are being worked out. The analyzed re-
gion is included in the national ecological net ECONET-POLAND as an international junction
area, and within it the area of habitat preservation has been created in the scheme of NATURA
2000. The aim of the study was to find out the direction and dynamics of changes in a landuse in
the area of the Goleniow Forest in 1975-2000 with the application of accessible satellite image-
ries LANDSAT and general maps of treestands. Satellite imageries from 1975 and 2000, general
maps of treestands from 1973, 1985 and 1997, and topographic maps were used for the analysis.
The study was done with the technology of geographic information system.

1 INTRODUCTION

The first paragraph. Taking into consideration nature, the Goleniow Forest is a very interesting area
situated  in  the  north-western  part  of  Poland  (Fig.  1).  In  spite  of  the  fact  that  first  information
concerning Goleniow Forest is from XIV century, management of this area before the WWII is still
unknown because of the lack of any written documents. In 1939-1945, there was a very wasteful
exploitation of forest (by clear cuttings) without any plans of management or reforestation of the
territory. Recently, anthropogenic transformations have been taking place. They were mainly
connected with the development of wood industry. Intensive clear cuttings take place in the area of
the Inspectorate. The territories of cuttings as well as non-forest areas are reforested again.

The aim of the study was to find out the direction and dynamics of changes in a landuse in the
area of the Goleniow Forest in 1973-2000 with the application of accessible Landsat satellite
imageries and general maps of treestands.
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Figure 1. Location of study area.

2 STUDY AREA

The Goleniow Forest is a very interesting, compact forest complex situated on the eastern coasts of
the Szczecinska Bay and Dabie Lake (north-western part of Poland) (Kondracki 2002). The study
area administratively belongs to Zachodniopomorskie Voivodeship and it is managed by the Gole-
niow Forest Inspectorate. The Inspectorate has been situated within the present boarders since
1972, the year when contemporary existing inspectorates: Goleniow, Stepnica and Widzensko were
joined. It covers the area of 53 989 ha. Forest economy takes place on over 22 000 ha, there. Fo-
rests cover almost 21 000 ha, and non-forest areas like swamps, waters, and meadows create the
rest of the landscape. The area of the Inspectorate has been divided into 14 forestries functioning
within one forest district (Kosacki 2001).

There is hardly any species diversity in forests of the Goleniow Inspectorate. Pine-trees domi-
nate on 76% of the area. This species creates homogenous tree stands mainly on a poor, sandy soil.
Average age of pine-trees in the study area is 52 years. Moist areas, especially on the west and in
river valleys are covered by alder. It grows on 9.7% of the territory. The average age of the species
is 58 years. Young tree stands of birch trees (average age 36 years) cover 8.5% and they exist
mainly on formerly arable areas. Other interesting tree stands are an oak (1.4% of the area), a beech
(1.1% of the area), and a spruce-tree (1.7% of the area). Other species are not so significant. Taking
into consideration the habitat, mixed fresh coniferous forest and fresh coniferous forest are predo-
minant in the study area.

83 500 m3 of wood are cut in the area of the Forest Inspectorate every year. Over half of this
number are loggings, and improvement cuttings are the rest. Every year, tree clearances take place
only on 90-120 ha of the forest, and ripening activities are on about 5 000 ha. Yearly restockings
and reforestations take place in the area of about 190 ha.

Taking into consideration nature, the most important regions in the Inspectorate are swamps
and moors together with green crops and plantings around them. In the study area, four nature re-
serves have been created because of their unique character: the ”Czarnocin” moor reserve (9.4 ha),
”Uroczysko Swiete” floral reserve (9.5 ha), the ”Wilcze Uroczysko” moor reserve (61.8 ha), and
the ”Olszanka” moor-floral reserve (1 291 ha). At present, activities are taking place over the crea-
tion of the next four reserves. Other forms of nature preservation in the study area are nature mo-
numents (12), and bird protection zones (22) mainly of a white-tailed eagle, a black stork, and a red
kite.
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The analyzed region is included in the national ecological net ECONET-POLAND as an inter-
national junction area, and within it the area of habitat preservation was created in the scheme of
NATURA 2000 (Liro 1995).

3 MATERIALS AND METHODS

Landsat  satellite  imageries  and  general  maps  of  tree  stands  were  applied  (Table  1  and  2)  in  the
analysis of landuse changes in the Goleniow Forest and the area situated within the borders of the
Goleniow Inspectorate. Additionally, during calibration of general maps of tree stands, topographic
maps in scale 1:25 000 were analysed.

Table 1. List of used satellite imageries.

Satellite Scanner Registration data WRS
Landsat 5 MSS 27.05.1975 208-22
Landsat 7 ETM+ 20.06.2000 192-23

Table 2. List of used general maps of tree stands.

Publication year Scale
1973 1:20 000
1985 1:25 000
1997 1:20 000

General maps of tree stands were created by the Office of Forest Management and Forest Geo-
desy in Gorzow Wielkopolski. They show the division of the Inspectorate into several sections and
subsections together with the way of their management, type and age of tree stands, and the charac-
teristics of the habitat. The supplement of maps is a impact assessment for the forest management.
This material is very detailed.

Raw Landsat satellite imageries were offered for free by the University of Maryland in the US.
Analysis of landuse changes were done on the basis of satellite imageries, and it was created for the
whole territory of the Goleniow Inspectorate. In case of general maps of tree stands, the study area
was narrowed to the places covered with the map.

All the analogue maps (general maps of tree stands, and topographic maps) were scanned and
calibrated to the proper reference system. Satellite imageries were also under the process of rectifi-
cation.

Geometrically correct source materials were the basis for the production of multitemporal data-
base concerning the exploitation of the Goleniow Forest. After the analysis of source materials 8
categories of landuse were distinguished: a forest, a cutting, a meadow, an arable area, a water, a
swamp, a pasture, and a forest nursery. Because of the resolution of spatial imagery materials, last
three categories were not mentioned during analysis.
On the basis of interpretation of source materials, spatial databases was created which presents the
landuse in this area in 1973, 1985, 1997 on the basis of cartographic data and 1975-2000 on the ba-
sis on satellite imageries.

This database makes it possible to define areas covered by separate landuse categories, size and
dynamics of changes. On the basis of the first state (1973 or 1975) and the last one (1997 or 2000)
the analysis of changes was done which took place in the Goleniow Forest. Changes of more than
25 metres in the position of object were considered significant. As a result of this procedure, 559
transformation areas were defined on the basis of cartographic data and 532 transformation areas
on the basis of satellite imageries.
The study was done with the technology of geographical information system  with the application
of licensed ArcView (ESRI) and MicroStation (Bentley) software.
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4 RESULTS

Spatial data basis concerning the use of the Goleniow Forest in 1973-2000 make possible complete
analysis of transformations which took place in this range, and definition of their size and direction.
Because the landuse was interpreted on the basis of two different sources, the results were de-
scribed independently.

4.1 Changes of  landuse in the Goleniow Forest in 1973-1997 on the basis of interpretations of
general maps of tree stands

In 1973-1997 changes in landuse concerned 1575 ha, which is 7% of the analysed area (Fig. 2).
Among territories under transformation, two especially large areas may be distinguished. One of
them is a swamp covered by alders. It is the area of 310 ha, situated in the north-western part of the
Inspectorate. As a result of drainages and plantings it was transformed into the complex of an ald-
er-birch forest. Second area with the most substantial changes of area is the place covering 280 ha,
which is managed by the army. In the 80s the area was taken over by the army unit connected with
the airport in Goleniow.

Figure. 2. Landuse changes in the Goleniow Inspectorate in 1973-1997 on the basis of general maps of tree
stands.

Except changes in two large areas, smaller ones took place on almost entire territory of the In-
spectorate. In general, in the analysed period of time there were 315 changes of one category of
landuse into the other one. There were also changes connected with the ownership of land – which
was under or out of the management to the Inspectorate. The biggest number of changes took place
in the western part of the Inspectorate, on the west from the heads of the Krepa River. However,
changes in these areas did not have a homogenous direction. The most stable areas were Olszanka
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region, the complex of swamps situated in the south-western part of the analised territory, and the
central part of the Inspectorate.
The average size of the area of changes was 5 ha. However, if two largest sample plots were not
taken into consideration, this number would decrease to only 1.5 ha.

The most considerable changes in 1973-1997 took place in swamp ecosystems (see Table 3). To-
tal share of swamps under transformations was over 28% of all areas under landuse changes. This
number was considerable influenced by transformation of swamps into the alder-birch forest.

Table. 3. Landuse transformations in the Goleniow Inspectorate in 1973-1997 on the basis of general maps of
tree stands.

1997
 1973 swamps arable

fields forests meadows pastures waters cuttingsareas out of
Inspectorate

swamps 513.8 - 416.0 - 1.9 5.2 - 21.4
arable fields - 60.5 77.0 - 4.9 - - 4.3
forests 66.8 - 20 543.0 - 7.5 - 60.5 297.8
meadows 54.9 - 125.5 151.4 30.8 - - 36.3
pastures - - 72.9 - 37.3 - - -
waters 5.8 - - - - 90.4 - -
cuttings - - 41.5 - - - 0 -
areas out of in-
spectorate 16.2 - 227.0 2.2 - - - x

In spite of the fact that considerable number of transformations relates to forests, it is also the result
of  taking  quite  a  big  part  of  forests  out  of  the  management  of  the  Goleniow Inspectorate.  In  the
analysed area only 2% of general territory of forests were under some changes. Some parts of fo-
rests, mainly on the fringes, were given for the settlement. Over 15% of changes were on meadows.
Half of them were reforested in 1973, the rest of them were transformed into swamps or pastures.
Arable areas were mainly changed into pastures. Water reservoirs preserved their shapes and they
did not change their areas.

4.2  Changes of landuse in the Goleniow Forest in 1975-2000 on the basis of interpretation of
satellite imageries

In 1975-2000, landuse transformations concerned 8 260 ha, which was 20% of the analysed area
(Fig. 3). It may be noticed that changes took place in the area of the whole forest, and the number
of changed places with diverse area is considerable.
The biggest area of changes in the analysed period of time was a 400 ha territory situated on the
north from Goleniow, where meadows were transformed into arable areas. Next place with the
identical transformation was 380 ha territory on the west of Stepnica. There was the opposite direc-
tion  of  changes  from arable  areas  into  meadows  in  the  area  situated  in  south-western  part  of  the
Goleniow Forest. There were 400 areas where transformations in landuse were observed. The aver-
age territory of landuse changes was 21.5 ha, however half of these areas were not bigger than 10
ha. 10 areas were distinguished and their territory of transformations were over 200 ha.
The biggest transformations took place in the areas which in 1975 were meadows (see Table 4).
These changes were over 42% of all transformations, and they were connected with changes into
arable areas as well as with reforestations. Moreover, part of meadows (especially in the region of
the Swiete Range) was flooded and transformed into marshy grounds, and swamps. Changes con-
nected with arable areas constituted 25% of all transformations, and they were connected with their
transformations  into  meadows.  In  this  time,  about  500  ha  of  arable  areas  were  reforested.  They
were mainly situated on the fringe of the main forest complex. Forests had similar share in trans-
formations as arable areas. Most transformations of forests were connected with their changes into
arable areas.
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Figure. 3. Landuse changes in the Goleniow Forest in 1975-2000 on the basis of Landsat satellite imageries.

Table.  4.  Landuse  transformations  in  the  Goleniow  Forest  in  1975-2000  on  the  basis  of  interpretation  of
Landsat satellite imageries.

5 CONCLUSIONS

Most areas covered with changes in case of Landsat satellite imageries from 1975-2000 are out of
transformational areas interpreted on general maps of tree stands from 1973-1997.
On the basis of studies in the area of the Goleniow Inspectorate, applying the interpretation of
Landsat satellite imageries (1975-2000) and general maps of tree stands (1973-1997) it can be
stated:

the forest area of Goleniow Inspectorate is over 90% and it is still increasing,
the forest area of Goleniow Forest is over 49% and it is decreasing,
increase of forest areas is at the sacrifice of meadows,
the biggest increase in the area was on arable areas, which expanded mainly at the ex-
pense of meadows,
transformations covered the total number of 7% of territories managed by the Gole-
niow Inspectorate, and 20% of the Goleniow Forest,
in the future, the results of this study will determine the basis for conclusions concern-
ing landuse transformations in this area, and they will be a referential material in fur-
ther studies and analysis.

s - 626.1 3.9 - 5.8gcuttin
waters - 48.7 21.1 216.6 -
meadows 2 797.2 820.7 10 362.9 46.9 -
forests 384.2 19 395.7 1305.2 34.9 438.8
arable fields 5 136.3 546.6 1631.0 - -

2000
1975

arable
fields forests meadows waters cuttings
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This method, based on the analysis of cartographic materials as well as spatial imagery data
can well be used for studies over transformations taking place in other Forest Inspectorates.

The aim of the study was to find out the direction and dynamics of changes in a landuse in the
area of the Goleniow Forest in 1973-2000 with the application of accessible Landsat satellite
imageries and general maps of treestands.
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ABSTRACT: The detection and monitoring of land use / land cover change using satellite mul-
tispectral imagery has been a topic of interest in remote sensing. Different techniques, mostly
grouped into two general classes which are based on spectral categorization (classification) and
based on radiometric change, for accomplishing change detection have been formulated, applied
and evaluated in many environmental applications. Change vector analysis is an effective ap-
proach for detecting and characterizing land cover change that processes and analyses change in
all multi-spectral and multi-temporal data. In this context, the main objective of this paper is to
authenticate the land cover change based on a radiometric technique, Change Vector Analysis
(CVA) for the Belek forest, Antalya.

1 INTRODUCTION

The growth in the population of Earth and the needs of human beings causes unconscious deforma-
tion of natural resources more and more. The perishing of natural resources affects the wild life,
ecological balance, food chain and finally the life of posterity. As a result, planners and resource
managers need reliable mechanism to assess these consequences by detecting, monitoring and ana-
lyzing land use changes quickly and effectively.

The monitoring and detection of land use/cover change using satellite multispectral imagery has
been an important topic in remote sensing. A number of techniques for realizing the detection of
land cover dynamics using remotely sensed imagery have been formulated, tested and assessed
with the results varying with respect to the change scenario under investigation, the information re-
quired and the imagery applied (Siwe & Koch 2007). Most of these techniques can be grouped into
two general classes: (1) those based on spectral categorization (classification) of the input data; and
(2) those based on radiometric change between acquisition dates (Johnson & Kasischke 1998).

Monitoring change in vegetation between two time periods can assess the health and vigor of
forest and plant species, assess vegetation growth and regrowth following a cataclysmic event, or
quantify forest loss caused by deforestation and timber harvesting (Lawrence & Ripple 1999).
These  changes  can  be  classified  effectively  using  the  change  vector  analysis  (CVA)  (Lambin  &
Strahler 1994, Johnson & Kasischke 1998, Allen & Kupfer 2000, Lorena et al 2002, Lunetta et al
2004). CVA is a radiometric technique that examines corresponding pixels of two maps by com-
paring two bands of each map to produce images of change direction and change magnitude (Kuze-
ra et al 2005).

The SPOT -5 multispectral satellite images of the area covering the forest and destined areas in
Belek Antalya are acquired by SPOT Image on the 27th of October, 2005 and 23rd of May, 2007,
respectively and analyzed by ITU-CSCRS (Istanbul Technical University – Center of Satellite
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Communication and Remote Sensing). As the most critical pre-processing requirements for CVA,
the images were registered geometrically and normalized radiometrically. Therefore after the pre-
processing step, CVA was applied to the Greenness and Brightness variables that were calculated
from three multispectral bands (having 10 m spatial resolution) of SPOT -5 images. The output was
the change image indicating the change vector direction and the multispectral change magnitude
that gave information about the amount of the change in the forested area.

2 STUDY AREA AND DATA USED

The Belek region on the Mediterranean coast is located 30 kilometers on the east side of Antalya
province.  The region, which was declared a tourism zone in 1990 and promoted as the place with
the best and most dense forests in the Antalya region, has been subject to deforestation as a result
of the golf boom in the region (Cyprus Observer 2007).

Belek forest, the worlds second great stone pine area, was planted in 1960’s and now it’s being
destined to golf areas and tourism resorts. It was the region’s and one of Turkey’s most important
ecosystem that sheltered 27 species and 1 sub species of endemic plants, 109 birds that are under
danger with average of 600 – 700 thousand trees spread over 2300 hectares.

The coastal regions of the forests are the second largest known nesting area for sea turtles after
the Zakynthos Island of Greece for Caretta Caretta sea turtles and the vegetation is important for
migrating birds that come to the region.

Depending on its environmental importance Belek Forest were chosen as the study area (Figure
1).

Figure 1. Map and aerial photograph of the study area

SPOT-5 images, with 5m spatial resolution, were used to detect the deforestation of the area be-
tween two dates that the images were acquired (Table 1).
Table 1 . The characteristics of the satellite data used

23.05.07
Red: 610 – 680
Near IR: 780 – 890

5
590–

SPOT – 5
27.11.05 Green: 500

Satellite Date Spectral Res. (nm) Spatial Res. (m)
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3 METHODOLOGY

Classical digital change detection techniques using remotely sensed sequential data taken from the
same area are based on the comparison of land cover classifications, multidate classifications, im-
age differencing and ratioing, vegetation index differencing, principal component analysis and
change vector analysis (Taberner & Sunar 1998). In this study only NDVI differencing and CVA
were used.

3.1 NDVI differencing
Vegetation indexes depend on the reflectance of vegetation, which is very different in near infrared
and red bands. Healthy vegetation should absorb the visible light and reflects most of the near
infrared light; on the other hand unhealthy vegetation reflects more visible light and less near infra-
red light. The reflection on visible band is related with the pigments in the leaves of plants but in
the near infrared, it depends on the cell structure.

The algorithm of NDVI is (near infrared band– red band)/(near infrared band + red band). Re-
sulted values change between -1 and +1 regarding to the vegetated area. Such as, if the result is 0,1
or  below,  it  corresponds  to  an  area  of  rocks;  if  it  is  between  0.2  and  0.3,  it  indicates  an  area  of
shrubs or grasslands; if it is between 0.6 and 0.8 it corresponds to an area of tropical rainforests.

3.2 Change vector analyze
Change vector analysis (CVA) is a robust approach for detecting and characterizing radiometric
change in multispectral remote sensing data sets. The CVA algorithm produces two `channels’ of
output change information: (1) change vector direction; and (2) multispectral change magnitude
(Johnson & Kasischke 1998) (Figure 2).
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Figure 2. Change vector description for a sample in a particular wavelength band at two different dates

The CVA approach has shown that change vector direction to be a useful aid in discrimination
of different phenomenological types of change, and change magnitude to be useful for relative
comparisons within and among change types (Johnson & Kasischke 1998).

A drawback in the use of the CVA technique is its susceptibility to noise, mainly caused by the
atmosphere, occurring between dates (Taberner & Sunar 1998). The most critical pre-processing
requirements for CVA are the accurate geometric registration and radiometric normalization of the
input data (Johnson & Kasischke 1998). In registration phase, sufficient ground control points
should be used to ensure sub-pixel RMS errors. Radiometric normalization of the input data is crit-
ical in order to minimize detection of false changes due to poor normalization.

In this study, data acquired from different bands compose a new axis associated with biophysi-
cal properties of targets. These axes are Difference Vegetation Index (DVI), associated with the
presence of vegetation, and Soil Brightness Index associated with variations of soil reflectance.
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Difference vegetation index
Difference Vegetation Index (DVI), which is also sensitive to the amount of the vegetation. Ma-
thematically, it is in the form of (near infrared band) – (red band). DVI has the ability to distinguish
the soil and vegetation but not in shady areas.

Soil Brightness Index
Soil brightness index indicates bare areas such as agricultural fields, beaches, parking lots as the
lightest features whereas agricultural fields with harvest and forests as the darkest features within
the image. The soil brightness index for SPOT-5 was performed using the following formula (Lau
et al 1998);

BRIGHTNESS=0.60539*B1+0.61922*B2+0.50008*B3 (1)

After DVI and SBI were calculated, the position variation of the same pixel in the multitemporal
data within the space, formed by these two axes is used to determine the magnitude and direction of
the spectral change vectors.

4 APPLICATION & RESULTS

4.1 Geometric and radiometric correction
Accurate geometric and radiometric corrections are very important for CVA analysis. In the geo-
metric correction phase, image registration was applied to the after image acquired on 23.05.07. In
the registration process 14 GCP’s were used and the RMS error was obtained as ± 0.78.

Relative radiometric correction is a method of correction that applies one image as a reference
and adjusts the radiometric properties of subject images to match the reference. Relative radiome-
tric correction was preferred depending on the fact that this kind of normalization does not require
ancillary datasets on for instance atmospheric temperature, relative humidity and/or aerosol back-
scatter. Minimum - maximum normalization was chosen and applied to the second image by taking
the first image as reference. Each band of the second image was normalized using the formula giv-
en below separately.

Normalized DN : A x + B

A: (ymax – ymin) / (xmax – xmin) (2)

B: ymin – A xmin

In the formulation of minimum - maximum normalization, ymax and ymin represents the max. and
min. values of the reference image where xmax and xmin represents the max. and min. values of the
image to be normalized.

4.2 NDVI differencing
NDVI values of both images were calculated. The results derived from the images were extracted
from each other (Figure 3).
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Figure 3. NDVI differencing image

It  is  observed that  not  all  the woodcutted areas have low NDVI values like it  supposed to be.
Since the old woodcutted areas being sprouted up, these areas have higher NDVI values than fo-
rested areas due to the different spectral characteristics of grass and pine tress (Figure 4).

Figure 4. Spectral reflectance characteristics of grasslands and pinewoods

As a result, areas that were sprouted after woodcutting weren’t taken in consideration as defore-
strated areas in the change detection process.

4.3 Change vector analysis
The first step of the CVA method was to calculate Soil Brightness Index and DVI values, in order
to reduce the amount of redundant information of images to be analyzed. Spectral change vectors
were determined by the position variation of the same pixel in multitemporal data within the space
formed (Figure 5).

The magnitudes of these vectors were than calculated with the Euclidean Distance indicating the
differences in positions of the same pixels.

R:  (y2 – y1)2 + (x2 – x1)2 (3)

Change direction is measured as the angle of the change vector from a pixel measurement at
date 1 to the corresponding pixel measurement at date 2 (Kuzera et al 2005).

Angles measured between 90° and 180° indicate an increase in DVI and a decrease in SBI that
represent regeneration of vegetation. Angles measured between -90° and 0° indicate a decrease in
DVI and an increase in SBI that represent deforestation. Angles measured between 0° - 90° and -
180° - -90° indicate either increases or decreases in both bands of DVI and SBI indicating no
change (Kuzera et al 2005) (Figure 5).
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Figure 5. The process for detecting (a) the magnitude of change and (b) the direction of change within CVA

As a threshold value of 26 DN was chosen and the values less than 26 DN were considered as
noise or non-efficient normalization (Figure 6). Deforestrated areas that had decrease in DVI and
an increase in SBI as the direction of change (i.e. general deforestration) were calculated as
745.8ha.

Figure 6. Change Image – Deforestration in the study area with the threshold value of 26 DN

In order to analyze the deforestration amount of denser forest areas the threshold value was tak-
en as 80 DN (Figure 7). The calculated area indicating the denser deforestration was found as
235.6ha.

Figure 7. Change Image – Deforestration in the study area with the threshold value of 80 DN

A. Akkartal and F. Sunar / Land cover change assessment in Belek forest based on change vector analysis576



5 CONCLUSION

Natural resources of a country should be protected and monitored in order to save them for the
benefits of all humankind. In this content, remote sensing techniques are very adequate to analyze
the changes in land cover/use with a high accuracy.

As shown in this study, radiometric change techniques such as band differencing and CVA,
were used to detect the deforestration due to woodcutting in Belek forests. Band differencing gave
information about the general change and its detectability whereas CVA offers qualitative informa-
tion concerning the direction and the intensity of the change occurred in vegetation. The conversion
of the bands to DVI and SBI reduced the dimensionality of the bands and at the same time hig-
hlighted vegetative properties of the landscape.

It was seen that, CVA approach of multitemporal data is more sensitive to, and provides more
information on, subtle changes seasonality and vegetation phenology than more classic approaches.
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ABSTRACTS AND INTRODUCTION 

To estimate stocks of commercial marine organisms the special surveys are used nowadays. The 

trawl-acoustic ones are the most popularized. However, this method is characterized by some limi-

tations, which leave certain traces on quality, efficiency and reliability of these surveys and, in the 

first place, when estimating feeding mackerel biomass by instruments. 

This pelagic fish species, as well as the others, may avoid the ambient noises (Chernook et al., 

2003) from vessel and trawl when surveying, especially, in the feeding period. Besides, many ves-

sels have low speed, the optimal value of which should be more than 5 m/s (Gavrilov, 1999). The 

results of acoustic survey are affected by different reflectance of objects depending on their con-

centration and biology.

Feeding mackerel concentration distinctive mobility and instability in time (further we shall 

only say about this period of the fish life cycle) required using special mobile means of survey 

(search), for which in 1982, since June-July, started to be applied was the aircraft IL-18 (Churnside 

et al., 2001) reequipped to the IL-18 DORR (distant oceanic fish reconnaissance airborne labora-

tory) afterwards, in the end of 1985. Eyes and experience were the main instruments of the re-

searcher to estimate mackerel distribution during 1982–1985, before IL-18-18DORR to become 

applicable. But visual aerial surveys were characterized by some limitations. The main of them 

were subjectivity and impossibility to give instrumental numeral estimation of biomass. 

Therefore, in 2001, after having conducted some necessary scientific, methodic, organization 

and technical activities, in PINRO, aboard specialized and associated aircraft-laboratory AN-26 

“Arktika”, the complex of laser location developed and created by specialists from “MULTITECH” 

Ltd. (St. Petersburg), and named as polarized aerial (PAL-1), was installed and started to be ex-

ploited. Later in was modernized to PAL-1M.

Using data of PAL-1M laser location based on the analysis of sea water optical characteristics 

allows to determine its transparency, the depth of optical heterogeneities (OH) in the sub-surface 

layer of the sea identifying pycnocline, plankton and schools of pelagic fishes (mackerel, in the 

first place), as well as the location of oceanographic fronts and boundaries of water masses (Churn-

side et al., 2002).

MATERIAL AND METHODS, RESEARCH AREA 

As it has been already mentioned, PAL-1M was installed and has been exploited aboard the two-

motor aircraft AN-26 since 2002 (Fig. 1). The transmitting and receiving unit (radiator and re-

ceiver) of LIDAR is placed in camera window (Fig. 2) closed by flat illuminator made of optical 

glass. LIDAR optical unit was set at the angle of 17º.

Solid-state pulse laser on YAP:Nd was used as a source of sounding radiation in PAL-1M. Two 

echo signal components (orthogonal or cross-polarization and normal or co-polarization) are re-

cordered by two identical photo-detectors in the inlet of the optical systems of which the analyzers 

on the basis of Polaroid film are set. The main specifications of PAL-1M: wave length – 532 nm, 
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pulse duration – 12.5 ns, pulse energy – 120 MJ, pulse frequency – 1–40 Hz, patch diameter on 

surface – about 1 m, optical receiver diameter – 10 cm, polarization vector – normal and cross. 

There’s also a fluorescent channel set in the system of cross-polarization receiving (in cross-

channel), where scattered light passing through interference filter with 685 nm wave length gets 

photomultiplier tube (PMT). 

It should be noticed that laser location is one of the elements of complex fishery and oceano-

graphic airborne research including those ones for feeding mackerel, as it has been already men-

tioned. Therefore, besides LIDAR, board measurement complexes contain that one of Macrowave 

and Infrared Radiometry (MWR, IR), digital photo- and video cameras, synthetic aperture radar 

(SAR), satellite navigation system (GPS) and board automatized system (BAS). The aircraft is 

equipped with four blisters that allow observers to register fish schools, plankton strips, hydrody-

namic effects and phenomena on the sea surface (Klochkov et al., 2001). 

LIDAR aerial sounding is usually made from 150–170 m altitude of the aircraft flight with the 

average speed of about 83 m/s and the sea wave of not more than 3. The depth of laser pulse pene-

tration into water depends on natural water transparency and equals to 30–40 m, the pulse fre-

quency is 7 Hz with 1.4 m pitch of stratification using analog-to-digital converter (ADC) 

“PUPSIK” with sample rate 80 MHz and 0.44 m when applying TDS-3032 digital oscillograph 

with sample rate 200 MHz. 

Figure 1. LIDAR aboard “Arktika” airborne laboratory. 

Figure 2. Optical LIDAR unit in photo camera hatch of “Arktika” airborne laboratory.
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Each LIDAR pulse relates to the sounding point determined using GPS in space and time. The 

comments of board observers, sea surface temperature (SST), parameters of MWR, voltage at 

PMT, laser power and others are also recorded in LIDAR file. 

In the course of LIDAR sounding the information obtained by PAL-1M is processed in two 

stages:

aboard the aircraft, in real time, with the aid of LIDAR board programme so-called data post-

processing after the flight, when more detailed analysis is made and air sounding data are inter-

preted, as well as new algorithms and software are evaluated. 

Light scattering layer – LSL 

By light scattering layer (LSL) the optical heterogeneities in sub-surface layer scattering light 

waves in the wide range of angles and quite extended in space are meant. In experimental works 

and calibrations with vessels the probable biological nature of LSL, that are, most of all, concentra-

tions of small marine organisms (zooplankton, phytoplankton, et cetera) was determined. This as-

sumption requires further studying including making nature measurements of LSL optical charac-

teristics, obtaining quantitative data on concentration of marine organisms of different species and 

size.

LSL provides the possibility of visualization of some hydrological heterogeneties, such as, for 

instance, the layer of density change (pycnocline), internal waves and etc. 

“Lidarogramma”

By “lidarogramma” the data from laser location visualized to graphs on which presented are geo-

graphical positions of the beginning and end of this or that area of survey, sounding depth and in-

tensity scale of signals in conditional units is understood. Presently, “lidarogramma” allows the 

depth of different objects including fish schools, plankton, dense concentrations of jellyfish occur-

rence in surface sea layers and pycnocline to be estimated. The “lidarogramma” gives the opportu-

nity to determine linear dimensions of the mentioned objects vertically and horizontally, and later, 

after relevant calibrations, their density also. The main stages of algorithm to create lidarogram are 

described in (Kukhorenko, 1986). Nowadays, lidarograms are plotted both for normal and cross-

polarized channel. In the last case more contrast visualization of image is provided that allows us to 

split found objects into single and LSL. 

Signals reflected (echos) from fish schools – SRFS 

This paper considers SRFS from feeding mackerel, where the greatest experience and knowledge 

on recording and identification have been acquired. Usually, two kinds of schools – small and 

large – are singled out for this pelagic fish species. The small ones are the concentrations, which 

are 0–60 m across, the large ones are more than 60 m across. Feeding mackerel concentrating to 

small aggregations is very typical for this fish group behaviour (Zabavnikov et al., 1994). 

Laser aerial sounding is executed with the frequency of 7 Hz that corresponds to the distance of 

about 15 m between subsequent pulses, on horizontal, along the flight track. Due to this, after the 

analysis of mackerel school “lidarogrammas” taking the light scattering in water into account, it 

was determined that powerful single signals with a typical big amplitude in normal channel (more 

than 25 units) may be considered as signals of mackerel small school. 

Despite the fact mentioned, research on mackerel school recording and identification should be 

proceeded and, in the first place, in checked conditions, both in joint experiments and calibrations 

with vessels and in cages. 

RESEARCH AREA 

As it has been mentioned, considered LIDAR aerial surveys were carried out during the complex 

aerial surveys for feeding mackerel in the Norwegian Sea, during July each year usually. Figure 3 
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shows traditional research area. The main tacks of survey tracks were plotted along the latitudes, 

i.e. across maximal variability of the main oceanographic parameters. For this, the distance be-

tween them amounted to not more than 45 miles in the large-scale aerial surveys, and less than 

30 miles, in the local parts and mesoscale ground in the aerial surveys reducing down to 10 miles in 

some cases, when a significant number of mackerel schools is found in the local part and also a 

high variability of hydrographic parameters is observed. 

RESULTS AND DISCUSSION 

Stable LIDAR signals from plankton under the surface were observed, practically, over the whole 

area of the aerial surveys. The example of such echo is given in Fig. 4. Post-processing integration 

and software processing of initial data allowed the light scattering layer (LSL) of higher density to 

be visualized that is shown in Fig. 5 and interpreted as plankton. When analyzing the figure it is 

shown that this layer is depicted as a stretched part with the length of about 1.7 km, the depth of 

which location varies (the upper boundary – 10–12 m and the lower one – 15–18 m) that is, in the 

first place, conditioned by hydrodynamic effects under the surface. 

The echo from mackerel surface school is somewhat different than that one visually demon-

strated in Fig. 6. The dark blue line shows the level of received echo in normal and the white one – 

in cross channels. Here it is clearly seen that echo from mackerel school has additional contrasts on 

both channels, i.e. using two polarizations permits mackerel concentrations to be singled out more 

correctly.

Figure 7 shows the example of “lidarogramma” for mackerel school with the following parame-

ters: the vertical size – 5–7 m, the horizontal one, along the flight track of aircraft-laboratory – 

100 m. Mentioned geometrical parameters additionally corroborate that the registered object may 

be more probably related to the surface school of mackerel.

Figure 3. Area of complex aerial surveys.
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Figure 4. Typical echo-signal from plankton. 

Figure 5. “Lidarogramma” of light scattering layer (LSL). 

It should be noticed that the majority of mackerel schools registered when LIDAR aerial sound-

ing was verified during visual observations. In future, after the relevant experimental and calibra-

tion works, within the framework of which collecting necessary, statistically reliable, data is 

planned, there will be the transition to the estimation of density and biomass of single school with 

the purpose of the following calculations using instrumental estimation of the Norwegian Sea feed-

ing mackerel biomass. 
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Figure 6. Typical PAL-1M single signal from mackerel school. 

Figure 7. “Lidarogramma” of mackerel school. 

The distribution of LIDAR signals in the area of complex aerial surveys for feeding mackerel 

identified as fish schools is presented in Fig. 8. For this, it should be noticed that they had different 

intensity that indicated on different density of those concentrations. The distribution of mackerel 

RFSS shows a good food supply in the Norwegian Sea area, in common, and in the open part of the 

Norwegian Sea, in particular. However, food organisms, due to the hydrodynamical conditions in 

summer 2005 (for example), did not form steady dense local concentrations in the Norwegian Sea 

V. Zabavnikov and S. Egorov / Pinro airborne research on Mackerel distribution in the Norwegian sea 583



area, but were regularly distributed in the wide area. For this, a great number of echoes with small 

intensity indicate on small dimensions of mackerel schools. 

In addition, mackerel school distribution observed visually and that one identified by the data of 

laser sounding were compared that is presented in general in Fig. 9. For this, it was found that in 

the separate areas the position of schools coincided or they were located close by each other that 

supplemented and corroborated registration of object surveyed. But, there are some areas, where 

the schools were only identified using LIDAR or they were detected during visual observations.

This situation is caused by the impossibility to register the schools of mackerel by LIDAR in the 

most upper surface layers, at the depth of not more than 5 m, which is distinctly recorded by ob-

server. Besides, the sounding laser beam goes along the tack of aerial survey route, while the ob-

servers register schools not only under the aircraft, but at the distance from board, in the field of 

vision equal to the flight altitude. At the same time, observers cannot accurately detect and identify 

mackerel schools in the layer deeper than 6–8 m that is successfully done by LIDAR. 

In the period of carrying out considered aerial survey complex for feeding mackerel (as example 

2005), in the course of visual observations, 84 schools were recorded, of which about 40% were 

surface, and when conducting LIDAR aerial sounding, based on the analysis and interpretation 

described above, detected were 119 schools, i.e. the total number of detected and recordered con-

centrations of mackerel amounted to 203. Thus, a wide use of the described above approach, which 

was only partly used in 2005, will allow us to estimate more objectively and correctly distribution 

and biomass of feeding mackerel, that is planned to do in future. 

CONCLUSION

The results from carried out aerial surveys for feeding mackerel show the prospects and efficiency 

of using LIDAR aerial sounding of sea surface layer when studying distribution and, in prospect, 

estimation of feeding biomass mackerel in the Norwegian Sea. 

Figure 8. Distribution of SRFS (as example in 2005).
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Figure 9. Distribution of visually detected schools of mackerel and RFSS. 

In the nearest future it is necessary to carry out a series of experimental works and investiga-

tions as using the scheme “airborne laboratrory – vessel”, as mounting LIDAR aboard research 

vessel, as well as in checked conditions at one of the experimental bases of PINRO. As for the two 

first mentioned, the first steps in that direction in implementing of which good and promising re-

sults have been obtained, as well as further prospects and main directions of experimental research 

and works have been determined were made in previous years.

So, for instance, when carrying out LIDAR surveys, during the technical cruise by RV 

“Smolensk”, it was revealed that to mount and use laser sounding complex aboard the vessel it 

should be updated, since the principal scheme and “ideology” of sounding, climatic and exploita-

tion conditions, as well as many others changed. 

For this, it should be taken into consideration that the principal scheme and “ideology” of 

acoustic and LIDAR surveys are quite alike and due to this fact it is highly reasonable and useful to 

consider the long-term experience of using acoustic methods in surveys for fish biomass estimation 

also including joint acoustic-LIDAR works both applying the scheme “airborne laboratory-vessel”, 

and synchronously, aboard the same vessel.
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Using of Airborne LIDAR for research carrying out in the interest 

of fisheries oceanography information providing 
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ABSTRACT: At present requirements on truth and accuracy initial data in the interests of fisheries 

oceanography information providing is increased. Also it is very important to get complex data 

from great sea area for short time. One way of that, in the first for above second part is using of 

airborne remote sensing data from different type remote sensing equipments, and next is using new 

type equipments. Therefore during last several years PINRO uses for fisheries oceanography in-

formation providing new remote sensing methods, which is base on using of LIDAR systems. 

Name of it’s come from English words abbreviation – LIght Detection And Ranging. 

Ocean air remote sensing LIDAR methods are based on analyze of intensity, spectral, polariza-

tion, angular and temporal characteristics of reflected LIDAR echo-signal, which appears to sound 

of water subsurface layers by short strong laser impulse. 

The same LIDAR was designed and manufactured by “MULTITEKH” company from St.- Pe-

tersburg in 2001. It was named polarization aviation LIDAR (PAL-1). Later it was modernized to 

PAL-1M/ This LIDAR system is installed and operate onboard of research aircraft Antonov-26 

(An-26) named “Arktika”. PAL-1M is operated by PINRO specialist. PAL-1M has not analogues 

in the Russia in modern stage for carrying out of air research in the interests of fisheries oceanog-

raphy.

During this time PAL-1M was highly successfully, reliably, effectively and qualitatively used in 

remote sensing detection of upper sea water layers (penetration depth is dependent on sea transpar-

ency), including oceanographic parameters (transparency, picnocline depth, subsurface plankton 

concentration), detection of fish aggregations, and first mackerel, determination of vertical profiles 

and optical characteristics for difference water type (masses). 

INTRODUCTION – WHAT IS LIDAR MEHTOD FOR FISHERIES OCEANOGRAPHY 

USING?

One of optic electromagnetic radiation range peculiarities is capacity to extend at the water envi-

ronment and air (laser location), that allow to LIDAR to carry out of water sounding through line 

between air and water, penetrating at the sea closely surface layer. Depth of laser impulse is de-

pendent on water transparency. Besides, if laser sounding impulse has linear polarization and has 

two receiving and recording channels, which are intended for recording of two echo-signal compo-

nents with reciprocally orthogonal polarization has possibility to make identification of displayed 

object in echo-signal analyze.

Therefore laser location (LIDAR) method is based on analyze of intensity, spectral, polariza-

tion, angular and temporal characteristics of reflected echo-signal appears to sound of water subsur-

face layers by short strong laser impulse.
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This circumstance showed that laser location data based on the analysis of sea water optical 

characteristics allows to determine its transparency, the depth of optical heterogeneities (OH) in the 

subsurface layers of the sea identifying as picnocline, plankton and pelagic fish schools (mackerel, 

in the first) as well as the location of oceanographic fronts and difference water masses edge.

Above tasks have been realized as was indicated earlier for PAL-1M with success and effec-

tiveness.

PAL-1M BRIEF TECHNICAL DESCRIPTION 

PAL-1M was installed and has been exploited onboard the two engine aircraft “Arktika” (see 

Figs 1–3). LIDAR transmitting and receiving unit is placed in the photo-camera hatch closed by 

flat illuminator made of optical glass. LIDAR optical unit was set at the angle of 17
o

.

Solid-state pulse laser on YAP:Nd was used as source of sounding radiation. Two echo-signal 

components (orthogonal/cross polarization and normal/co-polarization) are recorded by two identi-

cal photo-detectors in the inlet of the optical systems of which the analyzers on the basis of Polar-

oid film are set. PAL-1M main technical specifications are following: 

− wave length – 532 nm; 

− pulse duration – 12.5 ns; 

− pulse energy – 120 MJ; 

− pulse frequency – 140 Hz; 

− patch diameter on sea surface – approx. 1 m; 

− diameter of optical receiver – 10 cm; 

− polarization vector – normal and cross. 

There’s also fluorescent channel set in the system of cross-polarization receiving (in the cross-

channel), where scattered light passing through interference filter with 685 nm wave length gets 

photomultiplier tube (PMT), that allowed to get information about initial biological productivities 

(chlorophyll “a” of phytoplankton) concentration on sea surface.

Figure 1. Aircraft-laboratory “Arktika” appearance.

V. Zabavnikov and S. Egorov / Using of airborne LIDAR for research carrying out588



Figure 2. PAL-1M onboard of “Arktika”. 

Figure 3. Optical LIDAR unit in photo-camera hatch. 

PAL-1M USING DURING FISHERIES OCEANOGRAPHY COMPLEX AIR SURVEYS 

CARRYING OUT AND SOME LIDAR DATA 

Laser location with PAL-1M using is one element of complex fisheries and oceanographic air-

borne research in the first for feeding mackerel in the Norwegian Sea. At present the maximum of 

PAL-1M signal penetration in the Norwegian Sea is 45 meters and it is dependent on sea water 

transparency.

During airborne complex research usually carry out LIDAR sounding, Microwave and Infrared 

Radiometry (MWR, IR), including Infrared scanning, digital photo- and video surveys, synthetic 

aperture radar (SAR) sounding. Also onboard of “Arktika” installed satellite navigation system – 

GPS and onboard computer system (OCS). The aircraft is equipped with four blisters that allow 

observers to register fish schools, plankton strips, hydrodynamics effects and phenomena on sea 

surface, including carrying out observation on marine mammals and sea birds.

LIDAR sounding is the best effective and reliable from 150–200 m altitude of aircraft 

flight with the average speed about 85 m/s and the sea wave no more than 4 (height < 1.5 m). Each 

V. Zabavnikov and S. Egorov / Using of airborne LIDAR for research carrying out 589



Figure 4. PAL-1M transparency typical single signal. 

PAL-1 pulse relates to the sounding point determined using GPS in the space and time. The com-

ments of observers, sea surface temperature (SST), MWR data, PMT voltage, laser power and some 

others are also recorded in LIDAR file.

PAL-1M information is processed in two stages: 

− onboard of “Arktika”, in the real time, with the using special LIDAR onboard mathematic 

calculations and software; 

− so-called post-processing data calculation after the each flight, when more detailed analysis is 

made and air remote sensing data are interpreted, as well as new algorithms and software are 

evaluated.

After LIDAR (PAL-1M) using in the complex air surveys we get following information as map-

ping in GIS presentation: 

− data about positions of area with high level of subsurface plankton concentration. 

− transparency spatial distribution; 

− values of chlorophyll “a” fluorescence on sea surface; 

− data about picnocline depth; 

Also usually after several flights calculate so-named “Lidarogramma” with purpose of pelagic 

fish schools, in the first mackerel, identification. “Lidarogramma” is the same as acoustic echo-

grammas.

In Figs 4–10 are presented characterized (conformably) examples of transparency single signal 

(so named clear signal, without OH) and transparency spatial distribution in the Norwegian Sea; 

plankton typical single signal and plankton “Lidarogramma”; mackerel typical single signal and 

mackerel school “Lidarogramma”; fluorescence chlorophyll “a” spatial distribution in the Norwe-

gian Sea.

V. Zabavnikov and S. Egorov / Using of airborne LIDAR for research carrying out590



Figure 5. Example of transparency spatial distribution in the Norwegian Sea. 

Figure 6. PAL-1M plankton typical single signal. 
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Figure 7. Example of plankton in the subsurface layers “Lidarogramma”. 

Figure 8. PAL-1M mackerel school typical single signal. 

Figure 9. Example of mackerel school in the subsurface layers “Lidarogramma”. 
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Figure 10. Example of fluorescence chlorophyll “a” spatial distribution in the Norwegian Sea. 

CONCLUSIONS

PAL-1M using in complex airborne fisheries oceanography research carry out showed good results, 

quality and effective in the several cases higher than during vessels surveys in the first for feeding 

mackerel in the Norwegian Sea. Nevertheless in the future time is need to carry out series experi-

mental works and research with using the scheme “aircraft – vessel” and special investigations in 

the checked conditions at one of the PINRO experimental bases.
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ABSTRACT: In this analysis, a series of images from the ESA imaging spectrometer CHRIS on 
the technology demonstration satellite PROBA, taken in a row over Cairo on 17th February 2007 
and 24th March 2008 at each five different viewing zenith and azimuth angles are analyzed to 
find the BRF (bidirectional reflection function) which is typical for urban areas in a developing 
Arab country. The results are only valid for these sun-sensor constellations, since only two 
scenes were analyzed. CHRIS/PROBA features 18 bands in the shortwave range. All bands were 
first destriped and then corrected for atmospheric influences using the radiative transfer model 
MODTRAN. Furthermore the images were geo-referenced using manually set pass points. The 
accuracy of the geolocation varies across the image. Generally pixels match well; however, in 
some areas there is a shift of one or two pixels. There is a clear dependency in the reflectances 
on the viewing geometry of the sensor. The regression coefficients r2 from the regression 
between the reflectance and the viewing geometry are high for all bands in all urban areas. No 
distinct difference was found for high or medium dense housing. 

1. INTRODUCTION

Urban surfaces differ from natural environments not only in their surface materials, but also in 
their diverse geometric forms, presented by blocks, houses, streets and open spaces. Measuring the 
reflected radiance of an urban area from space, the values of the resulting pixels are probably a 
mixture between variously illuminated surfaces and possible shading. Additionally, the albedo of 
roofs is mostly different from the albedo of walls. A side looking sensor is therefore measuring a 
different surface property than a nadir-viewing sensor. Considering pixel sizes in the mesoscale – 
like for example LANDSAT or ASTER data - these effects combine to an angular dependent 
reflection, referred to as ‘bidirectional reflection distribution function‘ (BRDF). This function is not 
constant, but changes according to the sun zenith and azimuth angle. The BRDF effect was 
addressed for natural surfaces by many authors: Nicodemus (1970) described the bidirectional 
reflectance of diffusely scattering, homogenous surfaces. As the BRDF cannot be measured 
directly in practice (Schiefer et al. 2006), the bidirectional reflectance factor (BRF) is measured 
over finite solid angles. 

Urban areas consist of a variety of materials and structures and don’t fulfil the criterion to be 
homogeneous. A direct measurement of the urban BRF is only possible in the microscale and was 
done for selected surface materials by Meister et al. (1996, 1998). Schiefer et al. (2006) deducted 
BRF functions for four pure urban classes from 4 m resolution HyMap images of Berlin. They 
stress the difficulties with mixed pixels in the classification and their interference in the correction 
of the brightness gradient. On the macroscale it is assumed that for an urban class with similar 
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characteristics in type of construction and vegetation ratio a large-scale BRF might converge. 
Meister et al. (1999) analyzed this topic using up scaled airborne data over the city of Nuremberg, 
Germany and deducted BRDFs for the city of Nuremberg. 

In this study the total reflectance and the large-scale BRF effect of Cairo shall be examined to 
determine the influence of the sensor’s view-angle and –direction and the illumination geometry to 
the urban reflectance. 

2. STUDY AREA

The study area is located in Cairo, Egypt. Cairo is a strongly growing megacity, facing manifold 
problems like traffic congestion and air pollution (Robaa 2000). Housing in Cairo can be roughly 
divided into three classes. Firstly there are the very high density housing areas, where the spaces 
between the houses often just allow pedestrian walking. The houses are often of bad quality. 
Further there are other quarters which are built more spacious and belong to the richer parts of the 
population. Finally, there are huge areas of newly built houses in the outer quarters of Cairo, where 
the percentage of buildings in construction is high. In this study, only the first two classes will be 
considered.

3. DATA

For this study, two scenes from the CHRIS (Compact High Resolution Imaging Spectrometer) 
instrument were used. CHRIS is a hyperspectral instrument on the technology demonstration 
satellite PROBA from ESA. Its objective is the collection of BRDF (Bidirectional Reflectance 
Distribution Function) data. PROBA was launched on 22nd October 2001 from Sriharikota Island, 
India. It flies on an altitude between 570 and 670 km in a sun synchronous orbit. Its inclination is 
97.9°. In Mode 1 (land) CHRIS features 18 bands between 400 and 1050 nm with a spatial 
resolution of 17 m at perigee. The swath width at nadir is 13 km. Main characteristic of the CHRIS 
data sets are the multi-angular acquisitions. The five targeted viewing angles are -55°, -36°, 0°, 
+36° and +55° (Cutter & Johns 2003, Guanter et al. 2005). Figure 1 shows the actual acquisition 
geometry of the two used scenes of 17th February 2007 and 24th March 2008 as extracted from the 
header information of the scenes. 

Figure 1 Actual acquisition geometry of the CHRIS/PROBA scenes. 
Left: February 17, 2007. Right: March 24, 2008  
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All data were provided from the European Space Agency. Unfortunately CHRIS data are 
affected by horizontal and vertical striping due to errors in the alignment of the sensors in the 
construction of the instrument and thermal fluctuations during the orbit (Garcia & Moreno 2004). 
ESA provides a software tool for the correction of these effects (HDFclean V2). However, a faint 
vertical stripping remains after the usage of the tool in most of the nadir-looking bands. 

4. METHODS
a. ATMOSPHERIC CORRECTION

Before analyzing the images, two correction steps were performed. Firstly, an atmospheric 
correction was performed on all bands using the radiative transfer model MODTRAN (MODerate 
resolution atmospheric TRANsmission (Berk et al. 1999)). As it is very difficult to obtain an exact 
estimation of the input atmosphere, the correction procedure was coupled with a statistical 
approach. Firstly, the path radiance and the transmissivity were estimated using radiosonde data 
from Helwan, which is south of Cairo, and the standard urban aerosol option as input atmosphere. 
The output was then convolved for each band width. The obtained path radiance and transmissivity 
were used to calculate the radiance at surface (LBOA) according to formula 1 (Liang 2000). 

            (1) 

LTOA =  At-sensor radiance [Wm-2sr-1 m-1]
LP =  Path radiance [Wm-2sr-1 m-1]
LBOA =  Bottom of the atmosphere radiance [Wm-2sr-1 m-1]
 =  Average atmospheric transmissivity 
 =  Band width 

The path radiance is almost linear dependent on the reflectance of the Earth surface; therefore a 
reflectance-dependent path radiance was used for the correction of the image. This term was 
estimated from a linear relation obtained from two MODTRAN runs with the albedo being 0.1 and 
0.3. This linear relation was then applied to a slightly modified top-of-the-atmosphere reflectance. 

Subsequently, the surface reflectance was calculated from the radiance at surface and the global 
irradiance, which was also convolved for each band, using formula 2 (Wang et al. 2000). 

            (2) 

 =  Reflectance 
LG=  Global irradiance [Wm-2sr-1 m-1]

Adjacency effects were corrected iteratively using formula 3 and 4 (Del Frate 2007): 

(3)

            (4) 
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This procedure resulted in slightly too low reflectances. Therefore, the first guess of aerosol 
optical depth was itineratively reduced until only a small number of negative pixels were detected 
in the image. Figure 2 shows the spectral lines of 3 arbitrary chosen pixels of the scene of 17th

February 2007 together with spectral lines from the ASTER JPL spectral library of similar land use 
(http://speclib.jpl.nasa.gov). The lines show a good agreement, considering, that only “similar” 
materials are compared. However, band 17 shows an overcorrection which might be due to 
radiometric calibration problems (Guanter et al. 2005). The scene of 24th March 2008 shows an 
analogue agreement, with exception of the vegetation curve that reaches only 30-40% reflectance 
in the near infrared. This lower reflection might be due to a different crop or a different growth 
phase of the crop. 

Figure 2 Spectral curves of three example pixels of the CHRIS scene of 17th February 2007 (nadir 
viewing) 

b. GEOREFERENCING

After the atmospheric correction, the images were georeferenced to the nadir viewing image 
with polynomial equations using ground control points. Table 1 shows the RMS (Root Mean 
Square) and the grade of the polynomials used. RMS is the distance of the georeferenced control 
point from the specified coordinate. While these RMS values correspond to the whole scene, only a 
subset of the scenes was used for the analysis. The agreement in the sub scene was even better. 

Table 1 RMS values and grade of the polynomials used for the georeferencing 

 February 17, 2007 March 24, 2008
Observation RMS  Grade RMS Grade 

Obs 1 - 1 0.42 1 
Obs 2 0.755 1 0.584 2 
Obs 3 0.597 1 0.639 1 
Obs 4 1.226 2 1.077 2 
Obs 5 0.861 2 0.933 2 
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c. DEFINITION OF LAND USE CLASSES

The analysis was done separately for five different land use classes: ‘high density housing’, 
‘low density housing’, ‘agricultural fields’, ‘Nile water’ and ‘desert’. The classification was done 
manual, including only ‘known‘ areas.  

Even though the georeferencing showed a good agreement, it was not possible to do a pixel-to-
pixel comparison. Therefore, the analysis was done using a running average of each pixel. The 
running average was calculated with a kernel of 9x9 pixels, whereas only pixels with a surrounding 
of at least 65 valid pixels were considered. For the class ‘low density housing’, this resulted in 
126/126 valid values for both scenes. For the class ‘high density housing’ the numbers were 
137/80. The class ‘agricultural fields’ showed only 9/9 values, the class ‘Nile water’ 20/8 values 
and the class ‘desert’ 14/4 values. The main purpose of this study was laid on the urban classes, the 
others were included only for comparison. 

5. RESULTS

A clear dependence of the reflectance on the viewing geometry of the sensor was found. Figure 3 
shows the mean reflectances of three cuts from the classes ‘high density housing’ and ‘medium 
density housing’ of all bands for the different viewing geometries. Observations 3 and 5 have the 
highest values, which can be explained by their close angular position towards the sun (”hot spot” 
effect). Lowest values are found for observation 2 and 4, being opposite to the sun. This finding is 
consistent with Begiebing & Bach (2004). The nadir viewing observation (obs 1) shows similar 
values like observation 2 and 4.  

      

Figure 3 Angular reflectances of the scene of February 17, 2007 

The class ‘Nile water’ only shows a slight angular dependence in the first few bands; afterwards 
the reflectances conform to each other. Furthermore the water spectra are almost flat. This is in 
agreement with Gatebeck et al. (2005), who analyzed sea water BRDF and found only weak BRDF 
effects. In case of the agricultural class, the observations almost merge in the red bands. This is the 
region where the chlorophyll has its absorption maximum. Begiebing & Bach (2004) found a 
similar behaviour for maize. Figure 4 shows band 3 (531.2 nm) of all land use classes for the 
different viewing angles on February 17, 2007. The yellow arrow depicts the sun zenith angle. Here 
again it becomes clear that reflectances are highest, when the sun is “in the back” of the sensor. 
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Figure 4 All land use classes for the different viewing angles on 17th February 2007 (band 3) 

The running average reflectances, as explained in the last chapter, were compared to the zenith 
and azimuth angles of each acquisition and high correlations were found for both zenith and 
azimuth angles for both urban classes. The correlation coefficients r2 range between 0.80 and 0.94 
for the zenith angle and between 0.82 and 0.90 for the azimuth angle with the class ‘high density 
housing’ having slightly higher values than the class ‘medium density housing’. The class ‘desert’ 
shows similar good correlations like the urban classes. As expected, the class ‘Nile water’ shows in 
all cases decreasing r2 values with increasing wavelength. Also the class ‘agricultural fields’ fails to 
show good correlations on 24th March 2008, especially in the red bands, where the reflectances 
almost merge. Due to this merging of values, no slope can be detected and the regression must fail. 
In case of the scene of 17th February 2008 a good correlation is found for the class ‘agricultural 
fields’ for all bands. Figure 5 shows these correlations with the zenith and azimuth angle. However, 
the results of the class ‘desert’, ‘Nile water’ and ‘Agricultural fields’ must be treated carefully, as 
the basic sets for these classes are not big enough to deduct robust statistic. Figure 5 shows the 
r2 values for the zenith and azimuth angles for both scenes. 

Figure 5 Correlation of surface reflectance with sensor zenith and sensor azimuth angle for the 
different land use classes. 
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6. DISCUSSION

In this analysis, the angular reflectances of two CHRIS Proba scenes were analyzed regarding 
their dependence on the sensor view geometry. After the necessary atmospheric correction and 
georeferencing, selected pixels of different land use classes (‘high density housing’, ‘medium 
density housing’, ‘agricultural fields’, ‘desert’ and ‘Nile water’) were compared and regressions 
with the sensor zenith and azimuth angle performed. 

For both urban classes, high correlation coefficients were found. But surprisingly the difference 
between the two classes was negligible, even though the geometry of the houses differed notably. 
The class ‘high density housing’ showed a slightly higher correlation than the class ‘medium 
density housing’. This might be due to the higher proportion of walls visible to the sensor. Walls 
are variously illuminated according to their exposition towards the sun. The desert class showed 
similar high correlation coefficients, whereas the classes ‘agricultural fields’ and ‘water’ showed 
weak correlations. 

Two limiting factors might limit partly the quality of the results. The first factor is the limited 
accuracy of the georeferencing process. Even though a running average was used, the results might 
be skewed slightly. The second factor applies only for the classes ‘agricultural fields’ and ‘Nile 
water’, where the basic set was not big enough to deduct a proper statistic. 
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ABSTRACT: This study evaluates the effectiveness of a previous developed methodolog , in
which was produced a medium scale land cover map for Portugal for 2005, when tested with up-
to-date data. If proved successful, this methodology can be used on an operational basis for the
establishment of an annual land cover mapping program at the national scale. The main point of
this work is to capitalize the investment that was made before, namely in the reutilization of the
reference samples (train and test) previously collected, for the development of up-to-date land
cover maps. To carry out our study we have produced a land cover map for 2006 using the same
methods, nomenclature, reference and auxiliary datasets, and others, that were exploited and es-
tablished with success before. For map classification we used a supervised Linear Discriminant
Classifier (LDC) combined with a vegetation index differentiating technique. Prior to the classi-
fication, we submitted the 2005 training database to an outliers detection procedure in order to
remove and replace those sample observations that registered class changes from 2005 to 2006.
The 2006 map was then rigorously validated and compared with 2005 map. Overall accuracy of
the final map was of 70%, showing to be smaller than the one obtained for 2005 map, yet being
considerably high. Comparison results demonstrated high agreement between 2006 and 2005
maps. General conclusions suggest that the developed procedure is effective and therefore can be
use on an operational basis.

1 INTRODUCTION

The Remote Sensing Unit (RSU) of the Portuguese Geographic Institute (IGP) has recently investi-
gated and developed with success a methodological approach for medium scale land cover map-
ping in mainland Portugal. This method, which is based on the exploitation of the enhanced spec-
tral  and  temporal  characteristics  of  the  ENVISAT-MERIS  sensor,  through  the  use  of  automatic
procedures, has conduced to the development of a 16 class land cover map for Portugal, for the
year 2005, with an estimated overall accuracy of 80% with an absolute precision of 2% at the 95%
confidence level (Carrão et al. 2008). Considering that IGP is the national reference centre for car-
tography, it is of all interest to capitalize the investment and effort that was made by the RSU-IGP
in the development of the proposed methodology, and proceed with its improvement aiming for the
establishment of an operational procedure for the annual production of medium scale land cover
maps in Portugal. The development of such procedure is of greatest importance, principally if con-
sidering that the existent operational land cover programs at national scales (e.g. CORINE Land
Cover) cannot assure the updated production of land cover knowledge that is required nowadays
within many applications. This is because these programs still resort to visual interpretation and
manual classification of high spatial resolution data and therefore are time consuming and econom-
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ically expensive. Moreover, the existent global land cover maps, such as MOD12Q1 or the
GLC2000 are also insufficient to meet national user needs in land cover information because, al-
though these are regularly updated, their land cover nomenclatures are not adapted to the landscape
characteristics of particular regions. As consequence, global maps overall and per-class accuracies
present values below acceptable for their effective appliance at national scales. Supporting these
assertions, the work of Cerdeira et al. (2006) demonstrated that the GLC2000 and MOD12Q1
present for Portugal overall accuracies of 61% and 57%, respectively. Also, the research of Caeta-
no & Araújo (2006), where was performed a comparison of MOD12Q1 with CORINE Land Cover
map for 2000 within the Portuguese region, showed an agreement of only 50% between the two
products.

In order to set up the desired operational annual land cover mapping program, we need to eva-
luate the effectiveness of the referred previously developed methodology (Carrão et al. 2008),
when applied to up-to-date data. If proved successful, this methodology can be used on an opera-
tional basis for annual land cover mapping at the national scale. For this purpose, we propose to
take advantage of the methods, procedures and satellite and ancillary data that have already been
exploited and previously established with success, for the development of a MERIS based 16 class
land cover map for mainland Portugal for 2006. Furthermore, we aim at taking advantage from the
existing exhaustive reference sample databases (train and test) that were collected in the framework
of the previous experimental land cover classification study, because the collection of such data is
highly expensive and time consuming. Automatic production of annual land cover maps, on an op-
erational basis, can only reimburse the economic investment made in the development of methodo-
logical classification approaches and outcomes, if these can effectively be used in forthcoming ap-
plications. The methodology for map classification consists of two phases: 1) intra-annual
stationary classes (e.g. artificial areas) characterization resorts to a supervised Linear Discriminant
Classifier (LDC); 2) intra-annual dynamic classes (e.g. burnt areas and clear-cuts) are identified by
a vegetation index differentiating technique. Prior to the classification, we submitted the 2005
training database to an outliers detection procedure in order to remove and replace those sample
observations that registered class changes from 2005 to 2006.

In the end, 2006 map developed in this study is compared with 2005 map developed in (Carrão
et al. 2008) and results are analyzed for similarities in terms of agreement and overall accuracy in
order to conclude that the methodology is effective and therefore can be used in the operational
production of annual land cover maps for mainland Portugal, giving a step forward in responding to
the national user needs.

2 LAND COVER NOMENCLATURE

The used land cover nomenclature encompasses 16 comprehensive land cover classes (Table 1).

Table 1. Land cover class nomenclature (simplified version of the LANDEO nomenclature).

Label Land cover class Label Land cover class
5 Wetlands 242 Vineyards
6 Bare to sparsely vegetated areas 34 Shrubland
7 Water 35 Grassland
11 Continuous artificial areas 38 Burnt areas and clear-cuts
12 Discontinuous artificial areas 311 Broadleaved forest
21 Non-irrigated herbaceous crops 312 Agro-forestry areas
22 Irrigated herbaceous crops 321 Needleleaf forest
23 Rice crops 331 Mixed forest

This nomenclature is a simplified version of a hierarchical 33 class exhaustive nomenclature,
entitled LANDEO, developed by the RSU of IGP (Araújo & Caetano 2006). LANDEO nomencla-
ture was develop through the Land Cover Classification System (LCCS) from Food and Agricul-
ture Organization (FAO) (Di Gregorio & Jansen 2000) according to a three-fold rational: (1) a no-
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menclature that is adapted to the characteristics of landscapes existent is Portugal mainland, (2) a
nomenclature that is compatible with established ones (e.g. CORINE Land Cover, Global Land
Cover, and the International Geosphere-Biosphere Programme) in order to turn possible the com-
parison between our maps and others using different nomenclatures, and (3) a nomenclature that
can be derived from satellite images with different spatial resolutions.

3 DATASET

The data used to perform this study includes: 1) MERIS L1b satellite images for the year 2006; 2)
orthorectified aerial images acquired during the years of 2004, 2005 and 2006, and covering the
whole Portuguese territory – these images have the following characteristics: four spectral bands in
the blue, green, red and infrared wavelengths, and 50 cm spatial resolution; 3) two reference sam-
ples characterizing the reflectance of each land cover class within spectral wavelengths measured
by MERIS sensor, which will be used independently for training and testing our classification me-
thodology (reference sample is a set of geographic locations representing the true cover type at
Earth’s surface in those areas); and 4) other geographical ancillary information.

3.1 Imagery data
In this study we exploited 19 Level 1b Full Resolution MERIS images for the year of 2006. These
images measure the solar radiation reflected by the Earth at a ground spatial resolution of 300m in
the range of the visible to the near infrared wavelengths (390nm to 1040nm), and consists of ra-
diance measures in 15 groups of wavelengths (for classification purposes, original bands 11 and 15
were removed since they address O2 content and water vapor, respectively). These images contain
additional quality flags provided on a pixel by pixel basis, which address the quality and the validi-
ty of the product. Regarding the pre-processing of the imagery data, we used BEAM-VISAT 4.1
software to perform the atmospheric corrections (Rayleigh scattering, ozone, water vapor absorp-
tion and aerosol content) and radiance to surface-reflectance conversion. It is important to refer that
due to software limitations, the aerosol content was considered as constant and equal for all images.
Images were also geo-referenced and co-registered using the same software. For the classification
of intra-annual static classes we used 12 images, discarding the other 7 on the basis of presenting
significant cloud cover. On the subject of dynamic classes’ identification, we resorted to two ME-
RIS L1b FR images from September 2005 and 2006.

3.2 Reference samples
In this study we used existent reference sample datasets (train and test), developed in previous stu-
dies (Carrão et al. 2008). These reference samples were collected based on 2004, 2005 and 2006
orthorectified aerial images with the support of several auxiliary datasets (e.g. CORINE Land Cov-
er 2000). Training sample observations were selected for each land cover class (except for the dy-
namic classes). To guarantee land cover homogeneity within training observations, they were se-
lected and identified for geographical spots that corresponded to the centre pixel of 3x3 MERIS
pixels within homogeneous land cover. To assure that training sample observations could be used
with success for map production with MERIS images for 2006, a chi2 multivariate analysis of land
cover classes was performed (this procedure is further explained in section 4). The objective was to
perceive if any of the training observations incurred in some land cover change between 2005 and
2006. If this happened, then the observation corresponds to a class outlier and therefore was ex-
cluded and replaced while maintaining the per-class sample sizes necessary for classifier appliance.
Testing sample observations, corresponding also to a MERIS pixel area, were collected following a
stratified random sampling design, as previously proposed by Carrão et al. (2007a). The design of
the reference database used for testing and its detailed analysis are presented in Carrão et al.
(2007b). To avoid confounding classification errors with others, primary and alternate reference
land cover labels were identified and characterized for each testing sample observation. A second
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label was only attributed when image interpreter did not have absolute confidence in the first label.
This strategy served also to accommodate the two predominant cover types within a mosaic area.
The reference samples (train and test) included some observations that could not be used properly
as they were flagged “invalid” by MERIS data, i.e. pixels that were identified has containing
clouds, shadows and other inadequate features. Therefore these pixels were excluded from the da-
tasets.

4 METHODOLOGY

The methodology used to derive a land cover map for Portugal Continental from MERIS L1b FR
imagery of 2006 pursued the research of Carrão et al. (2008). This methodological approach fol-
lows three phases: 1) Firstly, we identified and removed from training data set all observations
within each land cover class that incurred in land cover change between 2005 and 2006, and as a
consequence are outlier observations; 2) then we proceeded with the classification of the 15 intra-
annual static land cover classes using the supervised Linear Discriminant Classifier (LDC); 3) in
the end we produced a map of intra-annual dynamic land cover classes and overlaid it to the intra-
annual static land cover map.

The validation of the developed map was carried through a probabilistic accuracy assessment
using the test reference database. Besides the accuracy assessment, 2006 map was also compared
with 2005 map developed in Carrão et al. (2008). If both maps are similar in terms of agreement
and overall accuracy we can conclude that the adopted methodology is effective and therefore can
be used on an operational basis for medium scale annual land cover mapping in mainland Portugal.

4.1 Detecting outliers and cleaning training data set
To detect outliers we used a chi2 multivariate analysis of land cover classes (Johnson & Wichern
1998). This outliers detection procedure compares the square distances of observations to the re-
spective land cover class gravity center with the chi2 distribution at some confidence level. If the
square distance measured for a given sample observation is greater than the chi2 for some confi-
dence level, than we can consider that the observation incurred in land cover change between 2005
and 2006. In our study, we performed this outliers detection procedure considering a level of confi-
dence of 95% using MERIS images spectral information from April, July and August of 2006
(dates that presented us the best results in uni-temporal classification). These dates were used inde-
pendently because of the following reasons: 1) to respect the condition/constrain related to the
available number of variables (p spectral bands) and number of observations per-class (n), where p
– n must be equal or greater then 25 or 30; 2) to increase the confidence in the outliers detection,
where only the sample observations found as outliers in at least two of the three analyzed dates
were considered as definite outliers, and therefore were discarded and replaced.

4.2 Intra-annual static land cover classes classification
Intra-annual static land cover classes were classified using LDC with 12 MERIS L1b images of
2006 as input features. This classifier has already proved to be successful. For example, and as al-
ready referred, in Carrão et al. (2008) the developed map registered an estimated overall accuracy
of 80%, with an absolute precision of 2% at the 95% confidence level.

4.3 Intra-annual dynamic land cover classes classification
The methodology applied to identify areas with intra-annual vegetation decreases (i.e. burnt areas
and clear-cuts) was the vegetation index differencing (Lu et al. 2004). NDVI maps were produced
separately for September of 2005 and 2006, and then the vegetation index map of the earlier date
was subtracted from the vegetation index map of the later date. The result was a new map relative
to vegetation change. In order to identify true change areas there was a need to define a difference
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threshold, since not all differences could be consequence of significative changes of vegetation. For
the threshold definition it was considered that change pixels are located at a distance higher than
1.25 standard deviations to the mean value of the image resulting from the vegetation index sub-
traction. These was suggested in Armas & Caetano (2005) for detecting changes in forest and natu-
ral vegetation areas in Portugal, using satellite images of medium spatial resolution. Considering
that the main goal at this phase was to detect decreases in forest and natural vegetation areas, due to
fires and clear-cuts, an analysis mask derived from the intra-annual static land cover classes classi-
fication representing these covers was used and changes determined only for these areas. Armas &
Caetano (2005) also stated that, for medium spatial resolution images, this methodology should be
used with a minimum mapping unit of 10 pixels in order to achieve the best compromise between
commission and omission errors. Thus, we have discarded all changes smaller than 90 ha from our
final map.

4.4 Accuracy assessment
The accuracy assessment of the developed map was made through the construction and analysis of
an error matrix. In this matter, Card (1982) points out that, for the stratified sampling case, the
overall proportion of correctly classified individuals in the map, given the reference land cover cat-
egories, should include the known areas of each map category to improve the estimation of the
proportion of correctly mapped individuals. If not, bias may be introduced by possible differential
sampling rates within map categories. Taking this into account, we decided to develop an accuracy
assessment of the produced map considering the area of each map class. For this latter purpose we
supported our accuracy assessment methodology on Cochran (1977) work, later adopted by Card
(1982). The equations used to derive the specific and overall accuracy indexes were those proposed
by Carrão et al. (2007a), derived from Cochran (1977).

4.5 Comparison between 2006 and 2005 land cover maps
The comparison between 2006 and 2005 land cover maps was made according to two different
strategies: 1) the first strategy consisted in the direct comparison of the two maps on a per-pixel ba-
sis (pixel level comparison); 2) the second strategy tried to eliminate the disagreements that could
result from: positional errors between the two maps; problems in classifying mosaic areas (pixels
located in the border of land cover classes) where both maps can be correct at the same time, each
classifying a different part of the mosaic. For this latter purpose, and as suggested in Araújo et al.
(2007), before maps comparison we extracted from each map areas that were encompassed by the
same land cover class. We called these areas as equal-neighbors regions. Then we proceeded with
the  comparison  assuring  that  positional  errors  smaller  than  one  pixel  would  not  affect  the  agree-
ment result. The class 38 (Burnt areas and clear-cuts) was removed from both comparisons because
it is an intra-annual transient class, consequently is logical and expected to be in disagreement.

5 RESULTS AND DISCUSSION

In Fig. 1 we present the land cover map produced for the Portuguese territory from MERIS L1b FR
images for the year 2006. In Table 2 we introduce the accuracy assessment results of 2006 map,
accompanied by the accuracy assessment results of 2005 map (Carrão et al. 2008) for later compar-
ison and discussion in this section. Overall accuracy of 2006 final map was estimated at 70% with
an absolute precision of 2% at the 95% confidence level. Estimated user’s accuracies were all supe-
rior to 60%, except for Bare to sparsely vegetated areas (6), Vineyards (242), Broadleaf forest
(311) and Mixed forest (331). Absolute precisions for user’s accuracies estimates were, for almost
all classes, around 20% at the 95% confidence level. Estimated producer’s accuracies were all su-
perior to 60%, except for Irrigated herbaceous crops (22), Rice crops (23), Burnt areas and clear-
cuts (38), Needleleaf forest (321) and Mixed forest (331), with absolute precisions, for the majority
of classes, around 20% at the 95% confidence level.
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Figure 1. Land cover map for Continental Portugal derived from multi-temporal MERIS images of 2006.

Table 2. Area occupied per-mapped land cover class (Map) and estimated 95% confidence intervals for: area
occupied per-reference land cover class (Ref.); user’s accuracy (UA); producer’s accuracy (PA); and overall
accuracy (OA). Results for 2005 map where extracted from Carrão et al. (2008).

When comparing these results with those registered for 2005 map, its easy to perceive that the
used methodology is effective when applied to up-to-date data. The overall accuracy value of 2006
map, although inferior than the 80% value registered for 2005 map, is considerably high. Per-class
accuracies where similar for user’s and producer’s indices, even though confidence intervals values
of 2006 map are at times lower than those of 2005 map. A major difference would exist if any of
the class confidence intervals did not intersect each other. This didn’t happen. Even the four worst
cases (Irrigated crops (22), Vineyards (242), Broadleaf forest (311) and Mixed forest (331)) pre-
sented confidence intervals that intersected each others in one of their limits. This evidences that
maps have identical classes’ accuracies. Moreover, for example looking at user’s accuracy, both
maps presented difficulties in discriminating properly the same classes (Bare to sparsely vegetated

[0.4, 0.6] [0.8, 1.0] [0.6, 1.0] 0.3 [0.4, 0.8] [0.8, 1.0] [0.3, 0.7]
12 3.6 [3.4, 4.4] [0.7, 0.9] [0.7, 0.9] 3.9 [3.2, 4.2] [0.7, 0.9] [0.7, 1.0]
21 12.2 [13.9, 16.1] [0.9, 0.9] [0.6, 0.8] 12.9 [13.6, 15.8] [0.9, 1.0] [0.5, 0.9]
22 1.0 [1.5, 2.7] [0.6, 0.8] [0.2, 0.4] 0.7 [1.8, 3.2] [0.8, 1.0] [0.1, 0.4]
23 0.3 [0.3, 0.7] [0.9, 1.0] [0.3, 0.7] 0.3 [0.6, 1.6] [0.8, 1.0] [0.1, 0.4]
34 17.3 [16.9, 19.7] [0.8, 0.8] [0.7, 0.7] 17.8 [16, 18.6] [0.8, 0.8] [0.7, 1.0]
35 17 [16.7, 19.7] [0.6, 0.8] [0.7, 0.7] 18.3 [16, 19] [0.6, 0.8] [0.5, 1.0]
38 0.7 [0.6, 1.2] [0.6, 0.8] [0.3, 0.7] 2.8 [2.2, 3.2] [0.6, 0.8] [0.5, 1.0]
242 6.1 [2.4, 3.8] [0.3, 0.5] [0.7, 0.9] 4.2 [2.5, 3.9] [0.5, 0.7] [0.5, 1.0]
311 9.3 [5.7, 7.7] [0.4, 0.6] [0.6, 0.8] 7.1 [5.7, 7.7] [0.6, 0.8] [0.5, 1.0]
312 15 [12, 14.6] [0.6, 0.8] [0.7, 0.9] 15.2 [12.2, 15] [0.6, 0.8] [0.6, 1.0]
321 3.5 [5.0, 6.6] [0.7, 0.9] [0.4, 0.6] 3.5 [4.6, 6.2] [0.8, 0.8] [0.3, 0.8]
331 6.8 [4.8, 6.6] [0.4, 0.6] [0.5, 0.7] 6.6 [4.9, 6.5] [0.6, 0.8] [0.6, 1.0]

OA = [0.68, 0.72] OA = [0.78, 0.82]

4

6 4.2 [2.7, 4.1] [0.5, 0.7] [0.6, 0.8] 5.3 [3.3, 4.7] [0.5, 0.7] [0.6, 1.0]
7 1.8 [1.7, 2.1] [1.0, 1.0] [0.8, 1.0] 0.5 [0.5, 0.7] [1.0, 1.0] [0.7, 0.9]
11 0.

5 0.7 [0.6, 0.8] [0.8, 1.0] [1, 1] 0.8 [0.5, 0.9] [0.7, 0.9] [0.6, 1.0]
Class Map (%) Ref. (%) UA PA Map (%) Ref. (%) UA PA

2005 Map2006 Map
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areas (6), Vineyards (242), Mixed forests (331)), as demonstrated by the fact that these presented
worst accuracies in both maps, while also discriminated with superior accuracy the same classes
(Water (7), Continuous artificial areas (11), Non-irrigated crops (21), Rice crops (23)) as demon-
strated by the fact that these presented better accuracies in both maps. The same behavior is ob-
servable for producer’s accuracy as demonstrated in classes 22 and 23 and in classes 5, 7, 12, 242
and 312, respectively. Mapped class areas for 2006 and 2005, and estimated confidence intervals
for area occupied per-reference land cover class, are similar with exception for Water (7) and Burnt
areas and clear-cuts (38) classes. Although these classes attained good accuracy results for both
maps, they presented for these cases significantly different results. The explanation for this appar-
ent strange result is simple. Class 38 is an intra-annual dynamic class, therefore the area occupied
by it varies as a result of the size and number of fires and forest cuts of the year. Class 7 was condi-
tioned by the use of an updated boundary when masking the area of analysis in 2006 map. This
boundary included more water areas (ocean and estuaries) then the one used for 2005 map. Look-
ing at the differences in both maps, we believe that these are mainly due to the fact that the MERIS
L1b images present geometric problems, as confirmed by several authors (e.g. Clevers et al. 2004).
This fact creates strong difficulties in the correct co-registration of the imagery and consequently
has implications in the multi-temporal classification performance for map generation. Moreover,
we  have  used  a  less  sophisticated  process  to  perform  the  atmospheric  corrections,  in  which  the
aerosol content was considered as constant and equal for all images, and it may have contributed to
the lower accuracies obtained for 2006 map. On the other hand, 2005 map was derived from ME-
RIS Ionia images. These images where submitted to enhanced procedures in order to be positional-
ly and atmospherically corrected,  as  they are the base images for  the development  of  the GLOB-
COVER product for 2005. Therefore, the classification results of 2005 map were not conditioned
or diminished by any image constraints, justifying the achieved better results.

Besides evaluating and comparing individual maps accuracy assessments, we also compared the
two maps using two different map comparison strategies (pixel level comparison and equal-
neighbors regions comparison) (see chapter 4.5) (Fig. 2).

Figure 2. Map areas analyzed for each of the comparison strategies: a) pixel level comparison (2006 map on
the left and 2005 map on the right); b) equal-neighbors regions comparison (2006 map to the left and 2005
map to the right).

Visually the maps are much alike. The determined agreement between both maps was of 65% using
the pixel level comparison and 99% using the equal-neighbors regions comparison. These results
were determined based on the permitted intersections (class direct correspondence – diagonal cells
of the comparison matrix) between the two products, as a percentage of the total study area. Results
confirm visual similarities between 2006 and 2005 maps, especially if considering the equal-
neighbors regions comparison. The difference attained with the two comparisons is related to the
fact that equal-neighbors regions have a minimum area of 3x3 MERIS pixels, i.e. 90 hectares.
Areas as big as these are unlikely to change their land cover during one year period, with exception
for the intra-annual dynamic classes that were not considered in both comparisons. To test this
theory, we compared both maps considering not only the direct correspondence of classes, but also
the correspondences between those classes that may have change from 2005 to 2006. This strategy

a b
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increased maps agreement from 65% to 71% at pixel level. After this, we performed another com-
parison where we added to the previous permitted correspondences, those between classes that are
spectrally and visually similar, and because of that could be classified differently in both maps.
These situations would be in disagreement but both maps could be correctly classified, because ref-
erence  data  used  for  accuracy  assessment  is  uncertain  for  these  pixels.  With  this  approach,  the
agreement result increased from 71% to 79%. Analyzing these results and having in mind that at
pixel level comparison some unsolved disagreements can be due to positional errors or due to the
fact that mosaic pixels (pixels located in the border of land cover classes) are classified differently
in both maps, we can say that maps are very similar.

6 CONCLUSION

Considering the accuracy assessment results for 2006 map and their comparison with the accuracy
assessment results of 2005 map, and considering the agreement obtained between 2006 and 2005
maps, we can conclude that the used methodology is effective for medium land cover maps produc-
tion in Portugal.
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ABSTRACT: The paper describes practical use of the research software platform GRIFINOR devel-

oped as a open-source tool for comprehensive presentation of spatial data in 3D format. It presents a 

supporting tool to project-oriented type of education in geoinformation technology (geomatics). 

Being developed in Aalborg University, the GRIFINOR platform is now subject of common devel-

opment inside a group of interested researchers and software programmers spread around the world. 

The GRIFINOR platform development is based on vision of a product of modern media technology 

which allows data management, visualization, and exploration of geographic information in three-

dimensions. The platform opens opportunities to implement concrete focused on particular con-

cepts of geomatics and studying individual components of geomatics technology. The paper discusses

some important skills that students can practice and also presents GRIFINOR research potentials. 

Some examples are given when the platform has been applied in teaching master students in geo-

matics study program. 

1 INTRODUCTION 

Spatial data represents such data, for which connection between information and location on the 

Earth is an important consequence. During last twenty years methods of spatial data acquisition and 

processing have dramatically developed and spatial analysis, spatial models and spatial structures 

take a crucial role of research activities. Implementation of the third dimension into data represents 

an important step enabling particularly different perception of the Earth. Three dimensional model 

has less constraints than traditional planar projection. Those trends have been reflected by cartog-

raphers and software engineers and brought new visualization techniques based on 3D models. 

There are a lot of platforms processing and visualizing spatial data. This article presents GRIFI-

NOR platform as a new open-source solution which allows advanced data management, visualiza-

tion, and exploration of geographic information in three-dimensions. 

2 GRIFINOR PLATFORM 

GRIFINOR is an open-source research software platform developed for comprehensive presenta-

tion, exploration, publishing and analysis of 3D spatial data. The name GRIFINOR arise as an acro-

nym for ”Geographic Reference Interface For Internet Networks” (GRIFIN). This paper describes 

GRIFINOR as a project, platform and media technology suitable for education of students in geo-

matics and bringing opportunities to understand, explain, implement tool and procedures of data 

geoprocessing and data management. This project is primarily addressed to students, researchers in 

geoinformatics, cartography, 3-D computer graphics, geovisualization, landscape, construction and
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Figure 1. Sample scene illustrating functionality of GRIFINOR platform. 

urban planning, architecture. GRIFINOR has been developed at the Aalborg university by the 

group of software engineers and researchers since 2001 and dynamically spreading around the world. 

GRIFINOR platform is an open-source 3D virtual globe project written in Java with graphical 

user interface like Google Earth. It is freely available under LGP license, source codes are suitable 

for public usage, study and further development. Scene rendering and all graphics operations are 

implemented using OpenGL. GRIFINOR uses object oriented model and technology, all compo-

nents are hierarchically organized, data representation, tools and communication protocols are de-

fined in term of objects. The main software development tools used by GRIFINOR developers are 

NetBeans and Eclipse. GRIFINOR graphic user interface was projected to be intuitive, its function-

ality can be easy explored and gives users software product with simple and powerful structure. 

GRIFINOR project is not only scientific and research platform, but also a tool suitable for educa-

tion of students illustrating principles of digital cartography and other geosciences. Role of GRIFI-

NOR platform in educational process are introduced at the Chapter 3. 

3 ROLE OF GRIFINOR PLATFORM IN EDUCATION 

Role of the GRIFINOR in education process could be divided in several consequently steps impor-

tant for explanation and understanding background of geoprocessing and data management. During 

last 20 years geosciences has been radically changed in many ways. New data acquisition models 

are replacing traditional terrestrial measurement techniques, two dimensional maps are becoming 

insufficient for representation of the Earth. Huge amounts of data are putting accent on geoprocess-

ing, data adjustment or data analysis. The research platform GRIFINOR is in compliance with 

those trends. Fully supports education of five main activities (see Table 1) and it is suitable for 

teaching master students of geomatics at Aalborg University and Charles University in Prague. 

The main part of the article presents some educational concepts important in teaching geoinfor-

matic technology and illustrates how GRIFINOR could be used as an integral part of the educa-

tional process. 
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3.1 Interoperability concept and GRIFINOR 

Interoperability is a property referring the ability of various systems to exchange, use and share 

information enabling work together (=interoperate). Interoperability express the capability of dif-

ferent geographic software tools to exchange geodatasets in such formats enabling reading and 

writing data independent on operation system. According to Open GIS consortium requirements 

interoperability contributes to the standardization of programs and data exchanging formats. Inter-

operability brings an important economic benefit and improves usability. An example of interopera-

bility solution is Java language, that products the same byte code across the software platforms. 

Full interoperability belongs to unsolved problems. 

Network interoperability could be comprehended as an ability to provide map via network using 

such format, that could be addressed and used by another system (Kolar, 2006). There has to be an 

unified message mechanism called protocol enabling independently sharing data (for example http). 

This concept is important for GRIFINOR platform. 

GRIFINOR project was developed as a platform independent of any closed data standard or pro-

prietary solution. Interoperability concept is realized on the level of programing language instead of 

data representation. GRIFINOR is coded in Java, both the communication protocol and the data 

representation of features are defined in terms of objects. The important part of the protocol is imple-

mented in the class grifinor.godb.GRIFINMessage. Instances of this class represent query 

messages that are sent between system components over network (Kolar, 2006). 

The data representation of any feature that can be viewed in GRIFINOR must extend the class 

grifinor.datarep.GO.GO is a Java abstract class and ensures the scalability for custom defini-

tions of geographic features. It allows de-facto arbitrary definitions of features, their meaning, the 

relationships between them and their functionality. With this in mind, GRIFINOR must be re-

garded as a platform that supports the definitions of custom data representations (Kolar, 2006). 

The interoperability within GRIFINOR platform is provided by implementing a custom class 

loader. This means that even if a system component receives an unknown object defined by a cus-

tom application it will be able to obtain the executable definition of the class from the provider and 

modify itself at runtime. This ensures that both data and processing methods can be exchanged in 

GRIFINOR. More about this is described in (Kjems and Kolar 2005). 

Currently GRIFINOR works in a client-server manner. Nevertheless the design is such that both 

client and server components are tightly coupled. This means that a GRIFINOR instance can be-

have as both client and server, which allows to build a peer-to-peer network. However, a specifica-

tion of such network is currently missing. This concept illustrates some interoperability features and 

attemps students to explain benefits of the presented scheme with accent to importance of the pre-

sented concept (Kolar, 2006). 

3.2 Cartography concept in GRIFINOR 

The concepts of cartography were presented by Claudius Ptolemaeus in his famous work books 

Introduction into Geography. Cartography is over two millenia old science and art. Adding mathe-

matical fundaments and analytical methods to the process of mapping and creation of cartographic 

Table 1. Applications of GRIFINOR platform in education process

Activity Description 

Application development Identify and develop tools and instruments to satisfy spe-

cific requirements. 

Data analysis and interpreta-

tion 

Process data and obtain information required for 

efficient decision-making process.

Data management Catalogue, archive, retrieve and distribute geospatial 

data. 

Visualization Render data and information into visual geospatial repre-

sentations.
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materials resulted in the birth of earth sciences like geodesy or mathematical cartography. Cartog-

raphy hundred years ago represents first of all handly work. Today cartographers and map makers 

prefer scientific work with automated or semiautomated data acquisition and processing using com-

puters. Earth has not been perceived and represented as a flat land for a long time, planar coordinate 

systems are becoming more and more a historical relict depending and associating with a paper 

media. Due to new knowledges in mathematics, physics, geometry, statistics and informatics the 

methods of creating maps have been rapidly changed and enforced. 

Position of the point with respect to the earth center expressed using spatial coordinates could 

be located by global positioning systems. Present trend and future expectations in cartography 

could be simplified to phrase “going from two dimensions to three dimensions”. Local two dimen-

sional maps are changing to global georeferenced models. This process brings some advantages and 

disadvantages. Representation of features on the ellipsoid (or geoid), basic calculations are more 

complicated than in traditional 2D representation, however in many cases planar representation is 

(and will be) sufficient. The big advantage is elimination of cartographic projection constrains, first 

of all geometric distortions, limited area range and numerical imprecisions. 

Those trends are reflected by cartographers and map makers in production of 3D maps and 

models. Virtual models of buildings and cities are useful for presentation, help people to orient or 

make some human decisions easier and faster. Because of missing geo-referenced model they are not 

used by professionals. Three dimensional geocentric approach we can find in GRIFINOR platform. 

GRIFINOR could be used as a power tool which describes fundaments and explains concepts of 

mathematical cartography in geoiformatics. This approach helps students to recognize relationship 

between geocentric and non-geocentric models and illustrate advantages and disadvantages of both 

solutions. Students could explore fundaments of mathematical cartography like ellipsoid flattening, 

excentricity, stretch, length, areal distortion ant other relationships between data on the earth, data 

in the plane and data in geo-referenced model. 

GRIFINOR uses three dimensional coordinate system analogous to World Geographic System 

(WGS). Origin is identical to Earth centre of mass, z-axis is defined by axis of rotation, x-axis lies 

in equatorial plane, y-axis is perpendicular to x,y. Reference pole and meridian are defined by In-

ternational Earth Rotation Service. GRIFINOR does not use cartographic projections in the typi-

cal consequence, for demonstration supports Mercator projection and UTM projection includ-

ing inverse variants (see Fig. 2). It works with three systems of coordinates: carthesian coordinates 

[x, y, z] for data representation, visualization, spherical coordinates [φ, λ, r] for indexing and repre-

sentation geopotential model of Earth, geographic coordinates [φ, λ, h] for reporting position on the 

Earth to the user. Source code analysis could help to explain various coordinates representation, 

basic coordinates transformations and cartographic projections. 

3.3 Visualization concept in GRIFINOR 

Visualization of geospatial data has a long tradition. Graphic approach helps to recognize and ex-

plain spatial relationship between features and synthesize new knowledges. Implementation of the 

third dimension to cartography emphase on visualization process. Three dimensional model has 

less constraints than traditional planar projection of the space to paper, but visualization techniques 

became more difficult than techniques for flat world approximation. The are a lot of graphic frame-

works supporting geovisualization. Open Geospatial Consortium has published specifications, rec-

ommendations and standards necessary for graphical interoperability. 

Swanson, 1996, defined geographic visualization as a process of creation third-dimensional 

scene on two dimensional area represented by computer monitor. Third dimensional model brings 

better simulation of reality, allows easier orientation in terrain, creates more corresponding model of 

the real world, it is more suitable for presentations and from psychological aspect is more innate. It 

allows cartographer to perform continuous movement throw the interactive world. Important part of 

the geovisulization represents terrain visualization. Using computational geometry algorithms con-

tinuous terrain has to be reconstructed from discrete measurements, from topographic data we obtain 

digital terrain model. 
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Figure 2. Implementation of Mercator projection class in GRIFINOR. 

Visualization of the third-dimensional data is considered to be a difficult task synthesizing com-

mon knowledges from various branches. Modeling techniques for the terrain geometry reconstruc-

tions are using set of primitives (cylinders, cubes, spheres) acombinated with sets of non-primitives 

entities (solids, iso-surfaces). Fast visualization of the whole terrain stored in memory is due to time 

complexity of calculation almost impossible, only parts of the scene can be rendered. In GRIFINOR 

platform suitable areas, nearby the virtual visitor, are found very fast using global index method. 

As mentioned above, GRIFINOR platform is a 3D virtual globe project with graphical user inter-

face like Google Earth. Visitor can move freely through the virtual world represented by georefer-

enced model and use perspective look on the scene. He is able to define start position visually, us-

ing geographic coordinates or bookmarks. An interesting fact is the possibility of moving inside 

buildings with high level of details. GRIFINOR is using an object oriented model, every piece of 

terrain is a separate object with own properties and methods. This feature illustrates properties of 

object oriented programming concept and it is an important difference to other systems. Student can 

create own georeferenced virtual scene with buildings located on the terrain writing a short script in 

Java (see Fig. 3). Graphic kernel of GRIFINOR platform is based on OpengGL libraries using Java 

language. Demonstration maps bundled to GRIFINOR illustrate features and uses of the system, 

other examples could be downloaded from webpages. 

3.4 Computational geometry concept in GRIFINOR 

Computational Geometry studies features of geometry algorithms ands their computer implementa-

tion. Computational Geometry is trying to find optimal solution for geometry problems. Earth sur-

face in cartographic representation could be divided into the planar geometric structures like points, 

lines, polylines, curves or polygones. Therefore in digital cartography and geomatics computational 

geometry plays a fundamental role. Spatial data operations, like analysis of the relationships of geo-

metric primitives, discrete 2D or 3D geometry tasks, combinatorics tasks, graph analysis, visualiza-

tion techniques are the most frequent problems that could be partially transformed into geometric 

solutions.
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Figure 3. Visualization of Aalborg city center in GRIFINOR. 

Problem of the geographic data organization and geographic data management is important for 

positioning features around the globe. There is a demand on global indexing method for 2D or 3D 

datasets enabling fast access of huge amounts of data, supporting levels of details and enabling visual 

navigation through virtual worlds. Concepts of vector and raster data management, data organization, 

have been elaborated by a large community of researchers in many conferences an journals. This ef-

fort leads to the applications of global grids suitable for plane or space subdivisions and resulted in a 

birth of the global indexing techniques. 

There are irregular grids (Quaternary Triangulated Meshes) dividing sphere using recursive sub-

division octahedral faces into triangles (Dutton, 1989). Another approach presented by Lukatella, 

1987 is based on Voronoi diagrams on the sphere. Each cell has the similar size, position around the 

globe can be coded into position index (integer number). GRIFINOR uses a non regular grid based 

on tessellation of the surface of the sphere. Cell is an essential entity and spatial unit in geoindex 

defined by spherical latitude and longitude of the circle. Edges are given by vectors from the origin 

with the same radial distance to two centroids. 

An important operation in GRIFINOR is classification of the point in the scene to correspond-

ing cell. This process results in proximity centroid retrieval. It is necessary to choose candidate cen-

troids from all centroids using geoindex. Solution is based on geometric predicates and using two 

parallels going northern and southern to the point. Tessellation of geoindex projected to sphere re-

sults in semiregular global grid. Dimensions and geometry of cells are not unified, but they can be 

considered as hexagons. The number of grids is not unique, it is different for each resolution of 

geoindex, this concept is called as concept of levels. Presented solution is suitable for building the 

hierarchical structure through levels, that could be accessed regardless the required resolution (see 

Fig. 4). 

This concept model helps students to understand dependence between digital cartography and 

computational geometry. It leads to appreciation of basic geometric principles and techniques in 

two or three-dimensional space, first of all Delaunay triangulation, Voronoi diagrams, convex 

hulls, geometric searching problems, point, line and polygone locations, intersection algorithms, etc. 

There is an assumption of basic knowledge of math, geometry, data structures or data management. 

Exploration of the algorithms in GRIFIONOR is supported by frequent usage of comments and 

brings students a new look to geometric and cartographic problems. 
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Figure 4. Geoindex tessellation with various resolutions. 

3.5 Algorithms implementation concept in GRIFINOR 

The process of the implementation of cartographic, geometric or visualization algorithms leads to 

robust routines and calculations. The purpose of algorithms analysis and coding is to motivate stu-

dents to solve specific problems and in result increases their knowledge of computational geome-

try, programming skills and affects their logical thinking and cognitive abilities. It is not important 

to find maximum effectively solution, but acquaint students with various techniques like greedy 

algorithms, divide and conquer algorithms, randomized algorithms on geoinformatic problems, 

which are easy to understand. 

Algorithm implementation in GRIFINOR project we could illustrate on process of surface re-

construction. For online topographic surface reconstruction in GRIFIONOR Delaunay triangulation 

is used. Presented method of incremental insertion is described in Garland and Hecbert, 1995. Two 

dimensional Delaunay triangulation is performed inside each cell in specified level of detail, that is 

necessary for visualization part of the scene. GRIFINOR presents multiresolution triangulation con-

cept (see Fig. 5). First step of the triangulation begins with approximation of the points set by two 

triangles. In next steps are points with highest importance inserted into Delaunay triangulation. 

Presented algorithm illustrates divide and conquer solution of the problem, and it could be explored 

and implemented by students. GRIFINOR is written in Java, this language is well-arranged, clear 

and suitable also for beginning developers. Developing GRIFINOR using open source tools, librar-

ies and IDE helps people to collaborate and share results without any additional costs. 

GRIFINOR has been designed as a software available for anybody interested in implemented 

solutions. It eliminates disadvantages of proprietary software binded by restrictive software li-

censes. Those software solutions are usable for creating current “business” operations but often 

unavailable for research and constrained for usage. With proprietary software is not possible to 

explain internals of the system, deeper aspect are hidden for talented students and represents a secret 

black box processing output data from input data. University education is focused on eplanation 

understanding of facts and not for proprietary software education. Another important reason is an 

economic criterion, that results benefits in saving money. GRIFINOR is a project from a large 

software family distributed under LGPL license that guarantees freedom for all users and developers 

through its license. 

4 CONCLUSIONS 

This article describes software platform GRIFINOR as a comprehensive tool for the presentation of 

spatial data and illustrates opportunities of usage of this system on the educational process. It also 
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shows GRIFINOR research potentials, and presents the background of geodata processing routines. 

Giving accent to cartographic visualization allows users to move freely through the virtual world, 

explaining fundaments of mathematical cartography enables construction of geo-referenced models. 

Understanding of basic geometric principles and techniques in two or three-dimensional space moti-

vates students to solve specific problems. GRIFINOR is not a proprietary software, it is independ-

ent to existing standards and its functionality could be extend. Everybody is invited to try GRIFI-

NOR or joining the development tool. 
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Figure 5. Delaunay triangulation used for online topographic surface reconstruction inside a cell, a concept of 

multiresolution triangulation. 
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ABSTRACT: In this treatise the discussion of a methodology and results of semi-automatic city 

DSM extraction from an Ikonos triplet, is introduced. Built-up areas are known as being complex 

for photogrammetric purposes, partly because of the steep changes in elevation caused by buildings 

and urban features. To make DSM extraction more robust and to cope with the specific problems

of height displacement, concealed areas and shadow, a multi-image based approach is followed. 

For the VHR tri-stereoscopic study an area extending from the centre of Istanbul to the urban

fringe is chosen. Research will concentrate, in first phase on the development of methods to opti-

mize the extraction of photogrammetric products from the bundled Ikonos triplet. Optimal methods

need to be found to improve the radiometry and geometry of the imagery, to improve the semi-

automatically derivation of DSM’s and to improve the postprocessing of the products. Secondly we

will also investigate the possibilities of creating stereo models out of images from the same sensor

taken on a different date, e.g. one image of the stereo pair combined with the third image. Finally

the photogrammetric products derived from the Ikonos stereo pair as well as the products created

out of the triplet and the constructed stereo models will be investigated by comparison with a 3D

reference. This evaluation should show the increase of accuracy when multi-imagery is used in-

stead of stereo pairs. 

1 INTRODUCTION TO THE MAMUD PROJECT  

The high level of detail and geometric accuracy of very high resolution satellite imagery as Ikonos, 

has made this kind of imagery suitable for DSM generation at feature level of urban environments. 

As urban areas are known as complex for photogrammetric purposes, a lot of research is done to 

cope with the specific problems of such areas during 3D modeling from standard stereopairs. As a 

multi-image based approach can make the 3D modeling more robust, in this treatise the discussion 

of a methodology and results of semi-automatic city DSM production from an Ikonos triplet, is in-

troduced. Comparison of the benefits of a multi-image approach with DSM extraction from stan-

dard stereo couples will be highlighted. Only a few investigations have been published dealing with 

the concerning subject. Research published in (Baltsavias et al. 2006) and (Raggam 2006) can be 

referred.

Research is conducted within the framework of the MAMUD project (Measuring And Model-

ling of Urban Dynamics) funded by the STEREO (Support to The Exploitation and Research of 

Earth Observation data) program of Belgian Science Policy.  

Urban change processes are affecting the human and natural environment in a not unimportant 

way. This enlarges the need for more effective urban management approaches based on sustainable 
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development. A sustainable urban management needs sufficiently detailed and reliable base infor-

mation on the urban environment and its dynamics. The objectives of the MAMUD research pro-

ject is to investigate the possibilities of earth observation for a better monitoring, modelling and 

understanding of urban dynamics. Five research teams, each with its own background and know-

how, join their strengths to accomplish the objectives. The Ghent university team has the following 

main objectives: 

– City surface model time-series generation from across track, multi temporal imagery: creation 

of stereo models out of two images of the same sensor (e.g. SPOT) taken of the same area but 

at a different date. (multi temporal approach). 

– City DSM generation from multi-sensor images: investigation of the possibilities of DEM 

generation from non stereo VHR images from two different sensors (e.g. Ikonos and Quick-

bird). (multi sensor approach). 

– City DSM generation from image triplets: investigation of the advantages of an image triplet, 

compared with a stereo pair. An image triplet might be constructed from multi-orbit images 

(e.g. one stereo pair combined with another image from more or less the same orbit) (multi 

scopic approach). 

Multi scopic, multi sensor imagery research is an interesting challenge and, if successful, will 

increase the flexibility of producing 3D city models from VHR archive data (Ikonos, Quickbird, 

SPOT), which may be very useful in the future for studying urban dynamics. 

2 COMPLEXITY OF URBAN AREAS  

A Digital Surface Model is a digital representation of the terrain and topographic object height in a 

grid structure. Interpolation of the discrete height values is needed to approximate the continuity of 

the ground surface. Urban environments are experienced as complex for 3D modelling purposes 

because of the steep changes in elevation and the discrepancy between the smoothness of the 

ground surface and abrupt discontinuities caused by buildings and other urban features. Without 

manual editing or filter techniques it’s difficult to reconstruct vertical walls out of VHR satellite 

imagery. Kriging creates a smoothed surface and causes that individual buildings will have the 

shape of a bell instead of the rectangular geometry in an automatic derived surface model. A sec-

ond consequence of steep changes in elevation is the occurrence of shadow and concealed areas. 

Due to the convergent viewing angle of VHR sensors like Ikonos, terrain features with certain 

height above the surface are geometrically displaced in the imagery, leading to dissimilarities be-

tween the stereo images. By this distortion of their true position, parts of the ground surface can be 

hidden in the satellite image, the so called occlusion areas. Shadow areas, which have poor con-

trast, and occlusion areas lead to mismatches during the image matching algorithm and errors in the 

resulting surface model. Manual editing of these errors leads to a high accuracy and more detailed 

results but is not cost effective, so this process step must be minimized. Methods need to be find to 

get a maximum accuracy for the digital surface model but with the lowest effort. 

As discussed in (Buyuksalih & Jacobson 2007) the first problem can be approached by applying 

a median filter. The filter removes noise and enhances edges. Errors in the surface model caused by 

the presence of shadow, occlusion and noise (clouds, moving vehicles, etc.) in the image data can 

be reduced by getting the image information out of more then two images or by the so-called multi 

scopic record. As the stereo case is the minimum case for 3D mapping, the redundancy of an image 

triplet gives better constraints. The redundancy of the tri-stereoscopic approach will allow match-

ing with a higher success rate as a correct match can be made if a point in object space is visible in 

at least two images. With the redundant information of a third image, the effect of occlusion and 

random noise as clouds and moving vehicles can be reduced. This approach strengthen also the 

geometric reconstruction because points in object space are calculated by the intersection or best fit 

of three image rays instead of two. This results in a more optimal image orientation and makes the 

model more reliable.  
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3 DATA SET AND STUDY AREA 

The satellite Ikonos is able to rotate the CCD Linear Array sensor up to an angle of 26° off-nadir so 

the satellite can take images of the same location from two different view points on the same or-

bital track. Next to along track stereo pairs, it is also possible to create stereo couples out of images 

from the same area but taken from a different orbit at a different date. These are so called across 

track stereo pairs. This approach to form couples has some disadvantages as radiometric differ-

ences and changes of the ground surface due to the time gap between acquisition of the imagery. A 

triplet is constructed out of an along track Ikonos stereo pair taken in March 2002 and a third image 

taken in May 2005. The third image can be considered as a nadir image. Selection criteria for the 

near vertical image were multiple: overlap with stereo couple, cloud-free acquisition, stereo con-

stellation, minimal time interval and optimal stereo constellation. Despite the big time interval, the 

2005 Ikonos image was chosen to be the most optimal candidate. 

The Ikonos STEREO product imagery, which comprises of a forward and backward image ac-

quisition and the GEO Ortho Kit 2005 image are panchromatic, resampled to a spatial resolution of 

1 m by the image provider and provided with the Rational Polynomial Coefficients (RPC) camera 

model file. Further characteristics of each image of the triplet can be found in Table 1. 

Parts of the megacity Istanbul, Turkey are chosen as test field for the project, partly because it’s 

a city characterized by an intense urban growth. Despite the enormous size, it’s a very compact city 

concentrated along the Bosphorus strait. The high resolution test area covers the overlapping area 

between the Ikonos 2002 stereo pair and the 2005 image and covers an area of approximately 

60 km
2

, containing Istanbul’s historic peninsula and going up to the north to the urban fringe. It 

concerns a densely built-up area with a height range of 220 m with the lowest point at sea level and 

geo-morphologically characterized by a hilly landscape. 

4 PREPROCESSING THE SATELLITE DATA 

Before processing the VHR imagery a contrast enhancement is executed as this lead to a more reli-

able image matching. Especially between images of the same area but taken at different dates from 

different orbits large radiometric differences can occur due to different illumination and atmos-

pheric conditions, leading to poor matching results. To enhance the contrast for each image indi-

vidually and to equalize the radiometric differences between the imagery, a Wallis filter was ap-

plied (Wallis 1976). The Wallis filter performs a non-linear, locally adaptive contrast enhancement. 

Actually a large kernel divides the image in different sections and within each section the local 

contrast is optimized. Applying a Wallis filter on the original images does not only result in a good 

local contrast and equal overall contrast but normalizes also the radiometry between the images of 

the across-track stereopairs. 

Next to the radiometric enhancement a method for geometric normalization was devised. 

The Ikonos 2002 stereo couple is epipolar projected by the image vendor and suitable for stereo 

applications. As the 2005 image is taken from a different orbit, the images are displaced to each 

other and the internal geometry will be slightly different because of the different scan direction. 

Table 1. Characteristics of the three VHR satellite images acquired over the study field 

Image ID Acquisition 

date

Elevation 

angle

Collection

azimuth 

Sun elevation  

angle

Projection  

& datum 

A (Forward) 1/03/2002 67.59° 1.6° 39.1° Epipolar – WGS84 

B (Backward) 1/03/2002 75.59° 214.1° 39.1° Epipolar – WGS84 

C (Nadir) 16/05/2005 80.93° 23.5° 65.5° UTM – WGS84 
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Geometric normalization of the 2005 image with the 2002 imagery is done by image coregistration 

in ENVI. A first-order polynomial transformation is performed to geometrically align the 

multitemporal imagery. A first-order polynomial transformation corrects for rotation, translation, 

scaling and shearing. 

5 DSM PRODUCTION 

Digital surface model extraction from high resolution satellite imagery requires the availability of a 

database of ground control points. During two field trips to Istanbul the necessary GCP’s for pho-

togrammetric processing of the DSM’s were collected in close collaboration with Dr. Gurcan Bu-

yuksalih from the Istanbul Metropolitan Planning Centre (IMP-Bimtas). Because accurate large-

scale maps were available for the study area and because of the difficulties of GPS measurements 

in the narrow streets of the densely built-up area, there is chosen for an approach to derive the GCP 

from maps. 37 GCP were derived from 1:5000 scale topographic maps, even distributed over the 

high resolution study area. 

5.1 Standard stereoscopy 

DSM results from stereopair and triplet need to be compared with each other to get an idea of the 

possible improvements of the tri-stereoscopic approach. In first place, the along track stereopair is 

processed. DSM extraction from the Ikonos stereopair was performed with the photogrammetric 

Figure 1. High resolution study area: the green polygon covers the Ikonos 2002 stereopair, the blue polygon 

covers the extent of the high resolution test field or overlap between the Ikonos 2002 stereopair and the 2005 

image. (Source: Google earth) 
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workstation VirtuoZo by Supresoft inc. After importing the imagery and GCP, the image orienta-

tion can be performed. During relative orientation conjugate points are searched to relocate position 

and orientation of the images of a stereopair relatively. In VirtuoZo this step is done in a fully au-

tomatic way according to a feature-based matching algorithm, but it needs a manual check for 

mismatched points, e.g. points on moving vehicles or vegetation. During the absolute orientation, 

the mathematical relationship between image coordinates and object coordinates is fixed by adding 

17 ground control points. On both images of the stereopair the points with known 3D coordinates 

are located manually. The GCP’s have a homogeneous distribution over the test field. The DSM is 

processed by measuring the disparity between corresponding pixels of the images of the stereocou-

ple in epipolar format. For each pixel to be matched in the first image, the matching algorithm 

searches for the conjugate pixel in the second image that correlates the most by shifting a kernel of 

certain size along the epipolar line. The image correlation matching algorithm is a mixture of an 

area-based and feature-based approach. The DSM is calculated at a grid size of 3 meters. The RMS 

for the GCP residuals were for X, Y and Z respectively 0.57, 0.72 and 1.92 m. A true ortho-image, 

which can be draped over the wire-frame for visualization purposes, is produced with a resolution 

of 1 meter. In a final phase the DSM is manually edited for major blunders (water bodies, clouds, 

multi-temporal differences, etc.). 

5.2 Tri-stereoscopy 

From a theoretical point of view the redundancy of a third image should lead to a more reliable 

photogrammetric processing. First of all a more optimal image orientation is possible because of 

the redundancy in the geometric reconstruction. Points in object space can be calculated by spatial 

intersection or best fit of three convergent image rays instead of two. Secondly, image matching 

can be performed with a higher success rate because a successful match can be made if an object 

point is clearly identifiable in at least two images. With the information of a third image, the effect 

of occlusion and random noise as clouds and moving vehicles could be reduced. 

Figure 2. Part of DSM generated from Ikonos stereopair with ortho-image draped over it for 3D photorealis-

tic visualization. 
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Figure 3. Subimage of ikonos A: high buildings leading to huge image displacement, long shadows and oc-

cluded areas. 

Figure 4. Part of drape created out of along-track stereopair. Due to big image displacement of the buildings 

shown in Fig. 2, mismatches lead to errors in the DSM. From a theoretical point of view, redundant informa-

tion from a third image could reduce this error. 
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Processing of the Ikonos triplet will be performed with SAT-PP. SAT-PP, commercially re-

leased by ETH Zurich in April 2008, is able to perform image matching on more then two images 

simultaneously (Zhang & Gruen 2006). This is in contrast to most commercial photogrammetric 

software (also Virtuozo) which is able to match only two images at the same time. After processing 

the Ikonos triplet, DSM results can be compared with a DSM reference to describe the geometric 

accuracy and to quantify the possible improvements of the tri-stereoscopic approach. 

6 FUTURE WORK 

We introduced an approach to reduce noise and blunders in DSM by using the information from 

VHR images taken from different angles. However, only an initial step of our planned research is 

presented in this treatise. The future work deals in first phase with the photogrammetric processing 

of the bundled Ikonos triplet with the newly acquired photogrammetric workstation SAT-PP, re-

leased by ETH Zurich in April 2008. After processing the Ikonos triplet, the resulting DSM from 

stereopair and triplet will be compared with a DSM reference to describe the geometric accuracy 

and to quantify the possible improvements of the tri-stereoscopic approach. A DSM reference was 

already derived from 1:5000 digital topographic maps at the Istanbul Metropolitan Planning centre. 
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