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Abstract

Aircraft maintenance is one of the critical operational tasks to sustain continued 
airworthiness. It also contributes a significant proportion of the total life-cycle 
cost of an aircraft. Based on the introduction to fundamental reliability theo-
ries, this book presents some solutions to the issues of integrated logistic and 
maintenance management. By overcoming the shortage of MSG-3 structural 
analysis in maintenance practices, this book offers flexible and cost-effective 
maintenance schedules for aircraft structures, particularly those with compos-
ite airframes. By applying an intelligent rating system, the back-propagation 
network (BPN) method, and FTA technique, a new approach is created with an 
acceptable learning curve and a flexible data fusion capability, to assist in deter-
mining inspection intervals for new aircraft structures. This book also discusses 
the influence of structure health monitoring (SHM) on scheduled maintenance. 
An integrated logic diagram was established, incorporating SHM into the cur-
rent MSG-3 structural analysis, based on which four maintenance scenarios 
with gradual increasing maturity levels of SHM were analyzed. The inspection 
intervals and the repair thresholds are adjusted according to different combina-
tions of SHM tasks and scheduled maintenance. This book provides a practical 
means for aircraft manufacturers and operators to consider the feasibility of 
SHM by examining labor work reduction and structural reliability variation, as 
well as maintenance cost savings.

This book can be used as a reference for aircraft designers, manufactur-
ers, and operators, as well as serving as a textbook for students in educational 
institution.
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1.1 CHALLENGES OF MODERN DEVELOPING 
COMMERCIAL AIRCRAFT

In the new millennium, economy and development have grown significantly to 
accommodate a rising number of air travelers. Future demands for increased 
convenience and safety in the aviation industry will be prompted by new de-
velopments in aircraft technologies. Driven by a strong economy, new entrants, 
large emerging markets, and increasing liberalization, air travel has grown 
nearly 30% since 2000, the strongest recovery in aviation history [1]. Accord-
ing to the forecast by Airbus, world passenger traffic is expected to increase 
by 4.8% per annum. In the largest emerging market, China, aviation passenger 
traffic volume grew 3.6 times, greater than the growth in railway and highway 
traffic volume during the period of 2001–12 [2]. It is estimated that more than 
3000 new aircraft are needed in the next 20 years for the domestic market alone, 
and that by the year 2032 the volume of passenger traffic will account for 16% 
of the world’s total, approaching the scale of the North America region [3].

To meet the booming civil aviation demand, new generation aircraft with 
modern technology is designed to be safer, more comfortable, and with greater 
fuel efficiency. The number and scale of the airport is being expanded to in-
crease the capacity of airplane accommodation. Moreover, the operation effi-
ciency is of key importance as the operational cost accounts for a large portion 
of the life-cycle cost. From the perspective of system engineering, a scientific 
maintenance strategy that is determined at the beginning or is updated in time 
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can assure cost-effective aircraft operation and high flight safety. A typical fig-
ure indicating the cost relationship is shown in Fig. 1.1 [4].

Aircraft maintenance is developed to be an independent multidiscipline sub-
ject. For example, Maintenance Engineering Analysis (MEA) is carried out to 
synthesize many programs from different disciplines, such as failure mode and 
effect analysis, damage and special events analysis, logistic-related operations 
analysis, and software support analysis, and so on. Then a systematic analysis is 
conducted in order to make proper maintenance plans and activities.

A continuous airworthiness maintenance program is a compilation of the 
individual maintenance and inspection functions utilized by an operator to ful-
fill total maintenance needs. Authorization to use a continuous airworthiness 
maintenance program is documented and is approved by the Federal Aviation 
Administration (FAA). The basic elements of continuous airworthiness 
maintenance programs comprise aircraft inspection; scheduled maintenance; 
unscheduled maintenance; engine, propeller, and appliance repair and overhaul; 
structural inspection program or airframe overhaul; and required inspection 
items. A traditional deviation of maintenance activity is shown in Fig. 1.2 [5].

Following approval by the FAA, engineering provides the work package 
to the maintenance units and monitors standards. Engineering tasks include 
providing technical documentation, technical fleet management and planning, 
airworthiness control, schedule planning, reliability monitoring, quality assur-
ance, and training. Engineering is much more than a “technical function.” It is a 
“knowledge function” that works very closely with the maintenance function to 
optimize maintenance programs, increase fleet reliability, and facilitate flexible 
deployment.

FIGURE 1.1 Opportunity for affecting logistics and system effectiveness.
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With the fast development of modern technology, new materials and design 
concepts are being integrated into new aircraft and, thus, the traditional or ex-
isting maintenance programs may not be competent to the new requirements. 
For example, advanced sensors and data processing capability are promoting 
innovative monitoring methods, which may exert a profound influence on the 
current scheduled maintenance.

1.2 EVOLUTION OF AIRCRAFT MAINTENANCE PROCESS

The principle behind the construction of modern aircraft maintenance schedule 
is a documentation produced by Air Transport Association (ATA) maintenance 
steering group (MSG). The concept started in the 1960s by FAA on the first 
generation of wide body aircraft, that is, the Boeing 747, DC10, and L1011. 
Before the application of MSG Logic, hard time (HT) principal was in use, 
which based maintenance for the aircraft on the theory of preventive, yet expen-
sive, replacement or restoration of components [6].

The process-oriented approach to maintenance uses three primary mainte-
nance processes to accomplish the scheduled maintenance actions. These pro-
cesses are called HT, on-condition (OC), and condition monitoring (CM) [7]. 
The HT and OC processes are used for components or systems that, respec-
tively, have definite life limits or detectable wear-out periods. The CM process 
is used to monitor systems and components that cannot utilize either the HT 
or OC processes. These CM items are operated to failure, and failure rates are 
tracked to aid in failure prediction or failure prevention efforts. These are called 
“operate to failure” items.

The process used involved six industry working groups (IWGs), which in-
cludes structures, mechanical systems, engine and auxiliary power unit (APU), 
electrical and avionics systems, flight control and hydraulics, and zonal. Each 

FIGURE 1.2 Types of maintenance activity.
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group addresses their specific systems in the same way to develop an adequate 
initial maintenance program. The first MSG focuses on developing how to con-
duct a logical decision process to develop efficient, cost-effective maintenance 
routines that are acceptable to operators, manufacturers, and regulating authori-
ties. The IWGs analyze each item using a logic tree to determine the require-
ments in the areas of functions, failure modes, failure effects, and failure causes. 
This approach to maintenance program development is called a “bottom up” 
approach because it looks at the components as the most likely causes of equip-
ment malfunction [7].

Over time, the MSG process has evolved from a hard-time concept to 
CM. The process allows malfunctions to occur and relies upon the analysis 
of information about such malfunctions to determine the proper actions. To 
improve upon this method, MSG-2 was designed and then modified in 1980 
in a document released by the ATA. Then, MSG-3 was built upon the existing 
framework of MSG-2. It adjusted the decision logic to provide a more straight-
forward and linear progression through the logic. MSG and MSG-2 are both 
bottom-up approaches; in contrast, the MSG-3 process is a top-down approach 
or consequence-of-failure approach. The component failures or deteriorations 
are not the main focus of the process; instead, the consequences of the failure 
and how it affects aircraft operations is considered. The idea is to cover and 
analyze each task based upon these three dimensions across the full decision 
tree. A simplified diagram [8] is shown in Fig. 1.3.

The result of the MSG-3 analysis constitutes the original maintenance pro-
gram for the new model aircraft and the program that is to be used by a new op-
erator of that model. The tasks selected in the MSG process are published by the 

FIGURE 1.3 MSG-3 logic diagram.
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airframe manufacturer in an FAA-approved document called the maintenance 
review board (MRB) report. This report contains the initial scheduled main-
tenance program and is used by those operators to establish their own FAA-
approved maintenance program as identified by the operations specifications. 
The MRB report, the manufacturer publishes its own document for maintenance 
planning. For manufacturers like Airbus or Boeing, this document is called the 
maintenance planning document (MPD). This document often groups mainte-
nance as an alphabetical checklist with hours, cycles, and calendar time. These 
estimated times must be altered by the operator to accommodate the actual task 
requirements when planning any given check activity.

1.3 AIRCRAFT COMPOSITE STRUCTURES

Composite materials are a new generation of materials that are increasingly 
used in the aviation industry. Since the 1970s, composite materials were first 
used on nonload bearing structures, such as radomes, fairings, and for inner dec-
oration. In the 1980s, secondary structures began to be constructed with com-
posite materials, but their use was still limited in structures like control surface 
panels. In the new millennium, the use of composite materials has shifted from 
secondary structures to primary structures. Typical examples are the world’s 
largest aircraft, the Airbus 380, and the most advanced aircraft to date, the Boe-
ing 787. More precisely, the composite structures used in the Airbus 380 weigh 
more than 30 tons, comprising 25% of the total airframe weight. The entire 
center wing box is made with composites [9]. The Boeing 787 adopts composite 
materials for the entire fuselage. Besides this, many components on the wing 
and nacelle are built with composite materials, so that composites account for 
50% of the airplane [10]. Recently, the first prototype of the A350 was manu-
factured and the use of composite materials accounts for up to 52% of the plane 
[11], which marks very significant progress for Airbus and for the entire avia-
tion industry. The development of composite materials by two leading aircraft 
manufacturers over the past two decades is depicted in Fig. 1.4.

Composite materials are formed by combining two or more constituent ma-
terials with significantly different physical or chemical properties to produce an 
integrated material with characteristics different from the individual ingredients 
[12]. The constituent materials have two main categories: matrix and reinforce-
ment. The matrix materials surrounds and supports the reinforcement materi-
als to maintain their relative positions. Meanwhile, the reinforcements provide 
special mechanical and physical properties to enhance the overall property. The 
wide variety of matrix and strengthening materials allows structure designers to 
optimize the combinations [13].

The matrices can be classified as metals or nonmetals. Aluminum, magne-
sium, titanium, and other metals are often used for a metallic matrix, while 
resins, ceramics, carbon, and so on are common materials for nonmetallic 
matrices. In terms of reinforced materials, carbon (including graphite), boron, 
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aramid, glass, and so forth form typical composites like carbon fiber reinforced 
plastic (CFRP), boron fiber reinforced plastic (BFRP), kevlar fiber reinforced 
plastic (KFRP), and glass fiber reinforced plastic (GFRP) [14].

Referring to the development of the current aviation industry, the most widely 
used composites in airframes are CFRP and the second is KFRP. Because of the 
high price and difficulty in fabricating BFRP, there is little use of BFRP. Com-
pared to CFRP, GFRP has lower strength and stiffness properties and is generally 
not used for primary load-bearing structures, but since it is inexpensive, GFRP 
has applications in many secondary structures in civil aircraft.

There is another special class of hybrid composite material called sandwich. 
It is fabricated by attaching two thin metal skins to a lightweight but thick core. 
The hybrid composite structure has a high bending stiffness and also offers 
impact protection with overall low density.

The reason why composite materials have become attractive for the aviation 
industry is its unique properties, such as high specific strength and stiffness, 
fatigue resistance, long duration, and design adaptability to various loading 
conditions, etc. The most typical advantage of composites is the reduction of 
structural weight while maintaining the same loading capacity. This can lead 
to significant savings in life-cycle cost due to reduced fuel consumption. More-
over, due to advanced manufacturing processes, such as resin transfer molding 
(RTM), automated tape layup and automated fiber placement, the number of 
joints, and assembly parts can be greatly reduced through robust fabrication 
methods.

However, composite structures, compared to metallic structures, have more 
complex damage modes because of their anisotropic properties. One of the seri-
ous disadvantages is the susceptibility to impacts caused by runway debris, hail, 

FIGURE 1.4 Composite usage over last two decades.
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tool dropping, and so on during operation. Object impact can cause internal 
damage, such as delamination or debonding, requiring intrusive inspections and 
repair activities [15]. Both Boeing and Airbus have placed significant emphasis 
on the use of composites in design and manufacturing as well as in maintenance 
during operation. The new aircraft developed in China will also use a large 
proportion of advanced composite materials. With accumulated experience in 
composite design and manufacturing, the maintenance of composite airframes 
becomes a big challenge.

1.4 RELIABILITY-CENTERED MAINTENANCE

1.4.1 Reliability Design

The reliability theory and relevant methodologies have been developed via sev-
eral phases. There were three main technical areas evolved during the growth 
process:

1. Reliability engineering, which includes system reliability analysis, design 
review, and related task;

2. Operation analysis, which includes failure investigation and corrective 
action; and

3. Reliability mathematics, which includes statistics and related mathematical 
knowledge.

In order to achieve a better way to balance the cost of failure reduction 
against the value of the enhancement, accurately assessing failure rate of a sys-
tem is necessary. The quantified reliability-assessment is one basic technique 
[16].

In the past, reliability measures centered on mechanical equipment and 
hardware. A reliable technology is the result of lessons learned from failure or 
experiment. The “test and correct” principle was used before formal data collec-
tion and analysis procedure development. During the design phase, to maximize 
reliability, the feedback principle was practiced through formal data collection 
techniques, which is very useful in improving inherent reliability. The failure 
data form the basis of reliability research. Failure data was manipulated and 
calculated to get the failure rate.

During 1940s the major statistical effect on reliability problem was in the 
area of quality control. As the equipment and systems becoming bigger, more 
complex and expensive, the traditional approaches become impractical in front 
of new complex objects. Very little experience could be gained from previous 
failure in most case since the extremely growth of complexity and cost of whole 
system of product, such as jet aircraft or nuclear power plant system.

Estimates of the reliability of equipment or complex system depend heavily 
on the field of mathematics known as statistics and probability. Even at a fairly 
elementary level, probability opens the door to the investigation of complex 
systems and situations. The language of probability is adapted to answer such 
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questions as “What is the chance of that happening?” or “How much do we 
expect to gain if we make the decision?” However, it was not till the Korean 
War that quantitative reliability became widely used and statistics methods were 
applied to its measurement [17].

Weibull (1951) first proposed a distribution system, which was later named 
Weibull distribution. Squarely addressing the problem of tube reliability, the 
airlines set up an organization called Aeronautical Radio, Inc. (ARINC), which 
collected and analyzed defective tubes and returned them to the tube manufac-
turer. ARINC achieved significant success in improving the reliability of a num-
ber of tube types. The ARINC program has been focused on military reliability 
problems since 1950.

Three characteristic sorts of failures are identified as “early failure,” “wear 
out failure,” and “chance failure.” These types of failure follow a specific statis-
tic distribution and require different mathematical methods to treat, and different 
methods must be used for their estimates. For example, wear-out failures usually 
cluster around the mean wear-out life of components, so the probability of com-
ponent wear-out failure occurrence at any given operation period can be mathe-
matically calculated according to their failure distribution. Meanwhile, the early 
and chance failure usually occur at random intervals, they have characteristic 
distributions that are different from wear-out failure, and the probability of their 
occurrence in a given operation period can also be mathematically calculated.

In the mass production age, the cost of assuring reliability is high for the 
manufacturers. A balance is sought between reliability and benefits. This has led 
to the higher demand for quantifiable reliability-assessment techniques. Reli-
ability prediction modeling techniques are produced by using the valid repeat-
able failure rate of a standard component to calculate and estimate the reliability 
of equipment or system. The development of computer technology makes it 
easier to sort the data and analyze the failure mode of the failure.

In the electric engineering area, redundancy system design and environ-
mental screening/stress test techniques, Fault Tree Analysis (FTA), and Failure 
Mode Effect and Catastrophic Analysis (FMECA) techniques are widely ap-
plied. In structural engineering, the first-order reliability methods (FORM) and 
second-order reliability methods (SORM) have evolved. However, the common 
weakness of conventional methods is failure to describe the nature of malfunc-
tion in a micro-process.

In addition, the Failure Mode and Effect Analysis (FMEA) is an intelligent 
response surface method based on a simplified model; it is a successful tool for 
system reliability analysis. Monte Carlo simulation (MCS) is a versatile tool to 
analyze and estimate the reliability and maintainability of a complex system. 
FTA is another widely used tool for system risk assessment. The FTA, using 
fuzzy failure probability, has the following advantages: it is not necessary to 
determine crisp values of the failure and error probabilities of basic events in 
a fault tree [18]. Fuzzy theory can be a useful tool to complement probability 
theory.
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Nowadays, the subject of reliability prediction, based on the concept of val-
idly repeatable component failure rates, has become controversial. The failure 
rates of complex products or systems do not always result from component fail-
ures, which are usually identified under approximately identical environmental 
and operating conditions. The factors influencing the reliability of a complex 
system are widely various: they could include software elements, human fac-
tors or operating documentation, or even continuously changing environmental 
factors. The system reliability model and the relationship among contribution 
factors are also becoming more complicated. The hypotheses of conventional 
reliability theory are also the limitation of their application. So the theory and 
methodologies with the fuzzy set and MCS have been developed to supplement 
the conventional reliability theory.

1.4.2 Reliability-Centered Maintenance

Reliability-Centered Maintenance, often known as RCM, is an industrial im-
provement approach focused on identifying and establishing the operational, 
maintenance, and capital improvement policies that will manage the risks of 
equipment failure most effectively. It is defined by the technical standard SAE 
JA1011, Evaluation Criteria for RCM Processes. Nowlan and Heap [19] de-
fined RCM as a scheduled maintenance program designed to realize the inher-
ent reliability capabilities of equipment. Moubray [20] defined this as a process 
used to determine what must be done to ensure that any physical asset continues 
to do what its users want it to do in its present context. Another definition is a 
systematic consideration of system functions, the way function can fail, and a 
priority-based consideration of safety and economics that identifies applicable 
and effective PM (preventive maintenance) tasks [21].

The objective of RCM program is to realize the inherent reliability capa-
bilities of the equipment for which they are designed, and to do so at mini-
mum cost. Rausand [21] also suggested that it is to reduce the maintenance 
cost, by focusing on the most important functions of the system, and avoiding 
or removing maintenance actions that are not strictly necessary. If a main-
tenance program already exists, the result of an RCM analysis will often be 
to eliminate inefficient PM tasks. The principles of RCM stem from a rigor-
ous examination of certain questions that are often taken for granted. How 
does a failure occur? What are its consequences? What good can preventive 
maintenance do?

It is agreed that maintenance is primarily aimed at preserving system func-
tion, not preserving equipment. Therefore, it is essential to understand what 
the expected outcome should be, and that the primary task is preserving that 
outcome or function [22]. There are four features that characterize RCM: 
(1) preserve system function, (2) identify failure modes that can defeat the 
functions, (3) prioritize the function need (via the failure modes), and (4) select 
only applicable and effective PM tasks.



10     Reliability Based Aircraft Maintenance Optimization and Applications

The RCM application was introduced to the aviation industry in 1974 by 
the United States Department of Defense and United Airlines. It is also known 
as the MSG-2. Driven by accumulated experience over several years’ use, an 
update was conducted and a methodology for designing maintenance programs 
based on tests and proven airline practices was documented by ATA, which 
formed the basis for MSG-3. The maintenance guidance MSG-3 remains to this 
day the process used to develop and refine maintenance programs for all major 
types of civil aircraft.

SAE JA1011 stated seven basic questions for RCM as follows:

1. What are the functions and associated performance standards of the asset in 
its present operating context?

2. In what ways does it fail to fulfill its functions?
3. What causes each functional failure?
4. What happens when each failure occurs?
5. In what way does each failure matter?
6. What can be done to predict or prevent each failure?
7. What should be done if a suitable proactive task cannot be found?

The steps of RCM analysis in order to answer the seven questions above are 
shown in Fig. 1.5.

In terms of RCM implementation, industries, such as aircraft, offshore oil, 
nuclear power, and so on have successful application experiences. RCM offers 
significant improvement in system reliability and availability, while it also helps 
to increase safety and reduce the amount of preventive maintenance activities.

However, in other industries, such as power, processing, and manufactur-
ing, RCM is mainly applied to preexisting plants that are individually designed 
to meet a wide range of output requirements. Another condition is the avail-
able resources, which are usually established by custom and usage, and the 
time of introduction of RCM in terms of restraint and rationalization [23]. The 

FIGURE 1.5 Main RCM analysis steps.
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problems and deficiencies that became obstacles to the progress of the RCM are 
listed as follows:

Lack of a computerized maintenance management system (CMMS). This 
makes it difficult to gather and handle the information and data needed to 
support initial RCM analyses and to make optimizations.
Lack of an RCM computer system, which is required to handle the many 
analyses that may be made.
Lack of plant register, which makes it difficult to develop the RCM com-
puter system due to lack of a system structure that is valid for all plants in 
the corporation. This also makes it difficult to gather information.
Unavailability of documentation and information, which makes it difficult 
for RCM teams to make correct analyses, and the lack of historical reliabil-
ity data, which makes it difficult to conduct probability assessment.
Problematic routines, roles, and responsibilities, which lead to technical 
staff and maintenance personnel not being involved in the introduction. This 
makes it difficult to approve recommendations in a timely fashion.
Communication problems among technical staff, middle management, op-
erators, and maintenance personnel, regarding the meaning and application 
of the recommendations arising from the RCM analyses.
Lack of an overarching maintenance management strategy, which makes 
it difficult to determine how to handle lists and plans pertaining to mainte-
nance activities.
Incomplete goal setting and benefit identification and measurement. The cri-
teria on which results should be based were to some extent unclear.

Regardless of the fact that RCM is today the most accepted and broadly 
used strategy in industry, other maintenance strategies have been developed, 
including:

Preventive Maintenance Optimization (PMO): A strategy originally de-
scribed by Steve Turner (2001) and aimed at continuously reviewing and 
updating the maintenance program based on failure history, changing 
operating circumstances, and the advent of new predictive maintenance 
technologies.
Total Productive Maintenance (TPM): This strategy is an innovative 
Japanese concept, a maintenance program that involves a newly defined 
concept for maintaining plants and equipment. The goal of the TPM pro-
gram is to markedly increase production while, at the same time, increasing 
employee morale and job satisfaction.
Business Centered Maintenance (BCM): BCM is an attitude, concept, and 
process of continuous improvement in maintenance and maintenance pro-
cesses, equipment condition, and performance to improve overall equip-
ment effectiveness, operations efficiency, output quality, and worker safety. 
It targets results by using a common sense approach that recognizes that 
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maintenance, production, and engineering are a partnership—engaged in a 
joint venture to produce quality products at the lowest cost.
Business Based Maintenance (BBM): This strategy was developed by 
Siemens and originally based on BCM, but is specifically for emergency 
maintenance. The method is to determine production processes require-
ments jointly with maintenance tasks and activities.
Computerized Maintenance Management Systems: CMMS assist in man-
aging a wide range of information on maintenance workforce, spare-parts 
inventories, repair schedules, and equipment histories. It may be used to 
plan and schedule work orders, to expedite dispatch of breakdown calls and 
to manage the overall maintenance workload. CMMS can also be used to 
automate the PM function, and to assist in the control of maintenance inven-
tories and the purchase of materials. CMMS has the potential to strengthen 
reporting and analysis capabilities.
Others: Some systems or components do not actually require any of the 
above strategies, and instead can be fixed when broken (run-to-failure), or 
replaced at the end of the life of the component (life-cycle method), or given 
zero risk–based maintenance, and so on.

1.5 MSG-3 STRUCTURAL ANALYSIS

MSG-3 presents a means for developing scheduled maintenance tasks and inter-
vals that are intended to be accepted by the regulatory authorities, the operators, 
and the manufacturers [8]. The primary objective of the scheduled structural 
maintenance program is to maintain inherent airworthiness throughout the op-
erational life of the aircraft in an economical manner. It is inherited and evolved 
from Reliability-Centered Maintenance (RCM) concept and can be deemed as 
a civil aircraft version. The result of MSG-3 analysis constitutes the original 
maintenance programs for the new type of aircraft. An approved document con-
taining the selected tasks in the MSG-3 process by the aircraft manufacturer is 
called Maintenance Review Board Report (MRBR). This report specifies the 
initial scheduled maintenance programs and another document made by the 
manufacturer called MPD is developed based on MRBR. MPD is then used by 
the operators to establish their own regulatory approved maintenance programs 
to accommodate their practical situations.

The MSG-3 analysis begins with the development of a complete breakdown 
of the aircraft systems, down to the component level. All structural items are 
identified as either structure significant items (SSIs) or other items. MSG-3 
defines what SSIs contribute significantly to carrying flight, ground, pressure or 
control loads, and which component failures could affect the structural integrity 
necessary for the safety of the aircraft. SSIs are then listed and categorized as 
damage-tolerant or safe life items, in which case life limits are assigned.

The assessment of SSIs for the selection of maintenance task should con-
sider the following three damage sources:
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1. Accidental Damage (AD): Sources of such damage include ground and cargo 
handling equipment, foreign objects, erosion from rain, hail, lightning, run-
way debris, spillage, freezing, thawing, and so forth, and damage resulting 
from human error during aircraft manufacture, operation, or maintenance.

2. Environmental Deterioration (ED), which is characterized by structural 
deterioration as a result of a chemical interaction with the climate or envi-
ronment. Assessments are required to cover corrosion, including stress cor-
rosion, and deterioration of nonmetallic materials.

3. Fatigue Damage (FD), which is characterized by the initiation of a crack or 
cracks due to cyclic loading and subsequent propagation. It is a cumulative 
process with respect to aircraft usage (flight cycles or flight hours).

The assessment for selecting tasks and intervals also includes the analysis 
of the susceptibility of the structure to each source of deterioration, the con-
sequences to airworthiness analysis, and the applicability and effectiveness of 
various methods of preventing, controlling, or detecting the deterioration, tak-
ing into account inspection thresholds and repeat intervals [8]. The process is 
summarized and illustrated in the following diagram, Fig. 1.6.

The structural maintenance program has been developed by considering 
each source of damage as stated in MSG-3 guidelines.

FIGURE 1.6 Simplified MSG-3 aircraft structure decision logic.
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1. Accidental Damage (AD): AD consists of minor damage that could result in 
fatigue and/or corrosion damage, and which could propagate undetected. In 
the analysis, the fatigue and environmental effects of the accidental damage 
are considered. A dedicated AD task is not selected; the AD requirement 
is consolidated into either the ED or the FD task, or both, according to the 
AD consequences. AD is therefore subject to maintenance requirements ex-
pressed in Flight Cycle FC (and Flight Hour FH) or calendar time or both.

2. Environmental Deterioration (ED): For ED, since deterioration caused by 
the environment (e.g., corrosion, stress corrosion) is mainly time dependent, 
the maintenance requirements are based on calendar time (years).

3. Fatigue Damage (FD): The damage initiation and subsequent damage 
growth is primarily dependent on the ground-air-ground loading variation, 
which occurs once per flight. Therefore, flight cycles (FC) are used as the 
unit for thresholds and repeat intervals. Some fatigue-related SSIs are also 
sensitive to flight duration. For these SSIs, a FH limit is stated in addition to 
the FC limit. The inspection is to be performed at whichever limit is reached 
first. The structure inspection tasks selected for fatigue are derived from 
damage tolerance evaluation according to the criteria defined by FAR/JAR 
25.571, Amendment 45. The FC and FH data are based on a combination of 
calculation, full-scale fatigue test teardown results, and in-service experi-
ence where available.

Generally, there are three inspection levels, offering choices on which meth-
od is the most appropriate for the type of damage that is expected:

1. General Visual Inspection (GVI): A visual examination of an interior or ex-
terior area, installation or assembly to detect obvious damage, failure, or 
irregularity. This level of inspection is made from within touching distance 
unless otherwise specified. A mirror may be necessary to ensure visual ac-
cess to all surfaces in the inspection area. This level of inspection is made 
under normally available lighting conditions, such as daylight, hangar light-
ing, flashlight or drop-light, and may require removal or opening of access 
panels or doors. Stands, ladders, or platforms may be required to gain prox-
imity to the area being checked.

2. Detailed Inspection (DET): An intensive visual examination of a specific 
structural area, system, installation, or assembly to detect damage, failure, 
or irregularity. Available lighting is normally supplemented with a direct 
source of good lighting at an intensity deemed appropriate. Inspection aids, 
such as mirrors, magnifying lenses, and so forth may be necessary. Surface 
cleaning and elaborate access procedures may be required.

3. Special Detailed Inspection (SDI): An intensive examination of a specific 
item, installation or assembly to detect damage, failure, or irregularity. The 
examination is likely to make extensive use of specialized inspection tech-
niques and/or equipment. Intricate cleaning and substantial access or disas-
sembly procedure may be required.
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Corrosion found during first or subsequent inspections, which is determined 
(normally by the operator) to be an urgent airworthiness concern requires ex-
peditious action.

Corrosion Prevention and Control Task: A corrosion prevention and control 
task usually consists of: (1) removing equipment and interior furnishings to al-
low access to the area, (2) cleaning the area, (3) conducting inspections of all ar-
eas (Note: nondestructive inspections or visual inspections may be necessary), 
(4) removing all corrosion, evaluating damage, and repairing damaged structure, 
(5) unblocking drainage holes, (6) applying corrosion preventive compounds, 
and (7) reinstalling dry insulation blankets. An Implementation Threshold for a 
given area is the airplane age at which the CPCP should be implemented in the 
affected area. A Repeat Interval is the calendar time period between successive 
corrosion task accomplishments.

1.6 A380 MAINTENANCE PROGRAMS

In 2005, Airbus was building a new support strategy where customers pay for a 
significant portion of purchased services with data collected during operations. 
In a press briefing in December 2005 at the aircraft manufacturer’s headquarters 
in Toulouse, France, executives from Airbus customer services team explained 
that rather than becoming a standalone business unit, integrated customer sup-
port could help make Airbus airplanes more attractive. In addition, they outlined 
plans to create a network of what MRO provides, and gave an extensive descrip-
tion of Airbus “e-solutions” for maintenance.

Because most airlines are outsourcing more maintenance and engineering 
tasks, many airlines have passed the nonreturn point. However, airlines are still 
seeking the right balance and solutions for maintenance planning. Paradoxically, 
Airbus support people are concerned that engineering tasks are being trans-
ferred to aircraft manufacturers. Mr. Gavin, an Airbus customer service execu-
tive, added that “diminishing engineering resources at the airlines will impact 
dispatch reliability” [24].

Airbus also has launched “a major improvement program.” It ranges from 
“lease-loan tools” schemes to the aircraft maintenance analysis software tool 
(AIRMAN), plus flight operations monitoring, customized spares logistics, and 
A380 services. On the latter, Mr. Gavin noted that Airbus wants to take into 
account specific types of operations, both long haul and with a high number 
of passengers. “This implies that our system including Airbus and its vendors, 
such as engine manufacturers, has to be very reactive.” Roger Leconte, Senior 
Vice-President for technical support and programs, said that product improve-
ments and services to airlines should optimize maintenance and operational 
costs, respectively.

In brief, Airbus maintenance strategy concentrates on the service after the 
EIS to support airlines’ MRO. The network is to be established to optimize the 
aftermarket service for the Airbus A380 fleet. This network is also a reaction to 
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the general clamor by airlines for reducing maintenance costs. With new tech-
nology aircraft like A380, the most important thing is that there must a more 
complete customer support network in place than is usually required.

Airbus has set 99% dispatch reliability for the A380 within two years of EIS 
and 24% lower Direct Maintenance Cost (DMC) per seat than the Boeing 747-
400 [25]. To achieve 99% reliability means only 1% can be allocated to failures 
across all the systems on the aircraft, including the structure, avionics, cabin 
systems, propulsion, and so on. The question is, What reliability and maintain-
ability (R&M) strategy can Airbus use to design the A380 in order to achieve 
99% dispatch reliability?

Airbus has developed new processes for a more rigorous evaluation of the 
design against the targets and they used two independent evaluation methods in 
the development. The first method uses an extensive availability model based 
on forecasting system malfunctions, which lead to potential delays or cancella-
tions, and rectification times. The second method is based on the System Safety 
Assessment approach, where probabilities are assigned to potential failure con-
ditions likely to result in flight or ground interruptions.

Designing the A380 for Operational Reliability (OR) followed a Verification 
and Validation (V&V) process, as shown in Fig. 1.7, in which the OR targets and 
requirements were defined at aircraft level and then broken down to system 
and equipment level validation. Then, verification, from equipment level up to 
aircraft level, was performed using simulation tools and test beds throughout 
the aircraft development and builds process.

FIGURE 1.7 A380 verification and validation process.
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During the manufacturing process, there is a far greater amount of testing 
than has even been done before prior to EIS. The A380 went through numerous 
testing with full-scale test rigs and a series of comprehensive flight tests. These 
test rigs include cabin zero, with an associated Internal Field Emission test-rig 
in Hamburg, landing gear zero in Filton, UK, and the iron bird (for the actuation 
and hydraulic systems) in Toulouse, a fuel test-rig.

To support reliability in service, airlines are demanding much better moni-
toring of the aircraft systems. To date, Airbus has offered systems monitoring 
as an option, but on the A380, it is a set-in-stone requirement. As a result, the 
aircraft features a lot of additional health monitoring sensors and software to 
observe every system in greater detail. Initial demands focused on monitoring 
the engines and auxiliary power unit (APU), but have since expanded to include 
other systems [26].

Alongside better systems monitoring, the A380 offers three further ad-
vances in troubleshooting technology. These are improved built-in test equip-
ment (BITE), automated fault-reporting through ACARS satellite data links, 
and free online access to Airbus own troubleshooting software, AIRMAN 2000. 
The BITE is not same as the current other commercial aircraft with interactive 
BITE, as the engineer simply presses a button to run a test and the aircraft con-
figures the system for the requested test, with no paper documentation required. 
All required manuals are stored and interlinked in the central maintenance sys-
tem (CMS) while online links to AIRMAN 200 are available through ACARS.

Advanced monitoring systems and troubleshooting technologies are to sup-
port the reliability of the A380 in service. Time and practice become the key 
points for which the airline operators can accept the “new way of doing things” 
in order to reduce the maintenance costs on the aircraft.

In the maintainability aspect, Airbus has advanced maintainability optimiza-
tion. The Original Equipment Manufacturers (OEM) devised a sophisticated 
virtual mannequin to conduct maintenance tasks in its aircraft digital mock-up. 
This mannequin was designed to make sure that maintenance personnel were 
able to do the work without injury or operating outside occupational health and 
safety regulations and limits. Such was its sensitivity that any abnormal stresses 
in the back, arms, or legs while lifting, moving or carrying equipment would 
be instantly highlighted. As a result, access to equipment and removal proce-
dures have been simulated and optimized in order to minimize the downtime 
and maintain OR level.

1.7 SUMMARY

Aircraft maintenance is one of the critical operational tasks to sustain continued 
airworthiness. It also contributes a significant proportion of the total life-cycle 
cost. Based on introducing the fundamental concepts and theories of reliability 
and maintainability, some maintenance control and management methods are 
presented in this book. For overcoming the MSG-3 shortage in practice, this 
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book is going to determine flexible and cost-effective maintenance schedule 
for aircraft structures particular in composite airframes. By applying an intel-
ligent rating system, the back-propagation network (BPN) method, and FTA 
technique, a new approach was created with a powerful learning ability and 
a flexible data fusion capability, to assist in determining inspection intervals 
for new aircraft structures, especially in composite structure. Also, this book 
discusses the influence of Structure Health Monitoring (SHM) on scheduled 
maintenance. An integrated logic diagram was established incorporating SHM 
into the current MSG-3 structural analysis, based on which four maintenance 
scenarios with gradual increasing maturity levels of SHM were analyzed. The 
inspection intervals and the repair thresholds are adjusted according to different 
combinations of SHM tasks and scheduled maintenance. This book provides a 
practical means for aircraft manufacturers and operators to consider the feasibil-
ity of SHM by examining labor work reduction, structural reliability variation 
as well as maintenance cost savings. Finally, A380 Reliability and Maintain-
ability program, as an example, is explained in this book.
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2.1 ACCIDENT

An accident is an undesirable event that may lead to loss of human life, personal 
injury, significant damage to the environment, or significant economic loss. The 
definition of accident is shown in Fig. 2.1.

2.1.1 Accident in Aviation

Accident, as defined by International Civil Aviation Organization (ICAO) An-
nex 13, means an occurrence associated with the operation of an aircraft in 
which any person suffers fatal injury or serious injury, in which the aircraft 
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receives substantial damage, or in which the aircraft is missing (an aircraft is 
considered to be missing when the official search has been terminated and the 
wreckage has not been located) or is completely inaccessible.

1. Fatal accident: an accident that result in one or more fatal injuries
2. Fatal injury: an injury resulting in death within 30 days of the date of the 

accident
3. Serious injury means any injury that:

a. Requires hospitalization for more than 48 h, commencing within 7 days 
from the date the injury was received.

b. Results in a fracture of any bone (except simple fractures of fingers, toes, 
or nose).

c. Causes severe hemorrhages (or) nerve, muscle, or tendon damage.
d. Involves any internal organ; or
e. Involves second- or third-degree burns, or any burns affecting more than 

5% of the body surface.
4. Substantial damage means damage or failure that adversely affects the 

structural strength, performance, or flight characteristics of the aircraft, and 
which would normally require major repair or replacement of the affected 
component. Substantial damage excludes damage to landing gear, wheel, 
tire, and flaps. It excludes bent aerodynamic fairings, dent in aircraft skin, 
small punctures in the aircraft skin, ground damage to propeller blades, or 
damage to only a single engine.

2.1.2 Accident Category in Aviation

l Major: an accident in which aircraft was destroyed, there were multiple 
fatalities, or there was one fatality and substantial damage to the aircraft.

l Serious: an accident in which there was either one fatality without substan-
tial damage to the aircraft or at least one serious injury and any kind of 
substantial damage to the aircraft.

FIGURE 2.1 Accident definition.
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l Injury: a nonfatal accident with at least one serious injury and without sub-
stantial damage to the aircraft.

l Damage: an accident in which no person was killed or seriously injured, but 
in which any kind of substantial damage was incurred by the aircraft.

2.2 NEAR MISSES

A near miss is an undesirable event without loss of life and personal injuries, 
insignificant damage to the environment, and insignificant economic loss, but 
which, with small changes in the situation or in the state of the system, might 
have resulted in an accident. An unignited hydrocarbon leakage in a process 
plant will normally be categorized as a near miss. An ignited leakage will prob-
ably be identified as an accident.

2.3 RISK

Risk is defined as the danger that undesirable events present to human beings, 
the environment, and economic value. Risk can be expressed quantitatively in 
different ways, but usually by means of the frequency (probability) and the 
consequence of undesirable events, shown in Fig. 2.2.

In situations where the risk is related to loss of life, the so-called FAR Value 
(fatal accident rate) is often used to measure the risk level. The FAR is defined 
as the statistically expected number of accidental deaths per 100 million (108) 
exposed hours. At the time the FAR value was introduced, 108 h corresponded 
to the time 1000 people spent at their place of work over a lifetime. Today it 
takes 1400 people to reach 100 million working hours.

FIGURE 2.2 General risk model.
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2.4 SAFETY

Safety is characterized as the ability to avoid damage and loss as a consequence 
of undesirable events. The damage and loss can be related to effects on the 
lives and health of human beings, the biological and physical environment, or 
economic value (Fig. 2.3).

2.5 RELIABILITY

A few definitions of reliability and their relevance are shown in Fig. 2.4:

l A characteristic of the ability (probability) of a component or a system to 
perform its intended function for a specified time interval under stated con-
ditions.

l Reliability is the quality over the time.
l Reliability is the probability of a product performing its intended function 

for a specified life under the operating conditions encountered in a manner 
that meets or exceeds customer expectations.

Normally, a reliability index could be denoted by:

l MTBF (mean time between faults)
l MTTF (mean time to failures)
l MTTR (mean time to repairs)
l Failure rate
l Failure probability

FIGURE 2.3 Safety.

FIGURE 2.4 Reliability.
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l Departure reliability
l Flight reliability

2.6 RISK MANAGEMENT

Risk management comprises three components: (1) risk identification, (2) risk 
evaluation, and (3) risk control, as shown in Fig. 2.5.

2.7 INCIDENT

An incident is an occurrence other than an accident, associated with the opera-
tion of an aircraft, that affects or could affect the safety of operations.

2.8 AIRWORTHINESS

Airworthiness is the certification that an air carrier has met the required standard 
for safety and operation and is authorized to provide aviation service.

2.9 QUALITY

Some definitions of quality are:

l Customers define quality: Customers want products and services that 
throughout their life meet and exceed their needs and expectations, at a cost 
that represents value.

l ISO definition: Quality is the totality of features and characteristics of prod-
uct or service that bears on its ability to satisfy given needs.

FIGURE 2.5 Risk management.
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Some characteristics of quality are price, safety, maintenance and service, 
and aesthetic value. Customers are highly influenced by following factors:

l Performance: refers to the primary operating characteristics of a product
l Feature: secondary characteristics that supplement the product’s basic func-

tioning
l Reliability: probability of a product failing within a specified period of time
l Conformance: degree to which a product’s design and operating character-

istics match preestablished standards
l Durability: a measure of product life, in both economic and technical di-

mensions
l Serviceability: speed, courtesy, and competence of repair
l Aesthetics: (subjective dimension) refers to how a product looks, feels, 

sounds, tastes, or smells
l Perceived quality: (subjective dimension) refers to the assessment of stan-

dards relying on indirect measure when comparing product brands

2.10 AIRWORTHINESS

The commonly accepted definition of airworthiness is the condition of an item 
(aircraft, aircraft system, or part) in which that item operates in a safe manner to 
accomplish its intended function.

A more explanatory definition covers the factors involved: “Airworthiness 
is a concept, the application of which defines the condition of an aircraft and 
supplies the basis for judgment of the suitability for flight, in that it has been 
designed, constructed, maintained, and is expected to be operated to approved 
standard limitations, by competent and approved individuals, who are acting as 
members of approved organization and whose work is both certified as correct 
and accepted on the operator.”

2.11 AVAILABILITY

The term availability has significance in the measurement of maintenance per-
formance, especially for military purposes, known as “operational readiness.” 
This is defined as the proportion of time an aircraft is available to carry out its 
designated function. The level of availability achievable depends on a range of 
factors including inherent reliability of equipment, availability of spare parts 
and manpower, and the scheduled and unscheduled maintenance that must be 
performed. Blanchard [4] notes that availability is a function of operating time 
(reliability) and downtime (maintainability/supportability).

2.12 AIRCRAFT MAINTENANCE

The Services define aircraft maintenance as all actions taken to retain material 
in order to restore it to a specified condition or to restore it to serviceability.
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A similar airline definition is “The provision of serviceable aircraft on time 
lines required by the operator” (SAE ARP 4741).

The apparent slight difference in the airline’s emphasis on the operator’s 
requirements is in fact more apparent than real. All aircraft operators civil or 
military have very similar objectives of safety, economy, and operational ef-
fectiveness in meeting the organisation’s mission.

The maintenance function generally relies on equipment that has already 
been certified to an approved airworthiness standard. Maintenance preserves 
it in an operational condition, sustaining the original configuration and techni-
cal integrity performance requirements. The objective of maintenance activity 
is to preserve inherent levels of equipment safety and mission reliability and 
to achieve the required level equipment availability while utilizing available 
resources most efficiently.

The tasks or activities to be managed include:

l Servicing—which can include inspection
l Overhaul
l Bay servicing
l Repair and modification
l Replacement/throwaway
l Functional testing
l Calibration
l Nondestructive evaluation/inspection

The forms of maintenance are significantly distinguished as the following 
three categories:

1. Preventative maintenance
2. Surveillance maintenance
3. Corrective maintenance

A maintenance activity level is often used to identify the depth and 
complexity of a task. In most organizations there are three main levels of 
maintenance:

1. The operating level of maintenance is also called line maintenance. This 
refers to maintenance carried out in relation to a forthcoming flight and to 
subsequent minor repairs within the capabilities of line staff.

2. The heavy maintenance level means deeper maintenance services. It cov-
ers more extensive maintenance tasks requiring hangar facilities and a wide 
range of special equipment.

3. Intermediate level maintenance means maintenance activities on aircraft 
that, while not requiring the full facilities and skills of the deeper level, are 
done away from the flight line, in some form of centralized maintenance 
facility. Improvements in reliability, in basic technologies and maintenance 
management practices have generally made this level obsolete.
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When dealing with aircraft maintenance, in most cases we are concerned 
with the systemthat supports aircraft operations and includes the following 
elements:

l Prime aircraft equipment
l Data—includes manuals, schedules, design drawings, parts lists
l Software
l Support equipment
l Spare parts
l Training aids and data
l Facilities
l Personnel
l Services—includes technical, supply, and personnel services

2.13 SOURCES AND TYPES OF FAILURE IN AIRCRAFT

What is the basis for our concern for serviceability and why does maintenance 
form such an important link in the system that aims to provide aircraft availabil-
ity for operational missions? The risk of failure provides the basic rationale for 
maintenance. A failure in an aircraft can affect safety and mission achievement, 
cause secondary damage, and incur an economic penalty.

If we had a perfect machine, perfectly designed, manufactured flawlessly to 
a state from which it will not degrade, and if it were always operated within the 
design envelope, there would be little needed other than replenishment servic-
ing. Because these requirements are not always met, and because the outcome 
of a failure with aircraft can be so catastrophic, there has to be surveillance, 
preventative maintenance, and corrective rectification and repair available to 
restore the imperfect machine to an appropriate level of ability. A few examples 
of types of failure and deterioration that can make an aircraft unserviceable will 
be reviewed in the following sections.

2.13.1 Mechanisms of Failure

In the management of maintenance one becomes very conscious of the failure 
mechanisms in aircraft and systems equipment around which maintenance is 
structured. Some of these are:

Material failure: A part may fail from many causes. Structural parts may crack 
or distort from corrosion, fatigue, fretting, external damage, overheating, and 
overload. Engine parts may be similarly affected by these processes as well as 
stress-generated fatigue, high temperature creep, erosion failures, and foreign 
object damage including bird strikes. Failures of plugs, micro switch contacts 
or wiring connections can interfere with the operations of vital subsystems.
Parameter drift: Many systems or subsystems can become unserviceable be-
cause the components making up the systems have lost integrity. Looseness 
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in even a minor structural joint can allow dangerous relative movement of 
parts. Resistor or other electronic components can vary in their prime values 
and so alter the characteristics of the circuit in which they function.
Leakage: Fluid systems depend on the integrity of many joints and seals that 
can deteriorate or leak. External leakage can cause dangerous loss of fluid 
content and can risk fire or adverse effects on other components. Hydraulic 
components can be affected by internal leakage that can affect the power 
available or speed of operation.
Contamination: Fluid systems are often vulnerable to particulate or other 
foreign materials causing blockage, deterioration, or other malfunction. 
Foreign object damage to engines or mechanical interference with control 
movement within the structure is a form of failure due to contamination.
Software failure: An undetected error, particularly where software has been 
update or changed can cause system malfunctions that may be critical.
Electromagnetic interference (EMI): Loss of bonding or shielding can al-
low external electromagnetic fields to interfere with the function of sensitive 
circuits.
Fraud: Improper documentation can present a part or a process as having integ-
rity that in fact it lacks. Detection of such parts prior to their failure in service 
requires traceability and recording systems that must have their own integrity.

2.13.2 Causes of Failure

Not all these failure types can be found and remedied by normal maintenance 
actions at the aircraft although important evidence can often be first detected 
during routine maintenance. They are however the major concern of the main-
tenance manager responsible for effective management of the maintenance sys-
tem. They need to be aware of the root causes of the above failure mechanisms 
so that their preventative and corrective actions are assured of effectiveness.

The following are some of the more common areas linked to cause of fail-
ures:

l Design
l Manufacturing
l Maintenance
l Purchasing
l Operator
l Quality system
l Data
l Sabotage or enemy action

2.13.3 Sources of Failure

It is often not possible to trace back the cause of a failure to its ultimate source. 
Accident investigations and other enquiries will attempt to trace the cause and 
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effect linkages as far as possible to avoid recurrence of the failure. The follow-
ing categories illustrate some less obvious potential basic sources of failure that 
must be of concern to the effective maintenance manager:

l Ignorance: A designer, manufacturer, maintainer, or operator is unaware of 
the risk in the decision being made or the activity being undertaken. Lack 
of data—a subcategory of ignorance—is one factor over which the mainte-
nance system has some control.

l Negligence: While the individual or organization is aware of the corrective 
action, the measure is not carried through. Errors can be made through inat-
tention. The extreme case is willful negligence, which may be found to be 
criminal negligence.

l Poor planning: Lack of adequate planning can trigger a chain of circum-
stances leading to a system failure.

l Sabotage or enemy action: Where deliberate hostile action is involved.

2.14 MAINTENANCE SYSTEM AND TASKS

As outlined previously, maintenance activities comprise a number of different 
tasks that can be grouped together as planned maintenance. While there are 
significant legal, procedural, and terminology differences between civil aviation 
and military airworthiness systems and procedures, the activities, and much of 
how they are organized in practice, are very similar. Each system aims at achiev-
ing serviceability for the mission, and the signing of a Maintenance Release or 
Serviceability certificate is required to allow the aircraft to be flown.

2.14.1 Servicing

In a similar way that the private motorcar is put into a local garage for a ser-
vicing, this term refers to a group of tasks carried out on the compete aircraft. 
A series of servicing tasks of varying degrees of complexity are normally be 
performed at predetermined intervals or conditional on some event occurring 
to the aircraft.

Civil aircraft servicing intervals are approved as a series of “Checks.” 
Friend [27] describes the British Airways scheduled maintenance cycle as “ma-
jor check, inter check, service check, and ramp check. Airlines may use differ-
ent terminology. A typical schedule set out by Boeing for the 737 aircraft is 
shown in Table 2.1.

Some older aircraft have the not-to-exceed flight hours reduced (e.g., the 
D check is done at 18,000 h). Airlines may seek to combine or split servicing 
work and some claim additional benefits from tailored programs: for example, 
in Australia all schedules need CASA approval under CARs 41 and 42.

The military aircraft system for scheduled servicing is very similar to the civ-
il one described earlier. Operational servicing is performed immediately before 
or after use and may be identified as Before Flight, After Flight, or Turnaround 
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Servicing. This involves checking critical safety items and functions that may 
have become unserviceable since the last use, checking for damage, replenish-
ment of consumables, and appropriate start-up or shut-down actions. Routine 
servicing is prescribed in technical maintenance plan (TMP) publications for 
each type of aircraft at specified intervals and is identified as R1, R2, R4, and so 
forth in lieu of the civil alphabetical series.

Larger servicing may be carried out periodically, in phases, or under a more 
flexible but controlled arrangement. The chosen maintenance will depend on 
the aircraft use.

Routine servicing will be specified for each aircraft type but generally in-
cludes the following:

l Functional item checks—specific surveillance and preventative tasks
l Structural inspections of designated items
l Area or zonal inspection
l Functional tests of some items/systems
l Detailed examination of known structural high risk areas
l Sampling of structural areas and installed systems (wiring, piping) of areas 

of lesser risk
l Surface finish restoration

Special servicing may be required in a series S1, S2, and so forth to meet 
defined requirements at specific intervals or event points.

2.15 COMPONENT SERVICING

While routine servicing is designated for maintenance of the complete aircraft 
there is a multitude of components that require removal from the aircraft before 
they can be worked on.

TABLE 2.1 Typical Service Schedule for Boeing 737

Servicing Flight hours Man hours—typical Details

Transit Between flights Low

A Daily Low Ramp

B 300 12/16 Service

C 1,500 650/700 1–2 elapsed days

Structural 12,000 12,000 Intermediate—items need 
checking between major 
intervals

D 24,000 20,000 Major—about every 
5 years—takes 25–30 
elapsed days
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With more modern systems condition monitoring, built-in-testing or modular 
design provides for some effective maintenance before removal of the compo-
nent item. In general, however, components requiring maintenance are some-
times known as MMI’s—maintenance managed items, rotable items, or line 
replaceable units (LRUs). These terms also differentiate items that have to be 
“managed” from those that are simply replaced when unserviceable, falling into 
the category of “spares.” Component servicing can include overhaul, repair, or 
bay servicing.

2.16 OVERHAUL

Overhaul of a component, typically an engine or a hydraulic actuator, involves 
systematic disassembly, inspection, replacement or repair of parts, reassembly, 
and testing to restore the item to serviceability, generally for a further “overhaul 
life,” if such is specified. The tolerances and standards applied are not neces-
sarily those of a newly manufactured item. Overhaul is usually a preventative 
maintenance activity applied to items with a defined wear-out pattern, although 
the process can be used to recover a failed item. With more equipment now 
designed for on-condition maintenance, the costly process of overhaul is less 
frequently required. Repair and testing of engines as modules rather than as a 
complete engine assembly is becoming more common as fundamental items, 
such as bearings now have longer lives. Lifted components, such as turbine as-
semblies and compressor disks can be replaced during the servicing of modules 
rather than requiring a full engine overhaul.

Overhaul facilities require access to extensive supporting workshops, test 
equipment, and a variety of skills. The process can tie up the high value major 
component for a long period. Organizations are naturally reluctant to invest in 
high value spare equipment and the overhaul pipeline has often been the focus 
of management attention when shortages of serviceable spare engines (say) are 
likely to leave aircraft on the ground. There is clearly a strong impetus for in-
novative design and maintenance planning in the overhaul and repair of such 
items.

2.17 BAY SERVICING

Many items removed from aircraft require a functional test or minor repair to 
ensure their serviceability. Examples are wheels and brakes that are returned 
to a bay or workshop for servicing when a tire change or replacement of brake 
linings is required. A bay servicing is generally a preventative maintenance 
process to replace parts with a high wear-out rate compared to the rest of the 
complete item. The maintenance work that can be carried out in such work-
shops is limited by equipment, facilities, skills available, and the time required. 
Some items may have a prescribed “bay-servicing” life and are released after 
servicing.
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2.17.1 Repair

Repairs, like all maintenance activities, must be conducted by approved organi-
zations, and by approved personnel using approved processes. This applies par-
ticularly to repairs, because by nature they are intended to provide equivalent 
performance, but they almost invariably change the basic design of the item in 
some way. The processes must either be specified in the manufacturer’s ap-
proved repair manual or follow drawings approved by the Regulatory Authority 
or a delegated design authority.

Repair workshops require special equipment, materials, and experienced 
tradespeople. As repair events are essentially unscheduled, some repairs may have 
to be conducted away from home base, requiring a mobile capability, support 
from other local aircraft organisations or an approved temporary repair scheme to 
allow the aircraft to return to base satisfactorily. The issue is generally one of safe 
but temporary operation until a permanent repair can be substituted that will pro-
vide for longer-term economical operations. Battle damage repairs are one exam-
ple of this circumstance that have been extensively researched by military forces.

2.17.2 Modification

Until an aircraft design settles down after development or while it is undergoing 
changes in role, a number of modifications will be necessary on the aircraft and 
its fitted equipment items. The fitting of minor modifications is done usually 
during a period of scheduled maintenance downtime. The modification process-
es must be controlled for quality and approved in the same way as repairs. Some 
modifications will have a greater urgency than others and the period of time be-
fore they must be fitted can depend on a range of factors, including safety, reli-
ability, compatibility, and operational economics. The regulatory authority may 
insist on an urgent change and issue a Mandatory Airworthiness Directive to 
authorize this modification. Special servicing may also be directed in this way.

In the case of major modifications or safety inspections requiring extensive 
maintenance work, a special project may be undertaken to apply the processes 
of project management to coordination of all aspects of this task; in this way 
planning and direction of various operational, supply, logistic, facilities, and 
personnel can be closely managed to achieve optimum results with minimum 
disruption to operations.

2.18 REPLACEMENT/THROWAWAY

Many aircraft items that have failed, worn out, or deteriorated are economically 
unrepairable. In this case the item is discarded to scrap and replaced by a ser-
viceable item obtained as a spare part. The criteria for a decision on economic 
reparability may be affected in the short term by the lack of availability of the 
replacement part. As part of the Logistic Support Analysis process, decisions 
are usually made early in the planning for aircraft maintenance that such items 
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will not be repaired, and a source of supply of spares will be provisioned to 
meet such replacement needs within an acceptable lead time. The quality of 
replacements must be assured with the same concern as for the basic aircraft and 
particular care taken to avoid problems with “bogus parts” that may be supplied 
without the normal quality controls needed to ensure integrity of the part.

2.19 FUNCTIONAL TESTING

Operational checks and functional testing are surveillance maintenance tasks. 
The former may be a simple check during a servicing to ensure an item is oper-
ating. A functional test is a more thorough task in which operating parameters 
are measured against a specified standard. For example, the complex adaptive 
flight control system of the F-111 is tested in the servicing hangar using an elec-
trohydraulic tester that conducts a series of tests that assure the correct function-
ing of all system components. The built-in test equipment of modern avionic 
systems can perform similar checks in flight and regularly transmit the service-
ability status to crew and ground stations.

Functional flight tests have been a feature of maintenance on some aircraft 
types where ground testing is unable to represent the conditions adequately or 
an additional assurance of correct operation is needed.

2.20 CALIBRATION

This important surveillance maintenance function is used to detect unacceptable 
changes in, or provide regular assurance of, the performance of an item. Reca-
libration of the compass in an aircraft as an example is critical to navigation; 
magnetic field changes in the aircraft can affect the performance of this sensor. 
Calibration of precision measuring equipment used on aircraft and components 
is often critical to maintenance process integrity. A separation is maintained 
between the calibration tasks and of any subsequent readjustment or repair re-
corded as an additional maintenance action.

2.21 NONDESTRUCTIVE EVALUATION

This is a surveillance maintenance process that enables item integrity to be 
checked without affecting item serviceability. Since the outcome of an non-
destructive evaluation (NDE) check is often critical to airworthiness, there are 
often special training and qualification requirements laid down. This topic will 
be covered further in later sessions.

2.22 AVIONICS MAINTENANCE

Increasing use of electronics and digital computer technology in the primary 
systems of an aircraft has extended the scope of maintenance and related en-
gineering tasks. No longer it is possible to assign an “accessory” status to the 
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avionics systems in an aircraft that contribute directly to flight safety in such 
areas as flight control and engine fuel control. With increasing needs of com-
munication and navigation systems in safe airways control, failures of avionics 
systems have become critical concerns of the maintenance system.

It is especially in this area, where failures tend to be random, that design for 
redundancy and reliability-based maintenance practices have gained urgency. 
Computer-based automatic test equipment and built-in test facilities have tend-
ed to offset the problems of surveillance inspection of such systems. These will 
be discussed in later sections.

2.23 SOFTWARE MAINTENANCE

The term software maintenance is something of a misnomer because software 
maintenance is essentially a continuation of the developmental design pro-
cess. Failures in airborne software are normally found in unusual operational 
modes—“bugs” that need to be redesigned out of the system, having been un-
detected in initial development testing. There remains a significant continuing 
airworthiness and thus safety concerns, however, that airborne software man-
agement processes sustain the same level of integrity as all other critical aircraft 
systems. It is unusual for civil operators to have authority to modify their own 
software while some military systems have been established on the basis of 
experience dating back to the 1960s.

One software characteristic is that a small change introduced in one part 
of the program, perhaps late in development or aimed at resolving a problem, 
may have serious implications in other, apparently unrelated areas of code. Op-
erational improvements may be sought by way of similar, apparently minor 
changes.

Detailed consideration of this topic is beyond the scope of this course. It 
is important, however, to appreciate the need for careful risk management in 
tackling airborne software problems and also the need for observing the same 
critical standards for making and recording changes to the software as applied 
in the original design, development, and testing.

2.24 INTERDEPENDENCE OF OPERATIONS 
AND MAINTENANCE

There are many considerations affecting the planning for maintenance activities 
of a fleet of aircraft. The maintenance manager must take these into account, as 
well as engineering and airworthiness considerations.

2.24.1 Factors Affecting the Airline’s Maintenance System

There are many factors to be taken into account in devising a maintenance sys-
tem for an airline, as discussed in the following sections.
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2.24.1.1 Seasonal Traffic Trends
As many aircraft as possible should be available for service during periods of high 
traffic demand, while aircraft can be taken out of service for maintenance during 
periods of low traffic. High traffic periods are often of short duration, such as 
Easter and Christmas, but there can be a marked variation between summer and 
winter traffic—in Europe, for example, the ratio has reached almost two to one. 
All these factors must be taken into account to assess the availability of aircraft for 
maintenance; difficulty arises in equalizing the workload for maintenance bases.

2.24.1.2 Geography of the Operation
Is the pattern of aircraft operation radial? For example, do most, if not all, air-
craft return to the same base each night? This would tend to happen in a Euro-
pean operation based in London.

Is aircraft operation a “through’ operation? For example, does it comprise a 
main trunk line with loops and feeders coming into it at various points, perhaps 
skipping the odd point sometimes on the main trunk route. This is more often 
the pattern of Australian domestic airlines.

Is the operation long haul, with aircraft away from the main base for days at 
a time? Qantas airline is an example of a long-haul operation. Some sectors will 
be more heavily loaded than others.

What about curfews? How might they limit operations?
Is it necessary to station aircraft overnight at ports away from the main base? 

If so, what maintenance facilities, if any, do such ports offer?

2.24.1.3 Location and Size of Maintenance Establishments
Determine the location and size of facilities, staff, and capabilities available at 
each port.

2.24.1.4 Size and Composition of the Airline Fleet
The numbers of each type of aircraft must be known. With larger fleets it is pos-
sible to spread the load more evenly but nevertheless total load must be assessed 
against division establishments. It may also be necessary to set up a different 
system for one aircraft type. If the fleet is small, the consequences of one air-
craft out of service for maintenance are far more serious than for a large fleet.

2.24.1.5 Aircraft Utilization
This will have an important bearing on the time available for maintenance and 
consequently the work load imposed on the division; turn-around times may be, 
such as to require more staff at each port.

2.24.1.6 Weather
Apart from having an important effect on utilization and delays, plans must be 
made to provide flexibility in the event of serious dislocation of services. Again 
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North America and European winters seriously curtail flying activities and in-
deed deter passengers from traveling by air if such weather causes the services 
to be unreliable. For example, weather causes Australian Domestics much less 
trouble than other airlines, but Qantas does have problems in its services to 
Europe, in particular.

2.24.1.7 Availability of Subcontracting for Servicing 
and Maintenance
Considerable work within the maintenance division is subcontracted out, but a 
large proportion of this would not affect the maintenance system used, but would 
more likely affect the inventory of spare parts, depending on subcontractor turn-
round times and reliability. However, it is possible some subcontracting could di-
rectly affect airline operations. There are two types of subcontractor in this field:

1. The general aircraft engineering type of company.
2. Another airline operator who may or may not be a competitor.

The sort of work that, if subcontracted, could endanger on-time performance 
would include: major block maintenance, engine overhaul, undercarriage over-
haul, and the like. There must be significant economic justification for putting 
such work out, as once it is sent out control of “on-time” performance is consid-
erably weakened. Assessment must be made of the subcontractor’s past perfor-
mance and their industrial relations. If they are a direct competitor, who would 
receive priority? Airline operations are so heavily dependent on skilled labor 
that industrial trouble can be disastrous. In these situations extra spare parts 
would need to be kept in the inventory, and monitoring of subcontractors would 
be essential. For these reasons, all larger airlines try to carry out all major work 
themselves, to retain control of the operation; the cost to an airline of having 
an aircraft unexpectedly on the ground can far outweigh the cost differences 
between the two approaches.

2.24.1.8 Competitors’ Operations
Competitors’ operations will be watched by the whole airline and every effort 
must be made to avoid giving traffic to a competitor due to lack of serviceable 
aircraft, not only because aircraft is not available, but also caused by malfunc-
tion leading to unserviceability.

2.24.1.9 Availability of Staff
Suitably trained staff must be available at all ports where maintenance work is 
to be performed. They must be in sufficient numbers and the organization must 
be flexible enough to cope with any emergencies. The main ports must be ready 
to fly staff to ports without personnel if a fault develops that must be repaired 
before the next flight: not all the fail–safe principles in the world can ensure that 
this will not occur. Airlines can only minimize these kinds of events.
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2.24.2 Factors Affecting the Military Maintenance System

In military operations, very similar considerations apply. Factors that affect 
planning include:

l What is the annual rate of operational effort? Expressed in flying hours for 
the fleet per annum, this rate sets budgetary allowances for all resources, 
including contract maintenance, spares, and personnel. This rate also deter-
mines the notional ceiling for the average weekly flying rate for available 
aircraft. Factors beyond the operator’s control, such as crew shortages, that 
may impede the attainment of this objective must be taken into account dur-
ing planning.

l Are there planned periods of more intensive operational activity, such as 
exercise deployments that could be affected by aircraft or personnel avail-
ability? Efforts needed for a limited period can be enhanced by forward 
planning, to increase availability beyond the normal average level.

l What is the type of operation? Are fighter aircraft required to operate in 
pairs or larger formations? Are transport aircraft scheduled for long local 
missions or overseas tasks? What special equipment, fuel tanks, or weapons 
loads are required?

l Are all aircraft equally available, or must some be managed to fit external or 
internal planned modification or maintenance programs?

The tools available to assist in maintenance planning and control to meet op-
erational mission requirements will be the subject of later chapters in this book.
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3.1 RELIABILITY FUNDAMENTAL MATHEMATICS

This chapter gives an overview of the important stochastic failure distributions 
and reliability analysis models.

3.1.1 Density Function

Suppose we observe the system at times t1, t2, and so forth, and we then define 
the failure density function as follows:
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This is the ratio of the number of failures occurring in the interval to the size 
of the original population, divided by the length of the interval.

3.1.2 Failure Probability Function

Consider the lifetime, t, of a unit of a certain type from its installation until it 
fails, that is, to the point when it is unable to perform its intended function. We 
put t = 0 initially. It is natural to assume that the lifetime T is a stochastic vari-
able because we cannot say in advance how long it will function.

Let F(t) denote the lifetime distribution of t, that is: F(t) = P(T ≤ t). In the 
following we assume T has a continuous distribution, such that:

∫=F t f t dt( ) ( )
t

0 
(3.2)

The function f(t) is called the probability density of T. The relation between 
F(t) and f(t) is illustrated in Fig. 3.1.

In view of the frequency interpretation of the probability concept, we inter-
pret F(t) as the portion of units that will fail within t units of time, when a large 
number of units of this type is installed at a time t = 0.

f(t)=Ns(ti)−Ns(ti+1)N0⋅(ti+1−ti)
, ti<t≤ti+1

F(t)=∫0tf(t)dt

FIGURE 3.1 Relation between F(t) and f(t).
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3.1.3 Failure Rate

Similarly, failure rate could be defined as: a ratio of the number of failures oc-
curring in the time interval to the number of survivors at the beginning of the 
time interval divided by the length of the time interval.
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Failure rate has the following relationship with density and reliability func-
tions.
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3.1.4 Reliability Function

Often we are more interested in P(T > t), we therefore introduce a special nota-
tion for this probability:

= > = −R t P T t F t( ) ( ) 1 ( ) (3.5)

We call R(t), the reliability (survivor) function.

3.1.5 Bathtub Curve

A typical shape of the failure rate is the so-called bathtub curve, which is shown 
in Fig. 3.2.

A plot of instantaneous failure rate versus time is known as a hazard curve. 
It is more often called a bathtub curve due to its shape.

1. The curve was first used in the life insurance industry.
2. It is the result of plotting the human death rate over time.
3. Engineers apply this concept to repairable systems as well as nonrepairable 

components and one-shot devices.
4. The horizontal axis shows age of the product.

λ(t)=Ns(ti)−Ns(ti+1)Ns(ti)⋅(ti+1−
ti), ti<t≤ti+1

λ(t)=f(t)R(t)

R(t)=P(T>t)=1−F(t)

FIGURE 3.2 Bathtub curve.
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5. It represents time or life, t.
6. The vertical axis depicts the hazard rate or instantaneous failure rate.
7. The bathtub curve illustrates three phases of a product’s life:

a. Infant mortality is the front portion of the curve.
b. Random/chance failure is the mid portion of the curve.
c. Wear-out time is the tail portion of the curve.

The infant mortality region of the curve represents parts failing early in the 
product life-span.

The infant mortality portion of the failure rate curve takes its shape from 
the early life failure curve, which represents a decreasing failure rate over time. 
This is caused by improper manufacturing, assembly, and material problems.

The middle part of the curve or useful life region, represents parts failing 
randomly.

The useful life portion of the failure rate curve takes its shape from the ran-
dom stress-related failures line, which represents a constant failure rate over 
time. This is caused by inadequate design strength given the stress encountered.

3.1.6 MTTF

The mean time to failure (MTTF) is defined by: 

∫∫= =
∞∞

ET tf t dt R t dt( ) ( )
00 

(3.6)

Thus, the mean lifetime is given by area below the survivor function R(t). 
The quantity ET is often referred to as the mean time to failure (MTTF).

3.2 SOME COMMON FAILURE DISTRIBUTIONS

In this section, a few often used and common distributions are introduced.

3.2.1 Exponential Distribution

If the lifetime T is said to be exponentially distributed with parameter λ(>0), 
then the density function follows:

f t e or f t e t( ) , ( )
1

, 0 , 0t
t

λ
θ

λ= = < < ∞ ≤ < ∞λ θ− −

 
(3.7)

= ≤ = − ≥λ−F t P T t e t( ) ( ) 1 , 0t
 (3.8)

Thus the exponential distribution is characterized by a constant failure rate 
(λ). A unit having an exponential failure time distribution has a tendency to fail-
ure that does not depend on the unit age. Assuming that the unit has survived u 
hours, the probability that the unit then will survive additional v hours is given by:

ET=∫0∞tf(t)dt=∫0∞R(t)dt

f(t)=λe−λt, or f(t)=1θe−tθ, 0
<λ<∞,0≤t<∞

F(t)=P(T≤t)=1−e−λt, t≥0
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(3.9)

Thus the probability of survival of the additional v hours is not dependent 
on how long the unit has functioned. The exponential distribution is the only 
distribution with this property. The lack of memory simplifies the mathematical 
modelling.

The fact that the failure rate is constant for large values of t may seem unre-
alistic for practical applications. We must, however, remember we are usually 
interested in studying the lifetime in a limited time period. The failure rate as-
sumed outside this period will then not be critical. In addition, the probability 
that the unit will really last so long will be small, since the mass of the probabil-
ity density function is positioned around a “small” value of t (Fig. 3.3).

The exponential distribution usually gives a good description of the life-
time of electrical and electronic units. In some cases, it has also been useful 
for modelling units comprising a large number of mechanical components—for 
example, pumps—where the unit has been in operation for a relatively long 
period of time and maintenance has led to different ages of various components 
of the unit.

The mean and variance in the exponential distribution are given by:

λ
= =ET MTBF

1

 
(3.10)

Thus the exponential represents a lower limit for the survivor function R(t) 
when t < ET. Assuming an exponential distribution when the true distribution is 
another IFR distribution, gives an underestimated value of R(t) for these values of t.

P(T>u+v|T>u)=P(T>u+v
∩T>u)P(T>u)=P(T>u+v)-

P(T>u)=e−λ(u+v)e−λu=e−λv=P(T>v)

ET=MTBF=1λ

FIGURE 3.3 Density function of the exponential distribution.
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3.2.2 Weibull Distribution

The density function of Weibull distribution is as follows:

β
η

γ
η

γ
η

= −
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β β−

f t
t t

( ) exp
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(3.11)

The Weibull failure distribution function is:

F t
t t

dt

e

( ) exp

1

t

t

1

∫
β
η

γ
η

γ
η

= −
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
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⋅

= −
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
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(3.12)

The reliability function would be:

= −

=
γ

η
− −





β

R t F t

e

( ) 1 ( )
t

 

(3.13)

Where the β, η, and γ are the shape, scale, and position parameters, respec-
tively, and the Γ() is the Gamma function. In practice, the position parameter γ 
is very small. Sometimes we consider γ = 0. Then the failure distribution func-
tion could be:

= − = −η λ
−





 −

β

β
F t e e( ) 1 1

t

t
 

(3.14)

If we choose β = 1, then the failure rate becomes a constant. Hence the ex-
ponential distribution is a special case of the Weibull distribution. In the follow-
ing figure the density function and failure rate are shown graphically for some 
values of the parameters (Fig. 3.4).

Let t = η, then the reliability R(t) = e–1 = 0.3679 and the failure probability 
is F = 1 – R = 0.6321. The quantity of t = η is often called the characteristic 
lifetime.

3.2.3 Normal Distribution

The normal distribution is probably the most important and widely used dis-
tribution in the entire field of statistics and probability. Although it has some 
important applications in reliability evaluation, it is less significant in this field 
than many other distributions. The normal distribution is sometimes used to 
model wear-out failure, but it is also used as a lifetime distribution for batteries 
and condensers.

f(t)=βηt−γηβ−1exp−t−γηβ

F(t)=∫γtβη−t−γηβ−1exp−t−γηβ⋅
dt=1−e−t−γηβ

R(t)=1−F(t)=e−t−γηβ

Γ()

F(t)=1−e−tηβ=1−e−λtβ
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The density function of normal distribution

σ π
µ
σ
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t
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2
exp
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(3.15)

and the failure distribution function

∫σ π
µ
σ

= ≤

= − −
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F t P T t
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(3.16)

Let z = t−u/σ, µ = 0, σ = 1, then we can get the standard normal distribu-
tion:

∫

π

π

Φ =

Φ =

−

−

−∞

t e

t e dz

( )
1

2

( )
1

2

t

zt

2

2

2

2

 

(3.17)

f(t)=1σ2πexp−(t−µ)22σ, −∞<t<+∞

F(t)=P(T≤t)=1σ2π∫−∞texp−(t−
µ)22σdt

Φ(t)=12πe−t22Φ(t)=12π∫−∞te−z22dz

FIGURE 3.4 (A) Density function and (B) failure rate of the Weibull distribution.
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3.2.4 Lognormal Distribution

The density function of the lognormal distribution is:
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The distribution function follows as:
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Then the mean and variance of t variable are µ and σ, respectively:

µ µ σ

σ µ ( )
= = +



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= = −σ

E t

Var t e

( ) exp
1

2

( ) 1

l l
2

2 2 l
2

 

(3.20)

3.2.5 Summary of Often Used Distributions

The summary of often used distributions is given in Table 3.1.

3.3 BINARY SYSTEM RELIABILITY MODELS

Assume the binary variable:

=




A
if the system is in the functioning state
if the system is in the failure state

1,
0,

3.3.1 Series System

Reliability block diagram and reliability model:
If R1, R2, and Rn, respectively, are the reliability of the components in a se-

ries system, then the system reliability could be calculated as (Fig. 3.5):

R P R R R R R R( )n ns 1 2 1 2= ⋅∩ ⋅∩⋅⋅⋅∩ = ⋅ ⋅⋅⋅⋅

R R
i

n

s i
1

∏=
= 

(3.21)

f(t)=1σl2πexp−lnt−µl22σl, −∞
<t<+∞

F(t)=P(T≤t)=1σl2π∫−∞texp−lnt
−µl22σldt=Φlnt−µlσl

µ=E(t)=expµl+12σl2σ2=Var(t)=µ2eσl2−1

A=1, if the system is in the func-
tioning state0, if the sys-

tem is in the failure state

Rs=P(R1⋅∩R2⋅∩⋅⋅⋅∩Rn)=R1⋅R2

⋅⋅⋅⋅Rn

Rs=∏i=1nRi
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TABLE 3.1 Summary of Often Used Distributions

Name Parameters Density function Mean Variation

Normal
0

µ
σ
−∞ < < ∞

> f t
t

t( )
1
2

exp
( )

2
,

2

σ π
µ

σ
= − −







 − ∞ < < +∞

F t
t

dt( )
1
2

exp
( )

2

t 2

∫σ π
µ

σ
= − −









−∞

µ σ2

Log Normal

0
l

l

µ
σ
−∞ < < ∞

> f t
t

t( )
1
2

exp
ln

2
,

l

l
2

lσ π
µ

σ
( )= −

−











− ∞ < < +∞

F t
t

dt

t

( )
1
2

exp
ln

2

ln

t

l

l
2

l

l

l

∫σ π
µ

σ
µ

σ

( )= −
−











= Φ −





−∞

exp
1
2l l

2µ σ+





e 12 l
2

µ ( )−σ

Weibull β > 0
γ ≥ 0
η > 0

f t
t t

( ) exp
1β

η
γ

η
γ

η
= −





− −

















β β−

F t
t t

dt

e

( ) exp

1

t

t

1

∫
β
η

γ
η

γ
η

= −





− −

















⋅

= −

β β

γ

γ
η

−

− −





β

1
1γ η

β
+ Γ +







2
1

1
12

2

η
β β

Γ +






− Γ +




























−∞<µ<∞σ>0

f(t)=1σ2πexp−(t−µ)22σ, −∞<t<+∞

F(t)=1σ2π∫−∞texp−(t−µ)22σdt

−∞<µl<∞σl>0
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Name Parameters Density function Mean Variation
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1λθ1λ2θ2

f(t)=λΓ(n)(λt)n−1e−λt, t≥0
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π26σ2
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If the components distribute as exponential distribution, λ = 1/MTBF, then 
the reliability of the component would be:

= =λ− −
R t e e( ) t

t

MTBF 
(3.22)

Then the system reliability is denoted as:
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i
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(3.23)

The system failure rate would be:

λ λ= ∑
=

s i
i

n

1 
(3.24)

Example: -Question
An electronic circuit consists of 5 silicon transistors, 10 silicon diodes, 20 

composition resisters, and 5 ceramic capacities in continuous series operation, 
and assumes that under the actual stress conditions in the circuit the components 
have the following failure rates:

l Silicon transistors: λt = 0.000008 h−1

l Silicon diodes: λd = 0.000002 h−1

l Composition resistors: λr = 0.000001 h−1

l Ceramic capacitors transistors: λc = 0.000004 h−1

Estimate the reliability of this circuit for 10 h of operation.
Solution:

l Circuit system failure rate is: λs = 5λt + 10λd + 20λr + 5λc = 0.0001 h−1

l The reliability at 10 h is R(10) = exp(–0.0001·10) = 0.999 = 99.9%

3.3.2 Parallel System

The parallel system model is (Fig. 3.6):

R P R U R U U R R R R1 1 1 1n ns 1 2 1 2( ) ( )( ) ( )= ⋅ ⋅ ⋅⋅⋅ = − − ⋅ − ⋅⋅⋅⋅ − (3.25)

If the components in the system are independent and distributed as expo-
nential, then:

∏( )= − − λ−

=
R t e( ) 1 1 t

i

n

s
1

i

 
(3.26)

R(t)=e−λt=e−tMTBF

Rs(t)=∏i=1ne−λit=e−∑i=1nλit

λs=∑i=1nλi

Rs=PR1⋅U R2⋅U⋅⋅
⋅U Rn=1−1−R1⋅1−R2⋅⋅⋅⋅1−Rn

Rs(t)=1−∏i=1n1−e−λit

FIGURE 3.5 Series system.
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If the failure rate λ is constant, then system reliability could be denoted as:

( )= − − λ−R t e( ) 1 1 t n
s 

(3.27)

3.3.3 Standby Redundancy System

Standby redundancy involves additional units that are activated only when the 
operating unit fails.

Case 1:
Some assumptions (Fig. 3.7):

l The means of sensing that a failure has occurred and for switching from the 
defective to the standby unit is assumed to be failure free.

l The standby units are assumed to have identical, constant failure rates to the 
main unit.

l The standby units are assumed not to fail while in the idle state

Rs(t)=1−1−e−λtn

FIGURE 3.6 Parallel system.

FIGURE 3.7 Standby redundancy system.
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l The detective units are assumed perfect. No repair is initiated until the sys-
tem has failed.

l The reliability is then given by the first n terms of the Poisson expression:

λ λ λ= + + ⋅⋅⋅
−







λ−
− −

R t e t
t t

n
( ) 1

2! ( 1)!
t

n n

system

2 2 ( 1) ( 1)

 
(3.28)

If just for units, this reduces to:

λ= +λ−R t e t( ) (1 )t
system (3.29)

Case 2: General Model
Fig. 3.8 shows a general case model of two units with some of the above 

assumptions removed. In the figure:

l λ1 is the constant failure rate of the main unit
l λ2 is the constant failure rate of the standby unit when in use
l λ3 is the constant failure rate of the standby unit in the idle state
l P is the one-shot probability of the switch performing when required.

The reliability is given by:

λ
λ λ λ ( )= +

− −
−λ λ λ λ( )− − + −R t e

P
e e( ) t t t

system
1

2 1 3

1 1 3 2

 
(3.30)

3.4 MECHANICAL RELIABILITY—STRESS–STRENGTH 
INTERFERENCE MODEL

3.4.1 Introduction of Theory

The stress–strength interference method gives the definition of structure failure 
as the imposed stress (load) exceeds the strength (capability) of structure. Fail-
ure probability or unreliability is the probability that the stress is greater than the 
strength. The stress–strength interference method may be used in conjunction 
with a variety of failure modes, such as yielding, buckling, fracture, and fatigue.

Fig. 3.9 shows the theory of the stress–strength interference method, that 
is, the probability density functions of stress and strength and their interference 

Rsystem(t)=e−λt1+λt+λ2t22!⋅⋅⋅λ(
n−1)t(n−1)(n−1)!

Rsystem(t)=e−λt(1+λt)

Rsystem(t)=e−λ1t+Pλ1λ2−λ1−λ3e
−λ1+λ3t−e−λ2t

FIGURE 3.8 Two units model.
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(overlap). It should be pointed out that the overlapped area (shown shaded) 
is not equal to the failure probability. However, this area is qualitatively pro-
portional to the failure probability (the larger the area, the higher the failure 
probability) as long as the mean value of stress is less than the mean value of 
strength. The failure probability is equal to the black area in Fig. 3.9.

3.4.2 Analytical Results

If we let C and L represent the Capability (strength) and Load (stress) respec-
tively, then variable U can be defined by:

= −U C L (3.31)

The safety margin equation is:

= −
>
≤





U C L
whenU structure safety
whenU structure failure

0,
0, 

(3.32)

The failure probability of a structure is given by:

∫= < = =
−∞

P P U f u du F[ 0] ( ) (0)t U U
0

 
(3.33)

Where fU(u) is the density function of variable U.
Normally, the stress x and strength y satisfy the normal distribution.
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(3.35)

U=C−L

U=C−Lwhen U>0, struc-
ture safetywhen U≤0, struc-

ture failure

Pt=P[U<0]=∫−∞0fU(u)du=FU(0)

P(x)=∫1σx2π⋅exp−x−µx22σx2⋅dx

P(y)=∫1σy2π⋅exp−y−µy22σy2⋅dy

FIGURE 3.9 Graphical representation of stress–strength interference.
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If the x and y are independent random variables, the U = y – x is a random 
variable as well and also satisfies the normal distribution.

∫ σ π
µ

σ
( )= ⋅ −
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


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
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⋅P U
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exp
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2
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(3.36)

The mean and variation are respectively following:

Z

U y x

U x y

U

U

y x

x y

2 2

2 2

µ µ µ

σ σ σ
µ
σ

µ µ
σ σ

= −

= +

= =
−

+ 

(3.37)

Reliability would be:

R P Z Z1 1 ( ) ( )= − = − Φ − = Φ (3.38)

3.4.3 Example

Question: The stress L and strength C of a steel rope all satisfy normal distribution. 
L(544300, 113400), C(907200, 90700), calculate the reliability of the steel rope.

Solution:
Reliability index:

544300 907200

13400 90700

362900

916845.51
3.958

2 2
β = −

+
= −

= −

Reliability is:

β= Φ − =R ( ) 0.99999

3.5 FUZZY RELIABILITY THEORY

3.5.1 Irrationality of Conventional Reliability Theory

Binary Assumption
The fault or failure of a device is in only two situations, which are either “com-

plete normal” or “complete failure.” The failure function can be denoted by (0,1).

P(U)=∫1σU2π⋅exp−y−µU22σU2⋅dU

µU=µy−µxσU=σx2+σy2Z=µUσU=µy−-
µxσx2+σy2

R=1−P=1−Φ(−Z)=(Z)

β=544300−907200134002+907002

=−362900916845.51=−3.958

R=Φ(−β)=0.99999
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Probability assumption
1. The events should be described clearly.
2. There are a large number of samples in the experiment.
3. The outcomes must be repeatable from experiment to experiment. The out-

come of one trial does not influence the outcome of a previous or future trial.
4. There is no influence from humans in the trial. All the trials should be inde-

pendent.

In solving some engineering problems, these four presuppositions cannot be 
satisfied at the same time.

3.5.2 Fuzzy Reliability Basic Theories

A fuzzy fault can be defined as a product loss of desired function at some level of 
degree. As to the no-repaired products, fuzzy fault could be called fuzzy failure. 
The biggest difference between a fuzzy fault and a conventional fault is that a fuzzy 
fault would describe the degree of the fault, but the conventional fault would not.

l Possibility assumption
l Fuzzy set and membership

� � �ω µ ω ω µ ω{ }( ) [ ]( ) ( )= ∈Ω ∈A , : ; 0,1A A

where µ is the degree of membership of ω in the set.

3.5.3 Fuzzy Reliability

Assume membership function, for example, trapezoid distribution:
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3.5.4 Fuzzy Failure Rate
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3.5.5 Fuzzy MTBF
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3.6 HARDWARE RELIABILITY

Hardware reliability is often defined as the probability that the equipment will 
perform throughout the intended mission life, within specified tolerance under 
specified life cycle loads. Reliability is not a matter of chance. It has to be con-
sciously and actively built into hardware through careful specification of good 
design and manufacturing practice. The reliability assessment during the design 
phase includes:

l Reliability allocation: based on complexity, cost, and risk
l Feasibility evaluation
l Determination of deficiencies in current database regarding material proper-

ties, application profile, and field failure data
l Comparison of alternative design configuration, based on relative reliability 

margins
l Comparison of alternative manufacturing processes, based on relative reli-

ability margin
l Evaluation of cost effectiveness, based on the reliability margin
l Development of tradeoffs with other product parameters, such as cost, risk
l Development of time, producibility, and maintainability
l Design of accelerated tests to qualify a product to the customer’s specifica-

tions
l Identification of reliability problems for corrective action
l Derating and redundancy decision making, based on tradeoffs between cost 

and risk
l Logistic planning, such as in maintainability decisions
l Measuring progress by monitoring reliability growth
l Warranty analysis

Failures of hardware are due to complex sets of interactions between (1) 
stresses and (2) material configuration of components, interconnections, and 

MTTF↔=∫0∞t⋅dF~(t)dt⋅dt   =∫0∞t⋅d
1−R~(t)dt⋅dt   =∫0∞t⋅dR~   =∫0∞

R~(t)⋅dt



Aircraft Reliability and Maintainability Analysis and Design  Chapter | 3    55

assemblies. A proper evaluation of reliability requires a systematic analysis of 
response of materials/configurations to stress. From the view of physics of fail-
ure, the characteristics of the failures of the product are defined by:

l failure mode,
l failure site, and
l failure mechanism.

3.6.1 Failure Mechanisms and Damage Models

Common failure mechanisms include those shown in Table 3.2.

3.6.2 Incorrect Mechanical Performance

Incorrect product response to mechanical overstress loads may compromise 
product performance, without necessarily causing irreversible material damage. 
Such a failure includes incorrect elastic deformation in response to mechanical 
static loads, incorrect transient response (such as natural frequency or damp-
ing) in response to dynamic loads, and incorrect time dependent (viscoelastic) 
response.

3.6.3 Incorrect Thermal Performance

Thermal performance failure can arise due to incorrect design of thermal paths 
in an assembly. This includes incorrect conductivity and surface emissivity 

TABLE 3.2 Material Failure Mechanisms

Overstress failure when any stress 
excursion exceeds strength

Wear-out failure when accumulated 
damage exceeds endurance

Performance failure not associated with 
material damage
Mechanical
Electrical
Thermal
Cosmetic
Material failure mechanisms
Fracture
Buckling
Yielding
Interfacial fracture
Electrical overstress
Electrostatic discharge
Dielectric breakdown
Thermal breakdown

Material failure mechanisms
•	 Fatigue
•	 Creep
•	 Metal	migration
•	 Corrosion
•	 Wear
•	 Aging
Interdiffusion
Depolymerizations
Embrittlement
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of individual components, as well as incorrect convective paths for the heat-
transfer path. Failure due to inadequate thermal design may be manifested as 
components running too hot or too cold, causing operational parameters to drift 
beyond specifications.

3.6.4 Incorrect Electrical Performance

Electrical performance failures can be caused by incorrect resistance, imped-
ance, voltage, current, capacitance, or dielectric properties, or by inadequate 
shielding from electromagnetic interference, particle radiation, and electrostatic 
discharge. The failure mode can manifest as reversible drifts in electrical param-
eters and/or accompanying thermal malfunction. Here, only two major electri-
cal design failures are discussed: failure caused by inadequate shielding from 
EMI and particle radiation.

3.6.5 Electromagnetic Interference

All electromagnetic waves consist of a magnetic (H) and an electrical (E) field. 
The relative magnitude of these fields depends on the nature of the emitter 
(source) and the proximity of the emitter to the shielding. The ratio of E to H is 
called the wave impedance.

When an electromagnetic wave encounters a discontinuity, such as metal 
shield, if the magnitude of the wave impedance differs greatly from the intrinsic 
impedance of the shield, most of the energy is reflected; very little is transmitted 
across the boundary and absorbed. Metals have an intrinsically low impedance 
because of their high conductivity. Therefore, for low impedance waves, less 
energy is reflected and more is absorbed because impedance of the metal shield 
more closely matches that of the wave.

3.6.6 Particle Radiation

The electrical failure modes caused by radiation are important to hardware de-
sign since they dictate, in part, the choice of packaging materials and allowable 
impurities in them. Radiation shielding may also be an important consideration 
in package design and configuration. Radiation effects on microelectronics may 
be a serious obstacle to further rapid increases in VLSI densities.

3.6.7 Yield

This is the first of the overstress material failures discussed in this chapter. Plas-
tic deformations, caused by migration of microstructural defects (called dislo-
cations) under mechanical loads in excess of yield strength (sometimes called 
flow stress) of the material, are irreversible. In other words, they manifest as a 
permanent deformation in material, even after the load is removed. Permanent 
deformations may be functionally inadmissible and be considered an overstress 
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failure mechanism in some hardware. Common examples are overstress plastic 
strains in such precision structures as optic benches, metrological devices, and 
turbine blades.

3.6.8 Buckling

Buckling is an overstress failure mechanism caused by sudden catastrophic in-
stability of a slender structure under applied compressive loads. Examples of 
buckling failures include lateral collapse of long slender columns under axial 
compression, bending-induced crippling of thin-walled structural beam sec-
tions, shear buckling of thin-walled tubular shafts under torsion, or wrinkling of 
thin plates and thin films under in-plane compressive and shear loads. Instabil-
ity occurs when the compressive load reaches a critical threshold value, called 
the critical buckling stress. The critical buckling stress is a function of material 
properties (such as stiffness) as well as of structural geometry (such as slender-
ness ratio).

In mathematical terms, buckling is deformation along an unstable path or-
thogonal to the original deformation mode and can be solved by Eigen value or 
bifurcation theory. Postbuckling analysis utilizes large-deformation theory and 
can be accomplished through incremental nonlinear algorithms.

3.6.9 Fracture

Local microscale flaws, such as sharp microcracks, exist in most materials. 
Excessive stress concentrations at the tip of these sharp cracks can cause cat-
astrophic propagation of the crack under overstress loads in brittle materials 
that exhibit little yielding and inelasticity before fracture. In ductile materials, 
a significant plastic zone may develop ahead of the crack tip due to localized 
yielding. The energy required to yield the material can increase the apparent 
resistance of a ductile material to fracture.

Designing for brittle fracture, a relatively new science, started during World 
War II because of persistent catastrophic fracture of the welded steel hulls of 
Allied Liberty ships, which became brittle in the cold Atlantic Ocean. Fracture 
is now recognized as a major cause of failure in engineering hardware, such as 
turbine blades, airframe parts, bridges, building frames, electronic dies, glass 
and ceramic components, and so on. Quasi-brittleness can lead to failure in 
hardened metal alloys and ceramics. Thermoset polymers can also undergo ex-
tensive microcracking and crazing due to brittle cracking. Brittle fracture can 
also occur due to the formation of brittle intermetallics in otherwise ductile ma-
terials, such as solder. A failure criterion based on stress is infeasible, because 
linear elastic analysis predicts infinite stresses at the tip of the flaw or crack, 
regardless of the magnitude of the far-field average or nominal stress. Hence, a 
new measure is required to quantify the severity of the stress field. This param-
eter, termed the stress intensity factor, indicates the intensity of the crack-tip 
stress field.
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Hertzberg [28] postulated that catastrophic crack growth occurs when the 
energy required to create new free-crack surfaces in the fractured solid is less 
than the strain energy reduction in the solid due to changes in the crack length. 
The approach in fracture mechanics is to predict the level of far-field stress at 
which the crack will locally propagate.

The stress intensity factor, K, used to characterize the intensity of the crack-
tip stress field, is defined in terms of the applied stress and the flaw size. For 
instance, in a plate of length 2h and width 2b, with a central crack of size 2a 
such that a << b (indicating an infinite plate), K is:

σ π=K a( )I
1/2

 (3.39)

where a is the applied far-field uniaxial stress. The critical or threshold value of 
the stress intensity factor, at which the crack will propagate, is a measure of the 
material’s resistance to brittle fracture and is termed its fracture toughness. The 
fracture toughness depends on the orientation of the crack relative to the applied 
stress and is commonly characterized for three different fundamental fracture 
modes: crack-opening mode, shearing mode, and tearing mode. Fracture tough-
ness values for common engineering materials are listed in ASM handbooks. 
The common design approach in fracture mechanics analysis is to compute the 
critical far-field load, based on the assumption that a characteristic flaw is lo-
cated at the highest stressed region in the component. Details and illustrative 
examples may be found elsewhere.

Ductile fracture, like brittle fracture, is an overstress failure mechanism. It 
requires nonlinear modelling methods, because linear elastic theory of brittle 
fracture becomes inapplicable when there is large-scale plasticity at the crack 
tip. Ductile fracture can arise in many materials, such as aluminium, gold, cop-
per, and solder, especially at high temperatures. Materials that behave in a brittle 
manner at relatively low temperatures and high strain rates can transition to duc-
tile behavior at high temperatures and/or high deformation rates. The propaga-
tion of cracks in ductile materials requires higher energy, because the inelastic 
deformation at the crack-tip causes the material’s apparent fracture toughness 
to increase.

3.6.10 Interfacial Deadhesion

Interfaces between dissimilar adhering materials can suffer adhesive failure un-
der overstress loads. Examples include delaminations in composite materials 
and adhesion failures in bonded joints. Common examples in electronic packag-
ing applications are failure at the interface of a die and the attach material, of a 
bond wire and the bond pad, and of the solder and the base material in a solder 
joint.

The interfacial strength depends on the chemical and mechanical proper-
ties of the interface. Interfacial adhesive failures can occur in diffusion-bonded, 
adhesively bonded, welded, soldered, and brazed joints between dissimilar 

KI=σ(πa)1/2
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adherents. One of the factors enhancing interfacial adhesive strength between 
two dissimilar materials is interdiffusion. However, dissimilar interdiffusion 
rates for the two adherent materials can degrade interfacial strength. Similarly, 
excessive intermetallic growth can cause a brittle interface of insufficient tough-
ness.

3.6.11 Fatigue

Fatigue is the wear-out failure mechanisms. Cyclic mechanical deformations 
(or strains) and loads (or stresses) in a material can cause eventual failure, even 
though the peak strains may never exceed the ultimate ductility (strain at fail-
ure) of the material. Such failure is due to the accumulation of incremental dam-
age with each load cycle, and is termed fatigue.

3.6.12 Creep

Some materials, such as thennoplastic polymers, solders, and many metals un-
der mechanical stress at elevated temperature, can undergo a time-dependent 
deformation called creep. In reality, most deformations occur over a finite time 
period. For convenience in mechanics modelling, deformations that occur over 
very short time periods are treated as “instantaneous” and are termed elastic or 
plastic, depending on the reversibility of the deformation. Deformations requir-
ing longer time periods are termed creep. Creep deformations are classified as 
viscoelastic (or anelastic) or viscoplastic, depending on whether the deforma-
tions are reversible.

Creep is a wear-out failure mechanism and can cause functional failure 
due to excessive deformation or act as a precursor to creep rupture. Creep oc-
curs due to dislocation climb mechanisms, polymer chain reorientation, grain 
boundary sliding (superplasticity), intragranular void migration (self-diffusion), 
and/or intergranular or transgranular void migration (grain-boundary diffusion). 
Different creep mechanisms can dominate at different temperatures within the 
same material, and sometimes more than one creep mechanism can occur simul-
taneously. In many materials, there is a stage of decreasing creep rate (primary 
creep), followed by a stage of constant creep rate (secondary creep), and, finally, 
a stage of increasing creep rate (tertiary creep). The designer must ensure that, 
over the life of the package, creep strain is within design constraints.

3.6.13 Wear

Wear is a wear-out mechanism that is extremely important in all hardware that 
experiences impact from foreign particles or a sliding motion between surfaces 
in contact. For example, abrasive wear can occur due to continuous impinge-
ment of sand, water, or other foreign particles, causing gradual erosion; fric-
tional wear can occur between gear teeth, sliding bearing surfaces, piston and 
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cylinder assemblies, and so on, causing adhesive wear. In the case of liquid 
ducts, wear can occur due to liquid erosion of cooling ducts as a result of cavi-
tation. Adhesive wear can lead to pitting and galling phenomena. Wear is not 
only a failure mechanism in itself, but also can leave hardware vulnerable to 
subsequent corrosion and overstress failure.

3.6.14 Aging Due to Interdiffusion

When two different materials are in intimate contact, molecules of one material 
can migrate into the other by diffusion or the ability of a material to migrate 
within a second material by atomic motion. From an atomic perspective, dif-
fusion is the migration of atoms between lattice sites. The atoms must have 
sufficient energy to break bonds and reform them at another lattice site. The 
diffusion rate is a characteristic material property and can be measured in the 
laboratory.

Diffusion phenomena in themselves are not intrinsic failure mechanisms. 
For example, diffusion is a beneficial mechanism for forming diffusion bonds. 
However, diffusion can act as a failure agent when, for example, the diffusing 
medium is a harmful or corrosive chemical or when diffusion leads to micro-
structural aging, detrimental creep deformation, metal migration, and unbal-
anced interdiffusion. Interdiffusion is a time-dependent phenomenon and is 
therefore a wear-out failure mechanism.

3.6.15 Aging Due to Particle Radiation

Particle radiation is a common phenomenon in aerospace environments and in 
nuclear-power and particle-research establishments in terrestrial environments. 
Radiation damage includes both mechanical and electrical failures. The me-
chanical failure mechanism is typically an embrittlement aging phenomenon of 
the wear-out type. Common examples are exposed hardware in space satellites, 
reactor vessels, and such. The electrical phenomenon is an overstress phenom-
enon that causes “soft errors” due to the passage of single radiation particles 
through LSI/VLSI electronic hardware.

Radiation damage causes different aging in types of different materials. Ra-
diation damage is a time-dependent wear-out phenomenon, and is of concern 
in metallic, ceramic, and polymeric materials. In metals and ceramics, radiation 
causes point defects, such as pairwise combinations of vacancies and interstitial 
atoms (Schottky defects), by knocking atoms out of molecular lattice structures 
and lodging them in interstitial sites. These point defects cause embrittlement 
aging, which can be countered by annealing operations. More importantly in 
electronic packaging applications, these defects can also alter thermal, optical, 
and electrical properties, impairing the operation of active devices. In polymeric 
materials, radiation aging is caused by breaks in polymer chains or changes in 
the degree of polymerization due to chain branching. Either of these can reduce 
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the strength of the polymer. In its most common form, this can lead to photo 
degradation of polymers under prolonged exposure to UV radiation in strong 
sunlight. Stabilizers are sometimes needed to combat such wear-out failures.

3.6.16 Other Forms of Aging

There are a variety of other forms of aging that can alter a material’s perfor-
mance overtime. Examples include hydrogen embrittlement, thermally induced 
depolymerization, increased cross-linking leading to embrittlement in thermo-
setting polymers, and grain growth in crystalline materials. Detailed discussions 
of all these mechanisms are, however, beyond the scope of the present discus-
sion.

3.6.17 Corrosion

Corrosion results from the chemical or electrochemical degradation of met-
als. Corrosion is a time-dependent wear-out failure mechanism and can act 
as a precursor either to subsequent overstress failure by brittle fracture or to 
subsequent wear-out failure by fatigue-crack propagation. Corrosion can also 
alter the electrical and thermal behavior of materials in the microscale. The 
three most common forms of corrosion are uniform, galvanic, and pitting cor-
rosion. The corrosion reaction rate depends on the material, the presence of an 
electrolyte, the presence of ionic contaminants, geometric factors, and local 
electrical bias.

Uniform corrosion is a chemical reaction occurring at the metal–electrolyte 
interface uniformly throughout the surface. The continuation of the corrosion 
process and its rate depend on the nature of the corrosion product. If the corro-
sion product is soluble in the electrolyte (say, water), it can be dissolved away, 
exposing fresh metal for further corrosion. On the other hand, if the corrosion 
product forms an insoluble, nonporous, adherent layer, it limits the rate of reac-
tion and finally stalls the corrosion process.

Galvanic corrosion occurs when two or more different metals are in con-
tact. Each metal is associated with a unique electrochemical potential. When 
two metals are in contact, the metal with the higher electrochemical potential 
becomes the cathode, and the other metal, the anode. The electrical contact 
between dissimilar metals leads to the formation of a galvanic cell. The rate of 
galvanic corrosion is governed by the rate of ionization at the anode (i.e., the 
rate at which anode material passes into solution), and this, in turn, depends on 
the difference in electrochemical potential between the contacting two metals. 
The conductivity of the corrosion medium affects both the rate and distribution 
of galvanic attack. In solutions of high conductivity, the corrosion of the more 
active alloy is dispersed over a relatively large area. In solutions with low con-
ductivity, most of the galvanic attack occurs near the point of electrical contact 
between the dissimilar metals.
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Pitting corrosion occurs at localized areas, causing the formation of pits. The 
corrosion conditions produced inside the pit accelerate the corrosion process. 
As the positive ions at the anode go into solution, they become hydrolyzed, pro-
ducing hydrogen ions in the process. This increase in acidity in the pit destroys 
the adhering corrosion products, exposing more fresh metal to attack. Since the 
oxygen availability in the pit is low, the cathodic reduction reaction can occur 
only at the mouth of the pit, thus limiting lateral growth of the pit.

Surface oxidation, another common type of corrosion in metallic materials, 
is governed by the free energy of formation of the oxide. For example, there is 
a large driving force for the oxidation of aluminium and magnesium but much 
less of a force for copper, chromium, and nickel. Depending on the stoichiom-
etry of the corrosion reaction, the type of the oxide formed can be either porous 
or dense-packed. The oxide type frequently governs the subsequent rate of cor-
rosion. For instance, a thick, nonporous oxide layer may act as a protective bar-
rier and inhibit further corrosion by cutting off the oxygen supply to the surface, 
as with aluminium and stainless steel. Sometimes, the volume of the corrosion 
product (oxide) may be so much higher than the base material that the oxide lay-
er peels off. Such scaling failure exposes the underlying metal to fresh attack.

Corrosion is a leading cause of damage and failure in engineering hardware, 
and prevention, cure, and replacement costs are significant.

3.6.18 Metal Migration

This wear-out mechanism, important in electronic hardware, is driven by diffu-
sion phenomena. There are many types of metal migration, including electro-
migration, cathodic dendritic growth, and conductive anodic filament (CAF) 
growth. Dendritic growth is essentially an electrolytic process in which the 
metal from the anode region migrates to cathodic areas. Metal migration leads 
to an increase in leakage current between the bridged regions or causes a short if 
complete bridging occurs (migrative resistance shorts). Although Ag migration 
has been most widely reported, depending on environmental conditions, many 
other electronic metals, like Pb, Sn, Ni, Au, and Cu, can also migrate. Being 
time-dependent, this is a wear-out mechanism.

Metal migration is governed by the availability of metal, the presence of 
electrolytes, such as condensed water and ionic species, and the existence of a 
voltage differential. Metals known to be susceptible to metal migration should 
be protected from water vapor and ionic contamination. As the migration phe-
nomenon is an electrolytic process, it is essential to have a conducting medium. 
Ionic species include impurities, such as chlorides or products generated during 
corrosion. The driving force necessary to cause metal migration is the potential 
difference existing when the electronic hardware is in a biased condition. While 
the primary stress for this failure mechanism is an electrical potential gradient, 
it can be accelerated by secondary stresses, such as moisture, ionic contami-
nants, and temperature.
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3.7 MAINTAINABILITY ANALYSIS AND DESIGN

Attention was given to maintainability features in the equipment design stage in 
the late 1950s. By 1959, the USAF had published MIL-STD-26512, a document 
focusing on maintainability. Since then several standards and military docu-
ments on maintainability have been developed.

3.7.1 Definitions Used in Maintainability Engineering

Maintainability: The probability that an inoperable item (i.e., failed equipment) 
is restored to a working state within a defined downtime period.

Availability: The probability that at time t the system is functioning normally 
when used under specified conditions, where administrative time, logistic time, 
and operating time are the components of total time.

Down time: The total time during which the equipment is in an unsatisfac-
tory operable state. MDT = active maintenance time + logistic delay + admin-
istration delay.

Operating time: The time during which the equipment is operating satis-
factorily, as expected by the operator, although the equipment’s unacceptable 
operation is sometimes due to the maintenance person’s assessment.

Active repair time: The equipment’s downtime in which one or more mainte-
nance people are performing their duty to effect an equipment repair (Fig. 3.10).

Preventive maintenance: Maintenance that is carried out to retain equipment 
in an acceptable operating state by providing orderly detection and inspection 
in addition to prevention of incipient failures.

Corrective maintenance: Maintenance that is carried out to restore failed 
equipment to acceptable operable conditions.

3.7.2 Measurements

MTBM: mean time between maintenance
MTTR: mean time to repair
MAMT: mean active maintenance time
MPMT: mean preventive maintenance time
MDT: maintenance down time

FIGURE 3.10 Components of active repair time.
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LDT: logistic delay time
ADT: administration delay time
Cost/OH: maintenance cost per system operating hour
MMH/OH: mean man-hours per operational hours

3.7.3 Maintainability Function

Where t is the variable repair time, f(t) density function:

∫=M t f t dt( ) ( )
t

0 
(3.40)

3.7.4 Often Used Maintainability Distributions

Exponential:

∫= = −− −M t ue dt e( ) 1ut ut
t

0 
(3.41)

Where u is repair rate, MTTR = 1/u. The time to repair electronic equipment 
follows this distribution.

Log normal distribution:
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Aircraft: time to repair follows log-normal distribution.
Repair rate function:
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3.7.5 Availability Models

Inherent availability model:

=
+

A
MTBF

MTBF MCT
i

 
(3.44)

Excludes preventive, scheduled maintenance actions, logistic delay time, 
and administrative delay time.

M(t)=∫0tf(t)dt

M(t)=∫0tue−utdt=1−e−ut

M(t)=1σl2π∫0texp−lnt−µl22σl2dt=
Φlnt−µlσl

µ(t)=f(t)1−M(t)

Ai=MTBFMTBF+MCT
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Achieved availability:

=
+

A
MTBM

MTBM MAMT
a

 
(3.45)

MAMT: Mean active maintenance time, excludes logistic and administra-
tive delay time.

Operational availability:
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(3.46)

MDT: Mean maintenance down time; MTBM: Mean time between mainte-
nance.

System instantaneous availability:

λ= + −Av t
k

D D
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(3.47)

λ, k are system constant failure rate and repair rate, respectively, D = k + λ.
System mission availability:
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If ta = 0 and tb = t, then

λ ( )= + − −Av t
k

D D t
e( ) 1 Dt

m 2 
(3.49)

3.7.6 Effectiveness Models

Definition: probability that an item is able to meet an operational requirement 
within a specified period when used under a stated condition.

= ⋅ ⋅P P R Pr m d (3.50)

where P, system’s effective probability; Pr, probability of operational readiness; 
Rm, mission’s reliability; Pd, probability of design adequacy.

3.8 SPECIFICATION OF MAINTAINABILITY [29]

A maintainability specification’s form can vary considerably. It may be a state-
ment defining the required test program to meet purchaser’s requirements, or a 
formal specification defining complete management structure and setting stan-
dards for all aspects from operating environment demands for life testing, to 
detailed definitions of environmental or functional testing.

Aa=MTBMMTBM+MAMT

Ao=MTBMMTBM+MDT

Av(t)=kD+λDe−Dt

Avm(t)=tb−ta−1∫tatbAv(t)dt

Avm(t)=kD+λD2t1−e−Dt

P=Pr⋅Rm⋅Pd
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Maintainability clauses normally contain three elements as follows:

l The objective or required value of the relevant maintainability characteris-
tics, expressed in performance terms.

l The conditions of use, storage and maintenance, and life of item, during 
which this maintainability is required.

l The means by which the required maintainability is to be, or has been as-
sured.

3.8.1 Quantitative Maintainability Clauses

Complete statement of maintainability requirements will cover four broad ar-
eas, as follows:

1. Maintainability characteristics to be achieved by the item design.
2. Constraints to be placed on item deployment that will affect its maintenance.
3. Maintainability program requirements to be accomplished by the supplier to 

assure the delivered item have the required maintainability characteristics.
4. Provision of maintenance supports.

3.8.2 Qualitative Maintainability Requirements

Qualitative approach considers specification of design disciplines and the de-
gree to which the item concurs with a specific maintenance and support policy, 
where the quantitative requirement contains numerical values. Such policy 
could include statements, such as the following:

l Repair shall be performed by personnel of stated skill level
l Repair should be performed by replacement of recoverable units
l Replaceable parts shall be plug-in units
l Maintenance shall be performed according to defined and established proce-

dures
l Failed parts isolation shall be performed by built-in test equipment for 95% 

of all cases

Examples of qualitative aspect for which requirements may be specified are:

l Maintenance skill level requirements
l Need for special tools or test equipment
l Need for adjustments
l Parts standardization
l Clear subsystem function identification
l Visual inspection access
l Built-in test facilities
l Properly marked test points
l Color coding and labels as appropriate
l Use of plug-in units
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l Use of captive fasteners
l Use of handles on replaceable units
l Scope and range of technical manuals; and
l Human factor limitations in design of the item

3.8.3 Choice of a Maintainability Characteristic

Quantitative maintainability characteristics are used to express maintainabil-
ity numerically. Maintainability is generally approached from the standpoint 
of returning equipment to an operating condition following failure (corrective 
maintenance) or keeping the system from failing (preventive maintenance). The 
most common objective is related to the time an item is in a nonoperative status 
due to maintenance.

Active repair time is often used to specify maintainability and include the 
following subelements:

l Diagnosis (failure detection, localization of cause, etc.)
l Technical delays (typical technical delays include setting time, cooling, in-

terpretation and application of information, interpretation of display, read-
out, etc.)

l Restoration (disassembly, interchange, reassembly, alignment, etc.)
l Final check (testing procedure as necessary)

Characteristics: A variety of other maintainability characteristics may be 
specified for the item. Their characteristics are:

l Active maintenance time (mean, median, maximum)
l Active corrective time (mean, median, maximum)
l Routing inspection interval
l Maintenance cost per operating hour (mean)
l Numbers of hours labor per operating hour (mean)
l Number of personnel per maintenance action (mean); and
l Maintenance support cost for the life cycle (cost)

Example:

1. The mean time to repair (MTTR) at intermediate level shall be X minutes. 
Y% of all maintenance tasks shall be completed in less than Z minutes.

2. Preventive maintenance time shall not be required.
3. Maintenance reliability, the probability an equipment is capable of perform-

ing its functions following a satisfactory maintenance checkout, shall be 
greater than X%.

4. All operator level maintenance tasks shall be completed in less than Y min-
utes without use of special tools.

Required value of the maintainability characteristics: In some cases, two 
maintainability characteristics’ values may be specified, which will better 
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determine the distribution. For example, as well as specifying an MTTR for 
equipment, the maximum time to repair (i.e., the longest repair time) may be 
specified.

3.9 ASSESSMENT AND PREDICTION OF MAINTAINABILITY

Maintainability assessment is the process by which quantitative values are as-
signed to reliability and maintainability.

Maintainability assessment is required when:

l Establishing the maintainability required of a product;
l Predicting the maintainability of a product still in design, development, or 

premanufacturing stage; and
l Establishing whether a product in service has performed, or is performing, 

in such a way as to satisfy the specified value of the reliability characteristic, 
and whether it is likely to continue to do so for the rest of its design life.

3.9.1 Maintainability Prediction [30]

Maintainability prediction is the estimation of maintenance workload (pre-
ventive and corrective) associated with the proposed design. Maintainabil-
ity prediction should be accomplished immediately following definition of 
the basic system. This is the earliest time when sufficient data is available 
to perform a meaningful quantitative evaluation of design characteristics in 
terms of performance and maintenance. At this early stage of system design 
process, maintainability predictions can still influence the design approach. 
As the system design progresses to the detailed level, more complete design 
information becomes available and consequently estimation of system main-
tainability characteristics becomes more accurate. The estimate should be 
updated continuously as the design progresses to provide visibility needed to 
ensure the specified requirements have a high probability achievement. Pre-
dictions are applicable to all programs and all system and equipment types. 
However, they are particularly pertinent in programs where risks are high 
or unknown, and failing to achieve the maintainability requirements, highly 
undesirable.

3.9.2 Prediction Advantages

A significant advantage of using maintainability prediction is it highlights 
for the designer, areas of poor maintainability that justify product improve-
ment, modification, or a change of design. Another useful maintainability 
prediction feature is that it allows the user to make an early assessment of 
whether predicted downtime, personnel quality and quantity, tools and test 
equipment are adequate and consistent with the needs of the system’s opera-
tional requirements.
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3.9.3 Techniques

The effectiveness of maintainability prediction as an evaluation tool depends on 
the technique and accuracy of input data. This in turn is based on the applied 
knowledge and insight of the analyst. Presently several maintainability predic-
tion techniques are used. Procedures vary depending on the specific need for 
measurement, differences in imposed requirements, peculiarities of equipment 
being measured, and individual or company preferences.

3.9.4 Basic Assumptions and Interpretations

Every maintainability prediction procedure depends upon use of recorded re-
liability and maintainability data and experience obtained from comparable 
systems and components under similar use and operation conditions. It is also 
customary to assume the principle of transferability. This assumes data accumu-
lating from one system can be used to predict maintainability of a comparable 
system undergoing design, development, or study. This procedure is justifiable 
when the required degree of commonality between systems can be established. 
Usually during the early design phase, commonality can be only broadly in-
ferred. As the design is refined, commonality is extendable if a high positive 
correlation in equipment functions, maintenance task times, and levels of main-
tenance is established. History has shown the advantages greatly outweigh the 
burden of making a maintainability prediction.

3.9.5 Elements of Maintainability Prediction Techniques

Each maintainability prediction technique utilizes procedures specifically de-
signed to satisfy its application method. All maintainability prediction methods 
are dependent on at least two basic parameters:

1. Failure rates of components at the specific assembly level
2. Repair time required at the maintenance level involved

a. Failure rates: Many sources record failure rates of parts as a function of 
use and environment. Failure rates are used in maintainability prediction 
to provide an estimate of the relative frequency of failure of components 
in the design. Similarly, relative frequency of component failure at other 
maintainable levels can be determined by employing standard reliabil-
ity prediction techniques using parts failure rates. Another use of failure 
rates is to weight repair times for various categories of repair activity, to 
provide an estimate of its contribution to total maintenance time.

b. Repair times: Repair times are determined from prior experience, simu-
lation of repair tasks, or data secured from similar applications. Most 
procedures break maintenance action into a number of basic tasks whose 
time of performance is summed to obtain total time for the maintenance 
action.
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3.10 MAINTAINABILITY DESIGN: THE AFFECTED FACTORS

l Fault diagnosis: BIT technique
l Fault isolation
l System complexity
l Accessibility
l Maintenance environment
l Packaging
l Handling of tools and other materials
l Limiting clearance
l Standardization and interchange ability
l General criteria

3.11 MAINTAINABILITY DESIGN: CRITERIA

l Providing adequate accessibility, workplace, and work clearance
l Reducing the need for, and frequency of, maintenance activities
l Reducing maintenance downtime
l Reducing maintenance support costs
l Reducing maintenance personal requirements
l Reducing potential for maintenance error
l Providing a built-in test capability

3.12 MAINTAINABILITY DESIGN: ALLOCATION

Purpose: Allocate the system’s maintainability requirement to subsystem
Methods: Weighting factors
Assumption: Failure rate follows exponential distribution. Repair rate follows 
log-normal distribution. λs, system failure rate; λI, subsystem failure rate; n, the 
number of affected factors; m, the number of subsystems; Wi, the average of 
weighting factors of each subsystem.
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In a series system with four subsystems, with failure rates of each subsystem 
λ1 = 0.001, λ2 = 0.002, λ3 = 0.003, and λ4 = 0.004, respectively, and with the 

λs=∑i=1mλi

ti=wiwMTTR

w=∑i=1mλiwiλs



Aircraft Reliability and Maintainability Analysis and Design  Chapter | 3    71

required system MTTR of 2 h, allocate the requirement to subsystems as shown 
in Table 3.3.

The allocated MTTR of subsystems: T1 = 2.49, T2 = 1.70, T3 = 1.70, 
T4 = 2.096.

3.13 MAINTAINABILITY DESIGN—LIMITING 
CLEARANCE [31]

TABLE 3.3 Weighting Factors of Subsystems

Subsystem, 
m = 4; i = 1, 
2 … m

Weighting factors (total 10 for each factor), i = 1, 2 … 6 Wi
n = 6; i = 1, 
2 … n

1 2 3 4 5 6

Fault 
isolation

Complexity 
of the system

Environ-
mental

Pack-
aging

Han-
dling

Acces-
sibility

1 7 3 2 1 3 2 3.16

2 2 3 1 2 1 4 2.167

3 1 4 3 3 1 1 2.167

4 0 0 4 4 5 3 2.66

W = 2.538
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3.14 MAINTAINABILITY DESIGN—ACCESSIBILITY

3.15 MAINTAINABILITY DESIGN—PACKAGING
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3.16 MAINTAINABILITY DESIGN—STANDARDIZATION AND 
INTERCHANGE ABILITY

3.17 MAINTAINABILITY DESIGN—INSTALLATION-
COMPONENTS ARRANGEMENT
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3.18 MAINTAINABILITY DESIGN—GENERAL CRITERIA
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3.19 MAINTAINABILITY DEMONSTRATION AND 
TESTING [32]

Maintainability specifications written into a contract are in effect only targets or 
goals, unless there is an actual assessment of the maintainability parameters of 
the developed system/equipment.

The primary function of maintainability test and demonstration is to “verify 
maintainability” that has been “designed-in” and “built-in” to the system/equip-
ment. Up to this point in development, the tasks of the maintainability program 
have been analytical in nature, providing a confidence that both quantitative and 
qualitative maintainability requirements would be met.

3.19.1 Maintainability Testing Program

There can be three phases to a maintainability testing program.
Maintainability verification is conducted incrementally during development 

on mock-up models and early hardware designs, with the intention of providing 
progressive assurance that maintainability requirements can be achieved and 
earlier modelling and allocation were accurate.

Maintainability demonstration occurs at the end of development, to deter-
mine whether contractual requirements have been achieved.

The demonstration is performed on as close-to-production hardware as pos-
sible (i.e., final prototype or preproduction item), conducted in an environment 
that simulates, as closely as possible, the operational and maintenance environ-
ment specified for the item. The environment should be representative of the 
working conditions, tools, support equipment, repair parts, facilities, and tech-
nical publications required during operational service.

Maintainability evaluation occurs in the field environment. Its objectives are 
to evaluate the impact of the actual operation, maintenance and support envi-
ronment on the maintainability, to evaluate correction of deficiencies detected 
during the maintainability demonstration, and to demonstrate depot level main-
tenance tasks when applicable. All evaluation items should be production or 
production equivalent items.

3.19.2 Maintainability Demonstration

To fulfill maintainability demonstration requirements for a typical program, a 
contractor is obligated to demonstrate that equipment meets specified main-
tainability requirements. The accomplishment of such a demonstration in a re-
alistic operational environment is often impractical. In certain instances dem-
onstrations can be accomplished in an environment closely approximating a 
true operational situation. In other words, a contractor demonstration may be 
conducted at the customer’s facility, employing customer personnel, on equip-
ment installed and ready for operational use. However, such demonstrations are 
generally scheduled at specific times and faults are simulated in the equipment 
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to simulate maintenance requirements. Although this type of situation does not 
completely reflect normal user operations (since failures are induced and sub-
sequent demonstrations planned, eliminating some of the randomness normally 
involved), it can provide a close simulation.

3.19.3 Test Conditions

Test conditions for formal maintainability demonstrations include:

l Maintainability requirements;
l Maintenance policy;
l Demonstration model configuration;
l Test environment;
l Test personnel;
l Technical data;
l Support equipment; and
l Spare parts.

3.19.4 Maintenance Task Selection

The assurance that the proposed demonstration reflects total system maintain-
ability depends on the maintenance task selection process. This process in-
volves identification of a representative sample (based on the expected percent-
age contribution to total maintenance requirements) of maintenance tasks to be 
demonstrated. The process does not include actual random (unplanned) failures 
occurring during the test, but it does include a variety of induced failures to 
ensure adequate coverage.

3.20 MAINTAINABILITY AND RELIABILITY PROGRAM 
ACTIVITIES DURING THE PHASES OF A PROJECT [33]

3.20.1 Definition Phase

l Feasibility study
l Statement of reliability and maintainability
l Objectives and requirements
l Reliability and maintainability specification and contract formulation

3.20.2 Design and Development (Including Initial Manufacture)

l Analysis of parts, materials, and processes
l Analysis of established and novel features
l Failure mode, effect, and criticality analysis
l Incident sequence analysis (fault tree analysis)
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l Stress and worst case analysis
l Reliability prediction
l Redundancy analysis
l Human factors
l Design review
l Design audit
l Design change control
l Maintainability analysis
l Maintainability prediction
l Maintainability design criteria
l Safety program
l Test plans
l Parts and subassembly testing
l Performance and environmental testing
l Accelerated testing
l Endurance testing
l Reliability growth testing
l Development reliability demonstration testing
l Maintainability test and demonstration
l Data collection, analysis, and feedback

3.20.3 Production

l Preservation of reliability achievement
l Quality conformance verification
l Screening (run-in, bed-in, or burn-in) of components and assemblies
l Production reliability demonstration testing
l Maintainability in production
l Additional software check

3.20.4 Installation and Commissioning

l System acceptance
l Commissioning tests
l Reliability growth
l Reliability and maintainability demonstration
l Data collection
l Reliability and maintainability assessment

3.20.5 Operation-Usage and Maintenance

l Data collection, analysis, feedback, and redesign
l Modification
l Maintenance



78     Reliability Based Aircraft Maintenance Optimization and Applications

3.21 MAINTAINABILITY MANAGEMENT

3.21.1 Responsibilities Interface of Maintainability 
and Maintenance [34]

The responsibilities interface of maintainability and maintenance is given in 
Table 3.4.

3.21.2 Maintainability Analysis

l Preparation of maintainability demonstration documents
l Trade-off analysis of maintainability
l Allocation of the maintainability
l Reviewing system requirement
l Prediction of system maintainability
l Participating in the engineering maintenance analysis

3.21.3 Maintainability Design

l Preparing design report
l Taking part in item design review
l Monitor item design
l Approving product design drawing
l Consulting service

3.21.4 Maintainability Administration

l Organizing
l Staffing
l Preparing maintainability program plan
l Budgeting and scheduling
l Developing procedure and policies
l Design reviewing
l Coordination
l Documentation

TABLE 3.4 Responsibility Interface of Maintainability and Maintenance

Maintainability Maintenance

•	 Requirements
•	 Design	criteria
•	 Repair	policy
•	 Test	philosophy
•	 Cost	analysis

•	 Concepts
•	 Procedures
•	 Personnel	skills
•	 Training
•	 Support	equipment
•	 Provision
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4.1 INTRODUCTION

This chapter aims to help the reader develop an understanding of the meth-
odology behind reliability-centered maintenance (RCM) analysis, including 
broad logistic support analysis, processes, and how the outcome contrib-
utes to effective maintenance management. In developing the maintenance 
plan, techniques of logistic support analysis (LSA) are used to determine the 
requirements to support a specified operational schedule or readiness pro-
file. These requirements were established on the FMECA data derived from 
failure patterns and the criticality of effects. In following up this analysis 
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maintenance intervals, task types, and the performance levels are determined. 
This is followed by decisions on associated procurement tasks, stocking lev-
els for spare parts, and other items needed to support these plans. Overall 
the process is known as integrated logistic support (ILS) management. Opti-
mization of maintenance efforts in support of the operations pattern will be 
discussed as well.

4.2 MAINTENANCE ANALYSIS PROCEDURES

The philosophy for determining maintenance requirements for an aircraft type 
has developed progressively over recent decades. Until the early 1970s require-
ments for maintenance tasks for both civil and military aircraft were generally 
aligned to a safe-life concept of airworthiness. Any failure was unacceptable. 
Fatigue-based cracking was avoided by factoring the life back from the hours 
at which a failure was expected to occur. Lack of structural redundancy and the 
lack of “fail–safe” concepts in design often required rather arbitrary and rela-
tively short fatigue lives for some wing and fuselage structures.

Aircraft were inspected at regular “hard time” intervals based on past prac-
tice for similar generic types. Major inspections of aircraft required a high de-
gree of disassembly and structural inspections were expected to look at virtually 
the whole aircraft.

Most components, particularly vital ones, such as engines, would have an 
overhaul life set during the prototype development testing. Most maintenance 
was determined by a wear-out assessment, items being inspected, removed for 
overhaul, or bay-serviced according to their flying hour history at set periods 
or intervals.

These “hard-time” intervals might be extended or perhaps reduced on some 
basis of experience as approved by the regulatory authority. This process was 
reasonably thorough and secure as Friend [27] points out: “the procedure was 
conservative; most components started with low approved lives and their reli-
ability had to be established by trial in service.” But with the benefit of hind-
sight it was grossly inefficient, likely to induce faults in the overservicing work 
done and causing significant economic inroads into availability.

4.2.1 The MSG Series Procedures

In civil aviation the concepts of on-condition removal were introduced with a 
FAA Industry Reliability Program that led to the adoption by its Maintenance 
Steering Group of a maintenance analysis process called MSG-1, first applied 
to the Boeing 747 in 1968. MSG-2 followed in 1970 and included condition 
monitoring. It was used with the DC-10 and Lockheed L1011. The Associa-
tion of European Airlines developed a similar process called EMSG in 1972 
used on Concorde and the Airbus A300. Ultimately the MSG-3 approach was 
developed and published in 1993 by the United States and Europeans jointly 



RCM and Integrated Logistic Support  Chapter | 4    81

and applied to Boeing 757 and 767 aircraft. In its updated form this remains the 
current standard approach for airline aircraft [27].

As part of the civil certification process, a representative group of people, 
known as the Maintenance Review Board (MRB) from the manufacturer, regu-
lator, and operational airlines meet in working groups to define basic mainte-
nance requirements for the type. This is then documented and issued with the 
regulator’s approval. Each airline may develop its own maintenance schedules 
to meet these basic requirements but varied to suit particular local airline re-
quirements and these schedules in turn are approved by the regulatory authority 
and are legally enforceable.

4.2.2 Reliability-Centered Maintenance

Reliability-centered maintenance (RCM) for civil aviation was developed by 
United Airlines in the United States in the mid-1980s. It corrected a number 
of inadequacies in the logic and scope of MSG-2 including aspects of fatigue 
design rules, electronic control and display systems, and the impact of prices 
during the oil crisis on airline economics. The logic of MSG-2 was to build 
upward from the component to the systems level, while MSG-3 works from the 
top–down, from the impact of any unreliability to maintenance tasks required 
to preserve this reliability.

The RCM concept also had a major influence on military aircraft main-
tenance planning detailed further later. Royal Australian Air Force (RAAF) 
doctrine requires the acceptance of the following:

l Design of equipment establishes the consequences of failure.
l Redundancy can overcome problems of safety consequences.
l Scheduled maintenance can prevent or reduce frequency of functional 

failures.
l Scheduled maintenance can achieve the inherent reliability of an item but 

cannot improve it.
l Reliability problems cannot be solved by scheduled maintenances.
l On-condition inspection is the most effective tool of preventative mainte-

nance by making it possible to prevent functional failures.
l Scheduled maintenance programs must adapt to changing needs by 

responding to service experience.
l Product improvement is a normal part of the development cycle for all new 

equipment.

4.2.3 MSG-3 Logic

The logic process is divided into two independent logic paths.
Structures based on guidelines of FAR 25,571 for damage tolerant design of 

structurally significant items (SSIs). The equivalent US military requirements 
are set out in Mil-STD-1530 A (1995).
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Systems and power plants that consider maintenance significant items 
(MSIs) are sometimes (e.g., RAAF) called functionally significant items (FSIs), 
defined as those of which a failure:

1. Could affect safety in the air or on the ground, and/or
2. Is undetectable during operations and/or
3. Could have significant operational economic impact, and/or
4. Could have significant nonoperational economic impact

4.2.4 Structures

Items are evaluated for their significance, susceptibility to fatigue, environ-
mental or accidental damage, and those identified will be assigned preventative 
maintenance tasks. Remaining items are monitored by “zonal checks”, that is, a 
general visual survey of a defined area or volume. See Fig. 4.1 for an illustration 
of the simplified logic diagram.

The process requires a worksheet recording all descriptive information, in-
put data, and decisions made on tasks and intervals and so forth.

An SSI is defined as a detail, element, or assembly that is judged significant 
due to the reduction in aircraft residual strength or loss of structural function 
that results from its failure. Other structures, not judged to be SSIs, are defined 
within zonal boundaries.

Once the analysis process has defined and described the item, determined its 
significance, and collated the manufacturer’s design, material, and manufacturing 
data, the logic steps aforementioned are followed. SSI’s are classified as either:

FIGURE 4.1 Simplified MSG-3 structural logic diagram.
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Damage tolerant: That is, “it can sustain damage and the remaining struc-
ture can withstand reasonable loads without structural failure or excessive 
structural deformation until the damage is detected.”
Safe life: That is, “Structure that is not practical to design or qualify as dam-
age tolerant. Its reliability is protected by discard limits that remove items 
from service before failures are expected.”

Rating values are associated with various effects on a SSI to rank their im-
portance and contribute to the judgement on inspection methods and intervals.

4.2.5 Fatigue Damage

In relation to fatigue damage, the following rating issues are considered:

l Threshold for detectable size fatigue damage
l Detection standards for applicable types of inspections
l Crack growth assessment for repeat inspection interval
l Residual strength damage size
l Fleet size/usage assessment
l Target values for scheduled maintenance check intervals.

4.2.6 Environmental Deterioration

Environmental deterioration may or may not be time dependent and is influ-
enced by the effectiveness and durability of surface protection schemes. The 
following are likely sources of damage.

l Exposure to a deteriorating environment, such as cabin condensation, galley 
spillage, toilet spillage, cleaning fluids, and so forth.

l Contact between dissimilar metals
l Breakdown of surface protection

4.2.7 Accidental Damage

Accidental damage may be judged on the frequency of exposure and location of 
damage from such sources as:

l Ground-handling equipment
l Cargo-handling equipment
l Manufacturing deficiencies
l Improper maintenance and/or operating procedures
l Rain, hail
l Bird strike
l Runway debris
l Spillage
l Lightning strike
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An example of the format used by AIRBUS for the A320 is available in 
the NARC for perusal. It shows how various ratings are collated to develop an 
inspection interval for a skin panel.

4.2.8 Systems and Power Plants

The logic for an MSI is divided into an analysis at the first level, where ques-
tions are asked as to whether the failure is evident, and then whether it is has a 
safety or economic effect. Answers to these questions follow the logic tree illus-
trated subsequently to place the failure into one of the following five categories:

1. Evident—Safety effect—tasks are required to assure safe operation
2. Evident—Operational economic effect
3. Evident—Nonoperational economic effect
4. Hidden—Safety effect
5. Hidden—Nonsafety economic effect.

The categorization is used to generate a scheduled task from one of the fol-
lowing:

l Lubrication/servicing—LU/SV
l Operational/visual check—OP/VC
l Inspection/functional check—IN/FC
l Restoration—RS
l Discard—DS

These are embraced in the maintenance activities considered in previous 
chapters, but also include provision for, and reliance on, crew and condition 
monitoring tasks. Tasks are generally considered in the aforementioned order, 
the top ones being easier and less cosily. Note that if a task is required and none 
of the aforementioned is effective, then redesign is mandatory. Unscheduled 
tasks may be generated also as outcomes of:

l The earlier scheduled tasks performed at their specified intervals
l Malfunction reports, from in the air or on the ground
l Data analysis, indicating adverse trends.

4.2.9 Setting Task Frequencies/Intervals

Sound information is necessary on which to base an effective interval for perform-
ing the aforementioned maintenance tasks. This information may come either from 
past experience on other similar systems, or from the manufacturer’s test data. In the 
absence of any precedent, the working group is required to use its best judgement.

In pursuit of the aforementioned necessary data and experience, some items 
will be determined by the MRS to need a “threshold sample.” In this case a speci-
fied number of items will be examined after a period in service to verify design cal-
culations or empirical decisions made initially in respect of the maintenance tasks.
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4.3 STATISTICAL RELIABILITY ASSESSMENT

Serviceability based on condition monitoring relies on information about likely 
or achieved reliability of the item being monitored. Failure rates are analyzed to 
establish the need for corrective action. Deterioration found during monitoring 
can also be used to prevent failure. However, failure must either be accepted as 
likely to occur and its consequences found either to be relatively unimportant, 
or safety assured by redundancy.

Failures may occur inflight, cause incidents, delays, engine shut downs, or 
air-turn-backs, and invoke the need to use redundant items. All these occurrenc-
es may be recorded to provide data. Information about an item can be derived 
from trends in the following types of data analysis:

l Flight hours/cycles (or MTBF)
l Dispatch reliability (or rate)
l Defect rate
l Removal rate or unscheduled removal rate
l Failure/fault rate
l Age bands at failure
l Probability of survival to a given life

Decisions regarding maintenance actions for items affected by changes in 
reliability may be made by people or committees associated with the reliability 
control process. In some airlines this function rests with the quality organiza-
tion advised by engineering and maintenance sections. Procedures and lines of 
communication need to be well established and understood. Information may 
be presented in statistical process control formats where alert levels are set in 
advance. Adverse trends or penetration of safe levels become the trigger for 
remedial attention to the specified maintenance task.

4.4 LOGISTIC SUPPORT ANALYSIS

While the civil aviation maintenance analysis processes aforementioned were 
developed with an accent on commercial economic efficiency, military ser-
vices were simultaneously setting out to improve operational availability with 
improved efficiency using much the same concepts. The F-111 System, first 
developed under then US Secretary of Defense Robert McNamara, was called 
the System Package Program, under which the aircraft and all its support re-
quirements were to be provided by the prime contractor as a consistent whole. 
The US Air Force subsequently took a lead in the 1970s to establish Logistic 
Support Requirements on a contractual basis during development of new mili-
tary systems. The consequent MIL-STDs 1388-2B represents the system the US 
government used for equipment development and acquisition projects.

Logistic support analysis (LSA) as a process can be applied very broadly to 
a wide range of support determinations and has standing beyond these military 



86     Reliability Based Aircraft Maintenance Optimization and Applications

standards. A series of analytical LSA calculations can be made for four main 
purposes:

1. Set support criteria for system design
2. Allow evaluation of design options
3. Provisioning of support elements
4. Establish a baseline for predicting and measuring in-service support perfor-

mance

While a purist’s approach to LSA would concentrate on the analytical func-
tion, the Mil-Std tasks extend into determination of requirements for a more 
comprehensive integrated logistic support program; thus the following tasks 
include this form of output.

4.4.1 LSA Tasks

Supportability objectives to be achieved by a LSA program comprise 15 basic 
tasks in five groups. These are listed briefly as follows [4]:

1. Program planning and control
1.1 Develop initial LSA strategy and define objectives
1.2 Logistic support analysis plan (LSAP)
1.3 Program reviews/design reviews

2. Mission and support systems definition
2.1 Operational requirements and maintenance concept
2.2 Standardization of equipment design constraints and criteria
2.3 Comparative analysis of characteristics of equipment for supportability, 
readiness, and cost
2.4 Technological opportunities for improved supportability
2.5 Determine supportability-related design criteria (quantitative and 
qualitative)

3. Preparation and evaluation of alternatives
3.1 Functional requirements identification (FMECA, RCM, etc.)
3.2 Support system alternatives
3.3 Evaluation of alternatives, trade-offs (level of repair analysis, or LORA)

4. Determination of logistic support resource requirements
4.1 Operations and maintenance task analysis
4.2 Initial support impact analysis
4.3 Life-cycle support analysis postproduction

5. Supportability assessment
5.1 Evaluation of performance, reporting, and validation

4.4.2 Failure Mode Effect Analysis

Failure mode effect and catastrophic analysis (FMECA) was developed in the 1950s 
and was one of the first systematic methods used to analyze failure in technical 
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systems. The method has appeared under different names and with somewhat dif-
ferent content, such as FMEA. The difference between FMEA and FMECA is not 
distinct. Just as when you describe or rank criticality the various failures in failure 
modes and effect analysis, the analysis is often referred to as a FMECA. Criticality 
is a function of both the failure effect and frequency/probability.

In many countries, FMECA is nowadays developed as a national or military 
standard. In some enterprises, it has been a part of the design process, and the 
results from the analysis have been part of the system documentation. The pur-
poses of performing FMEA are:

l Identification of single point failures and their effects on the process.
l Determining the magnitude of the effects of potential failures.
l Determining the criticality of each failure mode identified.

When performing FMEA, a checklist of failure modes (open, close, leaks, 
ruptures, etc.) is generated and applied to the various components of a system. 
The effect of the failure mode is determined by the system’s response to the 
failure. The failure mode and effect are tabulated by consequences rarely exam-
ined. FMECA is effectively FMEA and risk ranking combined. For each failure 
mode identified, its likelihood and effects are assessed to determine its relative 
importance.

FMEA is a sample analysis method to reveal possible failure and predict 
failure effect on the system as a whole. The method is inductive; for each sys-
tem component, we investigate what will happen if this component fails. The 
methods represent a systematic analysis of a system’s components to identify 
all significant failure modes and to see how important they are, then assumed to 
function perfectly. FMEA is therefore suitable for revealing a critical combina-
tion of component failures.

FMEA is a “bottom-up” approach, particularly useful in examining the 
performance of relatively simple components, or for determining which types 
of failure are dangerous and which are safe, and finally for calculating overall 
failure rates to the two states for the complete component.

To ensure a systematic and full study of the system, a specific FMEA form 
is used. The content of the form may be suited to each application. The FMEA 
may, for example, include the columns shown in Table 4.1. The execution of 
an FMEA is illustrated by going through the form’s content. The starting point 
for the analysis would be the information available from the system definition 
(functional diagrams, descriptions of components, etc.).

Identification (Column 1): Here the specific component is identified by a 
description and/or a number. It is also possible to refer to a system drawing or 
functional diagram.

Functional, operational state (Column 2): The function of the component, 
that is, its working tasks in the system, is briefly described. The state of the 
component when the system is in normal operation is described, for example, 
whether it is in continuous operation mode or in stand-by mode.
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Failure modes (Column 3): All possible ways the component can fail to per-
form its function are listed in this column. Only the failure modes observable 
from “outside” are included. Internal failure modes are to be considered as causes 
of the failure. These possible causes are listed under a separate column. In some 
cases it will also be of interest to look at basic physical and chemical processes 
that can lead to failure (failure mechanisms), such as corrosion. Often we also 
state how different failure modes of the component are detected, and by whom.

For example, in a chemical process plant a specific valve is considered as 
a component in the system. The function of the valve is to open and close at 
demand. “The valve does not open on demand” and “the valve does not close 
on demand” are relevant failure modes, as well as “the valve opens when not 
intended” and “the valve closes when not intended.” However, “washer bursts” 
is an example of the cause of a specific failure mode.

Effect on other units in the system (Column 4): Cases in which the specific 
failure mode affects other system components is stated in this column. Empha-
sis should be given to identification of failure propagation that does not follow 
the functional diagrams’ functional chain. For example, increased load on re-
maining pillars supporting a common load when one pillar collapses; vibration 
in pump housing may induce failure of the pump drive unit, and so forth.

Effect on system (Column 5): In this column we describe how the system is 
influenced by the specific failure mode. The operational state of the system as 

TABLE 4.1 FMECA Form
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a result of failure is to be stated, for example, whether the system is to remain 
in an operational state, change into another operational mode, or be in an unop-
erational state.

Corrective measures (Column 6): Here is described what has been done or 
what can be done to correct the failure, or possibly to reduce consequences of 
the failure. Measures may also be listed, aimed to reduce the probability that 
failure will occur.

Failure frequency (Column 7): In this column we state the estimated fre-
quency (probability) for the specific failure mode and consequence. Instead of 
presenting frequencies for all failure modes, we may give a total frequency and 
relative frequency (in percentages) for different failure modes.

Failure effect ranking (Column 8): Here the failure is ranked according to 
its effect, with respect to reliability and safety, possibilities of mitigating the 
failure, length of repair time, and production loss, and so forth. We might, for 
example, use the following grouping of failure effects.

Small: A failure that does not reduce the system’s functional ability beyond 
an acceptable level.
Significant: A failure that reduces the system’s functional ability beyond 
an acceptable level, but with a consequence that can be corrected and con-
trolled.
Critical: A failure that reduces the system’s functional ability beyond an 
acceptable level and which creates an unacceptable condition, either opera-
tional or with respect to safety.
It is usually necessary to define the ranking in more detail in a specific 
situation.

Remarks (Column 9): Here we state, for example, any assumptions and 
suppositions.

By comparing failure frequency (probability) and failure effect (conse-
quence), the criticality of a specific failure mode can be determined (Table 4.2).

TABLE 4.2 Criticality

Probability/frequency

Consequence category

Small Significant Critical

Very unlikely: Once per 100 year or more 
infrequently

Unlikely: Once 100 year

Quite likely: Once per 10 year

Likely: Once per year

Frequently: Once per month or more frequently
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The procedure for executing a FMECA is shown in Fig. 4.2.
FMEA gives no guarantee that all critical failure modes have been revealed. 

There are many reasons for this, for example, lack of information and knowl-
edge about the design and operation of components and the system. The ana-
lyst’s imagination and ability to identify possible problems may of course also 
be a limiting factor. However, through the use of a systematic review as repre-
sented by FMECA, most system weaknesses resulting from individual com-
ponent failure will be revealed. FMECA is the heart of the reliability-centered 
maintenance philosophy in that it identifies the consequences of failure leading 
to the same outcome in terms of maintenance requirements as the MSG-3 logic 
diagrams do, along very similar logic paths.

4.5 FAULT TREE ANALYSIS

The failure tree analysis (FTA) method was developed by Bell Telephone Labo-
ratories in 1962 when they performed a safety evaluation of the Minuteman 
Launch Control System. The Boeing Company further developed the tech-
nique and made use of computer programs for both quantitative and qualitative 
fault tree analysis. Since the 1970s fault tree analysis has become very wide-
spread and is today the most widely used reliability and risk analysis method. 

FIGURE 4.2 General approach to conducting a FMECA.
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Applications of the method now include most industries. The space industry 
and nuclear power industry have perhaps been the two where fault tree analysis 
is most widely used.

A fault tree analysis is a logical diagram, which shows the relation between 
system failures, that is, a specific undesirable event in the system, and failures 
of system components. The undesirable event constitutes the top event of the 
tree and different component failures constitute the basic events of the tree. 
For example, for a production process the top event might be that the process 
stops, and one basic event that one particular motor fails. A basic event does 
not necessarily represent a pure component failure; it may also represent hu-
man errors or failures due to external loads, such as extreme environmental 
conditions.

The results from the fault tree analysis include:

l A list of possible combinations of component failure/basic events that will 
ensure the top event occurs.

l Identification of critical component/events.
l The unreliability of the system, that is, the probability the top event will 

occur.

A fault tree analysis normally comprises several stages:

l Definition of the top event and framework conditions
l Construction of the fault tree
l Identification of the minimal cut sets
l Qualitative analysis of the fault tree
l Quantitative analysis of the fault tree

A fault tree comprises symbols that show the system’s basic events, and 
the relation between these events and the state of the system. Graphic symbols 
showing the relationship are called logical gates. The output from a logical gate 
is determined by input state. The graphic symbols vary depending on the stan-
dard used. In the following we apply the American standard. Table 4.3 shows 
the most important symbols in the fault tree, with their interpretations.

A primary failure is often defined as a failure occurring under normal opera-
tion, a failure that the component itself is responsible for, while a secondary 
failure is defined as a failure not caused by the component itself, a failure occur-
ring as a result of extreme environmental conditions, insufficient maintenance, 
and so forth, in which the causes of the failure are not studied further. The 
secondary failure is due to loading exceeding design specifications or because 
maintenance did not occur as prescribed.

Distinguishing between primary and secondary failure based on these defi-
nitions is often problematic and inappropriate. We will therefore in the follow-
ing not distinguish between primary and secondary failure. A circle will be used 
to denote both failure types. Thus, a circle refers to a fault event sufficiently 
basic for no further development to be needed.
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The inhibit gate describes a casual relation between failure events. For the 
output event to occur, the input event must occur and a condition must be satis-
fied. An inhibit gate can be replaced by an “AND” gate.

A fault tree comprising of only “AND” and “OR” gates can be represented 
by a reliability block diagram. This is a logical diagram showing the functional 
ability of a system. Each component in the system is illustrated by a rectangle 
(Fig. 4.3).

TABLE 4.3 Fault Tree Symbols

Symbol Interpretation

Logical 
symbols

The output event A occurs if at least 
one of the input events Ei occurs. The 
number of input events is arbitrary.

The output event A occurs if all input 
events Ei, occur. The number of input 
events is arbitrary.

The output event A occurs if the input 
event E occurs and the condition B is 
present.

Basic (input) 
events

Symbol for primary failure state.

Symbol for secondary failure state.

Description 
of event

Events (states) are described in the 
rectangle. The rectangles are usually 
placed above all logical gates and input 
events.

Transfer 
symbols

Transfer symbols for further 
development of a cause sequence; 
used when the same branch occurs at 
several places in the tree, and when the 
tree must be drawn on several pages.
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4.5.1 Qualitative Analysis of a Fault Tree

Once the fault tree is constructed, the structure of the tree can be examined 
qualitatively to understand the failure mechanism. This information is valuable 
as it provides a powerful insight into the identified possible modes of failure.

For a large fault tree, a more formal approach is needed. The principal means 
for fault tree evaluation is the complete set of minimal cut sets. System failure 
occurs when all the events in at least one minimal cut set occurs. The system can 
therefore be viewed as a series structure of the minimal cut parallel structure, as 
shown in Figs. 4.4 and 4.5.

4.5.2 Quantitative Analysis of a Fault Tree

If we can estimate the probability of the basic events of the fault tree, then we 
can perform a quantitative analysis. Usually we would like to calculate:

l The probability that the top event will occur
l The reliability importance (criticality) of the basic events (components) of 

the tree

FIGURE 4.3 Conversion between reliability block and fault tree.
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A fault tree or a reliability block diagram provides a clear and well-arranged 
picture of the combination of equipment failures and other events leading to a 
specific undesirable system event. The fault tree is easily understood by persons 
with no knowledge of the technique. Fault tree analysis is well-documented and 
simple to use.

One of the advantages of using FTA is that the person undertaking the anal-
ysis is forced to understand the system. Many weak points in the system are 
revealed and corrected at the construction stage of the tree.

A fault tree gives a static “Picture” of the failure combination that can cause 
the top event to occur. However, the FTA method is unsuitable for analyzing a 
dynamic system. For example, it is difficult to analyze a standby system using 
fault tree analysis. Periodical testing and maintenance are also difficult to take 
into account in a fault tree analysis. Another problem is treatment of common-
mode failure.

FIGURE 4.4 Minimal cut representation of the fault tree.

FIGURE 4.5 Minimal cut representation of the reliability block diagram.
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4.6 LEVEL OF REPAIR ANALYSIS

The policy for repair of an item may determine it to be unrepairable, partially 
repairable, or fully repairable. The process by which this is determined is called, 
in the US system, the level of repair analysis (LORA). The maintainability, 
costs, and support requirements, including skills, equipment, and so forth for 
each option for the item are determined and then an appropriate repair level 
policy decided. The analytical processes are complex, involving cost of repair 
and cost of replacement in the particular circumstances of the operator and will 
not be pursued in any depth.

4.7 LOGISTIC SUPPORT ANALYSIS RECORD

These tasks all feed data into the formal data-base known as the logistic sup-
port analysis record (LSAR). This is proscribed in most comprehensive detail 
in Mil-Std-1388-2B from which is derived a series of reports, which are listed 
as follows:

A Operation and maintenance requirements
B Item reliability and maintainability requirements

l Failure modes and effects analysis (FMECA)
l Criticality and maintainability analysis

C Operation and maintenance task summary
D Operation and maintenance task analysis

l Personnel and support requirements
E Support equipment and training equipment material description and 

justification
l Unit under test and automatic test program and training material 

description
F Facility description and justification
G Skill evaluation and justification
H Support items identification
I Transportability engineering characteristics

4.8 LSA MODELS

Blanchard [4] describes a number of logistic support analytical models evolved 
to undertake the analysis of most of the LSA processes. These are produced as 
commercial software products that can be sourced from various listed agen-
cies in the United States. Most have code names, such as distributed integrated 
logistics support analysis (DILSA), which is a mini LSAR database processor, 
systems and logistics integration capability (SUC), and equipment designer’s 
cost analysis system (EDCAS) for LORA. Practitioners in the use of LSA 
would undoubtedly find these models of assistance in structuring their task 
applications.
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4.9 ELEMENTS OF ILS

The performance of a maintenance task that meets the standards required for 
airworthiness of an aircraft system requires support activities meeting the same 
exacting quality requirements. The elements of this support system were in-
troduced in Sections 4.1, 4.2, and 4.5. Most aircraft operating organizations 
include a supply manager in their organization who is responsible for provi-
sioning, procurement, warehousing, and transportation of support requirements. 
These functions contribute with engineering and maintenance to the broad func-
tions of what is called integrated logistic support.

The main functions of an ILS system are:

l Configuration/data management
l Provisioning
l Procurement
l Inventory management
l Transportation
l Maintenance management
l Quality control

4.10 SUPPORT EQUIPMENT

The general category of support equipment may include a wide range of items, 
including precision electronic test equipment, mechanical test equipment, 
ground-handling equipment, special jigs and fixtures, maintenance stands, and 
so on. A feature of sound system design is the use, wherever possible, of exist-
ing or common types of versatile equipment that can then be used for a range 
of tasks.

Based on the maintenance plan for the aircraft system, the maintenance 
manager has to ensure availability of an adequate number of serviceable sup-
port equipment items for a wide range of tasks.

It is possible to use reliability data on a particular repairable item, plus the 
testing time or corrective maintenance time or each type of failure determined 
in the failure mode analysis to estimate the throughput of test or repair stations, 
and their utilization rate, and so estimate the number of these required. The ser-
viceability and thus the availability of the test station itself can be a significant 
consideration in the availability of the aircraft systems it supports.

Calibration requirements for test instrumentation are an important factor. 
Many electronic instruments require periodic calibration against standards 
that ultimately need to be related and traceable to national standards. Mechan-
ical and pressure measuring equipment can also need routine check calibra-
tion. The management of these processes is an additional load on maintenance 
control.
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4.11 FACILITIES

Maintenance facilities can be critical to the effective maintenance support of 
an aircraft system. They can range from hangars and workshops for avionics 
equipment and engines to a paint shop and engine test facility or an aircraft 
wash-down site. They must be designed and equipped, if not already available, 
to provide adequate space and an environment suitable for the predicted task 
load. This assessment requires much of the maintenance data developed in the 
logistic support analysis leading to the maintenance plan. Specific requirements 
for types of power, environmental control for temperature, humidity and par-
ticle contamination, lighting, material handling, and personnel support needs 
all require consideration. The substantial costs and long lead time for approval 
and construction for facilities projects usually makes this aspect of maintenance 
planning one of the more urgent and difficult tasks. The task is not improved by 
lack of firm data in the early design stages of an aircraft project.

4.12 DATA

Prior to the advent of electronic data storage and retrieval systems the amount 
of paper specifications, drawing, manuals, and schedules required to support an 
aircraft type was a major problem; especially as much of it was being constantly 
revised. Access to some data is constrained by manufacturers’ proprietary con-
cerns and the initial planning for support must explore this area thoroughly. An 
established mode of communications with the holder of such data is a common 
way to overcome any availability problems. Satellite data transfer systems are 
useful for rapid responsiveness.

Many operators accept the cost of having manufacturers’ field service repre-
sentatives at their operating sites for the rapid resolution of information needs. 
Designers and manufacturers will normally maintain records of their equipment 
in service and be able to advise on fault patterns and defect resolution matters. A 
note of warning must be sounded over those occurrences that may lead to legal 
liability claims. Firm evidence is hard to obtain but it is generally accepted that 
in recognition of the litigious environment of aviation, some material that may 
be of support value to operators is not readily made available for this reason.
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5.1 INTRODUCTION

Scheduled maintenance belongs to one of the major maintenance strategies: 
preventative maintenance, which is carried out at predetermined intervals to 
address any potential damage in case of failure. In the current civil aviation 
industry, scheduled maintenance programs are developed, mainly based on 
Maintenance Steering Group (MSG-3) logic and the initial maintenance inter-
vals and tasks are specified in the Maintenance Review Board Report (MRBR), 
which outlines the minimum scheduled maintenance requirements for engines, 
systems, structures, and components of a given aircraft type in order to maintain 
their inherent economy, safety, and reliability [8]. Since most aircraft systems 
are provided by suppliers with their specific maintenance criteria, the determi-
nation of maintenance intervals for aircraft structures is considered one of the 
key tasks for the aircraft manufacturer at the design and manufacturing stage.

At every maintenance cycle, various inspection tasks are performed to de-
tect damage and prevent structural degradation due to three damage sources 
throughout the operational life cycle, that is, accidental damage (AD), fatigue 
damage (FD), and environmental deterioration (ED). AD is described by the 
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occurrence of a random discrete event that may undermine the inherent residual 
strength level. The high random characteristic of AD leads to great difficulty in 
assessing the susceptibility and detectability for SSIs. According to the require-
ment in the MSG-3 document, rating systems for AD should be established 
including the following evaluations:

1. Susceptibility to minor accidental damage based on frequency of exposure 
to and the location of damage from one or more sources.

2. Residual strength after accidental damage normally based on the likely size 
of damage relative to the critical damage size.

3. Timely detection of damage, based on the relative growth rate after damage 
is sustained and visibility of the SSI for inspection.

The AD sources are either internal or external and can be classified into 
two categories: manufacturing defects introduced during assembly and acci-
dental damage introduced during operation and maintenance activities. For 
manufacturing defects, material properties need to be considered, and for ac-
cidental damage, structural maintainability, operational environment, and so 
forth should be taken into consideration. The selection of rating factors is based 
on four principles: operability, clarity, nonredundancy, and comparability [35]. 
Therefore, four main factors are considered as an example including: visibility, 
sensitivity to damage propagation, residual strength after damage, and likeli-
hood of damage. Each main factor successively has several sub-factors, con-
structing the overall AD rating system as shown in Fig. 5.1.

The purpose of the rating system is to make proper AD inspection intervals. 
Generally, there are three methodologies including:

1. The matrix chart, which is developed from MSG-3 analysis and based on 
abundant practical engineering experience;

2. Modeling based on reliability data, which requires massive data collection 
on the similar type of aircraft;

3. Case-based reasoning (CBR), which is often applied to new aircraft. It re-
quires tremendous data from maintenance cases; the more cases collected, 
the more accuracy CBR becomes.

Airbus Industries and the Boeing Company both apply the matrix chart to 
determine structural AD maintenance intervals. Factors’ correlations are de-
scribed by the form of a mathematical matrix, which can deal with multivariant 
problems [36]. A typical matrix chart is shown in Table 5.1. L and R are two 
groups of factors in alignment. The intersections of rows and columns represent 
the relationship of Lm and Rn. When the matrix chart is used to determine the 
inspection interval for aircraft structures, the factors may be varied due to dif-
ferent design concepts, structural diversity, and service environment.

The matrix chart used by Boeing Company and Airbus Industries is based 
on decades of structural experiments and in service experience. For new air-
craft, such as the C919 under development, there is no original experience and 
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a severe lack of information in operation and maintenance activities. Therefore, 
some other methodologies are proposed, such as modified analytical hierarchy 
process (AHP) based on rough sets [35] and CBR combined with fuzzy general-
ized nearest-neighbor matching [37]. A modified AHP was aimed at optimizing 
factors’ weights, but it did not make much difference to the final results. The 
CBR was based on data from existing aircraft manufactures, which can be used 
only as a reference to make initial maintenance tasks.

FIGURE 5.1 Accidental damage (AD) rating system.

TABLE 5.1 Rating Matrix Chart

R

R1 R2 ··· Rn

L L1

L2 X22

···

Lm
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This chapter introduces a new methodology to simulate the assumed AD rat-
ing system based on back-propagation network (BPN), which has the following 
advantages:

l The rating system can potentially have multiple data sources as input owing 
to its powerful data fusion capability.

l This method can also adjust the attributes’ weights so that the factors impor-
tance can be reflected.

l This method can make predictions on inspection intervals based on similar 
cases and accumulated data from various sources due to its intelligent learn-
ing ability.

5.2 ARTIFICIAL NEURAL NETWORK

5.2.1 Basic Theory

Inspired by the information learning process in the human brain, the artificial 
neural network (ANN) is a kind of computer model to simulate the human pat-
tern recognition function. An ANN is an interconnected group of nodes like 
the vast network of neurons in a brain. Basically, the dendrites of a biological 
neuron receive inputs from outside; main soma processes the inputs and then the 
axon outputs the result, as shown in Fig. 5.2.

ANNs are numerical structures consisting of massively parallel simple pro-
cessing units widely linked with each other forming a network that can perform 
parallel processing and nonlinear transformation to model complex function 
relationship. They serve as alternative mathematical tools in many fields, such 
as system modeling, forecasting, pattern recognition, control and optimization, 
communication, and so forth [38]. A general perceptron model with weights and 
bias is shown in Fig. 5.3.

FIGURE 5.2 A biological neuron and main functions.
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The term weight denotes the strength of the connection between two neu-
rons, that is, the weight of information flowing from neuron to neuron. The first 
step is a process where the input x1, x2, … , xn multiplied by their respective 
weights w1, w2, … wn are summed by:

∑= ⋅





=
net w xi i

i

n

1 
(5.1)

The bias is used to add or reduce the above summation value according 
to specific requirements expressed by the threshold value b. Then Eq. (5.1) is 
updated as:
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+
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net w x bi i
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n

1 
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A nonlinear activation function is usually included considering the variation 
of input conditions and their effects on the output so that the adequate ampli-
fications can be used wherever necessary [39]. The final output of the neuron 
looks like:

=y f net( )
 (5.3)

5.2.2 Back-Propagation Network

Among all kinds of ANN, the BPN is one of the most mature, widely used mul-
tilayer feed-forward neural networks based on error reverse spread. According 
to statistics, up to 80% of the neural network models apply BPNs or its vari-
ant forms, embodying the essence of neural networks [40]. A BPN includes at 
least an input layer, a hidden layer (implicit layer), and an output layer with a 
full connection between different layers but no links to neurons in the same 
layer. The input layer receives and distributes inputs. The hidden layer captures 
the nonlinear relationship of inputs and outputs. The output layer generates the 
calculated results. The BPN is developed on the basis of the back-propagation 
algorithm proposed in [41]. The network training is an unconstrained nonlinear 

net=∑i=1nwi⋅xi

net=∑i=1nwi⋅xi+b

y=f(net)

FIGURE 5.3 Perceptron model.
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minimization issue, and the goal of the training process is to adjust weights [38]. 
Theoretically, networks with biases, a sigmoid layer, and a linear output layer 
are capable of approximating any function with a finite number of discontinui-
ties [42]. A hierarchical feed forward BPN frame is depicted in Fig. 5.4.

A single neuron can be described by this function:

∑= +





=
Y f w x bk

i

m

ik i k
1

The BPN algorithm consists of two parts: information forward propagation 
and error back-propagation [43]. Assume p is the input with r neurons, s1 is 
the number of hidden neurons, s2 is the number of output neurons, and t is the 
target.

1. Information forward propagation.

 The output of the ith neuron in the hidden layer:
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

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
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 The output of the kth neuron in the output layer:

∑= +






=

=
a f w a b k s2 2 2 1 2 , 1,2,..., 2k

i

s

ik i k
1

1

Yk=f∑i=1mwikxi+bk

a1i=f1∑j=1rw1jipj+b1i, i=1,2,..
.,s1

a2k=f2∑i=1s1w2ika1i+b2k, k=1,
2,...,s2

FIGURE 5.4 General structure of Back-propagation network (BPN).
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 Error function definition:
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2. The weights adjust and error back-propagation is based on gradient descent.

 Weights adjust in the output layer:
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 Biases adjust in the hidden layer:

ηδ∆ =b1i ji

The algorithm is based on the minimization of errors, which is described 
as the difference between the expected output and actual result. The training 
process will finish when a certain accuracy level is met.

5.3 DESIGN BPN FOR AD

5.3.1 BPN Configuration

In AD rating analysis, previous solutions prefer to take it as a linear system, 
whereas in actuality it is a nonlinear mapping concept from influencing factors 
to a decision. The four integrated factors mentioned in the Section 5.1 are se-
lected as input and the only output is the inspection interval. One hidden layer 
is defined with n neurons, as shown in Fig. 5.5. Generally speaking, the more 

ξ=12∑k=1s2tk−a2k
2, ek=tk−a2k

∆w2ik=−η∂ξ∂w2ik=−η∂ξ∂a2k⋅∂a2

k∂w2ik=ηtk−a2kf2′a1i=ηδika1iδik=tk−a2kf2′=ekf2′

∆b2ik=−η∂ξ∂b2ik=−η∂ξ∂a2k⋅∂a2k
∂b2ik=ηtk−a2kf2′=ηδik

∆w1ji=−η∂ξ∂w1ji=−η∂ξ∂a2k⋅∂a2k
∂a1i⋅∂a1i∂w1ji=η∑k=1s2tk−a2kf2′

w2ikf1′pj=ηδjipj
δji=eif1′, ei=∑k=1s2δikw2ik

∆b1i=ηδji
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complicated the network is, the more hidden neurons are required, but currently 
there is no universal method. The selection principle of the number of nodes in 
the hidden layer will be addressed in the Section 5.4.

One of the advantages is that the BPN configuration fulfills the direct asso-
ciation between the rating factors and the final inspection interval. It saves a link 
in the matrix rating method that an intermediate rating score would be needed. 
This method considers the middle process as a black box, leaving it being pro-
cessed automatically by machine learning. As a result, the developed AD rating 
system based on BPN has the potential of making best use of limited data from 
various sources with different formats and criteria.

5.3.2 Case Study

Twenty rating samples either based on engineering experience or taken from 
practical data are listed in Table 5.2.

In Table 5.2, RV, RS, RRS, and RL stand for visibility, sensitivity, residual 
strength, and likelihood, respectively. Numerical values 0, 0.5, 1, 1.5, 2 rep-
resent “low,” “relatively low,” “medium,” “relatively high,” and “high” for 
visibility and residual strength rating criterion, whereas these values represent 
“high,” “relatively high,” “medium,” “relatively low,” “low” for sensitivity and 
likelihood rating criterion. U denotes the number of samples. In the last column, 
for example, 1000FCs means the inspection interval is 1000 flight cycles.

First, the samples need to be pretreated because of the incompatible dimen-
sion. Herein, the sample data is normalized to fall in the interval [–1, 1] by using 
the following formula. The results are shown in Table 5.3.

=
× −

− 
− = … =X

X min X

max X min X
i m j n

2 [ ( )]

( ) ( )
1, 1,2, 3, , , 1,2, 3,...,ij

ij ij

ij ij

�

X~ij=2×[Xij−min(Xij)]max(X
ij)−min(Xij)−1, i=1,2,3,…

,m, j=1,2,3,...,n

FIGURE 5.5 BPN for AD.
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where X, is the matrix of sample vectors including inputs and targets; and , the 
matrix of normalized sample vectors including inputs and targets.

Generally, there are three transfer functions: the hard-limit transfer function, 
the linear transfer function, and the sigmoid transfer function, which can be subdi-
vided into the log-sigmoid function and tan-sigmoid function as shown in Fig. 5.6.

According to the normalization result, the tan-sigmoid function is selected 
between the input layer and the hidden layer. The linear function “purelin” is set 
between the hidden layer and the output layer without changing the magnitude 
of any exported value.

Set the number of hidden layer neurons to 10. The layer ratio of the network 
becomes 4:10:1. This network is trained by MATLAB software. The calcula-
tion parameters are set as follows:

l Maximum number of training epochs: 1000
l Learning rate: 0.01

TABLE 5.2 Visibility, Sensitivity, Residual Strength, and Likelihood Decision 
Rating

U RV RS RRS RL I

1 0 1 1 0 2,000FCs

2 1 0 0 0 1,000FCs

3 1 1 1 0 4,000FCs

4 1 1 1 1 8,000FCs

5 2 1 2 1 16,000FCs

6 2 2 2 2 16,000FCs

7 2 1 1 1 16,000FCs

8 1 2 2 2 16,000FCs

9 0 2 1 0 4,000FCs

10 0 0 1 0 1,000FCs

11 0 1 1 1 4,000FCs

12 2 1 0 1 8,000FCs

13 1 2 1 0 8,000FCs

14 1 1 0 0 2,000FCs

15 1 2 1 2 16,000FCs

16 2 1 2 2 16,000FCs

17 1 0.5 1.5 1.5 8,000FCs

18 0 2 1 1 8,000FCs

19 1 0 2 2 16.000FCs

20 2 0 1 0 4,000FCs
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l Performance goal: 10–2

l Training function: trainscg

The problem of overfitting often occurs during the network training. Some-
times the error may go large when new data is applied in the situation that the 
error in the training set has already drew small. Therefore, the network fails to 
adapt to new data.

In MATLAB, the default method for improving generalization is “early 
stopping,” which automatically divides the available data into three subsets as 
training, validation, and testing. Another advanced method is “regularization,” 
which is suitable for cases with a small data set. Its essence is to modify the 
performance function by adding the mean of the sum of weights and biases to 
smooth the network response [42]. However, the outputs in this case study are 
a series of discrete values. Using “regularization” alone may result in a larger 
error for predicted results. The training network needs some criteria to stop the 

TABLE 5.3 Normalization

U RV RS RRS RL I

1 –1 0 0 –1 –0.8667

2 0 –1 –1 –1 –1

3 0 0 0 –1 –0.6

4 0 0 0 0 –0.0667

5 1 0 1 0 1

6 1 1 1 1 1

7 1 0 0 0 1

8 0 1 1 1 1

9 –1 1 0 –1 –0.6

10 –1 –1 0 –1 –1

11 –1 0 0 0 –0.6

12 1 0 –1 0 –0.0667

13 0 1 0 –1 –0.0667

14 0 0 –1 –1 –0.8667

15 0 1 0 1 1

16 1 0 1 1 1

17 0 –0.5 0.5 0.5 –0.0667

18 –1 1 0 0 –0.0667

19 0 –1 1 1 1

20 1 –1 0 –1 –0.6
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training procedure instead of being devoted to obtaining the minimum training 
error. Therefore, the regularization combined with early stopping is applied to 
improve the performance while controlling the overfitting problem in the vali-
dation process. The performance ratio in “regularization” is set to 0.6.

Three structural significant items (SSIs) on the wing (the upper rod, the 
safety pin, and the support bar connection) of a certain type of aircraft are se-
lected to perform the prediction. The average values of inspection intervals for 
the three items are obtained by running the program 10 times. Details are listed 
in Table 5.4.

FIGURE 5.6 Commonly used transfer functions of BPN.

TABLE 5.4 Average Inspection Intervals and Final Approximation

SSI Upper rod Safety pin Support bar connection

RV 2 1 1

RS 2 1.5 0.5

RRS 1 1 1

RL 2 1 1.5

P 16,372FCs 9,215FCs 8,503FCs

T 16,000FCs 8,000FCs 8,000FCs
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P indicates the average predicted inspection interval by BPN. It should be 
noticed that the preset inspection intervals are the following values: 1,000FCs, 
2,000FCs, 4,000FCs, 8,000FCs, and 16,000FCs. Therefore, to make a proper 
approximation, conservative values are selected as the final results, denoted as T.

To demonstrate the effectiveness of the BPN method, the SSIs are rated ac-
cording to the requirements in the Maintenance Program Development Policy 
and Procedures Handbook for Boeing 737NG, since these three structural items 
are similar cases. Results are presented in Table 5.5 AD rating according to [44].

5.4 DISCUSSION

The inspection intervals are a set of predetermined values, whereas the predict-
ed results are a group of detailed data, which needs to be rounded to the nearest 
conservative values. It turns out that the final trimmed results exactly equal to 
the practical intervals for these SSIs, which demonstrates the applicability of 
the BPN on the AD rating system.

The error between the predicted interval and the preset value for safety pin is 
always larger than the upper rod and support bar connection. First, it is because 
of the sample set, in which some rating combinations correspond to the same 
interval. After training, there will be fluctuations within an acceptable range. 
Second, the reason is the design of the BPN. Trimming can be incorporated into 
the neural network training procedure to make more accurate predictions.

Usually samples are not used directly for network training due to different 
dimensions and singular values. A preprocessing, such as normalization or stan-
dardization of samples including input data and target data is often required. The 
objective of the preprocessing is to accelerate the convergence of the network 
training and make it more efficient. For the determination of the AD inspection 
interval, raw data can come from diverse sources, such as engineering experi-
ence, structural experiments, and in-service reliability data. The advantage of 
the BPN is that it provides a method to fuse raw data from different sources into 
one network through normalization and then perform specific training.

TABLE 5.5 AD Rating according to [44]

SSI Upper rod Safety pin Support bar connection

RV 2 1 1

RS 2 1 1

RRS 1 1 1

RL 2 2 2

∑R 7 5 5

Inspection 16,000FCs 8,000FCs 8,000FCs
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5.4.1 Selection of Number of Nodes in Hidden Layers 
and Parameter Ratio

The selection of number of neurons in hidden layers is a critical step that affects 
mapping capabilities. There is no unanimous method up until now. Several em-
pirical formulas are often applied [38,40].

=
= + +

= + + + + +

n ml
n m l a

n ml l m l0.43 0.12 2.54 0.77 0.35 0.512

where n is the number of nodes in a hidden layer, m is the number of nodes in 
an input layer, l is the number of nodes in an output layer, and a is a constant 
within 1–10.

In terms of regularization, it is difficult to determine the optimum value for 
the performance ratio parameter r [42]. From the training window in MATLAB, 
the regression plot can be accessed, the analysis of which is a statistical process 
for estimating the relationship between the predicted value and the target value. 
The regression plot can be used to validate the network performance. The closer 
to 1 the regression value (R) is, the better the training results are indicated. Since 
the predicted results are all in an acceptable range, the maximization of the re-
gression value of the test set is used as the optimization criterion; see Figs. 5.7 
and 5.8

The surface in Fig. 5.7 represents the regression value R against the num-
ber of neurons n in the hidden layer ranging from 2 to 14 and the performance 
ratio r from 0.2 to 0.8. Each training experiment is trained at least 10 times to 
obtain the average R due to the variation characteristic introduced by the early 

n=mln=m+l+an=0.43ml+0.12l2+2.54m+0.7
7l+0.35+0.51

FIGURE 5.7 Regression value R against hidden layer nodes n and performance ratio r.
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stopping. Fig. 5.8 is the contour plot of Fig. 5.7. It is shown that the fitting 
performs better when r is between 0.5 and 0.7, and n is around 8 to 12. The 
maximum R occurs when n = 10 and r = 0.6.

Therefore, the BPN for this AD rating system is optimized with three layers 
structure 4:10:1 and the performance ratio of 0.6.

5.4.2 Selection of Training Algorithms

The core of all the algorithms is the gradient of the performance function to 
determine how to adjust the weights to minimize performance error. There are 
several different training algorithms and their applicable problem types are 
roughly listed in Table 5.6.

In Table 5.6, BFGS represents Boryden, Fletcher, Goldfarb, and Shanno, the 
four researchers who contribute most to the quasi-Newton algorithm. In general, 
for function approximation problems and networks with fewer than 100 weights, 
the Levenberg–Marquardt algorithm (trainlm) has the fastest convergence but 

FIGURE 5.8 Contour plot of regression value R.

TABLE 5.6 Training Algorithms for Two Problem Types

Pattern recognition Function approximation

Resilient back-propagation Levenberg–Marquardt

Scaled conjugate gradient BFGS quasi-Newton

Conjugate gradient with Powell/Beale restarts Scaled conjugate gradient

… …
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consumes a great amount of memory. As the number of weights increases, the 
advantage of trainlm decreases. The BFGS quasi-Newton method (trainbfg) 
also converges quickly and requires much memory, second to Levenberg-
Marquardt. For recognition problems, the resilient back propagation (trainrp) 
is the fastest, and the memory requirement for this algorithm is relatively small 
compared to the other algorithms. The conjugate gradient algorithm, in particu-
lar scaled conjugate gradient (trainscg), performs well over a wide variety of 
problems, and consumes less memory than trainlm. The network in this study 
is used to train for function approximation with a small number of neurons. 
“Trainlm” and “trainbfg” converges too fast, thus “trainscg” is selected.

Last but not least, another hidden function of the BPN is to determine the at-
tributes’ weights. Scientifically speaking, the importance of the four integrated 
factors can be derivatively calculated by the BPN. Then the rating becomes a 
simple linear problem again after the nonlinear processing. The factors’ weights 
were obtained by running the program many times in this case but it turned out 
that the values fluctuated due to nonlinearity. As continuing data accumulation, 
weights will be updated every now and then. The final objective is to predict the 
AD inspection intervals and the BPN initially fulfills the objective, leading to 
the unnecessary determination of the factors’ weights.

5.5 CONCLUSIONS

This chapter proposed an artificial neural network to model the structural AD 
rating system, which is based on the assumption that certain data is available. 
A BPN for AD was established with four rating factors as inputs and the in-
spection interval as the output. The effectiveness of the new rating system was 
demonstrated in a case study, followed by a particular investigation into the 
training algorithm and parameters in order to achieve the best training result. As 
data accumulation from various sources becomes available and the rating times 
increase, the attributes’ weights can be dynamically adjusted and therefore, the 
inspection interval can be updated to be more appropriate.

The BPN methodology developed in this chapter can be seen as an update 
of the structural rating system within MSG-3 analysis combining engineering 
experience and intelligent machine learning. The best advantage of the BPN for 
AD is the powerful, flexible data fusion and learning ability, which can be used 
to help make the MRBR for new aircraft structures when data is insufficient.
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6.1 INTRODUCTION

In the past decade, the use of composite materials in commercial aircraft has 
grown significantly. More than 50% of the Boeing 787 and Airbus 350 airframes 
are made of composite materials [10,11]. The main motive is that composite is 
a lightweight material with design diversity. By selecting fiber material, fiber 
orientation, matrix volume, and so forth, the designer can manipulate the local 
material properties to increase the strength and resistance of the required direc-
tion [45]. However, such powerful design capabilities also present considerable 
side effects. Various combinations and forming processes induce high scatter 
in material properties and lead to complex damage modes, causing difficulties in 
fault diagnosis and prognosis.

Composite structures are usually fatigue and corrosion resistant but are more 
susceptible to impact damage caused by bird strike, hail and tools impact, and so 
forth. The fracture of composite structures is due to multiple damage modes and 
their interactions. The damage modes depend on various parameters, such as 
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the property of the fiber and matrix, fiber lay-up, cure procedure, environment, 
temperature, operating conditions, and so forth. Due to a large scatter in material 
properties, deterministic methodologies may lead to conservative results, such 
as excessive weight and frequent inspections without taking account of uncer-
tainties. Alternatively, probabilistic methodologies were proposed considering 
different aspects of the composite damages incorporating cumulative damage, 
manufacturing defects, operating environment and laminate theory, and so forth 
[46,47]. However, most of the studies are on a microscopic level based on ex-
periments, computer modeling, or mechanical theory. Various macroscopic 
damages obtained from operational aircraft have not been comprehensively 
addressed. In this chapter, typical in-service damages occurring in composite 
airframes are collected via a survey to an airline maintenance department. It is 
noted that “damage mode” can have different meanings in different situations. 
Herein, “damage mode” refers to the superficial damage characteristics that can 
be seen visually or by nondestructive devices.

Traditionally, fault tree analysis (FTA) is a method used for system failures, 
which can dig out root causes and identify the weak links of a large system either 
qualitatively or quantitatively. This chapter extends FTA to areas of composite 
structures. A variety of damage modes and damage causes can be synthesized 
in a tree structure and analyzed systematically on a macroscopic level. Main 
damage modes and damage causes can be prioritized through qualitative analy-
sis and, therefore, this method can be used as a diagnostic tool to identify and 
correct causes of composites failure. It can help promote understanding on com-
plex damages and their logic relationship leading to failure more intuitively. 
Also, this method can be used for Monte Carlo simulation and fuzzy compre-
hensive evaluation if detailed damage information is available. Engineers from 
airlines and manufacturers can evaluate the reliability of the structure and the 
damage severity through extended quantitative analysis.

6.2 BASIC PRINCIPLES OF FAULT TREE ANALYSIS

FTA is one of the most important logic and probabilistic techniques used in 
probabilistic risk assessment and system reliability assessment. It was first 
developed by AT&T’s Bell Laboratories in 1962. Later in 1974, US Atomic 
Energy Commission published a report on risk assessment of nuclear power sta-
tions, in which FTA was extensively and effectively used and the development 
of FTA was promoted greatly since then.

FTA is a deductive, “top-down” system evaluation process that focuses on 
one particular undesired event and possible causes through a qualitative model. 
The analysis starts with an undesired event with top-level hazard and identi-
fies all credible single faults and faults combinations at the subsequent level 
that lead to the top event in a systematic pathway. Then the analysis continues 
through successive levels until a basic cause is unfolded or until the specific 
requirement is met. Basic cause events are such events that cannot be further 
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broken down, which may be malfunctioning from the system inside or from 
external damage [48].

In other words, a fault tree is a graphic model of the pathways in a system 
leading to a foreseeable, undesirable fault event. Events and conditions that con-
tribute to the undesirable event are interconnected through various logic symbols 
along the pathways to reflect their cause-and-effect relationship. This qualitative 
model is capable of conducting quantitative evaluations provided that numerical 
probabilities of occurrence are input and propagated throughout.

6.2.1 Elements of FTA

Basically, three kinds of event term are used in FTA:

1. Basic event: The initiating fault event without further development.
2. Intermediate event: A fault resulting from the logical interaction of initiating 

faults.
3. Top event: The occurrence of an undesired event for the system as a result 

of the occurrence of several intermediate events. Several combinations of 
initiating faults lead to the event.

A fault tree comprises two kinds of symbols: logic and event. The events are 
connected by various logic symbols representing different relationships. There is 
no connection within logic symbols or events. The general rule of symbols is to 
keep them simple and clear. Common fault tree symbols are listed in Table 6.1.

6.2.2 Boolean Algebra Theorems

Boolean algebra is used for set operation. Different from the common rule 
of operation, Boolean algebra can be used to analyze faults. In FTA, the oc-
currence of a top event can be described by combinations of occurrences of 
basic events. The minimal combination of basic events can be obtained through 
Boolean operation. Common Boolean operations are listed in Table 6.2.

6.3 FTA FOR COMPOSITE DAMAGE

Consider the damage of a composite structure as a system. The failure of the sys-
tem is defined as one or more damages occurring in the structure leading to repair 
or replacement of the structure. The failure of the system is assumed to be the top 
event causing by both external and internal damage. “External damage” refers to 
any surface damage that is visible or barely visible, whereas “internal damage” 
denotes any damage that occurs inside the structure or throughout the structure 
that is either visible or detectable. External damage and internal damage can be 
subdivided into different damage modes as intermediate events. These intermedi-
ate events have various root causes as basic events. Two types of logic gates are 
used to connect different layers of the tree: the “AND” gate allows the output of 
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the event to occur only if all input events occur, which is equivalent to the Boolean 
symbol “·”; the “OR” gate allows the output of the event to occur if any one or 
more input events occur, which is equal to the Boolean symbol “+.” A hierarchical 
fault tree can be established with proper gates connected. The advantage of this fault 
tree is that it provides an effective approach to synthesize various damage modes 
and damage causes in a systematic manner.

TABLE 6.1 Fault Tree Symbols

Symbol Name Definition

Description 
box

Description of an output of a logic 
symbol or an event

AND gate Boolean Logic gate—event can 
occur when all the next lower 
conditions are true

OR gate Boolean Logic gate—event can occur 
if any one or more of the next lower 
conditions are true

Priority AND 
gate

Boolean Logic gate—event can 
occur when all the next lower 
conditions occur in a specific 
sequence (sequence is usually 
represented by a conditional event)

Inhibit Output fault occurs if the (single) 
input fault occurs in the presence 
of an enabling conditional event

Transfer Indicates transfer of information

Basic event Event which is internal to the system 
under analysis, requires no further 
development

House Event which is external to the system 
under analysis, it will or will not 
happen (Pf = 1 or Pf = 0)

Conditional 
event

A condition that is necessary 
for a failure mode to occur
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A survey was conducted at an airline maintenance department to collect 
information on in-service damage in composite airframes. A typical composite 
laminated panel made of carbon fiber reinforced plastic (CFRP) was selected 
as an illustration. The overall organization of the fault tree is shown in Fig. 6.1.

The top event is the failure of the CFRP laminate panel, followed by external 
and internal damage connected by an AND gate as the first layer of intermedi-
ate events. The intermediate events on the second layer are various damage 
modes connected by two OR gates with the upper layer. The basic events are all 

TABLE 6.2 Boolean Algebra Theorems

Name Theorem description (X, Y, Z are sets)

Commutative law X Y Y X X Y Y X,⋅ = ⋅ + = +

Associative law X Y Z X Y Z X Y Z X Y Z( ) ( ) , ( ) ( )⋅ ⋅ = ⋅ ⋅ + + = + +

Distributive law X Y Z X Y X Z X Y Z X Y X Z( ) , ( ) ( ) ( )⋅ + = ⋅ + ⋅ + ⋅ = + ⋅ +

Absorption law X X Y X X X Y X( ) , ( )⋅ + = + ⋅ =

Complementation law
X X U X X X X, ,+ = ⋅ = Φ =

Idempotency law X X X X X X,⋅ = + =

De Morgan’s law X Y X Y X Y X Y( ) , ( )⋅ = + + = ⋅

X⋅Y=Y⋅X, X+Y=Y+X

X⋅(Y⋅Z)=(X⋅Y)⋅Z, X+(Y+Z)=(X+Y)+Z

X⋅(Y+Z)=X⋅Y+X⋅Z, X+(Y⋅Z)=(X+Y)⋅(X+Z)

X⋅(X+Y)=X, X+(X⋅Y)=X

X+X¯=U, X⋅X¯=Φ, X¯¯=X

X⋅X=X, X+X=X

(X⋅Y)¯=X¯+Y¯, (X+Y)¯=X¯⋅Y¯

FIGURE 6.1 Fault tree construction of composite laminate structure. D1, Surface protection; 
D2, mishandling; D3, lightning strike; D4, heat; D5, material resistance; D6, natural object impact; 
D7, wind/sand/rain erosion; D8, manufacturing defects; D9, overloading.
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potential damage sources or root causes. Take C3 Dent as an illustration: it is 
caused by both D5 Material resistance and the other event, which is caused by 
either D2 Mishandling or D6 Natural object impact. According to the survey, 
C1 to C7 are seven of the most frequent damage modes that occurred in aircraft 
composite structures made of CFRP. Crack is not listed because the occurrence 
of several other damage modes, such as dent, hole, and delamination are accom-
panied by fiber buckling, matrix cracks, and even fiber breakage [49]. It should 
be mentioned that moisture and ultraviolet radiation is not included because 
carbon fiber reinforced plastics have low sensitivity to the environment [8]. If 
the selected composite panel is a honeycomb or is made of Kevlar, moisture 
ingress and ultraviolet radiation will be significant contributors to the damage. 
Most of the delamination and debonding is not only due to impact damage, 
heat, and overloading, but also caused by defects during manufacturing [50]. 
Therefore, manufacturing defect is considered as an important contributor. Im-
pact damage, such as dent covers a wide variety of events including tool drop, 
cargo buggy strike, bird strike, and so forth. For the sake of simplicity, impact 
damage sources are divided into two categories: human errors and natural ac-
cidents. Meantime, other damage sources have been simplified to facilitate the 
qualitative analysis.

In addition to the damage sources, the properties of the composite material 
and surface protection are also taken into account as basic events. Material resis-
tance is one of the inherent properties of composite laminates, which is the ability 
of the material to resist impact damage [51]. As to surface protection, abrasion 
resistant coatings, antierosion coatings, antistatic coatings, and so forth can ef-
fectively reduce the damage caused by scratching, lightning strike, and so forth.

6.4 QUALITATIVE ANALYSIS

The primary step of the qualitative process is to obtain a minimal cut set list, 
which provides key qualitative information. Three importance analyses includ-
ing structure importance analysis, probability importance analysis, and relative 
probability importance analysis are performed sequentially on the basis of the 
minimal cut sets.

6.4.1 Minimal Cut Sets

The minimal cut sets for the top event are a group of sets consisting of the small-
est combinations of basic events that result in the occurrence of the top event. 
They represent all the ways in which the basic events cause the top event [52]. 
The equivalent Boolean algebra function of Fig. 6.1 can be expressed as:

= × = ×
=
×

A B1 B2 (C1+C2+C3+C4) (C5+C6+C7)
[D1D2+D1(D3+D4)+D5(D2+D6)+D1D7]
[D5(D2+D6)+D8(D2+D4+D6)+D8(D4+D9)] 

(6.1)

A=B1×B2=(C1+C2+C3+C4)×(
C5+C6+C7)         =[D1D2+D1(D3+D
4)+D5(D2+D6)+D1D7]    ×[D5(
D2+D6)+D8(D2+D4+D6)+D8(D

4+D9)]
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By applying the equivalent Boolean algebra operation, the final Boolean 
expression of the top event can be obtained as:

= + + +
+ + +

A (D2D5 D5D6) (D1D2D8 D1D4D8)
+(D1D3D6D8 D1D3D8D9 D1D6D7D8 D1D7D8D9) 

(6.2)

It can be seen from Eq. (6.2) that the top event is composed of two second-or-
der minimal cut sets: =K {D2, D5}1 , =K {D5, D6}2 ; two third-order minimal cut 
sets: =K {D1, D2, D8}3 , =K {D1, D4, D8}4 ; and four fourth-order minimal cut 
sets: { }=K D1, D3, D6, D85 , { }=K D1, D3, D8, D96 , { }=K D1, D6, D7, D87 , 

=K {D1, D7, D8, D9}8 . All the eight minimal cut sets are the premise of the fol-
lowing three importance analyses.

6.4.2 Structure Importance Analysis

Structure importance analysis is used to analyze the degree of importance of every 
basic event influencing the top event, from the perspective of the fault tree struc-
ture itself, regardless of the probability of the basic event [53]. There are two ways 
to perform the analysis. One is to calculate the structure importance coefficient for 
every basic event. The other is to estimate the importance by minimal cut sets. The 
complexity of the first method is increased by the growing number of basic events, 
in this case 29 combinations. Therefore, the second method by minimal cut sets is 
applied. The importance coefficient of the basic event Xi is estimated by:

∑= −
∈

I
1

2
i n

X K
( ) 1i

i j 
(6.3)

Where I i( ) is the estimation value of the structure importance of the basic 
event Xi; ∈X Ki j is the basic event Xi, which belongs to minimal cut set K j; 
and ni is the number of events in the minimal cut set containing Xi. Take D6, for 
example, the minimal cut sets containing D6 are K2, K5, and K7. The number of 
events in each set is 2, 4, and 4, respectively. Thus, the structure importance co-

efficient = + + =− − −I
1

2

1

2

1

2

3

4
(6) 2 1 4 1 4 1

. After calculation, the results are shown 
in Table 6.3.

This table illustrates that surface protection (D1), material resistance (D5), 
and manufacturing defects (D8) play the most important roles. In terms of the 

A=(D2D5+D5D6)+(D1D2D8+D1D4D8)+(D1D3D
6D8+D1D3D8D9+D1D6D7D8+D1D7D8D9)

K1={D2,D5}

K2={D5,D6}
K3={D1,D2,D8}

K4={D1,D4,D8}

K5=D1,D3,D6,D8

K6=D1,D3,D8,D9

K7=D1,D6,D7,D8

K8={D1,D7,D8,D9}

I(i)=∑Xi∈Kj12ni−1

I(i)
Xi Xi∈Kj

Xi

Kj

ni

I(6)=122−1+124−1+124−1=34

TABLE 6.3 Results of Structure Importance Analysis

1 Surface 
protection (D1)

Material 
resistance (D5)

Manufacturing defects (D8)

3/4 Mishandling (D2) Natural object impact (D6)

1/4 Lightning (D3) Heat (D4) Wind erosion (D7) Overloading (D9)
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accidental damage sources, impact damage caused by mishandling and natu-
ral object impact is the main cause. Other damage sources are relatively less 
important.

6.4.3 Probability Importance Analysis

Probability importance is the derivative of the probability of the top event 
to the basic event, thereby reflecting the influence of the unreliability of 
the basic event to that of the top event. If the probability of the top event is 

= ⋅⋅ ⋅P A Q p p p( ) ( , , )n1 2 , ∈ +n N , the probability importance of the basic event Di 
is expressed as:

=
∂ ⋅⋅ ⋅

∂
= ⋅ ⋅ ⋅I

Q p p

p
i n(D )

( , )
1, ,p i

n

i

1

 
(6.4)

Let p X( )i  denote the probability of the basic event Xi, then the probability of 
the top event A is calculated as:

∑ ∑ ∑ ∑

∑ ∑

∑

= − + −

+ −

+ +

= < = < < = < < < =

< < < < = < < < < < =

< < < < < < =

P A p K p K K p K K K p K K K K

p K K K K K p K K K K K K

p K K K K K K K p K K K K K K K K

( ) ( ) ( ) ( ) ( )

( ) ( )

( ) ( )

i
i

i j
i j

i j k
i j k

i j k l
i j k l

i j k l m
i j k l m

i j k l m n
i j k l m n

i j k l m n o
i j k l m n o

1

8

2

8

3

8

4

8

5

8

6

8

7

8

1 2 3 4 5 6 7 8

 (6.5)

where p K( )i  can be obtained by Eq. (6.6):

∏=
∈

p K p X( ) ( )i i
i Ki 

(6.6)

where Ki is the ith minimal cut set, =i 1,2,...,8.
According to the rare event approximation [54], P(A) can be approximated 

to its first item ∑
=

p K( )i
i 1

8

. Therefore, the probability importance of each basic 

event is calculated as:

= + +
+ + +

I p p p p p p p
p p p p p p p

(D1) (D2) (D8) (D4) (D8) (D3) (D6) (D8)
(D3)(D8)(D9) (D6) (D7) (D8) (D7) (D8) (D9)

p

= +I p p p(D2) (D5) (D1) (D8)p

= +I p p p p p p(D3) (D1) (D6) (D8) (D1) (D8) (D9)p

=I p p(D4) (D1) (D8)p

P(A)=Q(p1,p2,⋅⋅⋅pn)

n∈N+

Ip(Di)=∂Q(p1,⋅⋅⋅pn)∂pi         i=1,⋅⋅⋅,n

p(Xi)

P(A)=∑i=18p(Ki)−∑i<j=28p(KiK
j)+∑i<j<k=38p(KiKjKk)−∑i<j<
k<l=48p(KiKjKkKl)+∑i<j<k<l<
m=58p(KiKjKkKlKm)−∑i<j<k<
l<m<n=68p(KiKjKkKlKmKn)+∑i
<j<k<l<m<n<o=78p(KiKjKkKl
KmKnKo)+p(K1K2K3K4K5K6K7K8)

p(Ki)

p(Ki)=∏i∈Kip(Xi)i=1,2,...,8

∑i=18p(Ki)

Ip(D1)=p(D2)p(D8)+p(D4)p(D8)+p(D3)p
(D6)p(D8)+p(D3)(D8)(D9)+p(D6)p(D7)p(

D8)+p(D7)p(D8)p(D9)Ip(D2)=p(D5)+p(D1)p(D8)

Ip(D3)=p(D1)p(D6)p(D8)+p(D1)p(D
8)p(D9)

Ip(D4)=p(D1)p(D8)
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= +I p p(D5) (D2) (D6)p

= + +I p p p p p p p(D6) (D5) (D1) (D3) (D8) (D1) (D7) (D8)p

= +I p p p p p p(D7) (D1) (D6) (D8) (D1) (D8) (D9)p

= + +
+ + +

I p p p p p p p
p p p p p p p p p

(D8) (D1) (D2) (D1) (D4) (D1) (D3) (D6)
(D1) (D3) (D9) (D1) (D6) (D7) (D1) (D7) (D9)

p

= +I p p p p p p(D9) (D1) (D3) (D8) (D1) (D7) (D8)p

Except for D1 Surface protection, D5 Resistance, and D8 Manufacturing 
defects, all the other basic events are in practice small probability events. Thus, 
it is relatively easy to make qualitative comparisons.

Since

= = +I I p p p p(D3) (D7) (D1) (D8)[ (D6) (D9)]p p

According to the associative law of addition,

= +I p p p p(D9) (D1) (D8)[ (D3) (D7)]p

Generally, D6 Natural object impact is one of the main damage sources 
with a frequency that is much higher than D3 Lightning, D7 Erosion, and D9 
Overloading. So,

+ > +p p p p(D6) (D9) (D3) (D7)

Thus,

= >I I I(D3) (D7) (D9)p p p

Because of the small probability principle,

+ > + +p p p p p p p p(D5) (D1) (D8) (D5) (D1) (D8)[ (D3) (D7)]

> +p p p p p p(D1) (D8) (D1) (D8)[ (D6) (D9)]

Therefore,

>I I(D2) (D6)p p

>I I(D4) (D3)p p

Since D5 Material resistance is one of the inherent properties of the com-
posite structure, which is difficult to change. p(D5) is considered as a large 
probability. Then

+ + >p p p p p p p(D5) (D1) (D8)[ (D3) (D7)] (D1) (D8)

Ip(D5)=p(D2)+p(D6)

Ip(D6)=p(D5)+p(D1)p(D3)p(D8)+p(D1)p(
D7)p(D8)

Ip(D7)=p(D1)p(D6)p(D8)+p(D1)p(D8
)p(D9)

Ip(D8)=p(D1)p(D2)+p(D1)p(D4)+p(D1)p(
D3)p(D6)+p(D1)p(D3)p(D9)+p(D1)p(D6)

p(D7)+p(D1)p(D7)p(D9)Ip(D9)=p(D1)p(D3)p(D8)+p(D1)p(D7)
p(D8)

Ip(D3)=Ip(D7)=p(D1)p(D8)[p(D6)+p(D9)]

Ip(D9)=p(D1)p(D8)[p(D3)+p(D7)]

p(D6)+p(D9)>p(D3)+p(D7)

Ip(D3)=Ip(D7)>Ip(D9)

p(D5)+p(D1)p(D8)>p(D5)+p(D1)
p(D8)[p(D3)+p(D7)]

p(D1)p(D8)>p(D1)p(D8)[p(D6)+
p(D9)]

Ip(D2)>Ip(D6)

Ip(D4)>Ip(D3)

p(D5)+p(D1)p(D8)[p(D3)+p(D7)]>p(D
1)p(D8)
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So,

>I I(D6) (D4)P P

The final inequality and the results are obtained and shown in Table 6.4.

> > > = >I I I I I I(D2) (D6) (D4) (D3) (D7) (D9)p p p p p p (6.7)

This table suggests that D2 Mishandling and D6 Natural object impact are 
the most critical damage sources, followed by D4 Heat, D3 Lightning, and 
D7 Erosion. D9 Overloading ranks last. According to the survey, most mis-
handlings lead to either apparent damage, such as scratch, dent, or internal 
damage, such as delamination. Natural object impact, such as runway debris is 
less likely to happen compared to human error. These two damage categories 
by human behavior and natural accidents are the most severe damages, which 
are of particular concern.

It should be noted that since D1 Surface protection, D5 Resistance, and D8 
Manufacturing defects are inherently related to material properties or manufac-
turing process. It is difficult to define their probabilities, which will be discussed 
separately.

6.4.4 Relative Probability Importance Analysis

Probability importance analysis determines the influence of the probability 
change of the basic event on that of the top event, but cannot represent the dif-
ficulty of different basic events’ improvement. Relative probability importance 
analysis is introduced to measure the variation of the top event probability from 
the aspects of sensitivity and probability of the basic event itself [55,56].

=
⋅⋅ ⋅

⋅
∂ ⋅ ⋅ ⋅

∂
= ⋅ ⋅ ⋅I D

p

Q p p

Q p p

p
i n( )

( , )

( , )
1, ,c i

i

n

n

i1

1

 
(6.8)

From Eq. (6.8), the relative probability importance of each basic event is 
calculated as follows:

( )

= + +
+ +
+ ⋅⋅⋅

I p p p p p p p p p p
p p p p p p
p p p p Q p p

(D1) [ (D1) (D2) (D8) (D1) (D4) (D8) (D1) (D3) (D6) (D8)
(D1) (D3)(D8)(D9) (D1) (D6) (D7) (D8)
(D1) (D7) (D8) (D9)]/ , ,

c

n1

IP(D6)>IP(D4)

Ip(D2)>Ip(D6)>Ip(D4)>Ip(D3)=I
p(D7)>Ip(D9)

Ic(Di)=piQ(p1,⋅⋅⋅pn)⋅∂Q(p1,⋅⋅⋅pn
)∂pi         i=1,⋅⋅⋅,n

Ic(D1)=[p(D1)p(D2)p(D8)+p(D1)p(D4)p(D8)
+p(D1)p(D3)p(D6)p(D8)+p(D1)p(D3)(D8)(D

9)+p(D1)p(D6)p(D7)p(D8)+p(D1)p(D7)p(D8)
p(D9)]/Qp1,⋅⋅⋅,pn

TABLE 6.4 Results of Probability Importance Analysis

High Mishandling (D2) Natural object impact (D6)

Medium Lightning (D3) Heat (D4) Erosion (D7)

Low Overloading (D9)
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= + ⋅⋅⋅I p p p p p Q p p(D2) [ (D2) (D5) (D1) (D2) (D8)]/ ( , , )c n1

( )= + ⋅⋅⋅I p p p p p p p p Q p p(D3) [ (D1) (D3) (D6) (D8) (D1) (D3) (D8) (D9)]/ , ,c n1

( )= ⋅⋅⋅I p p p Q p p(D4) (D1) (D4) (D8)/ , ,c n1

( )= + ⋅⋅⋅I p p p p Q p p(D5) [ (D2) (D5) (D5) (D6)]/ , ,c n1

( )
( )

= + +
⋅⋅⋅

= + ⋅⋅⋅

I p p p p p p p p p
p Q p p

I p p p p p p p p Q p p

(D6) [ (D5) (D6) (D1) (D3) (D6) (D8) (D1) (D6) (D7)
(D8)]/ , ,

(D7) [ (D1) (D6) (D7) (D8) (D1) (D7) (D8) (D9)]/ , ,

c

n

c n

1

1

( )

= + +
+ +
+ ⋅⋅⋅

I p p p p p p p p p p
p p p p p p p p
p p p p Q p p

(D8) [ (D1) (D2) (D8) (D1) (D4) (D8) (D1) (D3) (D6) (D8)
(D1) (D3) (D8) (D9) (D1) (D6) (D7) (D8)
(D1) (D7) (D8) (D9)]/ , ,

c

n1

( )= + ⋅⋅⋅I p p p p p p p p Q p p(D9) [ (D1) (D3) (D8) (D9) (D1) (D7) (D8) (D9)]/ , ,c n1

Similar comparisons can be made and it is shown that D2 Mishandling and 
D6 Natural object impact rank the highest irrespective of the particular group of 
events mentioned previously (D1, D5, and D8).

6.5 QUANTITATIVE ANALYSIS

The survey collected damage records on aircraft structures made of composite 
materials. Wing structural damage (ATA Chapter 57) of two types of aircraft 
fleet (Boeing 737-800 and Boeing 757-200) recorded over a 10-year period 
were obtained. A breakdown of damage categories and their numbers of occur-
rence on composites made with CFRP are plotted in Fig. 6.2. It is shown that 
dent is the most frequent damage mode followed by painting peel-off. Due to 
the inconsistency of maintenance recording, damages, such as dent, scratch, 
erosion, and so forth can all lead to painting peel-off. To facilitate the following 
analysis, painting peel-off caused by scratch is assumed to take up approxi-
mately half of the percentage, rounding to 12%.

A statistical analysis was performed aiming at the selected laminated 
CFRP panel. Twelve occurrences of the primary damage mode dent were re-
corded in the CFRP panel in 6 Boeing 737-800 aircraft. The design life of 
Boeing 737-800 is 100,000 flight hours and the composite panel is assumed 
to have the same design life as the airplane. Therefore, the average number of 
dent events per flight hour is 2e-5. According to the percentage distribution 
of each damage mode in Fig. 6.2, the average numbers of occurrence for the 
seven damage modes per flight hour were calculated with some rounding and 
are shown in Table 6.5.

Ic(D2)=[p(D2)p(D5)+p(D1)p(D2)p(D8)]/
Q(p1,⋅⋅⋅,pn)

Ic(D3)=[p(D1)p(D3)p(D6)p(D8)+p
(D1)p(D3)p(D8)p(D9)]/Qp1,⋅⋅⋅,pn

Ic(D4)=p(D1)p(D4)p(D8)/Qp1,⋅⋅
⋅,pn

Ic(D5)=[p(D2)p(D5)+p(D5)p(D6)]/Qp1

,⋅⋅⋅,pn

Ic(D6)=[p(D5)p(D6)+p(D1)p(D3)p(D6)
p(D8)+p(D1)p(D6)p(D7)p(D8)]/Qp1,⋅⋅
⋅,pnIc(D7)=[p(D1)p(D6)p(D7)p(D8)+p(

D1)p(D7)p(D8)p(D9)]/Qp1,⋅⋅⋅,pn
Ic(D8)=[p(D1)p(D2)p(D8)+p(D1)p(D4)p(D8)+p(D1)p

(D3)p(D6)p(D8)+p(D1)p(D3)p(D8)p(D9)+p(D1)p(D6)p
(D7)p(D8)+p(D1)p(D7)p(D8)p(D9)]/Qp1,⋅⋅⋅,pnIc(D9)=[p(D1)p(D3)p(D8)p(D9)+p

(D1)p(D7)p(D8)p(D9)]/Qp1,⋅⋅⋅,pn
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Further, the probability of occurrence for damage modes was distributed to 
various damage causes by engineering experience from the airline. The distribu-
tion law is based on the Boolean operation in the fault tree structure in Fig. 6.1. 
Take C3 Dent as an illustration: it is caused by both D5 Material resistance and 
the other intermediate event, which is caused by either D2 Mishandling or D6 
Natural object impact. Then we have the following relationship:

FIGURE 6.2 (A) Damage category and (B) occurrence number of CFRP composites.
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= × +P C P P P( 3) (D5) [ (D2) (D6)] (6.9)

Replacing by numerical values, the allocated probability of occurrence for 
every basic event is obtained in the fault tree as listed in Table 6.6.

Once the probability distributions were assigned to every basic event, Monte 
Carlo simulation was then conducted as a validation of the previous qualita-
tive analysis. Its principle is to simulate the occurrences of the primary events 
by a random number generator. In each trial, the primary event is simulated by 
generating a random number in the interval [0, 1], and if the number is no larger 
than the probability assigned, the event is reckoned to occur. Then the fault tree 
is evaluated for the top event probability and the contributions of the primary 
events by a large number of trials. In this analysis, the primary concern is the 

P(C3)=P(D5)×[P(D2)+P(D6)]

TABLE 6.5 Probability of Occurrence for Damage Modes

Damage mode
Number of occurrence per flight 
hour (probability)

C1 scratch 0.6e-5

C2 oxidation 0.5e-5

C3 dent 2e-5

C4 erosion 0.6e-5

C5 hole 0.1e-5

C6 delamination 0.4e-5

C7 debond 0.2e-5

TABLE 6.6 Probability of Occurrence for Damage Causes

Damage cause
Number of occurrence per flight 
hour (probability)

D1 surface protection 0.05

D2 mishandling 1.2e-4

D3 lightning strike 0.5e-4

D4 heat 0.5e-4

D5 material resistance 0.1 for dent/0.005 for hole

D6 natural object impact 0.8e-4

D7 wind erosion 1.2e-4

D8 manufacturing defects 0.02

D9 overloading 0.5e-4
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probability importance of every basic event instead of the probability of the 
top event. Monte Carlo simulation was performed and the number of trials was 
set to 1e + 6; a table of the failure contribution towards the top event and the 
importance value of each basic event (damage cause) are obtained as discussed 
in the following section.

6.6 DISCUSSION

For quantitative analysis, current statistical damage data obtained from the 
survey is still not comprehensive. Some data needs to be either idealized or 
hypothesized based on engineering experience, such as the probability distri-
butions of C1 Scratch, D1 Surface protection, D5 Material resistance, and D8 
Manufacturing defects.

D5 Material Resistance is one of the inherent properties of composites, its 
resistance to low energy impact causing dent is weak whereas the resistance to 
large energy impact causing hole is relatively strong. Therefore, two discrete 
values are assigned to D5 for these two situations.

It should be noted that in Table 6.7 numerical values of failure contribution 
less than 1e-5 are neglected due to the program precision and thereby the cor-
responding D3, D7, and D9 with very low importance are set to 0. Overall, the 
importance ranking of damage causes is D5 > D8 > D2 > D6 > D4 = D1 > 
D3 = D7 = D9.

Previous qualitative analyses rank the importance of every basic event from 
three aspects. Structure importance analysis is based on the fault tree struc-
ture itself. Probability importance analysis reflects the unreliability of the 
basic event to the top event. Relative probability importance analysis was per-
formed as a supplement measuring sensitivity. Rankings of the damage causes 
were obtained in Table 6.3 and Table 6.4. Compared with the results of the 

TABLE 6.7 Importance of Damage Causes

Damage cause Failure contribution Importance

D1 surface protection 5.170e-5 9.66

D2 mishandling 3.057e-4 57.10

D3 lightning strike <1.000e-5 0

D4 heat 5.170e-5 9.66

D5 material resistance 6.634e-5 123.81

D6 natural object impact 1.984e-4 37.06

D7 wind erosion <1.000e-5 0

D8 manufacturing defects 4.482e-4 83.71

D9 overloading <1.000e-5 0
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numerical example, excluding the particular group (D1, D5, and D8) men-
tioned in the previous section, the importance ranking for the damage causes is 
D2 > D6 > D4 > D3 = D9 = D7, which is consistent with inequality Eq. (6.7), 
demonstrating the feasibility of the FTA on composite damages.

The benefits of the method are summarized as follows:

l A wide variety of composite damage modes and damage causes can be syn-
thesized into a tree that is intuitive and systematic.

l Without sufficient information on damages, qualitative analysis can be per-
formed to identify main contributors and then targeted actions and resources 
can be prioritized.

l With sufficient data available, quantitative analysis can be conducted. Either 
constant probabilities or time-related probabilities can be calculated to ob-
tain the top event frequency, occurrence rates of damages, damage severity, 
and so forth, providing valuable information to maintenance and reliability 
departments.

6.7 POTENTIAL SOLUTIONS

According to both qualitative and quantitative fault tree analyses on CFRP com-
posite damages, contributions of various damage causes have been prioritized. 
This method can be used as a proactive tool to prevent the occurrence of the top 
event from those main contributors. Several solutions addressing different damage 
causes are proposed in order to improve the reliability of composite structures.

6.7.1 Material Design

To improve the poor material resistance (D5) to impacts, great efforts should 
be paid to developing 3D composites, which can not only enhance through-
thickness resistance, but also prevent from delamination propagation [51]. 
Typical examples are Z pinned composite and 3D fiber structures as shown in 
Fig. 6.3. However, there is still a long way to go before 3D structures are widely 
used by aircraft industries due to cost and efficiency. Economic manufacturing 
processes and new airworthiness regulations specific to 3D composites should 
be developed at the same time.

6.7.2 Fabrication Process

Different from traditional metallic components manufacturing, there are vari-
ous forming processes for composites, such as autoclave forming, vacuum bag 
molding, pultrusion, filament winding, and resin transfer molding. After form-
ing, machining is applied including cutting, trimming, drilling, and reaming 
[57]. Inherent flaws like voids, filament spacing, misalignment, imperfect in-
terface bonding, residual stress, and so forth are introduced occasionally during 
the fabrication process.
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To reduce the manufacturing defects (D8), more accurate manufacturing 
process should be implemented. New techniques, such as a drilling method that 
can prevent laminate from edge fuzz and an exact temperature control in auto-
clave forming can be developed. Meanwhile, a more strict quality certification 
procedure should be applied to enhance manufacturing quality control.

6.7.3 Personnel Training

Since accidental damage from natural sources is hard to predict, great atten-
tion should be paid to the improvement of technical skills of the operating 
personnel to reduce the human mishandling (D2). From the previous analysis, 
human mishandling (D2) makes a significant contribution in damage threats, 
such as ground vehicle collisions, tools dropping, and so forth. The qualifi-
cation required to maintain composites is much higher than that to maintain 
traditional materials. Targeted training procedures should be further studied 
and implemented. Maintenance workload should be reduced and the working 
environment should be improved to avoid unnecessary mistakes.

6.7.4 Surface Protection

Adequate surface protection (D1) is one of the key factors in scheduled mainte-
nance. Efforts should be put to investigating main damage causes occurring in 
different locations of aircraft so that targeted protective coating can be applied 
to effectively reduce specific damages due to lightning, erosion or moisture. 
The development of new coating techniques with multiple protective functions 
is encouraged.

6.7.5 Damage Evaluation and Life Prediction

Except for inherent reasons (D1, D5, and D8), impact damage is the most signif-
icant cause of the composite structural failure. Compared to the understanding 

FIGURE 6.3 (A) 3D fiber structure and (B) Z-pins composite.
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of metal crack propagation due to fatigue, the deterioration for composites after 
impact is yet to be determined. Investigations into the mechanisms of compos-
ite damage accumulation should be continued to characterize the relationship 
between the size of the impacted area and the residual strength in order to make 
more accurate life prediction. Then, optimized inspection intervals can be de-
termined to monitor the composite structural health, satisfying both safety and 
economic requirements.

6.8 CONCLUSIONS

This chapter proposed a new FTA to synthesize a diversity of damage modes 
and damage causes of the composite structure in a systematic manner on a 
macroscopic level. A typical composite panel made of CFRP was selected and 
three importance analyses including structural importance analysis, probability 
importance analysis, as well as relative probability importance analysis were 
conducted to rank various damage causes. The applicability of the FTA on com-
posites was validated through a numerical example based on statistical data and 
engineering experience from survey. Potential solutions aiming at improving 
the reliability of composite structures were proposed accordingly. Engineers 
from airlines can apply this method to discover the main damage modes and 
damage causes for different composite structures through operational monitor-
ing so that pertinent preventative actions can be performed. Manufacturers can 
combine this approach with other methodologies, such as fuzzy comprehensive 
evaluation, back-propagation network, and so forth to develop composites’ rat-
ing system for more efficient maintenance schedules.
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7.1 INTRODUCTION

Currently, aircraft structures are designed based on deterministic approaches, 
which assume a worst-case scenario and give a factor of safety for the loads and 
a knockdown factor for the strength. One of the fundamental disadvantages is 
that the deterministic approach is developed under conventional configurations, 
mostly for metallic materials and familiar structural designs. The determina-
tion of those factors comes from engineering experiences in metallic aircraft in 
the past half century. However, new aircraft design philosophies are developing 
dramatically away from conventional environments. Historical uncertainty fac-
tors may not be able to provide sufficient safety and reliability. Designing to all 
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worst-case scenarios may result in an unacceptable increase in weight. In addi-
tion, new materials also pose challenges for current structural design. The use of 
composite materials in aircraft structures is growing because of many advanced 
properties, such as high strength/stiffness ratio, low sensitivity to environment, 
design flexibility, and so forth. But these materials have more intrinsic variables 
than metals due to heterogeneity and they are subjected to more sources of 
variation in the manufacturing process [58]. The extra uncertainties lead to rela-
tively large knockdown factors, which also result in substantial weight increase 
without a quantifiable increase in structural reliability.

The other disadvantage of the traditional design approach is a lack of quan-
tifiable measurement for safety and reliability. Therefore, it is difficult to select 
an optimized design approach on aircraft safety as designs are becoming more 
critical and competitive. Both military and commercial guidance emphasize the 
importance of reliability as an essential feature. With numerical reliability val-
ues available during operation, a consistent level of safety and efficiency can be 
ensured throughout the aircraft life cycle.

New design philosophies and new materials have introduced more uncer-
tainties and there is a need for maintaining life cycle efficiency with measure-
able indexes. Therefore, nondeterministic design methods arise as an alterna-
tive but advanced solution to address uncertainties, in other words, to reduce 
potential risks.

Risk is defined as the possibility of encountering harm or loss, and it exists 
in all activities [58]. People decide to take part in a particular activity and accept 
the risk level, either consciously or subconsciously. For aircraft structures, risks 
come from various factors, from design to operation since most of these engi-
neering parameters have a random nature, such as material properties, work-
ing environment, loading, damage, and so forth. Different from the traditional 
design analysis that treats them as deterministic values and therefore leaves an 
unknown reliability, probabilistic structural analysis provides a means to quan-
tify the inherent risk of the design.

In terms of aircraft maintenance, pertinent activities are determined mainly 
based on two factors: (1) how aircraft is designed and manufactured and (2) the 
operational conditions. For an aircraft structure, the maintenance planner needs 
to know the load-bearing capacity of the structure and the structural degra-
dation mechanism to determine various possible damages during operation. 
Thus, risks in maintenance can also be quantified by probabilistic structural 
analysis methods, since in addition to design variables, damage characteris-
tics, and operational environments are probabilistic in nature. The uncertain-
ties exist almost everywhere during the life cycle of the aircraft structure. The 
probabilistic analysis is intended to address all cases in a practical approach 
instead of considering them in the worst-case scenarios. With sufficient design 
and service data made available, maintenance plans can be optimized by reduc-
ing the lifelong cost while maintaining an acceptable risk level that is intuitively 
measurable.
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Currently, the MSG-3 document is the most widely accepted method for 
creating maintenance tasks and intervals. However, even though an intelligent 
rating system was proposed to determine more objective inspection intervals, it 
still largely depends on engineering experience without considering a variety of 
factors from design, manufacturing, and operation. Besides, its rating ability for 
new generation materials is relatively limited, which makes it insufficient for 
new aircraft with a significant amount of advanced composite structures.

This chapter introduces a probabilistic approach to address aircraft com-
posite structures, which is beyond the scope of the experience-based MSG-3 
method. Instead, it is driven by data combined with specific physical properties, 
which is more reliable in determining optimized inspection intervals for aircraft 
composite structures.

7.2 DAMAGE TOLERANCE PHILOSOPHY OF 
COMPOSITE STRUCTURES

7.2.1 Properties of Aircraft Composite Structures

Composite properties have been discussed in the previous chapters. Because of 
their anisotropy and complicated manufacturing processes that are difficult to 
control precisely, composite structures display more complex damage modes 
compared with cracks in metallic structures. Fortunately, in terms of three dam-
age sources, historic service experience shows that composite primary struc-
tures that comply with FAR-25 and JAR-25 requirements, such as Boeing 737 
horizontal stabilizer, Boeing 777 and Airbus series empennage, and so forth 
exhibit excellent resistance to environmental deterioration and fatigue damage 
[59–61]. Therefore, for primary structures, such as thick skins, accidental dam-
age becomes the primary concern in damage tolerance design and maintenance 
planning.

7.2.2 Maintenance Model of Composite Structures

Generally, metallic materials are homogeneous and have high ductility. A clear 
fatigue characteristic can be obtained and thereby crack propagation in metallic 
structures can be predicted precisely. In comparison, composite materials show 
brittle behavior during failure because of their anisotropy and large scattered 
properties. From previous fault tree analysis, composites are much more sensi-
tive to impact damage, but there is no general damage propagation mechanism 
up till now. Therefore, composite structures are designed to preclude detrimen-
tal damage growth during normal operation. To be more specific, composite 
structures follow a “no-growth” approach to damage-tolerant design. All com-
posite SSIs are certified to meet the no-growth requirements. Damage initiation 
and propagation due to fatigue is not applicable for composites [62,63]. Dam-
age in composites is assumed to stay constant instead of deteriorating with time. 
A typical figure is shown in Fig. 7.1 [64].
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Two kinds of load conditions are defined by FAA [65]:

1. Limit loads are the maximum loads expected in service and there should be 
no permanent deformation of the structure at limit load.

2. Ultimate loads are defined as the limit loads times a safety factor. In FAR 
Part 25 the safety factor is specified as 1.5.

For different aircraft usage, the safety factor can be adjusted. The structure 
must withstand the ultimate load for at least 3 seconds without failure. Usually, 
there are two situations in which the safety factor is more than 1.5. One is for 
some very critical load-bearing components in order to guarantee a high safety 
level. The other is for structures made of composite materials because of their 
brittle behavior.

As depicted by the yellow curve in Fig. 7.1, assume a crack initiates at time t 
in a metallic structure. The residual strength goes through a degradation process 
as the crack grows with time; once the damage is beyond the allowable size, the 
structure must be repaired. Otherwise, the strength will further degrade. If the 
residual strength decreases below the limit load level, severe safety problems 
might be induced. In comparison, assume an impact occurs at time t on a com-
posite structure, as depicted by the blue curve. The residual strength immedi-
ately reduces to a lower level but still stays above the limit load level. According 
to the “no-growth” design philosophy, the damage size will not grow further 
regardless of the cyclic loading. In this situation, it seems that the damage toler-
ance assumption can always be met without the need to repair. However, there 
is another hidden but inherent parameter, which is difficult to measure by deter-
ministic methods: the probability of failure of the damaged composite structure 
will increase, as depicted by the shaded area in Fig. 7.1. If the damage in the 

FIGURE 7.1 Damage tolerance design for metals and composites.
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metallic structure is detected and repaired in a timely way, whereas the damage 
in the composite structure remains undetected or unrepaired for a long time, the 
composite structure will not be as safe as the metallic one. This is why an in-
spection schedule and a repair policy are necessary under the damage tolerance 
philosophy of composite airframes.

7.3 DAMAGE CHARACTERIZATION

The prerequisite of the probabilistic approach is to obtain necessary information 
in terms of composites design properties and actual usage during operation. A 
survey was conducted at an airline maintenance department to collect damage 
records on aircraft structures made of composite materials. Then statistics were 
performed to refine valuable information as inputs.

7.3.1 Data Statistics and Category

Data on wing structural damage (ATA Chapter 57) for two types of aircraft fleet 
(Boeing 737-800 and Boeing 757-200) over the past 10 years were obtained. A 
typical damage category of composite structures is shown in Fig. 7.2. It should 
be pointed out that although paint peel-off is often mentioned throughout the 
maintenance records, it is simply a superficial defect that will not cause the loss 
of inherent integrity, and thereby not listed.

The bar chart illustrates that impact damage consisting of dent, delamina-
tion, and hole are responsible for more than 50% of all damages, and dent is 
the primary damage type. Different from the internal damages like delamina-
tion and hole, dent is commonly caused by various discrete low-energy impact 
sources, such as hail, runway debris, tools dropping, and so forth. This chapter 
focuses on the low-energy impact damage resulting in dent, and the effect of 
dent sizes.

FIGURE 7.2 Damage category.
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7.3.2 Damage Size Distribution

The appearances of the dent can be superficial with a large surface area or deep 
in the material with a small surface area. Statistical analysis was performed on 
damage area diameter a and depth y. A goodness-of-fit test was performed for 
several probability models in order to determine the best fitness to describe the 
damage diameter and depth. Results show that the classic Weibull distribution 
has a good fitness with a correlation coefficient of 0.969 and 0.981, respectively. 
The probability distributions for diameter and depth are shown in Fig. 7.3 and 
Fig. 7.4.

The Weibull expression of the diameter distribution is given by:
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The Weibull expression of the depth distribution is given by:
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Inspired by Ren [66], who proposed a corrosion-spot index (CSI) to de-
scribe the relationship between the depth and the area of a corrosion spot, an 

f(a;α,β)=βαβaβ−1e−aαβ, a≥0, α>0, β>0α=1.754, β=2.081

f(y;α,β)=βαβyβ−1e−yαβ, y≥0, α>0
, β>0α=0.05636, β=2.456

FIGURE 7.3 Damage diameter distribution.
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analogous concept called dent spot index (DSI) is proposed, which denotes the 
diameter/depth ratio and is expressed as:

η =
a

y

Four most likely probability distribution functions (PDFs) were tested and 
their goodness-of-fit is calculated in Fig. 7.5.

It is apparent from the test that log-logistic distribution function is the best 
PDF with the highest coefficient 0.981. Its scale and location parameters are 
shown in Fig. 7.6.

The log-logistic expression of this DSI distribution is given by:
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The structural repair manual (SRM) of the Boeing 737-800 has similar defi-
nitions [67]. For example, one of the allowable damage limits for a damage area 
is specified as: w/y must be 30 or more at each point along the length of the dent 
and y = a maximum of 0.125 in., where w = minimum width of the dent and 
y = depth of the dent where the width is measured.

DSI may provide more practical values in damage detection and in the sub-
sequent repair decision making considering both damage diameter and depth. 
Unfortunately, there is little information on the effectiveness of probability of 

η=ay

f(η;α,β)=(β/α)(η/α)β−11+(η/α)β2, 
η>0, α>0, β>0α=0.3118, β=3.427

FIGURE 7.4 Damage depth distribution.
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FIGURE 7.6 Diameter/depth distribution.

FIGURE 7.5 Goodness-of-fit test for DSI.
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detection (POD) versus DSI. In this case, the PODs for damage area diameter 
and depth are studied and the larger one is selected as the final POD.

7.3.3 Probability of Detection (POD)

It is a time-consuming effort to perform experiments to examine engineers’ possi-
bility to detect dent with influencing factors incorporating colors of the composite 
panel, cleanness, inspection duration, brightness, personal eyesight, professional 
skills, the inspection angles, and so forth. [68]. General visual inspection (GVI) 
and detailed inspection (DET) are considered as two general inspection types in 
structural maintenance. Special detailed inspection (SDI) is applied to make more 
detailed examination. Previous studies focused on POD for detecting cracks in 
metal structures and composites show the similar results [69], which are demon-
strated by some recent experimental results on certain composite panels [68]. The 
POD values generally follow two distributions and their cumulative probability 
functions: Two equations can be used as approximations without data scale.

Cumulative Weibull distribution function:
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In terms of damage area depth, experimental data was obtained for a green 
panel at 45-degree inspection angle by DET [68]. Meanwhile, the POD data for 
GVI was obtained according to engineering experience in the surveyed main-
tenance department. The POD curves and the related parameters are shown in 
Fig. 7.7 and the following two equations.

α β= − = =β
−










α

y ePOD_GVI( ) 1 , 3.318, 0.03732
y

 (7.3)

α β= − = =β
−










α

y ePOD_DET( ) 1 , 2.896, 0.01921
y

 (7.4)

In terms of damage area diameter, data is obtained from [70] and it shows that 
log-normal model fits the data with a higher regression value. The POD curves 
and the related parameters are shown in Fig. 7.8 and the following two equations.
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F(x)=1−e−xβα

F(x)=eα+βln(x)1+eα+βln(x)

POD_GVI(y)=1−e−yβα, α=3.3
18, β=0.03732

POD_DET(y)=1−e−yβα, α=2.8
96, β=0.01921

POD_GVI(a)=eα+βln(a)1+eα+βln(a), α=−5.6
19, β=7.352
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FIGURE 7.8 POD versus damage diameter (in.).

FIGURE 7.7 POD versus damage depth (in.).
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7.4 PROBABILISTIC METHOD

7.4.1 Reliability Formulation

One of the objectives of applying probabilistic damage tolerance philosophy is 
to be able to quantify the reliability of the structure. Herein, the assessment of 
the probability of failure (POF) is illustrated as follows:

According to the requirement of damage tolerance philosophy, damage ac-
cumulated in service of a structure should be detected and repaired before the 
residual strength degrades beyond some predetermined threshold. In this study, 
the entire service life cycle of a composite structure is considered as a series 
of discrete activities consisted of damage, inspection, and repair (a life cycle 
denotes the time period from the aircraft entering into service to its retirement). 
These activities exerted from outside can be reflected by the variation of the 
inherent residual strength of the structure. The POF per life cycle is evaluated 
by the following formulation:
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where ti is the ith time interval between (i–1)th and ith activity (0 means the ini-
tial service time), Si is the ith residual strength between (i–1)th and ith activity, 
N is the number of damages occurred in one life cycle, and Pf(·) is the probabil-
ity of failure for each interval with constant residual strength.

Failure occurs when the applied load exceeds the residual strength. Each 
time interval throughout the life cycle with constant residual strength is as-
sumed in series connection. The cumulative distribution function (CDF) of the 
maximum load per ti is expressed as:

( ) = ( )−F S t e,l i i
H S ti i (7.8)

where H(x) is the frequency of the event exceeding the level x.
A simple numerical example is provided later.
Assume that a composite panel has a random residual strength history as 

shown in Fig. 7.9.
The initial strength is 1.5. An impact damage occurs at the instant t0. The 

residual strength decreases to 1.2 and stays constant until the time t1 when the 
damage is detected and the strength is recovered to its original level immedi-
ately. After t1, there is no damage to this structure till the end of life. Failure 
occurs when the random external load exceeds the residual strength. The load 
exceedance curve is assumed in Fig. 7.10 and is expressed as:

= −H x e( ) 10 x10 23.03

POD_GVI(a)=eα+βln(a)1+eα+βln(a), α=
0.4877, β=4.294

POF=1−∏i=1N1−PfSi,ti

FlSi,ti=e−HSiti

H(x)=1010e−23.03x
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There are three time intervals ti, with a constant strength Si as shown in 
Fig. 7.9. Take the first time interval [0, 0.4], for example:

( ) ( )= −
= −
= −
= ×

−

− ×

−

P S t F S t

e
e

, 1 ,

1
1
3.975 10

f
H S t

H

1 1 1 1 1
( )

(1.5) 0.4

6

1 1

Likewise, Pf(S2,t2) = 1.988×10–3 and Pf(S3,t3) = 3.975×10–6. Then the final 
POF value can be obtained by Eq. (7.7).

PfS1,t1=1−F1S1,t1=1−e−H(S1)t1 
=1−e−H(1.5)×0.4=3.975×10−6

FIGURE 7.10 Load exceedance curve.

FIGURE 7.9 Random residual strength history in a life cycle.
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The calculation of POF depends on a number of random variables, such as 
the number of damage occurrence, damage occurrence time, the damage ex-
tent, and other factors including loading conditions, inspection schedule, and 
residual strength, to name a few. Hereafter, a probabilistic simulation procedure 
based on the Monte Carlo method is proposed, incorporating all the influencing 
parameters necessary to evaluate the POF.

7.4.2 Monte Carlo Simulation

Monte Carlo simulation is a computerized mathematical technique that mod-
els phenomena with significant uncertainty. This method provides an effec-
tive means to account for risk in quantitative analysis and decision making. 
It performs risk analysis through building models of possible substitution of 
a range of value sampling from probability distributions, avoiding costly and 
time-consuming experimental repeats [71].

Monte Carlo can be used to model both discrete and continuous systems. 
Take discrete system as an illustration. The system state is driven by random 
events at limited/countable time. The state only changes at discrete random time 
moments and it is assumed that the change is completed instantly.

The entire life cycle of a composite structure suffering from low energy impact 
can be considered as a series of discrete activities incorporating damage, inspec-
tion, and repair. Due to the no-growth damage tolerance philosophy, the residual 
strength stays constant until being repaired. Therefore, the residual strength varia-
tion in a life cycle can be considered as a discrete system. Monte Carlo simula-
tion has proven to be a robust methodology for such complicated problems with 
discrete random variables [72]. It generally tends to follow a particular pattern:

l Define a domain of possible inputs
l Design a logic block diagram
l Generate inputs randomly from probability distributions over the domain
l Perform a deterministic computation on the inputs

The flowchart of the logic procedure is described in Fig. 7.11.

7.5 CASE STUDY

7.5.1 Average Damages Per Life Cycle (Nd)

Information on dent was extracted from the maintenance records of the Boe-
ing 757-200 fleet wing structures (ATA, Ch. 57) from 2002 to 2012. In total, 
46 occurrences of dent damage were recorded in six aircrafts, among which 12 
occurred on 4 GFRP panels located near the wing leading edge. The design life 
(life cycle) of the Boeing 757-200 is 150,000 flight hours and these compos-
ite panels are assumed to have the same design life. Thus, the number of dent 
events per life cycle on average (Nd) is 2.5. This is a relatively rare event, and 
Nd is described by a Poisson distribution.
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7.5.2 Load Cases

It is difficult to obtain the specific load exceedance data for certain structures. 
But for civil aircraft, the occurrence of gust load is mainly considered [73]:

ε ε
ε ε
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( )

= > = ×
= > = ×

−

−
P P

P P

2 10 /FH,

1 10 /FH
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Since the probability value under different exceeding conditions changes 
significantly by the power of 10, a Log-linear model is used to describe the load 
occurrence probability. The load exceedance curve is shown in Fig. 7.12 and is 
expressed as:

ε
ε

( ) = − ×




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7.5.3 Damage Size and Occurrence Time

The damage occurrence times are a series of highly random variables through-
out the entire service life. A uniform generator was used to scatter the opera-
tional damage in one life cycle. Generally, we use the damage area diameter and 
depth to describe a dent. In reality, some damage caused by a sharp object may 
be deep with a small area whereas some damage caused by a blunt object may 
be shallow but has a considerable damage area and even delamination. Accord-
ingly it is difficult to describe their relationship. Therefore, two generators were 
used to generate the dent diameter and depth, obeying the Weibull PDF with 
separate parameters.

Theoretically, the damage size is a function of many variables, such as the 
quality of the manufacturing process, the thickness of the laminate, the size 

Prat=Pε>εLL=2×10−5/FH,Prat=
Pε>εUL=1×10−9/FH

lgPrat=−8.602×εεLL+8.903

FIGURE 7.11 Simulation flowchart for dent damage.
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of the impact object, impact energy, load case, boundary condition, composite 
design, and so forth. Many studies have considered different decision variables 
either in theory or by experiments. However, during real operation, the main-
tenance engineers do not consider, for instance, the boundary condition or the 
impact energy. They work only with what they see by eye or with instruments: 
the damage size. Therefore, this study focuses on damage size data including 
damage diameter and depth and also the DSI.

7.5.4 Inspection Efficiency

The inspection efficiency is described by the probability of detection (POD), 
which was explained in the previous section. The inspection interval is preset as 
T and the random time to detect the damage is expressed as:

ξ= ×t T ,

where ξ is the number of inspection times to detect the damage, which can be 
generated by a geometric distribution [74]. Assume the jth damage occurs at tj, 
then is detected at the ξth inspection after the damage, which can be expressed as:

ξ= 





+




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×t j
t

T
T( ) ,d

j

where [·] is the floor operator.

7.5.5 Residual Strength Reduction and Recovery

In order to calculate the probability of failure, the damage size must be con-
verted to the reduction of residual strength. For the most severe load case, the 

t=T×ξ,

td(j)=tjT+ξ×T,

FIGURE 7.12 Load exceedance curve of gust load.
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compression capacity is mainly considered and the damage diameter is used 
as the decision variable. The relative strength of the damaged GFRP panel is 
described by the following function:

=
− < < =

+ − ≥ = = =
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
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
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a

G
 (7.9)

where A is the residual strength asymptote; C is the intercept; G and k are the slopes 
for the two curves. The relative strength reduction curve is shown in Fig. 7.13.

The recovery of the residual strength depends on different repair policies. 
Once damage is detected, engineers should refer to the detailed criteria in the 
SRM to decide whether the damage should be left as it is or be repaired (re-
placed). For the sake of simplicity, we assume the following rules: dents with 
diameters less than 1 in. can be allowed whereas larger dents must be repaired 
to recover to its r% strength, where r is the recovery efficiency coefficient de-
scribed by a uniform distribution within the range of 0.85–0.95.

7.5.6 Other Assumptions and Definitions to Facilitate the 
Simulation

The initial strength is described by a Gaussian distribution with the coefficient 
of variation 5%, referring to the fact that many strength analyses apply a Gauss-
ian PDF [75]. The initial average value of the residual strength is

= × = × =f fRS 1.5 1.4 2.1,1

where f = 1.5 is the factor of safety and f1 = 1.4 is the additional margin of safety.

RS(a)=1−ka,    0<a<1, k
=0.05       A+(C−A)e

aG, a≥1, A=0.46, C=4.08, G=0.5

RS=f×f1=1.5×1.4=2.1,

FIGURE 7.13 Relative residual strength reduction.
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Environmental factors, such as temperature, moisture and ultraviolet light 
may cause deterioration of composite materials. Also, adjacent damage sites 
in a composite panel may result in additional strength reduction. For the 
sake of simplicity, these factors are not considered. Also, the repair duration 
is ignored, compared to the long life cycle operation. Three situations are 
assumed:

1. Damage is not detected. No repair activity is required;
2. Damage is detected and within the threshold. No repair activity is initiated;
3. Damage is detected and beyond the threshold. Repair is required.

7.6 SIMULATION RESULTS AND DISCUSSION

Set the life cycle to 1 unit and the inspection interval T = 0.1, the inspection 
method is GVI. A typical example of the residual strength in a random life cycle 
is plotted in Fig. 7.14.

Apparently, there are four damage occurrences on the composite panel in 
one life cycle. At the instant t1, the panel suffers the first impact but the damage 
is not detected in the following GVI inspections. The second damage occurs 
at t2 and it is detected and repaired at t3. The third damage occurs at t4, which 
is either undetected or detected but reserved. The last damage occurs at t5, but 
before any inspection begins, the structure reaches its end.

Various life-cycle strength results can occur due to the randomness of the 
Monte Carlo simulation. By taking 1000 samples, we obtain the relationship 
between the average probability of failure (POF) and the inspection interval 

FIGURE 7.14 Residual strength per life cycle.
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T by GVI and DET, respectively; see Fig. 7.15. (Both axes were processed by 
logarithm, same for Fig. 7.16).

It is shown that fewer inspections result in a higher probability of failure. 
By assigning each inspection interval a risk level, here described by a POF 
value, airline engineers can determine the inspection intervals by assessing the 
required reliability of the composite structure due to different structural con-
figurations in different service situations. For instance, if the required POF is no 
higher than 10−4, the maximum inspection intervals by GVI and DET should be 
9,600 flight hours and 21,000 flight hours, respectively.

Economy is the second important factor next to safety for civil aircraft. The 
total in-service cost for maintenance of the composite structure is classified into 
three parts:

1. Routine inspection cost for the structure;
2. Repair cost of the damage detected in the inspection;
3. “Penalty cost” due to the structural high failure risk.

Assumptions are as follows: set the cost for each inspection by GVI to 1 
unit and inspection by DET to 5 units; if the damage is detected and repaired, 
the repair cost is in proportion to the reduction of the residual strength; “penalty 
cost” is induced when the POF is above 10−4 level, in which case structures 
may be severely damaged, resulting in additional cost for replacement, spare 
parts, more labor hours, and so forth. The optimization of the inspection interval 
against the maintenance cost considering both safety and economy is shown in 
Fig. 7.16.

FIGURE 7.15 POF versus inspection interval.
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By setting a POF threshold, the maintenance cost will not always decrease 
as the inspection interval increases. Because if the damage remains for a long 
time, the risk of failure will be high and therefore, the extra maintenance cost 
is very likely to be induced. It is shown in Fig. 7.16 that the minimum costs for 
both GVI and DET occur at approximately 15,000 flight hours. According to the 
MRBR, the inspection interval for the composite panel is “4C” (16,000 flight 
hours) by DET, which is the same level as the simulation result. The advantage 
of the methodology is that the airline can adjust their inspection intervals dy-
namically for different composite structures in different operational environ-
ments by setting an acceptable risk level to seek the most economical inspection 
schedule.

7.7 CONCLUSIONS

This chapter combined a data-driven technique with a physical model of a 
composite structure, and applied a probabilistic methodology beyond the limit 
of MSG-3, which is largely based on engineering experience. A probabilistic 
simulation procedure was established to describe the structural strength varia-
tion in a life cycle in order to optimize the inspection intervals in two criteria: 
maintaining a high structural reliability as well as minimizing the maintenance 
cost. A composite panel made of GFRP from in-service aircraft was selected to 
demonstrate the effectiveness of the methodology.

Aimed at in-service dent damage, the residual strength of the composite 
structure susceptible to low energy impact over a life cycle is simulated based 
on a “no-growth” design philosophy. By assigning each inspection interval a 

FIGURE 7.16 Inspection interval optimization.
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structural risk level and a cost factor, engineers from airlines and manufactur-
ers can adjust the inspection intervals according to their specific requirements, 
satisfying both safety and economic objectives. Further, this method can be ex-
tended to include more factors, such as the impact of temperature, moisture, 
ultra-violet, and so forth. provided that sufficient data pertinent to the structural 
degradation mechanism is obtained. Last but not least, the probabilistic method 
developed in this chapter is quite flexible to be used in tackling many other 
problems, such as the repair issue, which is illustrated in the next chapter.
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8.1 INTRODUCTION

In scheduled maintenance of aircraft structures, there are two key techniques: 
the determination of the inspection interval and the selection of the maintenance 
task [8]. Except for some general lubrication and servicing tasks, the major 
concern for damaged structures is whether to repair or replace. Specifically, 
during each inspection, damage detected should be evaluated by certain criteria 
to determine a suitable maintenance activity. This chapter deals with the repair 
issue in scheduled maintenance of composite structures.

The primary objective of structural repair is to restore the residual strength/
stiffness of the damaged structure to its service condition in a limited time span 
and at a low cost [76]. Depending on the damage mode, damage location, and 
damage severity, structural repair can have different types. Therefore, damage 
assessment is an important step in selecting a specific repair activity. For aircraft 
composite structures, which are susceptible to impact damage but have good 
resistance to environmental deterioration and fatigue propagation, impact events 
often cause combinations of damage. For example, high-energy impact may 
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result in significant fiber breakage, matrix cracking, delamination, and broken 
fasteners; low-energy impact may include a combination of broken fibers, matrix 
cracks, and multiple delaminations. In some cases, damage may appear to be 
small on the surface but severe inside. Based on the damage tolerance design of 
composite structures for transport category aircraft, the airworthiness requires 
that catastrophic failure due to fatigue, environmental effects, manufacturing 
defects, or accidental damage should be avoided throughout the structural op-
erational life cycle. Damages in composites are divided into the following five 
categories as depicted in Fig. 8.1 [77].

It can be found that except for Category 1 barely visible impact damage 
(BVID), which can be kept as it is, the other four damage categories require 
certain repair activities according to increasing damage severity. Category 2 
and 3 belong to scheduled maintenance, since it is designed to relate the tasks 
to the consequences of structural damage remaining undetected. The remaining 
two categories requiring immediate repair are within the scope of unscheduled 
maintenance, which have much lower probability of occurrence compared to 
the other categories.

Once the damage is identified, maintenance personnel resort to source docu-
mentations to check with criteria. If the damage size is within the allowable 
limit, only simple maintenance work is needed, such as surface protection re-
placement, damage seal, and so forth. Otherwise, the damaged structure needs 
to go through a complex repair process. Sometimes the structure is even dis-
carded and replaced with a new component. A category of various composite 
repair techniques is shown in Fig. 8.2 [78].

FIGURE 8.1 Design load levels versus categories of damage severity.
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There are two major repair techniques, depending on the specific composite 
part and damage type: bolted repair and bonded repair. The concept of bolted 
repair is borrowed from conventional metal repair but with unique design and 
process details. Compared with bonded repair, it is simple and quick, for ex-
ample, bolting a patch over the damage area, which can eliminate many poten-
tial problems induced in bonded repair. But bolted repair changes the original 
shape and design of the structural component, making it structurally undesirable 
[79]. Bonded repair is usually more reliable than bolted repair since bonding 
produces no holes and therefore reduces regional stress. Bonded repair contains 
a series of complex processes and has to be undertaken by well-trained techni-
cians. In addition to the strict in-process control, postprocess nondestructive 
inspection (NDI) is necessary to guarantee the quality of the bonded joint. A 
general procedure of the repair activities for composite structures is described 
in Fig. 8.3.

There are many source documents containing information on maintenance, 
modification, and repair. One of the most complete maintenance documents in 
terms of instructions for damage disposition, inspection, and repair is the struc-
tural repair manual (SRM). It provides general airplane data, usual procedure, 
and repair materials for the repair of the specific type of aircraft. Service bul-
letins (SBs) are the documents issued by an original equipment manufacturer 
(OEM) that share modifications to previous maintenance instructions and in-
clude supplemental inspection, rework, and repair for a specific component. 
In some cases, there may be damage caused by unanticipated secondary loads. 
Service newsletters are issued by OEM to make both users and operators aware 
of any potential damage. Other documents pertinent to maintenance field are 
aircraft maintenance manuals (AMMs), component maintenance manuals 

FIGURE 8.2 Composite repair techniques.
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(CMMs), and others. They are referred to as instructions to implement particu-
lar repair activities.

There have been significant research publications examining various repair 
techniques for composite structures, but little information is found concern-
ing under what conditions these repair activities should be carried out, in other 
words, the repair threshold. Furthermore, not every damaged structure is repair-
able. One situation is that the damage is too severe to repair. The other situation 
is that considering influencing factors, such as time and cost, it is more conve-
nient or economic to replace it by a new component instead of repair. Hereafter, 
a concept called “repair tolerance” is proposed to describe the repair thresholds 
and this chapter is devoted to the development of a probabilistic method to ad-
dress the repair tolerance problem.

FIGURE 8.3 Repair flow chart.
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8.2 REPAIR TOLERANCE

The composite repair issue is a kind of system engineering that contains various 
parts, such as damage characteristics, structural properties, damage detection, 
repair techniques, and so forth, as displayed in Fig. 8.4.

The highlighted rectangular part is the focus of this study, in which repair 
tolerance is determined. The concept of repair tolerance was first proposed by 
Shaojie Chen [78]. It defined two thresholds—when to repair and when to re-
place—as visualized in Fig. 8.5. It is shown that repair tolerance is a subset of 
damage tolerance. Damage tolerance is one of the design requirements for struc-
tural design, which looks into the residual performance of a damaged structure 
and designs based on it. In comparison, repair tolerance is the measurement for 
structural reparability, which also studies the residual performance after dam-
age based on the requirements for structural strength and stiffness. Besides, it 
should further combine many other factors, such as the repair technique, human 
factor, maintenance cost, and so forth, to determine the detailed policy.

FIGURE 8.4 Content of repair tolerance research.

FIGURE 8.5 Repair tolerance concept.
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Reparability is the degree of difficulty with which the damaged structure 
can be maintained or repaired in order to restore its strength or functionality 
according to specific requirements by referring to the structural repair policy. 
As a result, the determination of repair tolerance depends on the demonstration 
of the reparability which should consider various influencing factors, such as 
damage/defect mode, damage size and degree, repair condition, the qualifica-
tion of repair personnel, economic effectiveness, and so forth. Theoretically, the 
parameter that the repair tolerance controls directly is the residual strength ratio 
(residual strength/designed strength). However, in practice, damage sizes are 
more intuitive and the relationship between the residual strength and the dam-
age size can be obtained by theoretical calculations or laboratory experiments. 
For the sake of simplicity, damage size is used as the independent variable to 
describe repair tolerance.

Similar to the damage category of metallic airframes, composite structural 
damage can be classified as allowable damage, repairable damage, and unre-
pairable damage. Corresponding to the lower threshold and upper threshold in 
repair tolerance, the lower limit controls the threshold whether the damage is 
allowable or should be repaired, whereas the upper limit controls the threshold 
whether the damage is repairable or unrepairable, meaning a replacement is 
required. If the lower threshold is set too low, even minor damage will initiate 
a repair activity that may be unnecessary and costly; if the lower threshold is 
set too high, the structure may remain in a damaged condition for a long time, 
which may cause a threat to safety. Therefore, the lower threshold has a major 
influence on safety. As for the upper threshold, since the damaged structure 
is destined to go through certain maintenance work, the selection of a cost-
effective maintenance task becomes the engineers’ primary concern. Overall, 
dealing with uncertainty in the two thresholds has a significant impact on both 
safety and economy. In this chapter, the probabilistic approach developed in the 
previous chapter on inspection interval optimization is updated to quantify the 
repair tolerance from two aspects: the uncertainty in the lower threshold is mea-
sured by the risk of safety and the uncertainty in the upper threshold is assessed 
by the maintenance cost.

8.3 PROBABILISTIC METHOD

The probabilistic approach for the damage-tolerant composite structures is 
addressed with a computer simulation. Many sampling-based probabilistic 
methods have been proposed, such as first and second order reliability method, 
importance sampling method, advanced mean-based method, and Markov chain 
analysis [74,80]. These methods are either based on fast probability integration 
(FPI), which only works well for smooth performance functions or are limited 
by too many assumptions. The task here involves a series of discrete random 
variables describing the accidental damage and maintenance activities for com-
posite airframes in-service. Monte Carlo simulation is considered as a viable 
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alternative that can easily handle complex scenarios and is proved to be a robust 
and flexible modeling approach [72].

The realistic conditions for composite structures incorporating accidental 
impact, strength reduction after impact, periodic inspection, and necessary 
repair or replacement in an operational life cycle, and so forth can be simu-
lated in the procedure, as shown in Fig. 8.6. Because of the random behavior 
of damage, there exists uncertainty from one simulation to another. Therefore, 
the simulation should be conducted many times to tackle the scatter problem. 
Although time consuming, it can provide more accurate and practical results.

The sequence of the simulation procedure is illustrated as follows:

1. The first step is to generate the initial strength for the composite structure. A 
Gaussian PDF is often used for strength analysis and product quality control 
[75]. It follows that the strength scatter introduced in the manufacturing pro-
cess is described by a Gaussian PDF.

FIGURE 8.6 Simulation flowchart.
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2. The damages occurring in a composite structure in operational life cycle 
are a series of discrete and rare events, and are best described by a Poisson 
distribution.

3. If the generated number of damage (Nd) is 0, that is, no damage has oc-
curred, and except for scheduled inspection, no maintenance activities are 
required. Then the probability of failure (POF) and maintenance cost can 
be evaluated, which will be discussed at the end of this section.

4. If Nd > 0, the damage occurrence time is generated. Since impact damages 
caused by runway debris, hail, human mishandling, and so forth are highly 
random and accidental, a uniform distribution generator is used to describe 
the scattered damages that may possibly occur at any time throughout the 
service life.

5. After the generation of damage occurrence time, damage sizes are gener-
ated. The distribution model can be derived based on damage records sta-
tistics from real operational aircraft.

6. The inspection efficiency is described by the probability of detection 
(POD). It is a time-consuming effort to obtain an exact relationship of POD 
against the damage size. Multiple influencing factors should be taken into 
account, such as colors of the composite panel, cleanness, brightness, in-
spection angles, personal eyesight, professional skills, and so forth [68]. 
Generally there are three inspection levels: general visual inspection (GVI), 
detailed inspection (DET/DI) and special detailed inspection (SDI). For 
structures in different locations, an appropriate inspection level should be 
selected and the corresponding POD can be obtained from a certain prob-
ability function.

7. Since POD is introduced, the time t to detect damage may be delayed to the 
subsequent inspections and is expressed as:

= ×t T n,

 where T is the predetermined inspection interval and n is the number 
of times to detect the damage, which can be generated by a geometric 
distribution.

8. Assuming that the inspection time and repair time are negligible, the dam-
age occurrence time and damage detection time should be ordered in se-
quence to facilitate the description of residual strength variation.

9. The damage size should be converted to the reduction of residual strength. 
The relationship of residual strength against damage size for a particular 
composite structure can be obtained by experiment or theoretical calculation.

10. After damage, the following inspection offers a window for damage dis-
position that whether it should be repaired and what repair process should 
be taken, provided that damage is detected. The determination of the repair 
policy has a direct effect on the probability of failure (POF) and the main-
tenance cost, which is a series of proactive actions after each inspection 
that can be controlled. If the damage has not reached the critical level, no 

t=T×n,
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repair is needed or simply basic repair is applied to protect and decorate the 
surface. If the damage is beyond the critical level, two types of repair are 
usually initiated: temporary repair and permanent repair. Specifically, for 
laminates and sandwich panels, there are three basic approaches. First is 
patch repair, which is quick and simple but without consideration of thick-
ness and weight increases. This belongs to temporary repair. The other two 
are scarf repair and step sanded repair, which can provide a straighter and 
stronger load path but requires time and high skill [79]. They are permanent 
repairs. If the damage is too severe, replacement may be more efficient than 
repair.

11. According to different repair techniques, the residual strength will be recov-
ered to different levels. If the structure is repaired, a recovery efficiency co-
efficient will be appended by a uniform distribution within a certain range. 
If the structure is replaced by a new one, the generation of the strength will 
be described by a Gaussian PDF.

12. The probability of failure (POF) is calculated by the following formula:

∏ ( )= − − 
=

P S tPOF 1 1 ,f i i
i

N

1

 (8.1)

 where ti is the ith time interval between (i–1)th and ith activity (0 means 
the initial service time), Si is the ith residual strength between (i–1)th and 
ith activity, N is the number of damages occurred in one life cycle, and 
Pf(·) is the probability of failure for each interval with constant residual 
strength.

 Failure occurs when the applied load exceeds the residual strength. Each 
time interval throughout the life cycle with constant residual strength is as-
sumed in series connection. The cumulative distribution function (CDF) of 
the maximum load per ti is expressed as:

( ) = ( )−F S t e,l i i
H S ti i (8.2)

 where H(x) is the frequency of the event exceeding the level x, which is de-
scribed by different load exceedance curves after load cases are specified. 
A detailed illustration has been explained in the previous chapter.

13. The last step of the simulation cycle is to calculate the total maintenance 
cost. The total maintenance cost can be expressed as:

= + + +C C C C Ctotal inspection repair replace other (8.3)

 where Ctotal is the total maintenance cost; Cinspection is the costs incurred by 
scheduled inspection including the labor and equipment cost; Crepair is the 
repair cost including labor, material, and equipment costs; Creplace is the 
replacement costs including labor, equipment, and spare parts; and the last 

POF=1−∏i=1N1−PfSi,ti

FlSi,ti=e−HSiti

Ctotal=Cinspection+Crepair+Creplace+Cother
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Cother denotes any other cost that may be caused by unscheduled mainte-
nance, flight delay, or other operational problems.

Overall, an operational life cycle of a composite structure is simulated by 
the aforementioned 13 steps. In order to address the uncertainty, the simulation 
should be repeated with a large sample to obtain the mean value of the POF and 
the maintenance cost.

8.4 CASE STUDY

According to statistics from the previous survey in an airline maintenance de-
partment, impact damage caused by natural object and human mishandling is 
the most frequent damage type. Therefore, impact damage resulting in dent or 
delamination was assumed to be the only damage type. A GFRP composite 
wing panel was selected. Statistical input data and related assumptions are listed 
later.

8.4.1 Load Case

For civil aircraft structures, gust load is mainly considered as the critical load 
case [73]:

ε ε( )= > = × −P P 2 10 /FH;rat LL
5

ε ε( )= > = × −P P 1 10 /FHrat UL
9

where ε is the actual load, εLL is the limit load, and εUL is the ultimate load, 
εUL = 1.5εLL.

Since the probability value under different exceeding conditions chang-
es significantly by the power of 10, a log-linear model is used to describe 
the load occurrence probability. The load exceedance curve is shown in 
Fig. 8.7.

ε
ε

= − ×





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 (8.4)

8.4.2 Average Damage Per Life Cycle (Nd)

Information on dent and delamination was extracted from the maintenance re-
cords from 2002 to 2012 about wing structures of a certain aircraft fleet. In total 
19 occurrences of impact damage were recorded in four GFPR panels from 12 
aircrafts. The design life of the aircraft is 150,000 flight hours (50 years) and 
the composite panel is assumed to have the same design life. Thus the average 
number of damage per operational life cycle is approximately 2.

Prat=Pε>εLL=2×10−5/FH;

Prat=Pε>εUL=1×10−9/FH

lg(Prat)=−8.602×εεLL+8.903
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8.4.3 Damage Size Distribution

Statistical analysis was performed to obtain the probability distribution func-
tion (PDF) of the damage size. Four most likely PDFs were tested and their 
goodness-of-fit are shown in Fig. 8.8.

It is seen from the test that the Weibull distribution function is the best PDF 
with the highest correlation coefficient of 0.995. The histogram of the damage 
diameter distribution is plotted in Fig. 8.9. Note that all the damage sizes in this 
chapter are in inches.

The Weibull expression of this distribution is given by:

α β β
α

α β

α β
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β
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Therefore, a Weibull generator is used for impact damage sizes.

8.4.4 Probability of Detection (POD)

From previous analysis, two cumulative probability functions are used to de-
scribe the POD against damage size [69,74], the cumulative Weibull distribution 
function:
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FIGURE 8.7 Load exceedance curve.
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FIGURE 8.9 Damage diameter distribution.

FIGURE 8.8 Goodness-of-fit test for damage size.



Repair Tolerance for Composite Structures  Chapter | 8    165

and, the cumulative log-normal distribution function:
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For the selected composite panel, detailed inspection (DET/DI) is consid-
ered and log-normal model proves to fit the data well [70] with a higher regres-
sion value compared to Weibull, and the expression is given here (Fig. 8.10):
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8.4.5 Inspection Schedule

The selection of the inspection interval is based on the real maintenance sched-
ule of the airline obtained from the Maintenance Review Board Report (MRBR). 
The inspection interval for the composite panel is a “4C” check, which is 16,000 
flight hours by DET. Since the service life is 150,000 flight hours, the interval 
is approximated to 15,000 flight hours (10% of the operational life cycle) to 
facilitate the calculation in the numerical example.

F(x)=eα+βln(x)1+eα+βln(x)

POD_DET(d)=eα+βln(d)1+eα+βln(d), α=0.4877, β=4.294

FIGURE 8.10 POD versus damage diameter (in.).
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8.4.6 Residual Strength Reduction and Recovery

The relative residual strength of the GFRP composite panel as a function of 
damage size for impact damage is approximated by the following function:
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where A is the residual strength asymptote; C is the intercept; G and k are the 
slopes for the segmented curve.

The recovery of the residual strength depends on different repair policies, 
which will be discussed in the Section 8.4.7. Generally, the recovery efficiency 
coefficient is described by a uniform distribution within the range of 0.85–0.95.

8.4.7 Repair Policy

A simplified model is assumed here for the repair tolerance concept. The lower 
threshold and upper threshold are used as two decision variables that divide the 
damage degree into three intervals, as shown in Fig. 8.5.

1. If the damage size is less than the lower threshold, the structure is left as it is;
2. If the damage size is between the lower threshold and upper threshold, repair 

work is initiated and considered as permanent repair that does not require a 
change in the inspection schedule;

3. If the damage size is larger than the upper threshold, the damaged structure 
is replaced by a new spare.

8.4.8 Factor of Safety

The scatter of the new strength is described by a Gaussian PDF with a coef-
ficient of variation of 5%. The mean value of initial strength is calculated as:

= × = × =f fRS 1.5 1.4 2.1,1

where f = 1.5 is the factor of safety and f1 = 1.4 is the additional margin of 
safety. Environmental factors, such as temperature, moisture, and ultra-violet 
may induce slow degradation of composites. Also, adjacent damage may result 
in additional strength loss. For simplicity, these factors are not considered in 
this study but will be investigated in the future.

8.4.9 Probability of Failure (POF)

The operational life cycle is set to 1 unit; accordingly the inspection interval 
T = 0.1. As mentioned before, the lower threshold has a direct influence on 
structural safety, which is described by the probability of failure (POF). The up-
per threshold is fixed at 5 in. as an example. Note that the upper threshold can be 

RS(d)=1−kd,       0<d<1, 
k=0.05        A+(C−

A)edG, d≥1, A=0.46, C=2.31
89, G=0.75

RS=f×f1=1.5×1.4=2.1,
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fixed at any value as long as reasonable because it has little effect on structural 
safety. After taking 1000 samples, the average probability of failure (POF) in 
relation to the lower threshold is obtained and shown in Fig. 8.11.

8.4.10 Maintenance Cost

The maintenance costs consist of four parts: inspection cost, repair cost, re-
placement cost, and risk cost. The risk cost is induced by any unpredicted 
failure when the POF is above a certain level. While of the lower threshold 
affecting safety, the upper threshold plays an important role in the mainte-
nance cost. As discussed in the repair tolerance section, various influencing 
factors should be taken into account, such as damage severity, the repair 
capability (human and equipment), spare parts management, repair duration, 
and so forth. Thus, an integrated exponential expression in relation to the 
damage size is assumed, based on airline operational experience considering 
multiple factors:

= +C C C eC d
repair basic 1

i2 (8.7)

where Cbasic is the basic cost for every repair, C1 and C2 are coefficients accord-
ing to practical maintenance conditions balancing capability, time, spare parts, 
and so forth, di is the ith damage size.

In terms of the lower threshold, if it is set too large, the POF may be lower 
than the required level and thereby, resulting in a larger possibility to fail, un-
scheduled maintenance will then be initiated causing more labor work and flight 

Crepair=Cbasic+C1eC2di

FIGURE 8.11 POF versus lower threshold.
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delays. Therefore, a cost of risk is introduced to incorporate the lower threshold 
into the maintenance cost model.

Values for each cost type are assumed based on airline operational experi-
ence shown in Table 8.1. Note that the unit is omitted.

The range of the lower threshold variable is set to 0.5–2.5 (in.) and of the 
upper threshold variable is set to 4.0–7.5 (in.), 0.1 (in.) a step value. After tak-
ing 1000 samples, the average maintenance cost against the two thresholds is 
obtained and shown in Fig. 8.12.

8.5 RESULTS AND DISCUSSION

It is seen in Fig. 8.11 that, generally, the probability of failure (POF) follows 
a monotone trend with the lower threshold except for the fluctuation within 
0.5–1 in. This is because the residual strength decreases slightly in this range, 

TABLE 8.1 Cost for Each Maintenance Task

Cinspection — 100

Crepair Cbasic 600

C1 100

C2 0.6

Creplacement — 4,000

Crisk If POF > 1e–3 10,000

FIGURE 8.12 Maintenance cost versus repair tolerance (lower and upper thresholds).



Repair Tolerance for Composite Structures  Chapter | 8    169

causing little effect on the load-bearing capacity of the whole structure. By as-
signing the lower threshold a risk of safety, which is described by a POF value, 
airline engineers can determine the exact lower threshold value by assessing 
the required reliability of the composite structure in different situations. For in-
stance, if a requirement for the structural probability of failure is no higher than 
10–5, the maximum lower threshold should be 2.1 in., which means any damage 
within 2.1 in. can be kept as it is.

Due to the large scatter in each simulation, a large number of samples are 
required, which is time-consuming. As reflected in Fig. 8.12, the surface of 
maintenance cost is too variable to determine any particular trend and the best 
value. Taking the maintenance data as signals, a denoising process was imple-
mented by wavelet analysis, which is capable of revealing aspects of data like 
trends, breakdown points, self-similarity, and so forth [81]. There are generally 
two steps for denoising. First, a noisy signal is decomposed, and then the other 
half of the process is reconstructed. A comparison of the maintenance cost be-
fore and after wavelet denoising is shown in Fig. 8.13.

A much smoother surface is obtained on the right-hand graph that shows a 
relative clear trend of the cost variation while keeping an acceptable accuracy 
level. Therefore, wavelet denoising provides a good balance between simula-
tion time and accuracy. Further, a contour plot representation of Fig. 8.13 (B) is 
shown in Fig. 8.14.

The minimum maintenance cost in Fig. 8.14 is highlighted by “+” sym-
bol, approximately 5540. Accordingly, the optimized lower threshold and upper 
threshold in repair tolerance are 1.6 and 5.5 in. respectively for the selected 
composite structure.

The optimization of the lower and upper threshold depends largely on the 
cost ratio of different maintenance tasks as shown in Table 8.1. Expenditures on 
scheduled maintenance activities, such as inspection, repair, and replacement 
vary a lot according to different labor cost, equipment cost, and spare part man-
agement capability of airlines in different regions. So, does the risk cost induced 
by unscheduled maintenance and flight delays in case of a high probability of 
failure. The cost ratio variation of maintenance tasks can result in different op-
timized repair thresholds.

FIGURE 8.13 Maintenance cost wavelet denoising.
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Other influencing factors are listed as follows:

1. The design of the composite structure, of which the residual strength de-
creases differently against the damage size;

2. Applied load cases, which correspond to different probability of failure;
3. Inspection schedule, which is undergoing a gradual shift from time-based 

inspection to condition-based inspection with the development of structural 
health monitoring (SHM) techniques;

4. Operational environment and personal qualification, which has a direct rela-
tion with the occurrence frequency of the impact damage caused by natural 
accident and human mishandling.

Overall, the repair tolerance is not simply a design index like damage toler-
ance. The determination of the repair tolerance should also rely on practical 
operation as well as maintenance situation. It is an integrated index throughout 
the life cycle of the aircraft structure.

8.6 CONCLUSIONS

In this chapter, a concept of repair tolerance was proposed by defining two 
thresholds for damaged composite airframes. The lower threshold denotes 
whether to repair and the upper threshold refers to whether to repair or replace. 
A probabilistic approach was applied to address uncertainty problems in re-
pair tolerance through Monte Carlo (MC) simulation. The uncertainty in the 
lower threshold was assessed by a risk of safety whereas the uncertainty in the 
upper threshold was evaluated by considering economic and human factors. 
Two  optimal thresholds in repair tolerance were derived based on large sample 

FIGURE 8.14 Contour map of maintenance cost (optimization of maintenance cost).
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iteration in order to minimize the total maintenance cost. A typical composite 
structure from an in-service aircraft type was selected as a numerical example 
to demonstrate the effectiveness of the methodology.

Though this is only an idealized model based on damage information partly 
based on assumption and partly obtained from real operation, the probabilistic 
method is quite flexible and can potentially incorporate more practical mod-
ules in the future, for example, a more detailed repair policy and maintenance 
cost module can be developed. Also, this method can be expanded to minimize 
the life-cycle cost (LCC) by taking design and manufacturing expenses into 
consideration.



173
Reliability Based Aircraft Maintenance Optimization and Applications
http://dx.doi.org/10.1016/B978-0-12-812668-4.00009-5
Copyright © 2017 Shanghai Jiao Tong University Press. Published by Elsevier Inc. All rights reserved.

Chapter 9

Structural Health Monitoring 
and Influence on Current 
Maintenance

Chapter Outline
9.1 Structural Health Monitoring 

Technology 173
9.2 SHM Applications in Aircraft 174
9.3 Influence of SHM on  

Current Maintenance 176
9.4 Integration of SHM  

with MSG-3 Analysis 178

A. Scheduled  
Maintenance 179

B. Scheduled SHM 180
C. Scheduled CBM 182
D. CBM 183

9.5 Conclusions 184

9.1 STRUCTURAL HEALTH MONITORING TECHNOLOGY

Structural health monitoring (SHM) is defined as the process of implementing a 
damage identification strategy for aerospace, civil, and mechanical engineering 
infrastructure [82,83]. The damage inspection and identification is based on a 
wide variety of highly effective local nondestructive evaluation devices. Super-
ficially from the definition, SHM is simply an implementation of an advanced 
monitoring technique by a variety of sensors. But the final objective of applying 
SHM is to realize a complete condition-based maintenance (CBM), in which 
the monitoring process is autonomous and continuous. SHM is thus able to lib-
erate the complicated inspection work and reduce the cost involved with aircraft 
downtime during maintenance. In the long term, the ultimate goal of SHM is to 
reduce the requirement for overdesign of aircraft structures and increase perfor-
mance by incorporating reliable SHM systems at the design stage. Below the 
surface of installing advanced sensors or even creating smart structures, there is 
a considerable comprehensive system involving multidisciplinary technologies.

The SHM incorporates various modules, such as sensors deployment and 
installation, data transition and storage, data cleansing and fusion or simply data 
management, damage diagnosis and prognosis, maintenance decision making, 
and so forth, as shown in Fig. 9.1.
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9.2 SHM APPLICATIONS IN AIRCRAFT

A wide range of sensors, either attached or embedded, have been studied and de-
veloped; typical examples are strain gauges, accelerometers, fiber-optic sensors, 
acoustic sensors (passive and active), and so forth. After the collection of data 
via various sensors, a complete SHM system should be capable of performing 
diagnosis and prognosis functions in order to assist operational decision making, 
such as maintenance and logistic support. In commercial aircraft, the SHM appli-
cation generally cares for two critical aspects, that is, operation loads monitoring 
and impact damage detection. Operational load monitoring is used to support the 
assessment of structural fatigue life by measuring the local stresses either di-
rectly or indirectly [84,85]. Electrical strain gauges can be considered as the most 
mature tool for load monitoring. Operational load monitoring is applied widely 
to different types of aircraft for evaluation of accumulated fatigue damage and 
remaining structural life. However, it cannot provide direct damage information, 
such as metallic corrosion and delamination of composites. Therefore, the other 
important aspect is required: damage detection that allows the direct measure-
ment of potential damage onto or into aircraft structural components. Ultrasonic/
acoustic nondestructive technology is the current proven method for damage de-
tection [86]. Alternatively, fiber optic strain sensors are increasingly used with 
the advantage of multifunctional measurement capability in an integrated sys-
tem, which can significantly simplify the complexity of the SHM system.

For composite structures, eight scenarios of potential SHM applications 
were identified, associated with specialists from stress, design, maintenance, 
and repair [87]:

1. Impact damage
2. Stringer/skin interface failure

FIGURE 9.1 Structure health monitoring (SHM) modules.
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3. Debonding of carbon fiber reinforced plastics (CFRP) cobonded parts
4. Core/skin sheet debonding in sandwich structures
5. Delamination of CFRP-skin layers
6. Damage of honeycomb structure
7. Detection of missing rivet heads in CFRP structures
8. Detection of loads and stress/strain distribution in CFRP structures

Recent researches began to recognize that the SHM problem is fundamen-
tally one of statistical pattern recognitions [82], which involves four processes: 
(1) operational evaluation, (2) data acquisition, fusion, and cleansing, (3) fea-
ture extraction and information condensation, and (4) statistical model develop-
ment for feature discrimination. From a perspective of CBM, it mainly consists 
of three key steps: (1) data acquisition, to obtain and store data relevant to struc-
tural health, (2) data processing, to analyze signals or data collected for well 
interpretation, and (3) maintenance decision-making, to recommend effective 
maintenance policies [88].

A general architecture for a complete SHM system and its operation within 
an aircraft maintenance program is described in Fig. 9.2.

FIGURE 9.2 SHM system operation within aircraft maintenance.
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Many researches and publications on a wide variety of SHM techniques 
belong to the upper portion of the diagram, which is the on-board monitor-
ing system or complex data processing and analysis methods in ground-based 
systems. The final objective of SHM is to facilitate maintenance activities and 
further, to improve structural design. This chapter focuses on the other portion 
of the diagram and investigates the problem: how to integrate SHM tasks into 
the current maintenance program?

9.3 INFLUENCE OF SHM ON CURRENT MAINTENANCE

SHM is receiving increasing attention in some official documents. MSG-3 
is one of the current maintenance practices that combine more than 40 years 
experience from aircraft manufacturers, airlines, and regulatory authorities to 
determine efficient maintenance tasks. In order to keep it up-to-date to the 
new technologies, regulations, and maintenance processes, it was in the re-
vision 2009.1 that the MSG-3 document included SHM and scheduled SHM 
(S-SHM) concepts for the first time but has not designed any explicit logic 
decision process [8].

Four years later, in 2013, an SAE technical report named ARP 6461 was 
published by G11SHM, Structural Health Monitoring and Mgmt (AISC). This 
document provided key definitions, guidelines, and examples for civil aerospace 
airframe structural applications in the development, validation, verification, and 
certification of SHM systems [89]. The release of the document fulfills at least 
two purposes:

1. Due to the diversity in defining and classifying SHM, ARP 6461 can serve 
as a standard to facilitate the worldwide standardization and harmonization 
of understanding about SHM.

2. Due to the immaturity of SHM, ARP 6461 can provide information on 
structural maintenance practices and provide guidance on how SHM can be 
incorporated with or as modifications to current maintenance and airworthi-
ness documents. Relevant definitions in MSG-3 and ARP6461 used in the 
thesis are listed as follows:
a. SHM: The concept of checking or watching a specific structural item, de-

tail, installation, or assembly using on board mechanical, optical, or elec-
tronic devices specifically designed for the application used (MSG-3); 
The process of acquiring and analyzing data from on-board sensors to 
determine the health of a structure (ARP6461).

b. Scheduled SHM (S-SHM): The act to use/run/read out a SHM device at 
an interval set at a fixed schedule. (MSG-3)

c. Automated SHM (A-SHM): Automated SHM is any SHM technology 
that does not have a predetermined interval at which maintenance action 
must takes places, but instead relies on the system to inform maintenance 
personnel that action must take place. (MSG-3)
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Maintenance is a key activity in aircraft operations to ensure its continuous 
safe and effective operation. An efficient maintenance program can save cost 
over the aircraft operational life. Maintenance strategies have evolved from cor-
rective maintenance to preventative maintenance. In the early stage, corrective 
maintenance activities are initiated after the occurrence of a fault or failure, 
which is fault-based maintenance (FBM) [90]. With increasing knowledge com-
plexity of the system, preventative maintenance is carried out at predetermined 
intervals to detect and repair damage. Early preventative maintenance is also 
called time-based maintenance (TBM), in which components are replaced at 
fixed times at the sacrifice of residual useful life. Gradually, inspection activities 
are used to replace previous hard-time replacements, which is inspection-based 
maintenance (IBM) and it is the kind of scheduled maintenance carried out 
nowadays. More precisely, repair activities are performed based on the condi-
tion of the structural component by periodic inspections. With the development 
of SHM technology, the health condition of a system or product can be moni-
tored more frequently with lower cost or even continuously, opening the way to 
condition-based maintenance (CBM) [91]. A general evolution of maintenance 
strategies and policies is shown in Fig. 9.3.

Scheduled maintenance sits between preventative maintenance and condi-
tion monitoring maintenance. The maintenance intervals and tasks are developed 
based on the document guidance called Maintenance Steering Group (MSG-3), 
which is accepted by regulatory authorities, operators, and manufacturers [8]. 
It is widely adopted in the commercial aviation industry for the development 
of minimum required scheduled maintenance procedures for both initial and 
continued airworthiness [92]. These maintenance intervals and tasks are deter-
mined in the design and manufacturing stage and, if necessary, updated during 
service based on customer feedback. It is typically one of the representations of 
concurrent engineering, which emphasizes the consideration of possible factors 
throughout aircraft life cycle. However, MSG-3 is facing shortcomings with the 
development of next generation aircraft, due to the use of advanced composite 
structures and the application of a variety of SHM systems. These developments 
exert a strong motivation to incorporate new concepts into the MSG with a 
shift from preventive maintenance to condition monitoring maintenance. SHM, 

FIGURE 9.3 Evolution of maintenance strategies and policies.



178     Reliability Based Aircraft Maintenance Optimization and Applications

which refers to the process of structural damage identification by acquiring and 
analyzing data from on-board sensors so that the health state of the structure 
can be monitored on a continuous basis [89]. SHM is playing an important role 
in facilitating the transformation from time and inspection-based maintenance 
to Condition-Based Maintenance (CBM). However, barriers from technical, 
systemic, and knowledge aspect prevent its effective application in commercial 
aircraft operations [93]. In the interim, an investigation into a combination of 
SHM and the current MSG-3 procedure is worth considering.

9.4 INTEGRATION OF SHM WITH MSG-3 ANALYSIS

As an overarching plan of incorporating SHM into current maintenance practices 
to guide both short-term and long-term maintenance activities is significantly re-
quired, documents were released or updated to address this problem. Specifically, 
the Issue Paper 105 was published to modify the MSG-3 logic to allow consider-
ation of SHM applications for new design [94, 95]. SAE ARP 6461, as mentioned 
previously, was released to standardize and harmonize world understanding 
about SHM [89]. MSG-3 revision 2009.1 points out that emerging technology, 
such as SHM may be an option to examine AD, ED, and/or FD if demonstrated to 
be applicable and effective [8]. Considering different maturity levels for various 
structural health monitoring systems, a flexible integration of structural health 
monitoring into MSG-3 logic procedure is proposed and shown in Fig. 9.4.

Herein, two terms are specified again to facilitate understanding. Scheduled-
SHM (S-SHM) refers to any SHM system that must be interrogated by 
maintenance personnel in order to function at an interval set at fixed schedule. 
Automated SHM (A-SHM) is any SHM technology that does not have a predeter-
mined interval at which maintenance action must take place, but instead relies on 
the diagnostic or prognostic information provided by the SHM system as triggers.

As shown in Fig. 9.4, after the determination of all SSIs’ initial mainte-
nance tasks, feasibility and applicability analysis of available SHM systems is 
performed. If no SHM system is suitable, the original scheduled maintenance 
is applied, which is grouped as scenario A. If an onboard SHM system can 
monitor structural health states continuously and give feedback on any abnor-
mal information whenever abnormality occurs, A-SHM is fully applicable and 
thus a complete CBM can be achieved. Although condition-based maintenance 
(CBM) also includes the maintenance based on periodical inspections, in this 
study CBM only refers to the maintenance based on real-time health monitor-
ing. Maintenance tasks through A-SHM are grouped as scenario D. A myriad 
of combinations of scheduled maintenance and SHM exist between scenario 
A and D. Herein, two typical combinations are presented in scenario B and C 
according to different deployments of sensor networks. Overall, the updated 
structural maintenance tasks can be roughly categorized as four scenarios: A. 
Scheduled Maintenance, B. Scheduled SHM, C. Scheduled CBM, D. CBM, 
reflecting three levels of SHM integration.
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A. Scheduled Maintenance

Scheduled maintenance is performed at predetermined intervals to address 
damage remaining undetected in normal operations. During scheduled main-
tenance, aircraft usually stays in a hangar and undergoes intensive inspection 
and necessary repair work. Nondestructive inspection (NDI) is often performed, 
especially to inaccessible areas. However, disassembling and reassembling re-
lated structural components for inspection are inevitably required. Though time 
consuming, the detailed maintenance activities ensure aircraft safe operation 
until the next maintenance cycle. A typical logic procedure for maintenance of 
composite panels is shown in Fig. 9.5.

There are two critical parameters in scheduled maintenance affecting both 
safety and maintenance cost: the inspection interval and the repair threshold 

FIGURE 9.4 MSG-3 logic diagram considering SHM.
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(denoted as D). With the integration of SHM in the following scenarios, these 
two parameters will be adjusted dynamically.

B. Scheduled SHM

Only a small fraction of structures undergo repair at each scheduled mainte-
nance cycle, while every piece of SSI needs to be inspected to preclude any 
detrimental damages. Most NDI techniques for detecting damages, such as de-
lamination in composites are labor intensive and costly.

In this scenario, an onboard SHM sensor system is implemented while the 
data collection and analysis system is ground based. The benefit is that the SHM 
system can detect damage without tearing down components and therefore 

FIGURE 9.5 Scheduled maintenance procedure.
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intrusive inspections can be spared. It is noted that the inspection interval and 
repair threshold remain the same as those in scheduled maintenance, that is, the 
inspection of onboard SHM data is performed at every scheduled maintenance 
cycle. If damage exceeding the threshold is detected, repair activities are imme-
diately initiated. Thus, the scheduled SHM can be seen as an updated version of 
the original scheduled maintenance. A logic procedure similar to scenario A is 
shown in Fig. 9.6.

Though labor saving, the damage detection by the SHM system may not be 
as reliable as the traditional intrusive inspection considering the immaturity of 
SHM technology and any secondary damage to SHM sensors. As a result, this 
maintenance scenario may lead to a lower safety level compared with scheduled 
maintenance.

FIGURE 9.6 Scheduled SHM maintenance procedure.
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C. Scheduled CBM

The alternative combination is designed to be a scheduled CBM maintenance 
philosophy. With increasing maturity of SHM, the data acquisition part is also 
placed in situ with the sensor network. The electronics have programmed cir-
cuitry for data logging automatically and the data are periodically transported 
to the ground base via manual hook-ups. Therefore, the structure’s condition 
can be monitored more frequently with even lower cost, compared with sched-
uled SMH, as shown in scenario B. The frequency of maintenance tasks in this 
scenario is assumed to increase by n times than that in scheduled SHM. The 
repair threshold should be increased to a certain extent accordingly. This ad-
ditional procedure is called maintenance assessment. In order to maintain the 
same safety level as scheduled maintenance, scheduled SHM is requested at 
every scheduled maintenance cycle just as scheduled SMH and the threshold is 
adjusted to the previous damage size. The logic procedure of scheduled CBM 
is shown in Fig. 9.7.

Between every maintenance assessment, unscheduled repair is conducted as 
long as the damage size exceeds the threshold D1 so that the structure can be 
repaired without waiting for the next scheduled maintenance cycle. Otherwise, 
the structure with a large damage size will be kept in service, which may com-
promise the operational safety. It is noted that unscheduled repair is used here to 
distinguish from the repair performed at current scheduled intervals. However, 

FIGURE 9.7 Scheduled CBM maintenance procedure.
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since the threshold D1 in maintenance assessment is larger than D in scheduled 
maintenance, scheduled SHM should be carried out to repair structures with 
damages larger than D so that the structural safety is not impaired in the long 
term. This maintenance scenario can be seen as a hybrid model of scheduled 
SHM and CBM in order to maintain a high safety level.

D. CBM

The most advanced scenario is presented to achieve real-time monitoring, which 
is based on a mature on-board SHM system and a well-developed air-ground 
data link system. Data relevant to structural health is collected, transmitted, and 
processed continuously. It is important that the maintenance decision-making 
module can perform autonomously and inform the operator in a timely manner 
when to take maintenance measures. In other words, a complete CBM is real-
ized. Since the structural health state can be monitored in real-time, the repair 
threshold can be also set to D1. However, considering the reliability of the SHM 
system itself, it is necessary to assess the system frequently. The CBM logic 
procedure is shown in Fig. 9.8.

FIGURE 9.8 CBM procedure.
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Overall, with SHM systems applied in the last three scenarios, structural 
damage can be detected by on-board sensors either at every predetermined in-
terval or continuously, which spares operators great time and energy that would 
otherwise be spent on unnecessary intrusive inspections. Theoretically, new 
maintenance procedures incorporating SHM tasks have been developed. Quan-
titative analysis can be performed as long as detailed assumptions or realities 
are determined, such as the maintenance assessment or SHM assessment inter-
val as well as the critical repair threshold. The maintenance cost and probability 
of failure of the composite panel might be obtained by using the probabilistic 
model developed in the previous chapters.

9.5 CONCLUSIONS

Aircraft manufacturers are promoting structural/system health monitoring to re-
duce long-term maintenance cost and increase aircraft availability. Efforts are 
underway to develop self-sufficient SHM systems for continuous monitoring, 
inspection, and damage detection in aircraft structures and systems in order to 
improve safety, reduce labour cost, and minimize human error.

Significant efforts, ranging from design to deployment, performance, and 
certification, are still needed to assure the safe incorporation of SHM into the 
highly regulated aviation industry. MSG-3 document is being revised by the 
Maintenance Programs Industry Group to incorporate the new technologies, 
such as SHM. This chapter proposed an example of how a combination of vari-
ous SHM tasks can be integrated into the current MSG-3 logic analysis. More 
efforts are required to further the analysis logic for scheduled maintenance de-
velopment. Future research directions include but are not limited to SHM sys-
tem evaluation method to assess the SHM damage detection capabilities for 
ED/AD/FD, SHM system monitoring capabilities and inherent reliability of the 
system. When an automated SHM system is used to monitor structure that has 
maintenance/inspection requirements, appropriate transfer policies should be 
used to show that the intent of the damage detection (ED/AD/FD) requirement 
is being satisfied by the monitoring system.
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10.1 INTRODUCTION

So far we have concentrated on engineering aspects of maintenance manage-
ment, including the reliability of equipment and the origins of maintenance 
processes we have dealt with. Now we turn to the important human side of 
the maintenance function, the people on whom the processes depend: How do 
we prepare them for the work? What is their training and qualifications? How 
do we organize them and help look after them?
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Having gained a basic understanding of maintenance analysis and LSA pro-
cesses from previous chapters, we now need to consider how the outcome is ap-
plied to operations and maintenance planning on the flight line and in hangars. 
Optimization of maintenance effort in support of the operations pattern is an 
important feature of this planning.

The objective of this session is to develop an understanding of the train-
ing, qualification, organization, occupational health, and safety management of 
the workforce of aircraft maintenance. The objective of this session is also to 
understand the processes of control of aircraft maintenance and development 
of a maintenance plan for an aircraft type, and how the outcomes contribute to 
effective management of fleet operations.

10.2 QUALIFICATIONS OF AIRCRAFT MAINTENANCE 
PERSONNEL

10.2.1 Educational Structure and Background

Aircraft trades fall within the recent government initiatives in establishing 
the National Framework for the Recognition of Training (NFROT), which es-
tablishes the recognition for all prior training. The Australian Qualifications 
Framework (AQF) provides a 13-level system of qualifications in postcompul-
sory education and training, from:

l Certificate level to Doctorate degrees
l The Higher Education Sector levels includes Diploma, Advanced Diploma, 

Bachelor
l Degree, Graduate Certificate, Graduate Diploma, Master’s Degree, and 

Doctoral degree

The Vocational Education and Training Sector that we are largely concerned 
have the following six levels:

l Advanced Diploma—equivalent to 3 years full-time study post-VCE
l Diploma—equivalent to 2 years full-time study post-VCE
l Certificate IV
l Certificate III
l Certificate II
l Certificate I

The “trade” certificates indicate a graded level of competency upwards from 
I to IV, the latter being equivalent to a “technician” level in fields, such as elec-
tronics, NDT, or instrument calibration. In very general terms Level I is a basic 
entrant level, Level II is a qualified basic tradesperson and Level III is a skilled 
tradesperson. Specific tasks in the workplace will call for differing levels of 
skill: and part of the art and skill of management is to ensure task requirements 
and skill levels are properly matched. Control of this aspect of maintenance 
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management is essential if the aims of aircraft airworthiness and workplace 
safety are to be assured.

10.2.2 International Requirements

The Licensed Aircraft Maintenance Engineer (LAME) has for decades been the 
international civil aviation trade standard. The requirements for licensing are 
based in the ICAO Chicago Convention, Annex 1, Chapter 4. This convention 
also provides for an aircraft operator to provide a maintenance manual, which 
includes inter alia “the responsibilities of the various classes of skilled mainte-
nance personnel.” The responsibility for standards required by licensed person-
nel for “certifying the aircraft as fit for release to service after maintenance” is 
vested in the state airworthiness authority, which is to ensure that “possession 
of an appropriate license demonstrates a level of knowledge and experience that 
may be appropriate as a basic qualification for certifying personnel.”

10.2.3 Australian Civil Aviation Requirements

These are set out in various Civil Aviation Regulations. Section 30 provides 
a requirement for Certificates of Approval issued by CASA for inter alia “the 
maintenance of aircraft,” “the maintenance of aircraft components,” and “the 
maintenance of aircraft materials,” together with a range of conditions that must 
be met, including the qualifications of personnel involved. CAR’s Section 31 
covers Aircraft Maintenance engineer licenses in one or more of the following 
five categories:

1. Airframes
2. Engines
3. Eadio
4. Electrical
5. Instruments

The license may, under Section 31, be endorsed for activities and types or 
categories of aircraft, and so forth. Licenses are obtainable on application, sup-
ported by documentation, which satisfies the licensing authority.

Under the National Aerospace Skills Project, in 1991 a new trade group 
alignment was agreed upon, based on up to seven levels of skill and three 
groups: mechanical, structures, and avionic.

Similar regulation applies to aircraft welders who need to be specifically 
approved for types of welding and parent metal groups.

10.2.4 RAAF Requirements

The RAAF maintains an aircraft trade structure very similar to the civil struc-
ture. However, there is a range of levels of qualification within each trade group 
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with experience aligned to military rank. Pay levels are set on rank and trade 
group. There is a parallel but local system of recognition of training on an air-
craft type. Certification for the release of aircraft for flight is not bestowed by a 
centrally based licensing system, but rather by local appointment to post in the 
organization having this delegated function.

A Technical Trades Review panel has recently revised the entire aircraft 
trades structure. There are now three broad trade groups similar to the new 
civil system, Aircraft, Avionics, and Structures, first introduced to the training 
system in 1992. Basic training is set at the Operating Level maintenance task, 
in line with the civil system for Aircraft Maintenance Engineer (AME). Ad-
ditional courses are required to qualify for deeper maintenance employment. 
These changes have achieved significant training economies as well as facilitat-
ing civil recognition of qualifications.

As an example in the aircraft trades there are five levels. A person may be 
endorsed additionally as competent on Airframe and Engines:

l Aircraft mechanic
l Fitter
l Technician
l Advanced technician
l Systems technician

There are also separate trades in related skills of Aircraft Structures (was 
aircraft sheet/metal worker), NDI technician, surface finisher, aircraft and gen-
eral welder, metal machinist, and aircraft life support (was safety equipment 
worker)

Most RAAF pre- and postreview aircraft technical trade qualifications have 
been recommended for accreditation and hence civil recognition through the 
ACT Vocational Training Authority.

10.3 SPECIFIC AIRCRAFT TYPE TRAINING

Most conversions to type training for maintenance tradespeople is conducted by 
the fleet operator. Courses may be tailored to specific segments of the workforce. 
With the relatively recent developments in training technology, many training 
courses can now be aided by synthetic training devices: for example, computer-
based training (CBT) packages and simulation rigs. Much of this training can 
now be PC-based, although there can be value in networking workstations to 
allow for better training administration.

There are three levels of CBT:

1. Video, animation, demonstration, page turning
2. Programmed text testing, controlled response
3. System simulation, performance verification
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These progressively deeper educationally interactive approaches give the 
student more feedback and realism in the interaction with the aircraft system 
and in problem solving. All allow for a degree of self-pacing by the student. 
Some are also more adaptable to distance education, which may be appropriate 
for some operational situations. Examples of such systems may be seen in the 
RAAF Training for the F-111 at Amberley and the Hornet F/A-18 CBT package 
at Williamstown; in both cases specific training rigs are set up to run courses on 
the various aircraft systems. In the Hornet case, an interactive software set can 
provide courses at level 2 (described earlier) with some system simulation rigs 
available for practical experience in various fault finding routines.

The more complex the training system is, in general the higher the develop-
ment cost. As a broad indication, the level 2-type system is considered to cost 
about 400 h development time for each hour of training time.

UK experience argues that emulation of military aircraft systems using com-
puter-based software rather than hardware simulators will provide the necessary 
mixture of formal theoretical training and hands-on exercises. A wide range of oth-
erwise difficult faults can be effectively presented for solution. Benefits include rel-
atively low cost, realism, maintainability, and interactive instructional monitoring.

Swedish experience of training on four generations of fighter aircraft sys-
tems conclude that, for modern integrated avionics systems with built-in test 
features, the only effective training is an interactive software-driven simulator 
and that a single all-systems maintainer properly trained may be the best solu-
tion, rather than a series of system specialists.

In summary it is evident that technology is being constantly developed to 
provide cost-effective training for the difficult challenge of maintaining modern 
integrated avionics systems driven aircraft.

10.4 OCCUPATIONAL HEALTH AND SAFETY

10.4.1 Introduction to Accident Control

The maintenance hangar or workshop presents a fertile field for the exercise of 
industrial health and safety management. The assets involved, both the aircraft 
equipment and the trained personnel, are of high value and the hazards present-
ed for accident control, as safety practice is commonly called, are comprehen-
sively available. We shall address the types of hazards, the potential outcomes 
of accidents that may occur, and then the management strategies that may be 
adopted in accident control.

The chain of events in most industrial accidents follows four steps (RAAF):

1. Failings of persons
2. Unsafe acts and conditions
3. Accidents
4. Damages, losses, injuries
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Accidents in the workplace are of major concern to all involved, and in most 
cases are preventable. Accidents can have ramifications at five levels:

1. National—productivity and costs
2. Community—charges, shortages, taxation, and services effect
3. Worker—pain and suffering, pay, overtime, job change, confidence, social, 

and personal activities
4. Family—income, facilities, suffering, and disruption
5. Company/organization (see following paragraphs)

The serious consequences in the aviation field merit universal attention to 
management strategies for a safe workplace. The four broad steps required are:

1. Hazard identification in work area, work method, or in the worker
2. Control the danger—act
3. Prevent recurrence
4. Monitor

10.4.2 Hazard Identification

Hazards can be categorized into six types with a series of subcategories:

1. Physical: noise, vibration, lighting, electrical, hot and cold, dust, fire, guard-
ing, and space.

2. Chemical
3. Ergonomic—design, handling
4. Radiation—X-ray, microwave, UV, IR, laser
5. Psychological
6. Biological—infection, bacterial, viral

Aviation provides rich opportunities for most of these. Some hazardous as-
pects are covered by formal Codes of Practice, typically:

l First aid in the workplace
l Manual handling
l Manual handling (occupational overuse syndrome)
l Noise
l Welding
l Synthetic mineral fibers
l Asbestos, and so forth.

Specific dangers fall into three main sectors:

l In the workplace:
l Lack of order and cleanliness
l Means of access
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l Storage and stacking
l Moving objects
l Surfaces and edges
l Machines and equipment
l Electrical installations
l Harmful and flammable substances
l Defective lighting and ventilation
l Condition of roofs, walls, and structures

l In the work method:
l Poor day-to-day maintenance
l Unsuitable tools and materials
l Poor and untidy layout
l Handling materials
l Unsuitable safety guards
l Deficiencies in other protective equipment

l In the worker:
l Knowledge of safety rules
l Nonconformity with rules
l Personal attire
l General conduct
l Divergence from approved methods
l Manner of doing work
l Use of protective clothing and devices

Hazard identification can be systematically processed, conducted by any 
party involved in the workplace or can result from some particular observation. 
In either case, good practice ensures that a hazard report in some form is com-
pleted on which follow-up action can be based.

10.5 ORGANIZATION FOR MAINTENANCE CONTROL

The functions of maintenance control are to implement the maintenance plan 
and coordinate and control all aircraft maintenance aspects to ensure that air-
worthiness of the operating fleet is achieved by conducting required mainte-
nance tasks in an efficient and accountable manner.

In most organizations, control of maintenance flows along organizational 
lines, corresponding to the two maintenance levels, but with the addition of the 
“off-application” aspects of workshop maintenance, that is:

l Line maintenance
l Heavy (deeper) maintenance
l Workshop maintenance



192     Reliability Based Aircraft Maintenance Optimization and Applications

10.6 SYSTEM OF CONTROL

The components of a reliable maintenance control system can be related to ba-
sic management principles as follows:

Planning: Details of all maintenance tasks required on an aircraft at any 
specific time must be accessible to the maintenance controller responsible 
for their management. Tasks including routine scheduled tasks, unscheduled 
tasks, repairs, modifications, and special inspections must be collated and 
coordinated into a work plan for each particular aircraft prior to work start-
ing. Resources and time factors must be integrated into the plan so that the 
outcome meets engineering and operational objectives.
Organizing: Work teams must be briefed and adjustments to planned se-
quences made so workload is spread evenly and team commitment to the 
task sustained. Overtime requirements must be arranged as early as possible 
to retain harmonious personnel management.
Implementation: The servicing task should be conducted as close to the 
plan as is achievable. Unforeseen repairs or corrective maintenance actions 
should be able to be embodied in a revised plan in an efficient and effective 
manner. Each task has to be allocated to the tradesperson or group individu-
ally and clearly documented. The planned times of start and finish should be 
clearly set out. Completion of each task has to be recorded with the autho-
rized tradesperson’s certification together with details of the time taken for 
the task and its completion date and time.
Control: Records of completed servicing have to be compiled and reviewed 
to determine whether the plan was met, what variances occurred and wheth-
er changes are needed to ensure detailed planning for future servicing ben-
efits from the experience gained. Records are required to be retained for a 
substantial time for reference, including as a historical traceability record for 
accident or incident investigation.

10.7 AIRCRAFT TAIL NUMBER MAINTENANCE PLANNING

The fulfillment of a long-term heavy maintenance plan in the most efficient 
way possible requires aircraft to have been flown to the maximum number of 
operating hours or cycles prior to being withdrawn from service for mainte-
nance. There is an almost inevitable economic compromise needed between 
commercial or operational demands to meet schedules and plans and constraints 
of optimum long- and short-term maintenance plans. While airworthiness com-
mitments cannot be compromised, some impact on efficient maintenance plan-
ning may be needed to avoid impacting operations and thus customer service. 
The manipulation of tail numbers to operational tasks is one mechanism for 
achieving optimum efficiency.

One parameter used by many airlines to measure effectiveness of their per-
formance in this regard is the achieved mean operating time between scheduled 



Maintenance Control and Management Optimization  Chapter | 10    193

maintenance as a percentage of the maximum allowable. The shortfall repre-
sents operating hours, which are lost to the organization when the aircraft is 
brought into maintenance before it needs to be. For short-term maintenance 
tasks, seeking to overnight the aircraft at an appropriate line maintenance sta-
tion, rather than an airfield not so equipped, is one measure available to adjust 
operational planning in the interests of an economical maintenance plan.

Military maintenance engineers have traditionally relied on a display device 
called a “Stagger Chart” to give visibility to achieved flying hours against re-
quired hours to meet the progressive input of each aircraft into the long-term 
plan. Time slots for hangar maintenance are set up against the expected annual 
flying rate. A Gantt-type chart is then drawn up that compares the hours flown 
for each aircraft to the optimum hours to reach the time slot. Reallocation of 
particular aircraft tail numbers to operational tasks can then be made to adjust 
the achieved rate where possible to fly the aircraft into the required number of 
hours on the specified date for the maintenance slot. This chart will be further 
described during class.

Weekly operational flying programs are issued to take account of detailed 
aircraft operational requirements, which on average meet the authorized annual 
flying rate, which is controlled in peacetime by budgetary constraints. Opera-
tional inputs to the detailed tail number allocations may need to be negotiated 
to retain optimal planning against the overall stagger chart plan. Civil airlines 
are understood to operate a similar maintenance/operations planning process to 
achieve optimum economy in the maintenance plan.

10.8 CERTIFICATION OF WORK DONE

A fundamental tenet of aircraft maintenance control is the accountability of 
each individual for the decisions made and the work performed. In both civil 
and military systems plans and tasks must maintain integrity of the maintenance 
system from basic requirements to ultimate sign-off on the serviceable aircraft 
or component. The steps involved are as follows:

l Required tasks are identified. If a task is required as part of the approved 
maintenance plan then only an individual, properly authorized to do so, can 
vary the requirement, and they will be required to certify their decision in an 
accountable way.

l The task is placed in the maintenance section by an individual in the system 
authorized to do so and their action is recorded in an accountable way. The 
task may arise during flight or during another maintenance task and the re-
quirement will be filled out by the aircrew or tradesperson involved on an 
accountable form.

l The maintenance manager of the section involved in doing the work also has to 
present an accountable worksheet or other instruction to the individual trades-
person who will eventually sign off as having satisfactorily completed the task.
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l When all tasks have been so certified, the coordinator of servicing, hav-
ing checked that all the work has been properly certified, will then sign 
off the servicing as completed and, if appropriate, certify the aircraft as 
airworthy.

10.9 MAINTENANCE FORMS

In most modern aircraft maintenance management systems, the documentation 
required for tasking and controlling maintenance work is produced by a com-
puter-driven system. An understanding of the function of these forms illustrates 
the processes and accountabilities involved in maintenance control. The types of 
documentation tend to be relatively standard and comprise the following:

l Aircraft maintenance form or maintenance release: Used in line and hangar 
maintenance to record flying hours; changes of serviceability; certify main-
tenance actions; pilots’ acceptance and release; corrective maintenance; re-
plenishment, for example, refuelling, oxygen recharging, and so forth.

l Maintenance notification or work release: This form is filled by mainte-
nance control to initiate a maintenance task not covered by a routine servic-
ing. It is normally acquitted by an entry into the form but, if not, completion 
of the work is signed off on the form.

l Servicing record certificate: This is a tasking form to initiate and cover 
routine servicing scheduled requirements for aircraft and components and 
specifies the time date and details of the work to be done. It also records 
certification of completion of the work.

l Unserviceabilities and component changes: This is a method for the trades-
person to record the finding of unserviceability or for the maintenance con-
trol section to initiate a “hard-time” component change. Computer-generat-
ed tasks of this type will be generated by a similar form.

l Aircraft log book, maintenance log, or tech log: This provides an histori-
cal record of flying hours; maintenance actions; major or fatigue critical 
component changes, for example, engines, records of heavy landings, ac-
cidents weighings, and so forth., which could affect the structure, and any 
modifications incorporated. It may be maintained by hard-copy computer 
reports.

l Aircraft engine log book or engine module log: Similar to the aircraft log 
book showing operating hours, removals, test running, overhauls, modifica-
tions, and so forth.

l Maintenance analysis and reporting system (MAARS) input report: For 
items of maintenance significance, which are included in the maintenance 
plan for an equipment. This form reports the details of failures and mainte-
nance action taken and supersedes the functions of the two following forms. 
It provides control of the serviceability of an item for the purposes of the 
computer-aided maintenance management system (CAMM) and the statisti-
cal inputs to the FMECA processes.
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l Serviceability tag: A label, usually green, showing that the item it is attached 
to has been signed off as serviceable.

l Unserviceability label: Usually red, indicating a part not fit for use.

10.10 SERVICES

Replenishment and other services to support central maintenance functions are 
often closely linked to maintenance control. Some may be under a centralized 
control to spread resources effectively over a number of separate areas. Others 
may lie directly under control of the maintenance section manager. Some of 
these services are:

l Nondestructive inspection (NDI) support
l Spectrometric oil analysis (SOAP)
l Workshop support—machine shop, sheet metal shop, wheels and brakes, 

engine shop, hydraulics, avionics, and so forth
l Ground support equipment support and its maintenance workshop
l Motor transport, mobile cranes, fire tenders
l Refueling tankers and hydrant carts
l Gas cylinder support

Often there are special measures to provide visibility and control of the lo-
cation and serviceability status of many of these important items of support. 
Sound communications and good responsiveness can make a substantial contri-
bution to effective maintenance management.

10.11 MAINTENANCE SCHEDULES

The end-point of the maintenance analysis process is a table of maintenance 
tasks in a variety of forms, but which essentially set out:

l The maintenance plan, that is, process, required interval, and organizational 
responsibility

l Planned servicing schedules, that is, detailed tasks to be completed as part of 
scheduled servicing

l Maintenance and overhaul manuals, that is, covering processes other than 
planned services.

10.12 MAINTENANCE PLANNING

To explain the process, let us assume we have little first-hand experience on 
the first jet civil aircraft type for regular public transport. We have been pro-
vided with the manufacturer’s Maintenance Requirements Document (MRD), 
approved during certification of the type, which establishes a set of periodic 
servicings and component maintenance tasks. These have been derived from the 
MSG-3 or LSA processes described previously.
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In generalized discussions of maintenance planning, which may deal with 
many types of equipment other than aircraft, we would refer to our aircraft as 
“the application” and work done on it as “on application.” Maintenance includ-
ing engines and system components carried out away from the aircraft are clas-
sified as “off-application.”

On this basis, airline management accepts our recommendation and decides 
to adopt the MRD in full for the first 12 months of operation. This is approved 
and published for use as our maintenance schedule. For convenience we will de-
fer consideration of provisioning, purchasing, and related documentation con-
sequences of reaching this stage until we deal with integrated logistic support 
in a section further on.

The structure of the approved maintenance schedule has two main parts: the 
scheduled services on application and those of the off application. Each servic-
ing task has a reference code, related to the ATA nomenclature designating the 
system and item involved. This ATA 100 code is used widely throughout aircraft 
management for data control, including structuring of maintenance manuals and 
schedules. It is a three-element code. For example, 21-30-01 is illustrated as 
follows:

l 1st element-21-ATA Chapter/System—in this case Air-conditioning
l 2nd element-30-ATA Section/Sub-system—pressurisation control-may be 

up to 4 digits
l 3rd element-01-Sub-sub-systems breakdown—elements are assigned by the 

manufacturer.

A list of the full standardized code is as follows:
ATA System Classification

21 Air Conditioning
22 Auto Flight
23 Communications
24 Electrical Power
25 Equipment and Furnishings
26 Fire Protection
27 Flight Controls
28 Fuel
29 Hydraulic Power
30 Ice and Rain Protection
31 Instruments
32 Landing Gear
33 Lights
34 Navigation
35 Oxygen
36 Pneumatic
38 Water/Waste
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49 APU
52 Doors
53 Fuselage
54 Nacelles/Pylons
55 Stabilizers
56 Windows
57 Wings
61 Propellers
71 Power Plant
72 Engine
73 Engine Fuel and Control
74 Ignition
75 Air
76 Engine Controls
77 Engine Indicating
78 Exhaust
79 Oil
80 Starting
81 Turbines
82 Water Injection

10.13 REFERENCE DATA DEFINITIONS

An aircraft system will have a series of scheduled servicings at specified hours. 
These may be based on flying hours, that is, the time from wheels-off to touch-
down. Airlines and pilots for some purposes work to block hours (or chock-to-
chock), which is the time from the start of motion under power to coming to rest 
that is, the time between terminal gates. The difference, the time for poststart 
checks and taxying time, is economically significant and it is important to be 
consistent in working to the applicable frame of reference for time.

Aircraft operating cycle: A complete take-off and landing sequence, touch 
and go landings are counted. Records of operating cycles are referred to for 
undercarriage and some structural limits.
Engine operating cycle: A completed engine thermal cycle, including appli-
cation of take-off power. Consistent engine operating procedures governing 
power settings are assumed in these records and are worth monitoring for 
compliance.
Pressurization cycles: Records the application and release of pressurization 
loads on the fuselage to a specified level, which are significant for structural 
fatigue monitoring.
Some common abbreviations are time between overhauls (TBO), time in ser-
vice (TIS), time since new (TSN), time since installation (TSI). These time 
records may be required to meet specified servicing intervals.
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Useable-on-code: This type of code for an item indicates the model, vari-
ant, or next highest assembly of which the item is a part or to which it may 
be fitted. Some parts are superseded by configuration changes, for example, 
modifications, and this code is an important indicator of the correct fitment. 
The use of hierarchical codes in aircraft systems is not a simple process as 
the RAAF found in developing the LOAS structure, which developed from 
being related to a “list of applicable spares” coding to become a TMC “tech-
nical management code” in which a simple reference number, which has a 
singular applicability to a particular element in a system with strict rules 
as are frequently necessary to ensure integrity of data elements in critical 
database systems.

10.14 EXAMPLE OF AIRLINE MAINTENANCE SYSTEM 
DEVELOPMENT

10.14.1 Setting

In order to obtain a better understanding of the planning of a maintenance sys-
tem, a slightly fictitious and simplified airline will be studied; Dada is from the 
Ansett Airlines system, which was in business for 60 years, but is now closed 
down.

Assume that the fleet consists of three aircraft:

1. 20 Fokker F27 aircraft
2. 12 Douglas DC9.30 aircraft;
3. 10 Boeing 727-100 aircraft.

10.14.2 Aircraft Checks

10.14.2.1 F27
This is a relatively old design and the system was not set up in the MRB fashion. 
Although heavy maintenance was to be carried out in Melbourne, very few units 
were based in Melbourne; some were based in Sydney, some in Brisbane, some 
in Adelaide, and one or two were based in Cairns. They usually returned to their 
bases at night and overnight maintenance was carried out there. Their interiors 
were less durable than those of later aircraft and as they were somewhat simpler 
types they did not carry as much duplication as later aircraft.

In the circumstances, it was judged necessary that these aircraft should re-
turn to the main base every 1500 h, which, at the utilizations achieved repre-
sented a return to main base every 7 to 8 months. Their block time utilizations 
averaged 2500 h/year, which represented a flying hour utilization of approxi-
mately 2250 h.

Note: Generally, all check periods mentioned are based on flying hours not 
block hours.
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Each F27 has a full overhaul (check 8) every 18,000 h, a so-called half-
overhaul (check 7) at 9,000 h, check 6s at 3,000 h and check 5s at 1,500 h. 
Thus, in an 8-year cycle, each F27 had 6 check 5s, 4 check 6s, 1 check 7 and 1 
check 8; there were 20 aircraft and on average there were 15 check 5s per year, 
10 check 6s, 20 check 7s, and 20 check 8s. Again, these are averages, as every 
aircraft was not used at the same rate. In all there were 30 checks of varying 
types each year.

During these checks components are removed as appropriate and replaced, 
in the main, by spare components usually previously overhauled. This applies to 
instruments, alternators, pumps, and so forth. as well as perhaps control surfac-
es or flaps, which can all be overhauled, but which will not hold up the return of 
the aircraft to service. Engines are treated as components and are only removed 
and overhauled, or checked as required, and are treated quite separately to the 
aircraft check system.

10.14.2.2 Boeing 727
The most economical way to carry out the checks is to use the MRB recommen-
dations although, as mentioned previously these are unlikely to suit any but the 
largest airlines. You will remember the only checks that could put the aircraft 
out of service for a period were checks C, D, and E. Usually the check E could 
be incorporated as required with the check D, although corrosion checks, which 
are largely based on elapsed time, may in fact require a special check. It has 
been found that the check C can, usually very easily, be incorporated with over-
night checks by carrying it out progressively. Thus it is important to concentrate 
work on the check D.

It is worth noting, in a major check of this type, that about 75% of the work 
involves disassembly and assembly of the aircraft, about 15% is usually defect 
rectification, and 10% is modifications. Thus breaking this check down usually 
means this disassembly and assembly has to be repeated, causing considerable 
economic penalty, although the evening out of the workload mitigates this to 
some extent.

The check D will, usually, after the initial operations, have a period of 
8000 h. Block utilization is about 3900 h/year, or about 3750 flying hours. Due 
to the difficulties of planning and scheduling aircraft, the average achieved pe-
riod between checks would be about 7500, that is, there would be a check D 
every 2 years, and for 10 aircraft there would be five check Ds per year.

10.14.2.3 DC9
The same comments apply here as applied to the Boeing 727, assuming again 
a check D at 8000 h, that is, 7500 h achieved and a utilization of 2500 flying 
hours per year means there would be a check D every 3 years; for 12 aircraft this 
would mean an average of 4 checks per year.
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10.14.3 Work-Hours and Staffing Assessments

10.14.3.1 Work-Hours Per Check
In planning the maintenance system the only check work-hours required pres-
ently are those that are expended carrying out the check and then returning the 
aircraft to service. Those work-hours expended on overhauling or checking a 
component that has been replaced do not affect the system other than as sheer 
work volume, and it is then a matter of planning the complement of the compo-
nent overhaul shop rather than setting off manpower against time out of service. 
The estimates of work-hours required under these circumstances are given here:

Work-hours

F27 Check 5
Check 6
Check 7
Check 8

800
800
3,200
4,800

B727 Check D 26,000
DC9 Check D 21,000

10.14.3.2 Work-Hours Available
Also required are the available work-hours per man per year. These people nor-
mally work a 5-day week with 4 weeks annual holiday and 10 public holidays per 
year. Thus the number of working days available are 365 – 104 – 20 – 10 = 231. 
On average, sickness accounts for another 6 days, leaving 225 days in all, and at 
8 h/day that gives 1800 h per worker per year.

10.14.3.3 Shop Efficiency
The shop efficiency is also important; whereas on a short, well-planned task it 
may be possible to achieve an 85% efficiency; over a whole year 67% is more 
likely. This results from various unexpected problems, such as corroded bolts, 
a breakdown in spares supply, defective detail planning, delays in return of air-
craft, and so forth.

10.14.3.4 Time Required
F27: Taking the F27 first, the average work-hours per year are:

× + × + × + × =15 800 10 800 2.5 3,200 2.5 4,800 40,000 work-hours.

Allowing for the efficiency factor of 2/3 and for 75 h average annual over-
time gives the number of staff required as:

×
×

=
40,000 3

2 1,875
32 staff

15×800+10×800+2.5×3,200+2.5×4,800=40,000   work-hours.

40,000×32×1,875=32   staff
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Each check by itself could expect to have a greater efficiency factor—say 
85% and overtime at the rate of say 10%. Thus a check 5 or 6 would take:

×
+

× =
800

0.85

1

8(1 0.1)

1

32
3.34 days

That is, with an allowance for testing and inspection, 4 days.
The corresponding figures for the checks 7 and 8, which would possibly 

include a test flight, would be 14 and 21 working days respectively. All checks 
performed in a year add up to 188 working days.

Again with more staff used on the major checks, the out-of-service time 
drops. For instance, with 48 workers, the check 8 takes 14 working days. There 
is, of course, a limit here due to congestion of working space inside an aircraft 
as small as the F27.

Boeing 727 and DC9 It is necessary to carry out five check Ds on the 727 
and four on the DC9 per year. If these must be contained within the 7.5 months 
quoted previously, then the staff required can be calculated as follows:

= × + × =Work-hours required 5 26,000 4 21,000 214,000 work-hours

Assuming staff working efficiency is 85% and have 10% overtime

× × ×
=

214,000

0.85 1.1 8 140
204 staff

What is going to be done with these people for the remaining 4.5 months of 
the year? Some can be used on occasional doubling up of F27s or to accelerate 
F27 checks. There is no way enough F27s can be used at one time to occupy 
staff. During these checks some F27s must also be done at the same time; thus 
total workers employed would have to be considerably more than the figures 
mentioned before.

The above staff assessment does not takes into account the fragmented na-
ture of the 7.5 months; without a doubt this would lead to considerable difficulty 
and increase the staffing required as well as leading to greater inflexibility as 
some larger checks could only be done in the larger periods available.

The system rapidly becomes both unworkable and uneconomic.

10.14.4 Further Development

This excessive workload must be reduced and there are three direct ways of 
doing so:

1. Reduction of the check D and spreading inspections elsewhere;
2. Extension of the check period;
3. Occasional doubling up of F27s

8000.85×18(1+0.1)×132=3.34   d
ays

Work-hours   re-
quired=5×26,000+4×21,000=214,000   work-hours

214,0000.85×1.1×8×140=204   s
taff
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First, however, the 7.5 months previously mentioned should be examined. 
At that time, the separate periods for 1969 were 6 weeks, 1 month, 2 months, 
and 3 months. The last two are reasonably stable for other years, but the first 
two, while being the same in total, vary according to the date of Easter in the 
particular year.

Easter Sunday may occur on any date between March 23 and April 24. Thus 
the week of Easter travel will occupy the week between that of Wednesday, 
March 19 to March 26, and from April 20 to 27, with any variation between.

Assuming that February 10 and May 7 are fixed, which they will be within 
two or 3 days, the periods are either 36 and 41 days or 68 and 9 days, or any 
variation between. The sum in each case is 77 days, but over the years these 
can be split up in any way whatsoever and it is essential to have the greatest 
flexibility in the maintenance system to cope with this. In the latter case above, 
obviously that year is a short year for maintenance in that the 77 days is cut to 
68 days, since the 9 days is of no real value for any form of major check on 
the Boeing 727 and DC9. The other periods of the year are for 67 and 90 days, 
respectively.

It is worth noting that if each check took 5 weeks, it would be possible to 
complete only 5 checks in any year; 4 weeks is not much better and is more 
wasteful of days, but 3 weeks enables 10 checks to be done each year, and is no 
more wasteful of days than for 5-week checks. Again, the shorter period gives 
more room to maneuver during the first two periods broken by Easter, whenever 
it falls.

Returning to the three methods of reducing or spreading the workload, re-
ducing the size of the check will throw more checking onto the intermediate 
check. However, this must be one of the ways to proceed. Extension of the 
check period is only possible in light of experience and means some inspections 
cannot be extended and thus are thrown onto earlier checks. Doubling up on the 
number of F27s on check at the same time is possible and has to be adopted in 
some cases, although during heavy B727 checks F27 are kept out of the shop 
and all staff concentrates on the B727.

The final solution was to introduce a 5,000 h ± 1,000 check, and extend 
the major check period to 10,000 h. As far as possible, maximum flexibility 
is retained on the 5000-h check and the major work consists of modifications 
and rectifications. Essential checks required before 10,000 h are whenever pos-
sible fed into the overnight checks rather than the 5000-h check. Nevertheless, 
disassembly and assembly times dictate the total work-hours expended on the 
two checks is considerably more than would have been expended on the single 
8000-h check, but the extension of the period alleviated this.

Brief mention has been made of the intermediate check being broken down 
and carried out overnight. This intermediate inspection is usually specified as 
every 1000 h. Instead, it was broken into four parts and joined up with the 
terminating flight inspection and overnight rectifications, and then carried out 
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every 250 h; this itself could be carried over two or three nights. The terminol-
ogy adopted by Ansett was checks 1, 2, 3, and 4, each of which contained one 
quarter of the 1000 hourly check, as well as occasionally having some of higher 
check inspections, when the check D is reduced to what Ansett called a check 8. 
The 5000 hourly inspection was called a check 7.

10.14.5 Direct Application

The solution adopted for the simplified Ansett Airlines example was to have a 
very much modified check D at 10,000 flying hours with an intermediate check 
at 5,000 flying hours, which was very much a rectification and modification 
block, rather than inspection with the remainder of the inspections being carried 
out overnight when necessary, having already spread the 1000-h check C into 
overnight checks. This meant of course expanding the workload at overnight 
ports, but provided this could be accomplished at various ports, there was mini-
mum disruption to service.

The man-hours expended on these checks are given as follows (Table 10.1).
For the Boeing, assuming as before a flying hour utilization of 3750 and an 

achieved check period of just under 9400, two check 8s will be carried out in 5 years; 
there will also be in this period two check 7s. If there are 10 aircraft, this means 20 
check 7s and 20 check 8s in 5 years, or four check 7s and four check 8s per year.

For the DC9, assuming as before a flying hour utilization of 2500, an 
achieved check period of just under 9400 would mean there would be four 
check 8s and four check 7s in 15 years, and thus for 12 aircraft there would be 
3.2 check 7s and 3.2 check 8s per year. We can take this as three check 7s per 
year since the check 7 period is more elastic due to its low specified inspection 
content and thus the full period of 5000 flying hours can be achieved. In the case 
of the check 8, however, there would normally be three check 8s per year with an 
occasional extra one in some years.

The average workload per year is thus:

× + × + × + × =4 20,000 4 10,000 3.2 16,000 3 8,000 195,200 work-hours

Plus, as before, 40,000 h for the F27, giving a total of 235,200 work-hours.
Again, assuming 1875 h per person per year, and an efficiency of 66.7%, we 

find that the number of workers required is 188.

4×20,000+4×10,000+3.2×16,000+3×8,000=195,200   work-
hours

TABLE 10.1 Check Hours

DC9 B727

Check 7 (5,000) 8,000 10,000

Check 8 (10,000) 16,000 20,000



204     Reliability Based Aircraft Maintenance Optimization and Applications

If we assume this is the number of people employed on this work, we can 
compile a table of workdays required for each of the various checks assuming:

1. There are no F27s in the shop at the same time;
2. There is one F27 being checked at the same time.

Working days

No F27 One F27

Boeing 727 Check 8
Check 7

15
8

18
9

Douglas DC9 Check 8
Check 7

12
6

14
7

These days have been rounded up to the nearest day to allow some time for 
testing and in some cases flight test. By careful scheduling and always using the 
total workforce on the B727 check 8, it is possible to schedule this work within 
the 7.5 months mentioned before. If not, then extra staff would have to be em-
ployed. This conclusion can be drawn as follows:

In 7.5 months there are, on average, 162 working days. Whether this can be 
achieved can only be determined by a more detailed plan. To view this more 
closely, it is assumed the above fleet is to be maintained using the average oc-
currences as a basis for the plan.

Table 10.2 shows the number of working days required for each of the 
checks for both 188 workers and 156 workers. In addition, workdays required 
are shown for the F27 for both 32 and 48 workers.

First, a chart must be prepared for the whole year, showing periods of pro-
jected high traffic and also public holidays. In practice the chart will have a 
square for every day of the year and is quite bulky. Producing one of these 
would be unwieldy. Instead, a miniaturized one will be shown to illustrate the 
method.

The following rules are adopted:

1. All Boeing 727 check 8s occupy the full staff, that is, there are no F27s in at 
the same time, although there can be a small amount of overlap.

2. On any check, if the full staff is used, no F27s can be worked on.

TABLE 10.2 Summary of Check Hours

4 Check 8s B727 60 working days

4 Check 7s B727 36 working days

3 Check 8s DC9 42 working days

3 Check 7s DC9 21 working days

Total 159 working days
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3. Check 8s for any aircraft of the same type must be separated by at least a 
month and preferably 6 weeks; this allows time for components replaced on 
a check 8 to be overhauled in time for the next check 8.

4. Whenever possible, aircraft come in on a Sunday night so work can proceed 
on Monday morning; this is particularly true for the F27 checks 5 and 6, so 
the aircraft can be returned to service on the following Friday morning.

5. When possible, aircraft should be returned to service on a Friday.
6. F27s can be doubled up if necessary during school holidays, preferably in the 

middle to avoid the high traffic at the beginning and end, and again for prefer-
ence during the May holidays rather than in August through September.

7. The most popular holiday periods for staff are Christmas and January and 
the August through September School holidays.

8. Weekend work is avoided and only required in exceptional circumstances.

Again, if you remember, we required an average 2.5 checks 8 and 7 per year; 
for 1978, we assumed three check 8s and two check 7s.

This plan is not as practical as it might be—there is very little margin for 
error. Any delays affect the whole program and, in fact, a relatively small night 
shift would ease problems considerably. Total staff required would be unaltered, 
but in the main there would be two major effects:

1. The night shift would involve itself in sorting out bottlenecks.
2. The night shift would also be responsible for preparing an aircraft ready for 

full-scale work first thing the following morning. This refers to draining of 
fuel, jacking up, and preliminary opening up.

3. The result of (1) and (2) could well be an improvement in the short-term ef-
ficiency factor.

4. Again, during those periods on the F27 when there are no large aircraft in the 
shops, it would enable more staff to work on the aircraft during the 24 h, 
that is, work in congested areas could be staggered more easily.

You will notice no complications are assumed, as would be caused by the 
state of the fleet with reference to flying hours. These will be dealt with in more 
detail later, but either aircraft have to be pulled out early or a special extension 
has to be made, provided certain inspections are carried out. Normally, however, 
provided aircraft inspections are sequenced initially, it is possible to pull aircraft 
out of service reasonably near the prescribed period. There is usually an allow-
able tolerance; this, however, is why the achieved period is usually less than the 
prescribed period.
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11.1 INTRODUCTION

In January 2005, the world’s largest airliner completed its maiden flight on the 
runway at Toulouse Blagnac airport in the South of France [96]. As the flagship 
of the 21st century, the 555-seat A380 is not only the biggest civil aircraft ever 
built, but also the most advanced, demonstrating a unique technology platform 
from which future commercial aircraft programs will evolve. It sets new stan-
dards in air traffic and, at the same time, opens a new age in commercial aircraft 
reliability and maintainability (R&M) design.

The key reliability target for the A380 is much higher target Airbus had on 
its A340 series, which was 99% in-service operational reliability (OR) within 
two years of entry-into-service (EIS) [97]. It is obvious that when very large air-
craft (VLA), such as the A380 get larger and the range of flight gets longer, it is 
more challenging to meet the marketing requirements for operating economics. 
Therefore, R&M has been placed high on the list of A380 design priorities [98].

Over the past two decades, aircraft technical operation capabilities have 
received extensive attention, especially with growing interest in flight safety, 
reliability, maintainability, and so forth. In terms of economical efficiency of 
operations, aircraft safety and reliability must be raised to a higher level at all 
development stages of the aircraft life cycle. This is to be done through more 
sophisticated R&M optimization methodologies.
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It is the first time that an aircraft level reliability/safety process has been 
implemented on a large-scale commercial aircraft (i.e., Airbus A380). The 
primary objective is to identify aircraft level functions and associated failure 
conditions; decompose them to multiple systems, and place requirements on 
various levels of suppliers in the development of systems and equipment. The 
aircraft level reliability analysis provides the basis for the system level reli-
ability analysis and is maintained throughout the entire lifecycle of the aircraft. 
They serve to drive the design to improve system/component reliability toward 
the achievement of the defined target values.

Conventional methods in the field of reliability analysis have been shown 
to be insufficient for the increasing complexity of aviation design requirements. 
For example, current reliability prediction techniques are not really representa-
tive of real situations. Very often, through those aircraft reliability assessment/
prediction methods, it can hardly indicate how the reliability is achieved in the 
actual scenarios. There is a substantial need to transform from conventional 
prescriptive reliability prediction techniques to a more generic approach of reli-
ability modeling methodologies, which can be able to conclude all aspects of 
the product life cycle [99]. For instance, when calculating the OR of the aircraft, 
according to the MBR documents, all the related maintenance checks and their 
intervals should be taken into consideration as one important factor contributing 
to the overall reliability of the aircraft throughout its service life. The Markov 
techniques are in a better position to handle redundancy management, opera-
tional considerations, and safety issues than the conventional methods. At this 
stage, the Markov chain method has been employed to carry out the reliability 
modeling for A380.

For the first time in Airbus’s history, maintenance engineers have been in-
tegrated into the aircraft design team from the very beginning of the A380 pro-
gram [26]. This approach has been implemented to develop a statistical model 
for further reliability enhancement. The Bayesian theory has been utilized to 
combine expert judgment on engineering concerns with service data on previ-
ous similar aircrafts. The primary goal of this method is to address the most 
important engineering concerns to be relieved.

The overall reliability design of the A380 was assessed and analyzed 
through the validation and verification (V&V) process [100]. It has been shown 
that the outcome of the V&V process is the important basis on which all criti-
cal engineering decisions need to be made. A conceptual study of this process 
is presented in this chapter together with the case study of the A380 program.

In terms of operational economics, the maintainability of the aircraft is all 
about controlling maintenance costs inducing from the inherent aircraft charac-
teristics (i.e., aircraft reliability). Lots of innovations have been brought onboard 
the A380; one key objective is to reduce the direct maintenance cost (DMC). 
As a matter of fact, those innovations are the products of the comprehensive 
consideration of A380’s maintainability design and optimization, which will be 
further discussed.
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11.2 RELIABILITY MODELING APPROACH

Aircraft development process at Airbus is currently based on concurrent engi-
neering (CE) or simultaneous engineering (SE) principle, this principle is de-
fined as a systematic approach to the integrated concurrent design of products 
and their related processes, including manufacturing and product support [101]. 
CE process was also successfully implemented in the Boeing 777 program 
delivered in mid-1990 [102]. CE aims at interweaving consecutive develop-
ment steps by breaking down the overall product development into indepen-
dent work packages, which are all managed in parallel. Those work packages 
cover aircraft performance and operational characteristics. This is done in order 
to reduce the aircraft development cycle as much as possible. One of the key 
significances out of the CE principle is that the in-service performance of the 
aircraft including inherent reliability and OR has to be predicted even earlier in 
the product design stage so that the direction of the product development can be 
truly driven by the customer requirements, thus product revisal and failures can 
be minimized. Normally, there are three typical reliability predicting methods 
widely used in this field:

1. Classic FTA and RBD combined methods;
2. Monte Carlo simulation method;
3. Markov chain modeling method.

For the first method, it is a relatively simple way to implement the reliability 
modeling, but it is hardly to take various types of dependencies into consideration 
at the same time, such as repairs, (scheduled) maintenance, coincident failures, 
redundant/spare systems, and so forth. For complex systems, such as aircraft, us-
ing this method will result in very complicated reliability models (i.e., FTA and 
RBD). Meanwhile, one significant disadvantage of the Monte-Carlo simulation 
is that an enormous amount of simulation cycles are required for complex sys-
tems due to the demands for more accurate results. Additionally, many aerospace 
companies continue to use MIL Handbook 217 for reliability predictions, which 
are highly dependent on in-service data of the aircraft. However, there is often not 
enough in-service data at the correct level to enable a qualified safety analysis. On 
the other hand, the Markov chain method can cover a wide range of system char-
acteristics because it doesn’t have those limitations. A Markov model can even 
comprise factors including airline maintenance policies, dispatch requirements, 
air safety considerations, airworthiness standards, and so forth [103].

The advantages of the Markov chain method have been used to establish 
a generic reliability model to predict the A380 OR provided by each item of 
equipment and component with its own parameter values given. These values 
include MTBF, MTTF, MTTR, MEL application rates, mean DMC per flight 
hour, and so forth.

The Markov chain method or a Markov process, named after Russian math-
ematician Andrey Markov, is a stochastic process, which means that given the 
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present state, future states are independent of the past states. In other words, the 
description of the present state fully captures all the information that could af-
fect the future evolution of the process. Future states will be reached through a 
process, that is, a probabilistic instead of a deterministic one. During this process, 
the system may change its state from the current state to another state, or remain 
in the same state, according to a certain probability distribution. The changes of 
the states are called “transitions,” and the probabilities associated with various 
state-changes are called transition probabilities. The Markov model is a graphi-
cal probabilistic model that describes transitions between states. Normally, the 
mathematical expression of the Markov chain theory is:

…= | = = = = | =+ +X x X x X x X x X xPr( , , ) Pr( )n n n n n n1 1 1 1 (11.1)

where X1, X2, X3, . . . are a sequence of random variables (e.g., parameter val-
ues of the aircraft) with Markov property. It has been recognized that Markov 
processes can be used to adequately estimate the OR of complicated aerospace 
systems [104].

The definition of the term aircraft OR can be described as the number of 
times per 100 takeoffs that the aircraft fails to take off within 15 min after the 
scheduled departure time. OR is then a probabilistic value to be predicted dur-
ing the design stage of the aircraft. The prediction of the OR is based on the 
estimation of the probability that the aircraft may not be in a proper state to 
take off 15 min after the scheduled departure time due to aircraft technological 
problems (excluding administration and other events not related to technical 
failure). The prediction is to be broken down to a system level. The reliability 
at the aircraft level is then estimated by the sum of the elementary probabilities 
on all of its systems (e.g., mechanical, hydraulic, avionics, electrical systems).

In the early design stage of the Airbus A380 program, top level aircraft re-
quirements (TLAR) for OR have been established and apportioned down to the 
level of systems, subsystems, and components [98]. This is an iterative process 
that travels along the entire process of the aircraft design, which shares some 
characteristics with some typical reliability analysis processes (e.g., FMECA 
or FTA).

An example is given below to illustrate the way to define the transitions 
and states of a system. Assuming a particular system, subsystem, or compo-
nent (electrical or mechanical), all the possible states (expressed as GRP) of 
the aircraft affected by the condition of this equipment can be identified. The 
mathematical relations then can be expressed as:

{ }
{ }= +

= + + +
GRP GRP GRP

GRP STA STA STA STA
1 2

1 1 2 3 4 
(11.2)

It is assumed that only four of those states can enable the aircraft to take off 
within the scheduled departure time. The four states (STA1–4) have constituted 

Pr(Xn=x|Xn=xn,…,X1=x1)=Pr(Xn=x|Xn=xn)

GRP=GRP1+GRP2GRP1=STA1+STA2+STA3+STA4
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the group one expressed as GRP1 in the Eq. (11.2). The states of not being able 
to take off during the mission due to the malfunction of this equipment have 
constituted the group two as expressed in GRP2. Those four states are defined as:

STA1: Full OK This equipment is fully functional without any problem.

STA2: Full OK+ A problem has been detected but not correctly solved.

STA3: MEL GO A residual problem has been detected and the MEL has been 
correctly applied to take off.

STA4: MEL GO+ A residual problem has not been solved and the MEL has not 
been correctly applied to take off.

The states of the equipment are described by more than two values (OK/not 
OK) containing single, double or multiple complicated failures. Fig. 11.1 illus-
trates the generic Markov process from the state STA1 (Full OK). It describes 
the possible evolution of the aircraft’s state from the first flight mission, through 
the ground phase, and to the beginning of the next flight mission.

Referring to Fig. 11.1, after the first flight, if there is no fault found, then 
the aircraft is ready for the next flight mission, which is recorded as STA1. If a 
problem is detected during the first flight/ground time, two subsequent actions 
are involved: fixing the problem and checking the MEL. There will be four dif-
ferent results after those actions, which in this case are the four states defined 
previously. If the problem is correctly solved, then the aircraft is able to move 
on to the next flight (STA1). If a problem is found and is not correctly solved, the 
aircraft may still continue the flight mission as the equipment with the problem 
is not in the MEL (STA2). If a residual problem detected is not in the MEL, the 
aircraft may go straight to the next flight without any correction of this problem 
(STA3). And if the MEL has been incorrectly applied, although the detected 

FIGURE 11.1 Evolution from state “FULL OK” [105].
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problem has not been solved, the aircraft may still take off. In any other cases 
(GRP2), the aircraft then cannot take off but instead is grounded.

The transition rates between all the states are defined from the mean re-
maining time in a state and a discrete probability transition law, which reflects 
the assumption that the transitions of the states between two distinct times—t1 
and t2—should depend only on elapsed time (t2–t1) and on the probability state 
redistribution law applicable at time t1. This assumption is based on a widely 
accepted hypothesis for complex system reliability analysis [106]. Furthermore, 
exponential distributions are assumed for all transition laws.

Specific software can be used to integrate all the Markov processes to deter-
mine the overall OR. A sample of the Markov processing and modeling method 
is illustrated in Fig. 11.2. Here the aircraft is assumed to be a simple redundant 
system with two parallel sets of equipment. The overall reliability is then calcu-
lated by solving the Markov’s matrix.

Matrix manipulations are very tedious and complicated. It is hardly pos-
sible to solve by hand even for a simple system. However, numerous Markov 
chain solvers are available. With the fast-developing information technology, 
computer-based Markov tolls have been successfully applied to many large 
and complex systems by aerospace companies, such as Airbus, Boeing, and 
NASA.

The aim of the process using the Markov chain method is first to calculate 
the probability that the aircraft cannot depart due to a particular system, and then 
integrate all the subprocesses as a whole to predict the aircraft level OR on the 
aircraft level. The Markov process model enables analysis of a large number of 
complicated multistate transitions, including factors related to human aspects.

FIGURE 11.2 Illustration of Markov processing and modeling method.
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In the Airbus A380 project, two reliability design methods are carried out 
simultaneously to ensure the aircraft level target can be achieved [98]. For both 
methods, if targets are not met then the causes and objects are identified with 
corresponding design actions required to improve the reliability or to reduce the 
rectification time.

The first method (as discussed in this section) uses extensive availability 
models based on predicting system malfunctions, which lead to potential de-
lays or cancellations, and rectification times. The objective of the method is to 
ensure that the sum of the probabilities of those occurrences for which rectifica-
tion exceeds the planned downtime meets the desirable requirements. The prin-
ciple of the reliability approach modeling implemented in this method is based 
on the approach of the Markov process, as discussed previously.

The second method is based on the system safety/reliability assessment ap-
proach where probabilities are assigned to potential failure conditions likely to 
result in flight or ground interruptions. This method, which will be discussed in 
the next section, is a proactive reliability approach combining expert judgment 
on engineering concerns with service data on previous similar designs to further 
enhance the reliability of the aircraft.

In addition, designing A380 for OR also followed a validation and verification 
(V&V) process, in which the OR targets and requirements were defined at aircraft 
level and then broken down to ATA (Aircraft Transportation Association) specifi-
cation chapters and equipment/component level validation. Then from equipment 
level back to the aircraft level, the verification was performed using simulation 
tools and accelerated reliability test beds, throughout the aircraft development and 
manufacturing process. This will be further discussed in later section.

11.3 RELIABILITY ENHANCEMENT PROCESS

The stringent performance standards of the A380 together with the increasing 
demands for higher availability at minimum cost, have confirmed the impor-
tance of consideration of reliability and maintainability (R&M) throughout the 
design of A380.

When considering R&M in parallel, component reliability must be coherent 
with the maintainability and maintenance cost objectives. One Airbus policy upon 
this issue is to place highly demanding targets on A380 equipment suppliers, par-
ticularly for components that have underperformed in the past [98]. Airbus has 
implemented a proactive holistic approach (A380 system safety/reliability assess-
ment process) to the design of this super jumbo aircraft. This reliability enhance-
ment process provides engineers with reliability information and lessons learned 
from previous aircraft maintenance experiences. The A380 program is the first 
Airbus project that integrates maintenance engineers into the aircraft engineering 
team, and in fact has done so from the very beginning [26].

When designing the A380, the design team has taken the pedigree of previ-
ous/existing designs into account. The concentration at this stage is therefore 
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on the differences between the A380 and any similar designs. This process has 
utilized the Bayesian theory to combine the mathematical prediction, engineer-
ing considerations and service data on existing similar products together and 
analyze them as a whole [99]. Reliability models have been constructed for all 
(major) systems (e.g., engine, FCS) based on their history, current performance 
margins, and unscheduled failure distributions.

The outcomes from the process include a reliability function for the new de-
sign and a list of engineering concerns. The in-service/history data and engineering 
concerns are categorized and therefore the reliability function is obtained for all 
classifications (including design, components, and manufacture) and eventually 
for the whole aircraft. The results are used to compare the predictions/estimations 
with the initial design scope and the customer requirements. The purpose is to aid 
reliability enhancement by addressing the most important concerns to be miti-
gated [107]. Fig. 11.3 shows a simple illustration of this process.

In this paper, one Goodrich project is discussed below as an example [108], 
concerning the design of the primary Flight Control System (FCS) motor drive 
electronics for A380.

Some of the components in the A380’s FCS are very similar to previous 
design configurations, but the power electronics and gate drive board were com-
pletely revolutionary designs for Goodrich. To apply the system safety/reliabil-
ity assessment process, the initial decision made was the selection of historical 
data that most closely related to this new system. Since the A380 is the first 
commercial aircraft to use 5000 psi hydraulic systems for actuation of the FCS, 
there was no direct precedent in terms of functionality and operation environ-
ment. Goodrich finally decided to use the data obtained from Trent 800 and 700, 
because some control, monitoring, and power supply aspects of the Trent 900 
actually evolved from those two earlier engine models. Engineering concerns 
were collected during the second stage. This stage consists of two steps, which 
are the conceptual design phase and the detailed design phase. The engineering 
concerns were raised in relation to the following systems:

l Power electrics
l Controller board

FIGURE 11.3 Reliability enhancement process formulation.
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l Monitor board
l Gate drive board
l Power supply
l EMC filtering

A set of engineers with the required full range of expertise was chosen from the 
project team. During the conceptual design phase, the engineers were interviewed 
individually. Some specific questions were addressed. For instance, the questions 
included concerns about any aspects of the system, the possibility that the concerns 
would cause a failure, and what mitigation actions could be taken to prevent those 
failures. After the individual concerns were gathered and analyzed, outstanding 
aspects were discussed by the group to identify the most critical concerns. Those 
concerns were then classified in the same way that the service/history data had 
been classified, to ensure the unification of the entire process. The final report was 
issued to the project team for future review and further study. As one important 
outcome, a statistical model was developed as the safety/reliability assessment for 
this particular system. An example of this is shown in Fig. 11.4.

11.4 VALIDATION AND VERIFICATION PROCESS

As discussed previously, the reliability of the A380 is modeled and assessed 
through the processes based on complicated mathematical theories. Critical en-
gineering decisions are made on the basis of the predictions from those process-
es. A critical problem then naturally arises: how reliable are those predictions? 
The validation and verification (V&V) process has been introduced to address 
this question. Herein, the “validation” can be defined as a process determining 

FIGURE 11.4 Airbus A380 reliability estimation [108].
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whether the mathematical model describes sufficiently well the reality with re-
spect to the decision to be made [109]. As a matter of fact, the mathematical 
models only transform the available information into the prediction; the informa-
tion is limited although Airbus has made a huge effort to collect as much useful 
information as they can through sophisticated approaches of reliability modeling 
and assessment methodologies. In other words, the reliability of the predictions 
only depends on the quality of the input information. The mathematical problem 
is then solved by a numerical approach, which creates a computational model. 
This leads to the concept of “verification,” which is a process of determining 
whether the computational model and its implementation result in prediction with 
sufficient accuracy. Fig. 11.5 shows the basic approach of the V&V process.

Normally, the validation pyramid of experiments is applied through the vali-
dation process. For example, Fig. 11.6 shows an idealized validation pyramid, 

FIGURE 11.5 Scheme of V&V process in computational science [109].

FIGURE 11.6 Idealized validation pyramid related to an aircraft engine design.
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which is related to the A380 power plant systems design, consisting of experi-
ments and computational models, respectively.

As shown in Fig. 11.6, on the left-hand side are the experiments and on the 
right-hand side are the computational models. At the lowest level of the pyramid 
are the simple calibration experiments; on the highest level are complicated 
experiments and their computational analysis. Some of them are called accredi-
tation (certification) experiments and serve as the basis for the demonstration of 
compliance with regulatory requirements (Fig. 11.7).

The comparison between the experimental (validation) data and the com-
puted data is based on a specific metric (i.e., how the difference is measured) 
and the rejection criterion, which is a quantitative measure of the difference. 
The metric and the criterion have to be directly related to the prediction and the 
decision based on it. If the criterion is larger than the given tolerance, which is 
related to some threshold conditions, the model will be rejected. If the model 
at any level of the pyramid is rejected, then the model has to be changed. The 
revised model would need to pass all the lower level tests, and it is possible that 
more experiments would be needed. If the model is not rejected at a certain level 
of the validation pyramid, then the higher level is performed (Fig. 11.8).

The used tolerance is not arbitrary. It relates to the required accuracy of the 
prediction. If the required accuracy is low, then the tolerance could be large 
so that even a very crude model will not be rejected. If the desired accuracy is 
high, then the tolerance has to be small and many models could be rejected. The 
tolerance has to be chosen reasonably; otherwise, any practical model could 
possibly be rejected. If more than one model are calibrated and validated, then 
the best model could be possibly chosen and the tolerance adjusted so that the 
model will not be rejected. This can be done only if the adjustment is admissible 

FIGURE 11.7 A380 flight test missions [111].
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for the decision, based on the prediction. If the model is rejected, then a new 
model has to be created.

For instance, during the Airbus A380 wing loading test, the accreditation wing 
test failed on February 14, 2006 [109]. European Aviation Safety Agency (EASA) 
specifies that a wing in the static test must endure a load, that is, 150% of the limit 
load (worst-case scenario metric) for 3 s. The accreditation wing broke at a point 
between the inboard and outboard engines at 147% of the limit load. Some adjust-
ment of the wing design was expected. However, this was within 3% of the 150% 
target, which has shown the high accuracy of the finite element analysis (FEA).

The A380 simulations and tests are two key contributions to adequate vali-
dation and verification. According to the aircraft, system, and equipment speci-
fications, virtual simulations techniques are used to verify the integration of 
the A380 system operations. Various simulators are involved in the process, 
including desktop simulators, system integration bench, full aircraft simulator, 
and the full flight simulator.

With previous programs, such as with the A340-500/-600, there were no 
demonstration (tests) at aircraft level. But today, for the A380, Airbus has just 
one standard model, and it also has a demonstration at the aircraft level, which is 
an important contribution to the iterative V&V process mentioned above. There 
is a greater amount of testing than was ever done prior to EIS. This is also 
achieved through numerous full-scale test rigs and a series comprehensive flight 

FIGURE 11.8 Digital mock-up illustration.
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tests (Fig. 11.7). These test rigs include “cabin zero” with an associated internal 
field emission (IFE) test-rig in Hamburg; “landing gear zero” in Filton, United 
Kingdom; the “iron bird” (for the actuation and hydraulic systems) in Toulouse; 
a fuel test-rig; and so forth [110].

11.5 ADVANCED MAINTAINABILITY OPTIMIZATION

Aircraft maintainability is all about controlling maintenance expenditures aris-
ing from the inherent design characteristics (i.e., reliability). Lots of innovations 
have been brought onboard to this cutting-edge super jumbo aircraft; one key 
objective is to reduce the DMC. Therefore, those innovations are the products 
of the comprehensive consideration of A380’s maintainability design.

To support service reliability of the A380, the operators/airlines demanded 
much better monitoring of the aircraft systems in every aspect. To date, Airbus 
has offered systems monitoring as an option, but on the A380 it’s a “set-in-
stone” requirement. As a result, the aircraft features a lot of additional health 
monitoring sensors and software to observe every system in much greater 
detail. Initial demands focused on monitoring the engines (e.g., the QUICK 
technology for RR Trent 900 engines) and auxiliary power unit (APU) [97], 
but demands have since expanded to include other systems, such as the cabin 
air-conditioning packs. In this case, sensors have been installed to monitor the 
compressor outlet temperature. Contamination build-up on the heat exchangers 
affects this temperature and thereby signals the need for preventative action.

Still further development would be required to optimize the monitoring sys-
tem, and this would likely continue beyond service-entry to further improve its 
effectiveness. For example, some Structural Health Monitoring (SHM) technol-
ogy-based sensors are initially installed in some “hot spots” in the aircraft struc-
ture to obtain a practical database to validate and verify the role of this emerging 
structural monitoring technology in the future aircraft structural maintenance.

Meanwhile, Airbus has approached its component suppliers and asked them 
to set timed intervals for the maintenance tasks their products would require 
during their in-service life, with a proviso that they could not be below an Air-
bus-specified limit. As a result, Airbus will provide a list of maintenance tasks 
with intervals in “usage parameters” from which airlines can devise their own 
checks and inspections. Parameters have been set in flight hours, flight cycles, 
or calendar days [112]. All check-intervals have been defined referring to the 
MRB documents.

When A380 comes into actual airline operation, as an unavoidable fact, fail-
ures will still occur throughout the operational lifetime. Therefore, it is vital 
and necessary to build systems that will quickly and unambiguously identify a 
problem when one does occur. Moreover, once a failure has been identified, it 
is important that maintenance action can be conducted quickly without delay-
ing a flight. Besides better systems monitoring, the A380 offers three further 
advances in troubleshooting technology. These include improved built-in test 
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equipment (BITE), automated fault reporting through ACARS satellite data-
links, and free online access to Airbus’s own troubleshooting software, Airman 
2000 [26].

Until now, a typical BITE system offered only fault classification and dis-
play, but the A380 has interactive BITE, which makes current systems seem 
almost antiquated. The information can be presented on the ground and also to 
the flight crew through OMS. On a current aircraft type, for example, a system 
fault-notification usually will pinpoint a specific component. The troubleshoot-
ing manual will recommend a test to confirm the failure and refer the engineer 
to the aircraft maintenance manual for instructions on how to carry out the test. 
This might involve pulling a circuit breaker or turning on the hydraulic pressure 
and so forth, before the test can be run to confirm the failure.

With interactive BITE, the engineer simply presses a button to run a test and 
the aircraft configures the system for the requested test. This means that every-
thing needed is already on the aircraft and no paper documentation is required. 
All required manuals are stored and interlinked in the central maintenance sys-
tem (CMS) while online links to Airman 2000 are available through ACARS. 
Airman 2000 will be used extensively on A380 flight-test aircraft to collect sta-
tistical data. Airbus will provide this data to all A380 operators at service entry.

As airlines requested, maintainers’ health and safety was considered one of 
the several priorities for the maintainability of the A380. For example, any equip-
ment weighing more than 25 kilograms either requires two people to handle it or 
a specified device to carry it. All such components have hoist attachment provi-
sions. Airbus also tried to optimize ergonomics around and inside the aircraft.

Those targets and requirements have been set accordingly and more exten-
sive use of computer-aided design in the form of space allocation models and 
digital mock-up (DMU) simulating life-size mechanics are being effectively 
used to assist the design in coming up with the right maintainability solutions at 
an early stage. Hard mock-ups are used for specific issues to validate the simu-
lation scenarios. The maintainability qualities, together with the tooling and 
maintenance practices will be subject to verification and airline demonstration 
before entry into service.

The OEM devised a sophisticated virtual mannequin to conduct mainte-
nance tasks in its aircraft DMU, which is based on the geometry information of 
parts and systems and enables detailed packaging and kinematic analysis. One 
key benefit from DMU is that any abnormal stresses in the back, arms, or legs 
while lifting, moving, or carrying equipment would be instantly highlighted. As 
a result, access to equipment and removal procedures have been simulated and 
optimized.

For example, ladder and access platforms have been built into the airframe be-
hind the rear pressure bulkhead to provide rapid access to the stabilizer screw-jack 
and its associated equipment. The avionics bay has three entrances: via an exterior 
hatch, through the forward cargo hold, and via a ladder from a hatch in the cockpit 
floor. The bay is so big that even tall engineers can stand upright. Other emergency 
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equipment resides in a compartment above the cockpit while further built-in plat-
forms provide access to the radome through the nose-wheel bay.

Fulfilling this objective spawned another first for the project: the creation 
of a computing model to predict the aircraft’s reliability/maintainability at EIS. 
This is currently used to monitor progress in potential R&M improvements, but 
when critical systems begin to be tested on test-benches and during flight tests, 
it will enable these predictions to be compared with actual failures and remov-
als. The results then will improve the predictive model prior to the A380’s EIS.

The A380 MRBR proposal acceptance by EASA is the first major step in 
the development of the A380 scheduled maintenance document. It was not the 
first one, and it will not be the last. To further optimize the maintainability of 
the A380, it is essential that from day one, the operators collect in appropriate 
databases the results of the scheduled maintenance tasks to later support the 
improvement of the MRBR. This will be a continuous process.

As a result, the first technical evaluations of the A380 maintenance program, 
based on standard aircraft operations, confirm that the initial MRBR targets are 
met [112]:

l An equivalent A check can be scheduled every 750 flight hours
l An equivalent C check can be scheduled every 24 months/6,000 flight hours
l Structure inspections can be scheduled every 6 and 12 years

This leads to significant maintenance man-hours and maintenance cost sav-
ings compared to aircraft with similar operations (e.g., Boeing 747 series). And, 
last but not least, according to Airbus, through further optimization, even much 
more sufficiently robust accommodations for A380 check intervals will be 
achieved through its maintainability optimization methodologies.

11.6 CONCLUSIONS

In this chapter, some core R&M methodologies in Airbus A380 program have 
been demonstrated. The reliability modeling approach using Markov chain the-
ory has shown that it can enable adequate prediction for the global OR perfor-
mance of the A380 aircraft. This model is capable of integrating a wide range of 
useful information, including system and maintenance parameters. Together with 
the initial design targets of the aircraft, this approach empowers validation and 
verification for the A380 program in the early design stage, which can signifi-
cantly reduce the development cycle of the aircraft. The reliability enhancement 
process, through comprehensive analysis of in-service/history data and engineer-
ing concerns, has been shown to be sufficient to generate practical and realistic 
quantitative analysis of the aircraft reliability and safety. It can be able to provide 
the reliability prediction with a higher confidence level. This process is also a 
continuous approach throughout the service life of the aircraft, which as well 
provides an effective way of engineering experience tracking for any future air-
craft (system) development. Last but not least, this paper has shown some major 
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advanced maintainability design and optimization methodologies in the Airbus 
A380 program, which have occupied a vital role in assuring that the highly de-
manding reliability targets of A380 can be met throughout its service life.

Since the first flight of the Airbus A380, the approach of its reliability and 
maintainability methodologies have proven to be successful. Methodologies 
discussed in this chapter are not only valid in the case of the A380 but, as a 
matter of fact, they can be used as valuable references in any related area, in-
cluding new aircraft development, aviation system design, and other industrial 
applications.
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system and tasks, 28

servicing, 28
types of maintenance activity, 3

Aircraft maintenance analysis software tool 
(AIRMAN), 15
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analysis, 208
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predicting methods, 209
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215–218
Aircrafts. See also other entries starting as 
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control, 192
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tech log, 194
maintenance analysis and reporting 

system (MAARS) input 
report, 194

maintenance notification or work 
release, 194

maintenance release, 194
serviceability tag, 195
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unserviceabilities and component 
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reliability fundamental mathematics, 39
bathtub curve, 40
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sources of, 27
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design, 133
load-bearing capacity, 134
maintenance of, 153
strength/stiffness ratio, role of, 133
traditional design approach 

disadvantage, 134
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maintenance planning, 192–193
reallocation of, 193

Aircraft usage, safety factor, 136
Airline maintenance, 162

average damage per life cycle (Nd), 162
damage size distribution, 163
factor of safety, 166
inspection schedule, 165
load case, 162
maintenance cost, 167
probability of detection (POD), 163
probability of failure (POF), 166
repair policy, 166
residual strength reduction and recovery, 166
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Boeing 727, 199
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F27, 198–199

direct application, 203–205
setting, 198
work-hours and staffing assessments, 

200–201
shop efficiency, 200
time required, 200–201
work-hours available, 200
work-hours per check, 200

Airline’s maintenance system, factors 
affecting, 33–35

aircraft utilization, 34
availability of staff, 35
availability of subcontracting for servicing 

and maintenance, 35
competitors’ operations, 35
geography of the operation, 34
location and size of maintenance 
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seasonal traffic trends, 34
size and composition of the airline fleet, 34
weather, 34

Air Transport Association (ATA), 3
Air travel, 1
Air travelers, 1
Airworthiness, 17, 23

AMM. See Aircraft maintenance manuals 
(AMM) 

Analytical hierarchy process (AHP), 100
AND gates, 92, 117, 118
ANN. See Artificial neural network (ANN) 
Antierosion coatings, 120
Antistatic coatings, 120
Artificial neural network, 102–105

back-propagation network, 103–105
basic theory, 102–103

A-SHM. See Automated SHM (A-SHM) 
ATA. See Air Transport Association (ATA) 
Automated SHM (A-SHM), 176, 178
Availability models, 24, 64

achieved availability, 65
inherent availability model, 64
operational availability, 65
system instantaneous availability, 65
system mission availability, 65

Aviation, 19
accident, 19–21

category, 20–21
definition, 20

industry, 1
Avionics maintenance, 32

B
Back-propagation network (BPN) 

advantages, 102
commonly used transfer functions, 109
general structure, 104

Barely visible impact damage (BVID), 154
Bay servicing, 30
BFRP. See Boron fiber reinforced plastic (BFRP) 
Binary system reliability models, 45

parallel system, 48
series system, 45
standby redundancy system, 49

Biological neuron functions, 102
BITE. See Built-in test equipment (BITE) 
Boeing 737 

service schedule for, 29
structural repair manual, 139
structures comply with FAR-25 and JAR-25 

requirements, 135
Boolean algebra theorems, 119
Boolean symbol, 117
Boron fiber reinforced plastic (BFRP), 5
BPN algorithm, 104
Built-in test equipment (BITE), 219
BVID. See Barely visible impact damage 

(BVID) 
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C
Calibration, 25, 32

experiments, 217
requirements for test instrumentation, 96

CAMM. See Computer-aided maintenance 
management system (CAMM) 

Carbon fiber reinforced plastic (CFRP), 5, 119
composites 

damage category, 126
occurrence number, 126

Cargo buggy strike, 119
Case-based reasoning (CBR), 100
Case studies, 145–149

dent damage, inspection interval 
optimization 

average damages per life cycle (Nd), 145
damage size, 146
inspection efficiency, 147
load cases, 146
occurrence time, 146
residual strength reduction and 

recovery, 147–148
simulation, other assumptions and 

definitions, 148–149
design BPN for AD, 106
repair tolerance for composite 

structures, using probabilistic 
methodologies, 162

average damage per life cycle (Nd), 162
contour map of maintenance cost, 170
damage size distribution, 163
factor of safety, 166
inspection schedule, 165
load case, 162
maintenance cost, 167

repair tolerance, 168
wavelet denoising, 169

probability of detection (POD), 163
probability of failure (POF), 166
repair policy, 166
residual strength reduction and 

recovery, 166
CBM. See Condition-based maintenance 

(CBM) 
CBR. See Case-based reasoning (CBR) 
CDF. See Cumulative distribution function 

(CDF) 
CE. See Concurrent engineering (CE) 
Certification of work done, 193
CFRP. See Carbon fiber reinforced plastic 

(CFRP) 
Civil aviation, 1

maintenance analysis processes, 85

CMM. See Component maintenance manuals 
(CMM) 

Commercial aircraft, modern developing 
challenges of, 1–3

Commercial aircraft programs, 207
Component maintenance manuals (CMM), 155
Component servicing, 29
Composite damage. See also structural damage 

under Composite structure
external damage, 117
fault tree analysis (FTA), 117–120
internal damage, 117
main damage modes, 116
potential solutions, 129–130

damage evaluation, 130
fabrication process, 129–130
life prediction, 130
material design, 129
personnel training, 130
surface protection, 130

qualitative analysis, 120–125
minimal cut sets, 120–121
probability importance analysis, 122–124
relative probability importance analysis, 

124–125
structure importance analysis, 121

quantitative analysis, 125–127
Composite laminate structure 

fault tree construction, 119
Composite materials, 5
Composite repair techniques, 155

bolted repair, 155
bonded repair, 155

Composites 
damage. See Composite damage 
forming processes, 129

autoclave forming, 129
filament winding, 129
resin transfer molding, 129
vacuum bag molding, 129

structures. See Composite structures 
usage, 6

Composite structures 
damage, categories, 153, 154

barely visible impact damage 
(BVID), 154

immediate repair, 154
scheduled maintenance, 154

damage tolerance philosophy, 135–136
entire service life cycle, 143

random residual strength history, 144
maintenance, 153

model, 135–136
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allowable damage, 158
repairable damage, 158
unrepairable damage, 158

Computer-aided maintenance management 
system (CAMM), 194

Computer-based training (CBT), 188
Computer modeling, 115
Concurrent engineering (CE), 209
Condition-based maintenance (CBM), 173, 182
Corrosion resistant, 115
Corrosion-spot index (CSI), 138
CSI. See Corrosion-spot index (CSI) 
Cumulative distribution function (CDF), 143
Cumulative Weibull distribution, 141

D
Damage assessment, 153
Damage category, 137
Damage causes 

importance of, 128
probability of occurrence, 127

Damage characterization, 137–141
damage size distribution, 138–139
data statistics and category, 137
probability of detection (POD), 141

Damage depth distribution, 139
Damage diameter distribution, 138
Damage inspection, 160

detailed inspection (DI), 160, 165
general visual inspection (GVI), 160
special detailed inspection (SDI), 160

Damage modes, probability of occurrence, 127
Damage tolerance, 83, 157

design no-growth approach, 135
Data, 97

acquisition, 174
damage size, 146
driven technique, 151
inservice, 209
inservice/history, 214, 215
link system, 183
LSXY estimates-complete data, 164
management, 174
onboard SHM, 180
POD curves, 141
reference data definitions, 197
relevant to, 183
statistical input, 162
statistics and category, 137

transfer and storage, 174
transition and storage, 173
validation, 217

3D composites, airworthiness regulations, 129
Dent, 126, 137

causes, 137
C3 Dent, 119, 126
depth, 142, 146
diameter, 138, 142, 146, 165
discrete low-energy impact sources, role 

of, 137
fault tree construction of composite 

laminate structure, 119
Dent damage, simulation flowchart, 146
Dent spot index (DSI), 138

goodness-of-fit test, 140
3D fiber structure, 130
Diameter/depth distribution, 140
Digital mock-up (DMU), 218, 220
DILSA. See Distributed integrated logistics 

support analysis (DILSA) 
Direct maintenance cost (DMC), 16, 208
Distributed integrated logistics support analysis 

(DILSA), 95
DMC. See Direct maintenance cost (DMC) 
DMU. See Digital mock-up (DMU) 
DSI. See Dent spot index (DSI) 

E
ED. See Environmental deterioration (ED) 
EDCAS. See Equipment designer’s cost 

analysis system (EDCAS) 
Effectiveness models, 65
Engine test facility, 97
Environmental deterioration (ED), 99
Equipment designer’s cost analysis system 

(EDCAS), 95

F
FAA. See Federal aviation administration (FAA) 
Fail-safe concepts, 80
Failure distributions, 41

exponential distribution, 41
density function of, 42

lognormal distribution, 45
normal distribution, 43
Weibull distribution, 43

density function and failure rate of, 44
Failure mechanisms, and damage models, 55

aging due to 
interdiffusion, 60
particle radiation, 60

Composite structures (cont.)
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buckling, 57
corrosion, 61
creep, 59
electromagnetic interference, 56
fatigue, 59
fracture, 57
incorrect 

electrical performance, 56
mechanical performance, 55
thermal performance, 55

interfacial deadhesion, 58
metal migration, 62
other forms of aging, 61
particle radiation, 56
wear, 59
yield, 56

Failure mode effect and catastrophic analysis 
(FMECA), 86

general approach to conducting, 90
Failure tree analysis (FTA), 90–94. See also 

Fault tree analysis (FTA)
qualitative analysis, 93
quantitative analysis, 93–94

Fast probability integration (FPI), 158
Fatigue damage (FD), 99
Fault-based maintenance (FBM), 177
Fault tree 

minimal cut representation, 94
Fault tree analysis (FTA), 8

basic principles, 116–117
boolean algebra theorems, 117
elements, 117
event terms, 117

basic event, 117
intermediate event, 117
top event, 117

Fault tree symbols, 92, 118
FBM. See Fault-based maintenance (FBM) 
FD. See Fatigue damage (FD) 
Federal aviation administration (FAA), 2
Fiber buckling, 119
FMECA form, 88
FPI. See Fast probability integration (FPI) 
FSIs. See Functionally significant items (FSIs) 
F-111 system, 85
FTA. See Failure tree analysis (FTA) 
Functionally significant items (FSIs), 82
Functional testing, 32
Fuzzy comprehensive evaluation, 131
Fuzzy failure rate, 53
Fuzzy reliability theory, 52

irrationality of conventional reliability 
theory, 52

G
General risk model, 21
General visual inspection (GVI), 14, 141

inspections, 149
maximum inspection intervals by GVI and 

DET, 150
POD data for, 141

Gust load, 146
load exceedance curve, 147

GVI. See General visual inspection (GVI) 

H
Hardware reliability, 54

I
IBM. See Inspection-based maintenance 

(IBM) 
IFE. See Internal field emission (IFE) 
ILS. See Integrated logistic support (ILS) 
Incident, 23
Industry reliability program, 80
Inspection-based maintenance (IBM), 177
Inspection interval optimization, 151
Integrated logistic support (ILS) 

elements of, 96
management, 79
system, functions, 96

Interdependence, of operations and 
maintenance, 33

Internal field emission (IFE), 218

K
Kevlar fiber reinforced plastic (KFRP), 5
KFRP. See Kevlar fiber reinforced plastic 

(KFRP) 

L
Level of repair analysis (LORA), 95
Levenberg-Marquardt algorithm, 112
Load exceedance curve, 144
Logical gates, 91
Logistic support analysis (LSA), 85–90

failure mode effect analysis, 86–90
LSA tasks, 86
models, 95

Logistic support analysis plan (LSAP), 86
Logistic support analysis record (LSAR), 95
LORA. See Level of repair analysis (LORA) 
LSAR. See Logistic support analysis record 

(LSAR) 
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M
MAARS. See Maintenance analysis and 

reporting system (MAARS) 
Maintainability analysis and design, 63

assessment and prediction of, 68
advantages, 68
techniques, 69

Maintainability and reliability program 
activities during phases of project, 76

Maintainability characteristic, choice of, 67
Maintainability design 

accessibility, 72
affected factors, 70
allocation, 70
criteria, 70
demonstration and testing, 75
general criteria, 74
installation-components arrangement, 73
limiting clearance, 71
packaging, 72
standardization and interchange ability, 73

Maintainability engineering, definitions used 
in, 63

Maintainability function, 64
Maintainability management, 78

administration, 78
analysis, 78
design, 78

Maintenance analysis and reporting system 
(MAARS), 194

Maintenance analysis procedures, 80–84
accidental damage, 83
environmental deterioration, 83
fatigue damage, 83
MSG-3 logic, 81–82
rocedures, 80–81
reliability-centered maintenance (RCM), 81
setting task frequencies/intervals, 84
structures, 82–83
systems and power plants, 84

Maintenance cost, 170
wavelet denoising, 169

Maintenance engineering analysis (MEA), 2
Maintenance facilities, 97
Maintenance forms, 194
Maintenance planning, 195–197
Maintenance planning document (MPD), 4
Maintenance Program Development Policy 

and Procedures Handbook for 
Boeing 737NG, 110

Maintenance review board (MRB), 4, 81
Maintenance review board report (MRBR), 99
Maintenance significant items (MSIs), 82

Maintenance steering group (MSG), 3, 99, 
177, 179

Maintenance steering group (MSG-3), 4
integration of SHM with analysis of, 178
logic diagram, 4

considering SHM, 179
logic process and independent logic 

paths, 81
shortcomings, 177
structural analysis, 12–15
structural logic diagram, 82

Maintenance strategies 
condition-based maintenance (CBM), 177
fault-based maintenance (FBM), 177
inspection-based maintenance (IBM), 177
time-based maintenance (TBM), 177

Mapping capabilities 
number of nodes in hidden layers, selection 

of, 111–112
parameter ratio, 111–112

Markov chain method, 208, 209, 212
Material failure mechanisms, 55
Material resistance, 119
MATLAB software, 107, 108
MEA. See Maintenance engineering 

analysis (MEA) 
Mean time to failure (MTTF), 41
Mechanical reliability-stress-strength 

interference model, 50
analytical results, 51
introduction of theory, 50

Mechanical test equipment, 96
Metal crack propagation, 130
Metallic structures, crack propagation, 135
Metals and composites 

damage-tolerant design, 136
Military maintenance system, factors 

affecting, 36
Mil-Std tasks, 86
Minuteman launch control system, 90
Modification, 31
Monte Carlo (MC) simulation, 116,  

158, 170
MRB. See Maintenance review board (MRB) 
MRBR. See Maintenance review board report 

(MRBR) 
MSG. See Maintenance steering group (MSG) 
MSG-3. See Maintenance steering group 

(MSG-3) 
MSG series procedures, 80
MSIs. See Maintenance significant items 

(MSIs) 
MTTF. See Mean time to failure (MTTF) 
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N
Natural object impact, 123
NDI. See Nondestructive inspection (NDI) 
Near misses, 21
Nondestructive evaluation, 32
Nondestructive inspection (NDI), 155, 179

O
Occupational health and safety, 189–191

accident control, 189–190
hazard identification, 190–191

OEM. See Original equipment manufacturers 
(OEM) 

Often used maintainability distributions, 64
Operate to failure, 3
Operational environment, 100
Operational reliability (OR), 16
OR. See Operational reliability (OR) 
Organization for maintenance control, 191
OR gate, 92, 117–119
Original equipment manufacturers (OEM), 

17, 155
Overhaul, 30

P
PDFs. See Probability distribution functions 

(PDFs) 
Penalty cost, 150
Perceptron model, 103
POD. See Probability of detection (POD) 
POF. See Probability of failure (POF) 
Poisson distribution, 145
Precision electronic test equipment, 96
Probabilistic method, 143–145, 158–162

Monte Carlo simulation, 145
reliability formulation, 143–145

Probability distribution functions (PDFs), 
139, 163

Probability importance analysis 
results of, 124

Probability of detection (POD) 
vs. damage depth, 142
vs. damage diameter, 142

Probability of detection (POD), 160
Probability of failure (POF), 160, 161

vs. inspection interval, 150
Prototype development testing, 80

Q
Qualitative maintainability requirements, 66
Quality, 2, 11, 22, 23

characteristics of, 24
conformance verification, 77
customers define, 23
definitions of, 23
input information, 215
ISO definition, 23
perceived, 24
personnel, 68

Quantitative maintainability clauses, 66
Quasi-Newton algorithm, 112

R
RAAF. See Royal australian air force (RAAF) 
Rating matrix chart, 101
RCM. See Reliability-centered maintenance 

(RCM) 
Reference data definitions, 197–198

aircraft operating cycle, 197
engine operating cycle, 197
pressurization cycles, 197
useable-on-code, 198

Regression value 
contour plot, 112
against hidden layer nodes, 111
against performance ratio, 111

Relative residual strength reduction, 148
Reliability, 22
Reliability block and fault tree 

conversion between, 93
Reliability block diagram 

minimal cut representation, 94
Reliability-centered maintenance (RCM), 7–9

analysis steps, 10
features that characterize, 9
limitation, 10
maintenance strategies, 11

business based maintenance (BBM), 12
business centered maintenance (BCM), 11
computerized maintenance management 

systems (CMMS), 12
preventive maintenance optimization 

(PMO), 11
total productive maintenance (TPM), 11

objective, 9
reliability design, 7–9
SAE JA1011, stated basic questions for, 10

Repair, 6, 31, 136
analysis, level of, 95
bolted, 155
bonded, 155
composite repair techniques, 155
condition, 158
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cost, 150
damaged panels size, 180
evolution from state FULL OK, 211
flow chart, 156
mean time to repair (MTTR), 67
specific, 153
structural, 153
temporary, 160
thresholds, 17
time to repair electronic equipment, 64
tolerance, 157
unscheduled, 182

Repair flow chart, 156
Repair tolerance, 156–158
Replacement/throwaway, 31
Residual strength per life cycle, 149
Responsibilities interface of maintainability 

and maintenance, 78
Risk, 21

management, 23
Royal Australian Air Force (RAAF), 81

S
Safe-life concept, 80
Safety, 22
Satellite data transfer systems, 97
Scheduled SHM (S-SHM), 176, 178
SDI. See Special detailed inspection (SDI) 
SE. See Simultaneous engineering (SE) 
Service bulletins (SB), 155
SHM. See Structure health monitoring (SHM) 
Simplified MSG-3aircraft structure decision 

logic, 13
Simultaneous engineering (SE), 209
Small probability principle, 123
SOAP. See Spectrometric oil analysis (SOAP) 
Software maintenance, 33
Special detailed inspection (SDI), 141
Specific aircraft type training, 188–189
Specification, of maintainability, 65
Specific failure mode, criticality, 89
Spectrometric oil analysis (SOAP), 195
SRM. See Structural repair manual (SRM) 
S-SHM. See Scheduled SHM (S-SHM) 
SSIs. See Structurally significant items (SSIs); 

See also Structural significant 
items (SSIs)

Statistical reliability assessment, 85
Structural damage, 184
Structural health monitoring (SHM), 154, 170, 

173, 219

within aircraft maintenance, 175
applications in aircraft, 174–176
influence on current maintenance, 176–177
integration with MSG-3 analysis, 178–184

CBM, 183–184
scheduled CBM, 182
scheduled maintenance, 179
scheduled SHM, 180–181

technology, 173
Structurally significant items (SSIs), 81
Structural maintenance 

inspection types, 141
special detailed inspection (SDI), 141

Structural repair, 153. See also Repair
Structural repair manual (SRM), 139, 155
Structural significant items (SSIs), 109

wing 
AD rating, 110
average inspection intervals, 109
final approximation, 109

Structure health monitoring (SHM), 17
Structure importance analysis 

results of, 121
Structure importance coefficient, 121
Support equipment, 96
Surface protection schemes, 83
System engineering, 1
System of control, 192

T
TBM. See Time-based maintenance (TBM) 
Time-based maintenance (TBM), 177
Training algorithms 

selection, 112–113
for two problem types, 112

V
Validation pyramid, 216
Visibility, sensitivity, residual strength and 

likelihood decision rating, 107

W
Weibull distribution function, 163
Weibull expression, 138
Weibull PDF, 146
Wing structural damage, 125

Boeing 737-800 and Boeing 757-200, 125
data on, 137

Z
Z-pins composite, 130

Repair (cont.)


