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Preface

While the term “Big Data” is open to varying interpretation, it is quite clear that
the Volume, Velocity, and Variety (3Vs) of data have impacted every aspect of
computational science and its applications. The volume of data is increasing at a
phenomenal rate and a majority of it is unstructured. With big data, the volume
is so large that processing it using traditional database and software techniques
is difficult, if not impossible. The drivers are the ubiquitous sensors, devices,
social networks and the all-pervasive web. Scientists are increasingly looking
to derive insights from the massive quantity of data to create new knowledge.
In common usage, Big Data has come to refer simply to the use of predictive
analytics or other certain advanced methods to extract value from data, without
any required magnitude thereon. Challenges include analysis, capture, curation,
search, sharing, storage, transfer, visualization, and information privacy. While
there are challenges, there are also huge opportunities emerging in the fields
of Machine Learning, Data Mining, Statistics, Human-Computer Interfaces and
Distributed Systems to address ways to analyze and reason with this data.
Among other things, Big Data has the potential to help companies improve
operations and make faster, more intelligent decisions. This edited volume
focuses on the challenges and opportunities posed by Big Data in a variety of
domains and how statistical techniques and innovative algorithms can help glean
insights and accelerate knowledge discovery.

Venu Govindaraju
Vijay V. Raghavan

C.R. Rao
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Chapter 1

Document Informatics
for Scientific Learning
and Accelerated Discovery

Venu Govindaraju∗,1, Ifeoma Nwogu∗ ,1, Srirangaraj Setlur∗,1
∗University at Buffalo, SUNY, Buffalo, New York, USA
1Corresponding authors: e-mail: govind@buffalo.edu; inwogu@buffalo.edu; setlur@buffalo.edu

ABSTRACT
This chapter presents a concept paper that describes methods to accelerate new mate-
rials discovery and optimization, by enabling faster recognition and use of important
theoretical, computational, and experimental information aggregated from peer-reviewed
and published materials-related scientific documents online. To obtain insights for the
discovery of new materials and to study about existing materials, research and devel-
opment scientists and engineers rely heavily on an ever-growing number of materials
research publications, mostly available online, and that date back many decades. So, the
major thrust of this concept paper is the use of technology to (i) extract “deep” meaning
from a large corpus of relevant materials science documents; (ii) navigate, cluster, and
present documents in a meaningful way; and (iii) evaluate and revise the materials-related
query responses until the researchers are guided to their information destination. While
the proposed methodology targets the interdisciplinary field of materials research, the
tools to be developed can be generalized to enhance scientific discoveries and learning
across a broad swathe of disciplines. The research will advance the machine-learning
area of developing hierarchical, dynamic topic models to investigate trends in materials
discovery over user-specified time periods. Also, the field of image-based document
analysis will benefit tremendously from machine learning tools such as the use of
deep belief networks for classification and text separation from document images.
Developing an interactive visualization tool that can display modeling results from a large
materials network perspective as well as a time-based perspective is an advancement in
visualization studies.

Keywords: Accelerated discovery, Digital document analysis, Probabilistic topic
models, Scientific learning, Visualization
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4 PART A Modeling and Analytics

1 INTRODUCTION

In June 2011, the White House announced the Materials Genome Initiative
(MGI), as a critical effort to enhance America’s global competitiveness, by
bolstering the U.S. advanced manufacturing enterprise (White House Materials
Genome Initiative (MGI), 2011). MGI was launched as a presidential initiative
to aid businesses discover, develop, and deploy newmaterials twice as fast. “The
invention of silicon circuits and lithium ion batteries made computers and iPods
and iPads possible, but it took years to get those technologies from the drawing
board to the market place,” said the President as he announced the Initiative.
“We can do it faster.” Accelerating the pace of discovery and deployment of
advanced material systems will be crucial to achieving global competitiveness
in the twenty-first century. Figure 1 shows phases of howmaterials move through
the development continuum.

Most new materials innovation has not advanced much beyond Thomas
Edison’s trial-and-error approach to creating the light bulb in the late 1800s—it
takes years, sometime decades to develop a new material. There are potentially
high costs involved in development, high failure rate, and strong dependency
on experts to manufacture and deploy the “successful” materials. For example,
according to research published by the Tufts Center for the Study of Drug
Development (DiMasi et al., 2003), the average cost of developing a new
biotechnology material or drug can be as high as $1.2 billion1 over a period

FIGURE 1 The materials innovation development continuum. Source: White House Materials
Genome Initiative (MGI), 2011.

1. The biggest contributing factor is failure. The Tufts estimate is for the costs racked up by one
product making it through. Other researchers have argued against this value, but their arguments
are not substantiated in the literature.
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of about 12–15 years, having a fallout rate of 90+%. Similarly, the lithium ion
battery took approximately 20 years from discovery to deployment. Because
this pathway from discovery to commercialization can take decades, one of
the main thrusts of MGI is to reduce development time by providing the
infrastructure and training that American innovators need in order to discover,
develop, manufacture, and deploy advanced materials in a more expeditious and
economical way (White House Materials Genome Initiative (MGI), 2011).

The University at Buffalo (UB) research team, led by Venu Govindaraju, has
mobilized to work as part of a broader effort to realize the President’s vision
for advanced materials, by focusing on accelerating the early R&D stages of the
materials continuum. This will be accomplished by giving researchers access
to a very large data set as well as facilitation tools, upon which to base their
models, and to provide a more complete picture of a material’s characteristics.
One of the factors limiting a scientist’s ability to model materials behavior and
invent new materials is their limited knowledge of the underlying physical and
chemical mechanisms of the material system, and also limited knowledge of
what has already been done by other researchers.

The work being undertaken by the UB researchers intends to accelerate
materials discovery by significantly speeding-up the upfront learning processes
undertaken by researchers during early development phases of new materials.
This research involves a meta-learning approach where the large volumes of
information obtained from peer-reviewed scientific articles are intelligently
aggregated, clustered, and presented back to a researcher in a timely fashion,
thereby facilitating the opportunity to leverage available information for mod-
eling and simulation (from the large corpus of articles). Experimentalists will
benefit from such summaries and deep data analytics for their own materials
discovery research.

1.1 Sample Use Case

1.1.1 Description
An experimental materials physicist is interested in discovering new materials
that have a temperature-driven metal–insulator transition (MIT). There are only
a few known materials that act like an insulator at low temperatures but like
a metal at warmer temperatures, but these MIT sources have not been studied
extensively and even fewer experimental works exist in this area. The researcher
must consider that titanium, vanadium, chromium, cobalt, iron, nickel, and
ruthenium all exhibit rich phenomena of anomalous metallicity related to MIT.
She therefore wants to know if in the last 20 years, any oxides of these metals
have been measured under the conditions of. . .a certain temperature range, or
under a certain magnetic field, or under a certain electrical field, or measured
with a certain spectroscopy? At a global scale, she would find it extremely useful
not only to find out what metals or their oxides exhibit the MIT phenomenon,
but also see the trend of how materials with this property have been discovered
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and tested over the years. And as new measurement tools are been developed,
what new tests are being performed to expose this phenomenon? What new
measurements are being taken and what is the range of recorded data? Who
are the specialists/experts in this area?What journals carry the most informative
experimental articles about this topic?

Unfortunately, the data set with which she must interact is extremely large
and complex, comprising published scientific journal articles over a 20 year
span. Also, the problem of “studying about the conditions under which certain
metals exhibit MIT properties” is ill-defined and broadly scoped, especially
because many researchers do not even necessarily refer to this phenomenon in
their articles as MIT.

1.1.2 Current Research Process
The following steps provide an overview of the typical current process that the
researcher engages in as she begins her quest:

1. She starts out entering a few related keywords such as the metal names into
“Google” or Google Scholar, to get high-level information fromWikipedia®

and similar online sources.
2. She begins to build her intuition and perform trial-and-error-based searches

to get some basic information about MIT-exhibiting materials.
3. Now, armed with some basic information about her task, she begins to

perform more specific journal searches over authors, titles, and abstracts.
The focused journal search process:

- She searches for articles using the metal names and interesting phenom-
ena she believes might be related to MIT, orbital occupations, lattice
changes, etc.

- Iteratively, she constantly revises the specificity of her search (too specific
returns too few articles and too general returns too many).

- She cursorily reviews the returned lists, checking whether the articles are
experimental as she is only interested in these for now. She then saves
“potentially useful articles” to a private collection (this collection cannot
be too large as it will quickly become unwieldy to manage).

- At a more convenient time, she serially scans through all the articles in
the collection, reviewing their properties data and deciding whether to
discard or keep for more in-depth study at a later time.

- She is constantly taking notes and maintaining a type of logbook as she
gleans more knowledge about these phenomena and the related materials,
from the articles.

4. Now, she has narrowed her search to only three metals but will repeat a more
focused version of the entire process, as the information obtained so far is
still not sufficient begin to design her own series of experiments for a new
discovery.
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1.1.3 Problems with the Current Process
Although search engines like Google Scholar are useful for keyword-based
searches, their articles are typically indexed online by their meta-data such
as authors, title, abstract, keywords, year, journal/book-title, and other bib-
liographic information (Davis and Lagoze, 1995), and paper prominence is
driven solely by its citations. Beyond keywords in the title, abstract, descriptor,
and/or fulltext, the researcher still has to include the author names, journal
title, and/or publication year in the specifying query (Jacso, 2010), in order
to retrieve relevant articles. These online searches are especially inappropriate
for bibliometric searches, for evaluating publishing performances or the impact
of researchers and/or journals. For this reason, the intuition-building exercise
which needs to happen early in the research process can quickly lead down
dead-end trails. Performing trial-and-error searches online can be laborious and
time consuming.

Currently, the process of scanning through the contents of an article to figure
out if it contains sufficiently relevant material is a completely manual activity
performed serially. It is therefore easily prone to many human errors includ-
ing hit-or-miss errors, and is again also very laborious and time consuming.
Currently, it is not possible to search for a journal article based on a desired
range of a key property of one or more materials-of-interest. Lastly, there is no
automated way to figure out in advance if an article is experimental, theoretical,
or computational without scanning at least the first page or two of the article to
check for (i) equations, analytical models of materials and materials behavior
(thus a theoretical paper); (ii) computing properties of materials, numerical
solutions of the predictive equations of the models (thus a computational paper);
or (iii) descriptions of equipment ormeasurement and characterization processes
(thus an experimental paper). The matter is complicated because some majority
experimental papers contain some theory, and vice versa for theory papers.

1.1.4 The Future Process
The researcher interacts with the our engine via an interactive questions/answer-
ing session at the front-end. The research engine validates the formulated queries
via natural language, at the start of the process, to ensure the system and user are
both referring to the same meaning. An extensive documents-driven, indexing
system is prebuilt at the back-end from tables, figures, range of data, etc. Data
in the engine is organized primarily by materials, material-related phenomena,
and by key properties of the materials. There is also a time component to all the
data. Based on the nature of the query, the system can either access the prebuilt
hierarchical statistical model or dynamically develop a statistical model for the
specific request. Results can be summarized in a Wikipedia-like format and
presented to the user. The results are also presented to the user via the interactive
visualization tool to browse over time, over related materials, to launch original
journals, etc. To perform direct query searches usingmaterial properties and data
ranges, results can be displayed as tables, figures, and plots from the articles.
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Although we are not currently attempting to solve the end-to-end process
described here, we are developing many of the core pieces to realize this vision,
including (i) the hierarchical, time-based, clustering statistical model; (ii) the
ability to search on texts in plots and tables and display the query results in form
of the original figures; and (iii) the interactive visualization tool.

1.1.5 Benefits of the Future Process
Trial-and-error searches are reduced significantly via the interactive query
session upfront. The process of manually scanning through journal contents in
a serial fashion is now extensively automated, reducing human errors including
hit-or-miss errors, while also saving time and labor spent opening and scanning
through journal contents. It will now be possible to search for articles based on a
desired range of key properties and the results can be presented in different forms
as indicated by the user. Different query result views (with the option to select
one) are presented to the user. Lastly, one of the most important aspects of the
tool is its ability to display materials in a network graphical structure, showing
proximity ofmaterials and links based onmaterial phenomena.These can also be
viewed over time so that the most recently discovered materials and/or material
properties are displayed. For example, a recently discoveredmaterial, exhibiting
MIT properties, associated with vanadium (vanadium dioxide VO2) can be
shown on a timeline along with other similar vanadium-linked materials. It is
now possible to know in advance if an article is experimental, theoretical, or
computational, and in addition what materials science phenomena relate this
article to another (potential link in a network graph). Deep searches into table
contents, figure legends, etc. can now be performed and done quickly.

It would be of significant benefit to researchers to extract x–y pairs from
the plots in the figures analytically/automatically. Currently, it is done very
laboriously with a special tool, where one lays the journal page down, runs some
software, defines the corners of the figure, and then uses themouse to one-by-one
click on each data point. It is extremely slow and also liable to human error, if
one does not put the mouse right on top of the data point. It would be of benefit
to many scientists to have a visualization tool with an image analysis component
which could extract the data in numerical format so that the data can be examined
for range, maximum values, etc. In summary, in addition to its other benefits, the
development of this system including its front-end tools would greatly enhance
the efficiency of material researchers focused on new materials discovery.

2 HOW DOCUMENT INFORMATICS WILL AID
MATERIALS DISCOVERY

For generations, published scientific documents have been the primary sources
for advanced scientific discovery and knowledge, yet the process by which
scientists and engineers interact with these documents has largely remained
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the same. And although recent years have seen rapid growth in parallel and
distributed computing systems, developed in large part to serve as the backbone
of the modern Internet-based information ecosystem (Frontiers in Massive Data
Analysis—NIST Big DataWorking Group, n.d.), the scientific learning commu-
nity has not taken sufficient advantage of this growth in systems architecture to
accelerate scientific discoveries and knowledge acquisition.

Specifically, the tools, practices, and architectural framework we propose in
this research work will provide the means to structure and visualize large col-
lections of documents and concepts, extract “deep knowledge” from scholarly
scientific documents online, and accelerate the dispersion of new knowledge,
thus encouraging science-based innovation. Our proposed approach aims to
enhance the traditional methods (either computational, experimental, or theoret-
ical) of discovering new materials or new materials-related phenomena, thereby
advancing the fundamental understanding of materials more generally.

In a world of ever-increasing publications, there is no dispute over the fact
that many articles are not getting proper attention (Brooks, 2009; Haque and
Ginsparg, 2009; King, 2006); for example, the average number of citations per
article in mathematics is below 1 (Adler et al., 2012). By offering a wider variety
of ways to interact with articles, we anticipate significant improvements in the
availability of research methods and results for scholars and for applications
in society.

2.1 Motivation

Advanced materials are essential to economic security and human well-being, with
applications in multiple industries, including those aimed at addressing challenges
in clean energy, national security, and human welfare. Accelerating the pace of
discovery and deployment of advanced material systems will therefore be crucial
to achieving global competitiveness in the 21st century.

From the MGI Vision statement (White House Materials Genome Initiative
(MGI), 2011)

It is apparent that we are at the crossroads of scientific development where
innovative approaches for integrated comprehension of digitally available
resources are vital. This is possible only by coordinated cross-cutting research
that crosses the traditional boundaries of academic disciplines to develop
effective integrated solutions for learning and discovery. Thus, to keep up
with the pace of scientific progress and help mankind address our current
problems and the new challenges that keep confronting us, it is necessary for
the scientific community to have efficient means to assess the current state of
the art, thorough research to develop good scientific intuition as to what is likely
to work and which course to pursue, and in a way that will lead to accelerated
discoveries with the use of meta-machine learning methods. Development of
such technologies is also likely to have significant broader societal impact.
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And specifically, for materials science, the proposed infrastructure work
will accelerate new materials discovery (of significant benefit to society), by
enabling faster recognition and use of important theoretical, computational,
and experimental information aggregated from peer-reviewed and published
materials-related scientific documents online.

Scientifically, given the rate at which our digital knowledge bases are grow-
ing, it will take an immense number of and an amalgam of diverse technologies
to prepare our upcoming generations of students and researchers to navigate
the path of scientific documents for new discovery purposes. The automated
techniques available today for scientific research are very rudimentary, involv-
ing technologies such as keyword- and parser-based searches. These are not
adequate at all to enable a satisfactory experience from the perspective of a
researcher who is looking to quickly identify landmark papers, and focus on
deeper aspects of the paper such as the analysis of flow charts, graphs, diagrams,
tables, and scientific notation such asmathematical formulae, chemical symbols,
and other structures. While machine-print text processing is a mature field,
interpretation of elements such as graphs, figures, and tables still presents a
lot of unsolved challenges in Document Image Analysis (DIA). Reasoning
with and understanding the output of the DIA and representing and indexing
this knowledge such that it is amenable to more nuanced search will entail
new research in Ontologies, Natural Language Processing, and Information
Retrieval (IR).

Technically, the research will advance the machine-learning subarea of
developing hierarchical, dynamic topic models to investigate the trends
in materials discovery over user-specified time periods. Also, the field of
image-based document analysis will benefit tremendously from machine
learning tools such as the use of deep belief networks (DBNs) for classification
and text separation from document images. Developing an interactive visual-
ization tool that can display modeling results from a large materials network
perspective and a time-based perspective is an advancement in visualization.
Lastly, high-performance computing techniques will be implemented in the
visualization module to allow for any scalability issues that might result from
interacting with the large size of the documents corpus. Unlike traditional
methods of text-based document clustering, our approach will index document
data over text, images, and number units, where the data for modeling would
be obtained from the standard text in the article, table contents, image captions,
and data plots.

2.2 Big Data Justification

Howmany scholarly research articles are there in existence? According to Jinha
(2010), scholarly journal articles first appeared in 1665, and the cumulative
total is estimated at over 50 million as of 2009, resulting in well over a billion
pages of scholarship data. PubMed, a freely available index of biomedical
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abstracts published by the National Center for Biotechnology Information,
has a collection of more than 19 million citations (Dogan et al., 2009). But
even this enormous database excludes large swathes of previously published
articles in physics, mathematics, chemistry, engineering, and computer science
not indexed by the United States National Library of Medicine. Scopus, a
subscription-only database of journals, covers a wider range of literature than
PubMed and currently claims to have indexed over 40million records (Burnham,
2006). A rival of Scopus, the ISI Web of Knowledge (WOK), claims to be
a similar size with 40 million items and about a third of these are scientific
articles. Google Scholar also indexes all this data, but the size of their index
is not publicly available (Jacso, 2010). PubMed, Scopus, WOK, and Google
Scholar typically only index peer-reviewed articles. According to Larsen and
von Ins (2010), the rate of growth of scientific journals is about 4.7–7% per year
exponential growth, where the number doubles over a 10-year period. These
vast collections of publications offer an excellent opportunity for the automatic
discovery of knowledge by discovering unapparent logical connections among
existing scholarly information (Jin et al., 2007; Konrad, 2007).

The goal of this research work, therefore, is to devise a method to aid
materials researchers in learning about how to learn from a growing number of
large-scale materials research documents online, hence the term meta-learning.
The major thrust of this research work involves using technology to aid
researchers in (i) extracting “deep” meaning from a large number of related
documents; (ii) navigating, clustering, and summarizing response documents
in a meaningful way; and (iii) evaluating and revising the materials-related
query responses until the researchers are guided to their information destination.
Researchers would not only have accomplished their specific research tasks with
the aid of these tools but would have also learned about “how to learn” about
new and previously existing materials or newmaterials-related phenomena from
the large collection of scientific articles online. Although the methodology we
propose in this project is geared toward the interdisciplinary field of materials
research, these methods can be generalized to enhance the process of general
scientific discoveries and science learning online. Figure 2 shows the rate of
data growth.

2.3 Challenges of Meta-Learning in Materials Research

The large amounts of data necessary to represent digital text, along with
the subjectivity of classification, make the problem of learning from textual
data extremely challenging. Intelligent text classification methods, which rely
heavily on machine learning algorithms, have the potential to supersede existing
IR techniques and provide superior facilities that will save time and money for
users and companies.

The interdisciplinary nature of the field of materials research presents a
unique challenge in meta-learning because it is closely related to many areas of
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FIGURE 2 Data growth rate estimated from Ulrich’s International Periodicals in 2001
(Jinha, 2010).

science and engineering, incorporating elements of applied physics, biology, and
chemistry and applying methodologies from almost every area of engineering.

This method of learning about materials from existing literature presents
a plethora of multi-faceted challenges. These include (i) designing and imple-
menting big data systems architecture; (ii) developing computational methods
for aggregating text data over time, dating as far back as 200 years; (iii) develop-
ing computational models for clustering materials based on the connectivity of
their underlying structures, their material properties, the processes that change
the materials, and their structures; and (iv) documenting the functions and
performance of a large number of materials.

With the visualization tool, there are challenges especially involving usabil-
ity issues. These include howwell users understand the role of low-level compo-
nents of the tool, the extent of domain knowledge of users in order to interpret the
contents presented by the tool, learning and sharing various principles and skills
of visual communication and semiotics among collaborators potentially using
the tool, and scalability as the quantity of data being interacted with continues
to grow exponentially (Chen, 2005).

3 THE GENERAL RESEARCH FRAMEWORK

In this section, we describe a general framework for comprehensive scientific
learning and accelerated discovery in the digital age, beyond material science
alone. The proposed four-layer learning and discovery architecture is illustrated
in Fig. 3, where all four layers contribute in distinct ways to the overall process
of acceleration of discovery.
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FIGURE 3 Overview of proposed accelerated discovery framework.

● The data layer involves the low-level and mid-level processing (segmen-
tation, recognition, interpretation) of disparate data from multiple sources.
The data types include documents, videos, slides, blogs, etc. An additional
objective is to aggregate the different representations of the same concept at
the data level. The data layer embodies all scientific material on a topic and
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contributes to the process of discovery by highlighting the methods and ideas
already explored and overlaps between items so that reinvention of the wheel
can be avoided.

● The knowledge layer encompasses the tasks pertaining to enabling knowl-
edge capture for scientific search by developing fundamental theories and
methodologies to organize the output of the data layer. This layer focuses on
(i) collaboratively utilizing human intuition andmachine-based algorithms to
specify how the data is to be represented conceptually; (ii) predictions based
on known concepts learned from training data; and (iii) discoveries of pre-
viously unknown concepts hidden in the data. The consolidated knowledge
base which represents the digest of the data is essential preparation to enable
IR, Q&A, and summarization. It is instrumental in highlighting otherwise
unapparent linkages across the scientific items which are often the source of
major discoveries.

● The user interaction layer addresses the research needs for developing
human–computer interfaces that can support the vision of this learning
platform. Some of these technologies include advances in search (text, voice)
beyond keywords such as natural language queries and question answering
for interacting with the knowledge base, advances in text summarization
such as the automatic transformation of the results of a complex query into
a wiki format that will in turn lead to insightful visualization designs. The
user interface layer will also look at human-in-the-loop approaches, studying
continuous interactions between machine-prompted knowledge nuggets and
the human researcher consuming the data, in order to learn and predict user
intent and personalize the visualization interface.

● The evaluation layer is focused on studying how potential users of the
expedition will interact with and be impacted by the learning framework,
thus addressing the issues of value and impact in the societal context. This
research area especially focuses on the predesign and postimplementation
evaluation of the technologies developed, to ensure that they result in
improved usability and access. This layer has the dual role of evaluating the
effectiveness of the framework by comparing multiple learning methods and
discovery paradigms using control groups of students and researchers. Addi-
tionally, we expect this framework to be beneficial to practitioners also—e.g.,
this can help an engineer looking to apply methods from literature, to wade
through the complex alchemy of algorithms and parameters quickly and
speed up a process that usually take years to master. Given that the products
of scientific research are themselves data in our framework, we expect our
data-drivenmodeling to highlight the choice of the best techniques and asso-
ciated parameters that have proven successful in similar problem domains.

This general framework therefore addresses the development of a discovery
environment that facilitates rapid and comprehensive scientific learning, and
enables accelerated discovery. The framework incorporates the following
attributes:
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1. Efficient querying and search of the current state of the art
2. Development of a representation framework that captures the gist of knowl-

edge embedded in the scientific literature
3. Consolidation of the knowledge base by integration of scientific publications

with corresponding online resources such as video lectures, tutorials, blogs,
and wikis

4. Acceleration of discovery by avoiding “reinvention of the wheel” and by
making explicit unapparent linkages in the scientific body of literature.

Typically, we have looked to scientific literature for an authoritative, verifi-
able assessment of the current status of our knowledge for a given problem or
field. While full-text search of the document is feasible for most literature today,
for scientific discovery it is in many cases not linear text but other elements,
such as the hypothesis/argument/evidence structure, the tables, and the graphs,
that are of greater importance. The nature of the questions that a researcher
poses and the type of answers desired involve understanding the deeper meaning
in scientific literature, and we believe that this requires a paradigm shift in
the approach to search technologies (the framework for reasoning, clustering,
indexing, and retrieval) that will enable fundamentally different types of queries.

Today, the advances in computing, storage, and machine learning algorithms
make it possible for the entire scientific literature of any given field to be
examined in its totality, so that papers across topics, years, authors, disciplines,
and institutions can reveal linkages that have been thus far unapparent and which
could lead to transformational discoveries. Our proposal takes on this grand chal-
lenge by developing a framework that would scale across disciplines and acceler-
ate the entire process of scientific endeavor and discovery. The proof of concept
will be established on the basis of three disparate scientific domains: (i) materials
science, (ii) life sciences, and (iii) computer science. The testing and evaluation
of the outcomes of this proposal will be facilitated by support from publishers
of academic journals, and our experimental test bed will consist of a million
articles from a broad range of fields. We propose to target the journal family of
the American Physical Society (APS) (such as Physical Review B) for the area
of materials science and full participation, NIH Portfolio journals from PubMed
for the life sciences, and Open Access journals for computer science. An online
learning and discovery portal will be developed to demonstrate the outcomes.

4 PILOT IMPLEMENTATION

Wewill develop a proof-of-concept application, specifically narrowing down the
field of scientific articles to archives provided by the APS for four major physics
journals: (i) Physical Review (all years), (ii) Physical Review Letters (all years),
(iii) Physical Review X (all years), and Reviews of Modern Physics (all years).
And in spite of its substantial commercial value, the APS has freely provided
this data set to the UB for research-only purposes.
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4.1 Objective 1: To Design and Develop a Time-Based,
Hierarchical Topic Model

4.1.1 Problem Description
Currently, working with online documents typically involves using two
tools—search and links—we type keywords into a search engine and examine
the returned results in the form of ranked list of links to the documents. But
we propose a method for interacting in a different manner with scholarly
articles online, by searching, exploring, and visualizing the documents based
on themes. Scientific articles can now be hierarchically clustered with respect
to their relevance to identified themes, and users could explore how these
themes are related to each other. Also, the relationships between specific
themes and the associated subthemes, between meta-data such as authors and
themes, and how themes change over time can be explored. Currently, we
do not interact with large collections of scholarly documents in this manner,
primarily because human annotations of thematic structures are virtually
impossible at this scale. But the similarity in structure of scientific articles
across seemingly different interdisciplinary subject areas of material research
can be explored deeply to discover thematic commonalities, the use of analogous
methods/algorithms across fields, and other semantic content-based knowledge
(Huang, 2008). Hence, the goal of the proposed work is to develop machine
learning-based mechanism for this type of deep exploration within large
collections.

4.1.2 Prior Work
Studying the trend of scientific ideas over time was earlier studied by Kuhn in
1962 (Kuhn, 1962). In Kuhn’s model, science is viewed as shifting from one
paradigm to another; since researchers’ ideas and vocabulary are constrained
by their paradigm, successive less compatible paradigms will have a different
vocabulary and framing. Although Kuhn’s model was intended to apply only to
very large shifts in scientific thought, rather than at the microlevel of trends in
research, this insight that vocabulary and vocabulary shift is a crucial indicator
of ideas and shifts in ideas has been explored by several researchers in the
machine learning and information engineering communities (Hall et al., 2008).
A related issue is that of analyzing culture changes using millions of digitized
books (Michel et al., 2011).

Latent Dirichlet allocation (LDA) (Blei et al., 2003) also known as unsuper-
vised topic modeling was first published in 2003 and is the most basic idea of
probabilistic topic (or theme) modeling. It is assumed that a fixed number of
“topics” are distributions over words in a fixed vocabulary, in the entire docu-
ment collection, so that LDA provides a method for automatically discovering
topics that the documents collectively contain. Other more advancedmethods of
discovering latent hierarchies based on unsupervised learning of densities and
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nested mixtures include finite-depth trees (Williams, 1999), diffusive branching
processes (Neal, 2003), and hierarchical clustering (Heller and Ghahramani,
2005; Teh et al., 2008). Other latent hierarchical Bayesian approaches include
semi-supervised learning (Kemp et al., 2003), relational learning (Roy et al.,
2006), and multi-task learning (Daumé, 2009). Most recently, evolutionary dif-
fusion processes have been proposed to capture the tree-like, hierarchical struc-
ture of natural data (Adams et al., 2010;Meeds et al., 2008; Paisley et al., 2012).

The Dynamic Topic Model (Blei and Lafferty, 2006) is an example of how to
model temporal relationships by extending the standard LDA, where each year’s
documents are assumed to be generated from a normal distribution centroid over
topics, and the following year’s centroid is generated from the preceding year’s,
with a Markov chain type of relationship. The Topics over Time Model (Wang
and McCallum, 2006) assumes that each document chooses its own time stamp
based on a topic-specific beta distribution. These two models however impose
strong constraints on the time periods. Along these line, we also implemented a
dynamic topicmodel published in the Journal ofMachine Learning (Malgireddy
et al., 2013). In this model, we learned the relationships between the input
observables also as a Markov chain type of relationship and used this model to
cluster and classify human activities in large collections of videos. An example
of a subtree of documents inferred using 20 topics is presented in Fig. 4 (left),
where only the nodes with at least 50 documents are shown.

4.1.3 Research Contributions
Based on the assumption that materials research scholarly data can be naturally
modeled by an unobserved hierarchical structure, we build upon the unsu-
pervised tree-structured, hierarchical nonparametric Bayesian model originally
proposed by (Adams et al., 2010). A flexible nonparametric prior is placed over
unknown data hierarchies, and nested stick-breaking processes are implemented
to allow for the generation of trees of unbounded width and depth. This method
was applied to the hierarchical topic modeling of documents from the publicly
available data set, NIPS 1-122, and an example of a subtree of documents
inferred using 20 topics is shown in Fig. 4 (left), where only nodes with at least
50 documents are shown. Each node shows the fivemost common author names,
the five most common words, and a histogram over the years of proceedings.
We will implement such a model over a significantly larger and more diverse
collection of scholarly material research articles, for a distribution over random
measures that also construct a natural hierarchy on the thematic data. As in LDA,
we will use the bag-of-words topic model in our approach.Where in LDA, each
document has a unique topic distribution, in this model, each document lives at
a node and that node has a unique topic distribution. Thus, multiple documents
share a distribution over topics if they exist at the same node. Each node’s

2. http://cs.nyu.edu/~roweis/data.html.

http://cs.nyu.edu/~roweis/data.html
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FIGURE 4 Top: A subtree of documents from NIPS 1-12 (modified from Adams et al., 2010)
showing the hierarchy on thematic documents data. Bottom: A sample of our table and caption
detector (a current work in progress) on a physics article published in 1968. Image best viewed in
color.
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topic distribution is sampled from a chained Dirichlet-multinomial and each
word is drawn from a distribution over depths that is given by a stick-breaking
model.

An implementation such as this can capture natural events such as the
time period when certain materials begin to take a lion’s share of attention
in the materials research world. Studies of these materials spawn new areas
of research and cause new materials to be discovered. Hence, based on the
data obtained from our corpus of scholarly articles, such materials would be
the natural ancestors of more specialized materials that followed on from the
new ideas on these major materials. An example of such an event would be
the isolation of graphene (a crystalline form of carbon) in 2004 which has
led to an explosion in graphene research. This desirable feature of having a
distribution over hierarchies naturally allows us to have access to the notion
of ancestor materials data and their descendants. Correspondingly, we also gain
access through our model to the seminal papers leading to the discoveries of
the ancestor materials as well as the papers that have followed from such a
research boom.

It is important to note that the current way of tracking this type of explosion
in an area is the traditional way of following the references. One takes a seminal
paper in the past, finds out which articles reference it by doing a so-called
reverse literature search, and then determine which other articles reference the
second set, and so forth. This is the usual manner in which early-stage literature
searches are done by researchers in materials, when starting out in an area.
Our proposed method using advanced topic modeling goes beyond the scope
of just a reverse literature search, so that even without a large citation base,
the first papers containing the material names or certain associated keywords
become the ancestors on the hierarchical tree structure. This will provide a more
complete set of “pioneering papers” in the area than those linked by references,
thus enabling researchers to more readily access these pioneering works that
might be “hidden” in the large document corpus.

Our goal is to obtain prototype materials (from scholarly documents) at
different dimensions of interest and create phenomena-based links between
the prototypes and other materials within the hierarchy. A major attraction for
this proposed statistical modeling method is the practical inference approach
based on Markov chain Monte Carlo which has been demonstrated on several
real-world data sets in different domains by Adams et al. (2010).

The key intellectual contribution of this work is the machine learning-based
extensions we propose on the class of topic models, by extending the flat,
single-level LDA model to a hierarchical tree-structure to suit our predefined
concept types, and also to simultaneously incorporate a dynamic element into
this hierarchy in order to capture the trends in materials discovery over the years,
linked across subfields or topical areas in related materials.
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4.2 Objective 2: To Implement Algorithms for Extracting
Text from x–y Plots and Tables

4.2.1 Problem Description
The objective of DIA is to recognize the text and graphics components in images
and to extract the intended information as a human would (Blostein et al., 2000;
Kasturi et al., 2002; Lu et al., 2009). Although there are several categories of
document image processing (Balasubramanian et al., 2006), we are dealing
primarily with textual processing in this research work. Textual processing
involves extracting and generating meta-data from the text components of a
document image. Textual processing involves a significant amount of graphics
processing, which is necessary to separate graphical components from textual
ones (Futrelle et al., 2003; You et al., 2011). The two classes of document images
that we are concerned with in this work are (i) x–y plots in experimental physics
articles and (ii) tabular structures. The tasks involved in their analysis include
recognizing their location on a page, and further analysis to separate the text in
the graphics or tables from the background, surrounding lines, and curves. We
will be employing image processing and machine learning techniques for this
type of processing. After applying these text-from-graphics analysis techniques,
meta-data such as material properties, the metrics for the properties, and the
range of values are also culled from the processed documents, to yield a much
more concise and complete semantic description of the articles in the corpus.

4.2.2 Prior Work
Content-based image retrieval (Datta et al., 2008; Smeulders et al., 2000) is
a very mature, yet on-going, open area of research. Specifically, many of the
DIA algorithms found in use today were developed in the 1990s and early
2000s (Feng, 2009; Kim and Govindaraju, 1997; Madhvanath et al., 2009; Shi
et al., 2005), when document analysis was a very active research area. Some of
these works included text extraction historical documents, recognition of U.S.
census forms, bank check recognition, etc. Many of these were heuristic-based
algorithms that have done well on small volumes of data with clean well-defined
data structures, but are not at all expected to scale to the large data set we
are working with. Currently existing open source processes of turning PDF
documents into text are incapable of handling equations and tables. Pande (2002)
ran a few experiments of table understanding for IR purposes, but on clean
table data with known structure. Somemachine learning-basedmodels that have
shown promising results when applied to image categorization include Barnard
et al. (2003) and Li et al. (2009). Similarly, by extracting features of patches
from images of printed documents and using a Bayesian generative model,
document segmentation can be accomplished without attempting text extraction
(Burns and Corso, 2009) or using optical character recognizers (OCRs). A
discrete patch-based codebookwas learned over regions in the document and the
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FIGURE 5 From left to right are the original image, the encoded document, the topic map, and
the final segmentation. Source: Image obtained from Burns and Corso (2009).

latent variables presenting the region were measured as a distribution over the
patch indices. Figure 5 is an example of the results of the automated document
separation, without OCR.

4.2.3 Research Contributions
The main thrusts for this objective are

A. To extract plots, search on figure captions and axis labels, and analyze plotted
numerical data

– Enable search on figure captions
– Classify plots/figures into x–y plots and those not (typically diagrams,

photos, etc.)
– Extract axis labels and data from a plot into a table of x and y values
– Handle plots which are inset within other plots and plots which have

multiple curves, especially curves which cross each other. Curves will
be distinguished usually by color or symbol shape, but not always. Use
slopes of curves to estimate which curve is which

– Comparatives: ask the question: “which graphs are the same or similar,
among different papers, based on the shape of the curve and what is being
plotted?” (e.g., the maximum resistivity for Co compounds)

B. To extract data from tables

– Search on table headers and collect properties data
– Identify the data range values for the properties collected
– Extract data from bar graphs
– Separate columns, rows, and cells in tables and associate them with the

correct materials and properties
– Associate tables with paper section headings and perform advanced

analytics of surrounding text to get associations
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C. To enable usability

– For each document, or group of documents, make a list of all the tables
(with the extracted tables) and a list of all the figures (with extracted
figures), with their associated figure/table captions

– Index the x–y plots, index the key words in the figure caption. Search and
return figures which contain those key words. Link the PDF of the paper
to the figures/tables

The main implementation tool for separating printed text from surrounding
printed material is the DBN, to be used for extracting the text in figures
(specifically x–y plots) and tables. DBNs are generative models with multiple,
densely connected layers of nonlinear latent variables and have exponentially
more representational power than mixture models because many variables in
a layer can simultaneously contribute when generating data. Figure 6 shows
a two-layer DBN, where layers are shown by dashed boxes. The observed
variables v are the inputs (from scanned images of articles) to the first layer
and are used to learn weights W1. The reconstructed hidden variables h1 from
the first layer become the inputs to the second layer andW2 is learned similarly,
while keepingW1 fixed.

We propose the use of such a deep architecture for modeling the features
that represent the different parts of a scientific article. DBNs have been used
extensively in the last few years for feature extraction, especially for large data
sets (Hinton, 2007). Their efficient extension to 2D images was presented by
Ranzato et al. (2010, 2011). The technical challenges primarily include (i) how
to structure the scanned article data and present them to the deep network
as observed variables. The options include the use of convolutional kernels,
unfiltered image patches, whole static images downsampled to very small sizes,
etc.; (ii) the choice of the optimization criteria when reconstructing the inputs
to a layer; an appropriate energy function to minimize during reconstruction has
to be designed and proven theoretically; (iii) the choice of a classifier that will

FIGURE 6 The DBN architecture.
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perform optimal optical character recognition of the extracted items; and lastly,
(iv) the tuning of the design parameters (e.g., number of layers, full or partial
connectivity between layers) to obtain the best features for classification. We
currently have very promising results from isolating x–y plots in articles and
separating text from the surrounding printed materials in the plots, as shown in
Fig. 4 (right).

4.3 Objective 3: To Develop an Interactive, Materials
Network Visualization Tool

4.3.1 Problem Description
The proposed visualization tool has several different purposes (i) to display
the results of advanced queries involving material properties and data
ranges-of-interest, presenting the query results in the form of figures, tables, and
other informative objects in the papers; (ii) to display a graphical histogram-like
structure of the frequency of publications occurring for a material hierarchy
and each of its associated processes; and (iii) lastly, to provide an easy, visual
graphical network-like mechanism for the researcher to review the relationships
between different materials over time, across subtopical areas. Ultimately, the
tool will provide the researcher with an interface to interact with the large,
complex scholarly data and to access the necessary scientific papers related to
the specific research task at-hand.

The goal of this visualization tool is to close the loop of information
selection, preparation, and visualization. The tool will accelerate the process
of getting from large, complex, unwieldy data to general understanding and
back to more specific, relevant data, in a way that can be easily understood
and interacted with. For example, a scientist studying a more common material
wants to know, over all the decades (which in physics can be upward of 100
years) of experiments, whether this material has ever been measured under
the conditions of. . .a certain temperature range, or a certain pressure, or under
a certain magnetic field, or under a certain electrical field, or measured with
a certain spectroscopy, or a certain thermodynamic measurement (specific
heat, susceptibility, thermopower, etc.). If the material is a common one, that
information might exist in an obscure paper published so long in the past,
that it will be hard to review all the various suggestions, say from a Google
Scholar® search, looking for the right range of the property. A visualization tool
such as we propose can display the processes that have been associated with
materials and that links materials together. For example, the existence of the
relationship between silicon carbide (SiC) and graphene—when SiC is heated
to high temperatures (> 1100 ◦C) under low pressures (≈ 10−6 torr), it can be
reduced to graphene. The example in Fig. 7 shows a set of associations across
a broad range of papers and time. It demonstrates the sort of hierarchies of
relationships created not just by linking papers whichmention each other in their
list of references, but are linked thematically by subject matter and approach.
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FIGURE 7 An example of a graphical structure potentially showing a network of the clustered
hierarchies of materials. The size of the cluster represents its frequency in the data set and its
connections represent the associations with other materials.

4.3.2 Prior Work
There has been a large body of work over the past 60 years to uncover patterns
in large, complex data sets (Perer and Shneiderman, 2009; Shneiderman, 2002),
and Wasserman and Faust (1994) is perhaps the most widely used reference
book for many of the earlier methods (Shneiderman and Plaisant, 2006). There
have also been several projects focusing on improving interactive exploration
with networks. From a review in Shneiderman and Plaisant (2006), GUESS
is a graph exploration system that combines an interpreted language with a
graphical front-end (Adar, 2006). TreePlus allows users to explore graphs using
more comprehensible enhanced tree layouts (Lee et al., 2006). JUNG (the Java
Universal Network/Graph Framework) is an open source graph modeling and
visualization framework written in Java to provide users with a framework to
build their own social network analysis tools (Madadhain et al., 2005). Pro-
cessing (Fry, 2008) is a programming language and development environment
aimed specifically at implementing many different flavors of these visualization
programs.

Building the temporal element into visualization techniques over large data
sets is not quite as active an area of visualization research, but is also starting
to get some attention especially with geo-based spatiotemporal data (Compieta
et al., 2007). The Java3D visualization tool (Java3D Web site, n.d.) provides
user interaction in a non-geo-referenced space, making it more oriented to
data-mining experts.
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4.3.3 Research Contributions
Our goal is to build a multi-faceted visualization tool using the existing platform
provided by Processing (Fry, 2008). Processing enables us to write code which
is in turn compiled into Java. There is also a Processing javascript which will
be very useful for deploying this tool online, as Web sites choosing to use the
Processing-based tool can be deployed without Java applets. As an added bonus,
Processing has been available open source, for several years; hence, there is a
large number of examples and added code from the community, to accelerate
our development process. The current research items for the visualization tool
include

1. Developing tight integration between the automatic model computations
implemented from Sections 4.1 and 4.2 and the visualization tool;

2. Incorporating a significant amount of properties learned from the scientific
articles (meta-data) into the tool;

3. Implementing perceptual, cognitive, and graphical principles in the tool;
4. Optimizing the visualization techniques to allow researchers interactively

explore interaction techniques, such as focus and context;
5. Learning adaptive algorithms for users’ intent, in order to adapt the visual-

ization tool parameters based on the user’s preferences and the data selected.

4.4 Testing and Validation

We are developing a proof-of-concept materials research application, whose
front-end is the visualization tool and its back-end includes the output of the
time-based, hierarchical topic model. Our proof-of-concept targets only the
scientific articles in the archives provided to us by theAPS for fourmajor physics
journals. Their first papers were published between 1968 and 1970 so that we
have at least 40+ years of publications per journal. The archive includes all
volumes and issues within the publication year.

The significantly large number of documents (and clusters of documents)
being analyzed strongly suggests that many of the traditional algorithms for
evaluating topic models will need to be replaced by ones that scale better. The
primary author of the topic modeling paradigm, David Blei, has done extensive
work on running topic models on large data sets of publication data, where he
ran a 100-topic algorithm on all the Science articles from 1882 till 2001 (Blei
and Lafferty, 2007). The code for this work has been tested and optimized for
large data sets and is made publicly available at http://topics.cs.princeton.edu/
Science/. Although we will be extending this initial model significantly, we will
begin our implementation by building upon tried-and-tested codebases such
as this.

Duchi et al. (2012) presented an approach to supervised ranking based
on aggregation of partial preferences, using statistic-based empirical risk
minimization procedures. This approach showed very consistent results in large

http://topics.cs.princeton.edu/Science/
http://topics.cs.princeton.edu/Science/
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data sets for a large-scale Web-ranking task. Due to the large scale of this
project, we will implement similar risk minimization procedures for evaluating
the validity of our query results. High-performance computing techniques will
be employed in the visualization module to allow for any scalability issues that
might result from interacting with the large size of the documents corpus.

REFERENCES

Adams, R.P., Ghahramani, Z., Jordan, M.I., 2010. Tree-structured stick breaking for hierarchical
data. In: NIPS. pp. 19–27.

Adar, E., 2006. GUESS: a language and interface for graph exploration. In: Proceedings of the ACM
Conference on Human Factors in Computing Systems.

Adler, R., Ewing, J., Taylor, P., 2012. Citation statistics. Report from the InternationalMathematical
Union. URL http://www.mathunion.org/fileadmin/IMU/Report/CitationStatistics.pdf.

Balasubramanian, A., Meshesha, M., Jawahar, C.V., 2006. Retrieval from document image collec-
tions. In: Document Analysis Systems (DAS). pp. 1–12.

Barnard, K., Duygulu, P., de Freitas, N., Forsyth, D.A., Blei, D.M., Jordan, M.I., 2003. Matching
words and pictures. J. Mach. Learn. Res. 3, 1107–1135.

Blei, D., Lafferty, J., 2007. A correlated topic model of science. Ann. Appl. Stat. 1, 17–35.
Blei, D., Lafferty, J.D., 2006. Dynamic topic models. In: Proceedings of the 23rd International

Conference on Machine Learning, ICML. ACM.
Blei, D.M., Ng, A.Y., Jordan, M.I., 2003. Latent Dirichlet allocation. J. Mach. Learn. Res. 3,

993–1022.
Blostein, D., Lank, E., Zanibbi, R., 2000. Treatment of diagrams in document image analysis. In:

Proceedings of the International Conference on Theory and Application of Diagrams, vol. 2.
pp. 330–344.

Brooks, T., 2009. Timing and location count when announcing particle physics results. Symmetry
Magazine. URL http://www.symmetrymagazine.org/breaking/category/spires/.

Burnham, J., 2006. Scopus database: a review. Biomed. Digit. Libr. 3 (1).
Burns, T.J., Corso, J.J., 2009. Robust unsupervised segmentation of degraded document imageswith

topicmodels. In: Proceedings of IEEEConference on Computer Vision and PatternRecognition.
Chen, C., 2005. Top 10 unsolved information visualization problems. IEEE Comput. Graph. Appl.

25 (4), 12–16.
Compieta, P., Martino, S.D., Bertolotto, M., Ferrucci, F., Kechadi, T., 2007. Exploratory spatio-tem-

poral data mining and visualization. J. Vis. Lang. Comput. 18 (3), 255–279.
Datta, R., Joshi, D., Li, J., Wang, J.Z., 2008. Image retrieval: ideas, influences, and trends of the new

age. ACM Comput. Surv. 40 (2), 1–60.
Daumé III, H., 2009. Bayesian multitask learning with latent hierarchies. In: Proceedings of the

Twenty-Fifth Conference on Uncertainty in Artificial Intelligence. AUAI Press, pp. 135–142.
Davis, J.R., Lagoze, C., 1995. Dienst: an architecture for distributed document libraries. Commun.

ACM 38, 38.
DiMasi, J., Hansen, R., Grabowski, H., 2003. The price of innovation: new estimates of drug

development costs. J. Health Econ. 22, 151–185.
Dogan, R.I., Murray, G.C., Névéol, A., Lu, Z., 2009. Understanding pubmed® user search behavior

through log analysis. Database 2009. http://dx.doi.org/10.1093/database/bap018.
Duchi, J.C.,Mackey, L., Jordan,M.I., 2012. The Asymptotics of Ranking Algorithms. arXiv e-prints
Feng, S., 2009. Statistical Models for Text Query-Based Image Retrieval. PhD thesis, University of

Massachusetts.

http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0010
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0015
http://www.mathunion.org/fileadmin/IMU/Report/CitationStatistics.pdf
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0025
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0030
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0035
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0040
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0045
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0050
http://www.symmetrymagazine.org/breaking/category/spires/
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0060
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0065
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0070
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0075
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0080
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0085
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0090
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0095
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0100
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0105
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0110


Document Informatics for Scientific Learning and Accelerated Discovery Chapter | 1 27

Frontiers in Massive Data Analysis—NIST Big Data Working Group, n.d. URL http://bigdatawg.
nist.gov/FrontiersInMassiveDataAnalysisPrepub.pdf.

Fry, B., 2008. Visualizing Data—Exploring and Explaining Data with the Processing Environment.
O’Reilly Media, Sebastopol, CA, pp. I–XIII, 1–366 .

Futrelle, R.P., Shao, M., Cieslik, C., Grimes, A.E., 2003. Extraction, layout analysis and classi-
fication of diagrams in pdf documents. In: Proceedings of the International Conference on
Document Analysis and Recognition. p. 1007.

Hall, D.L.W., Jurafsky, D., Manning, C.D., 2008. Studying the history of ideas using topic models.
In: Proceedings of the Conference on Empirical Methods in Natural Language Processing,
EMNLP’08. Association for Computational Linguistics, pp. 363–371.

Haque, A., Ginsparg, P., 2009. Positional effects on citation and readership in arXiv.
arXiv:0907.4740

Heller, K.A., Ghahramani, Z., 2005. Bayesian hierarchical clustering. In: Proceedings of the 22nd
International Conference on Machine Learning, ICML. ACM, pp. 297–304.

Hinton, G.E., 2007. Boltzmann machine. Scholarpedia 2 (5), 1668.
Huang, A., 2008. Similarity measures for text document clustering. In: NZCSRSC. pp. 49–56.
Jacso, P., 2010. Metadata mega mess in Google Scholar. Online Inf. Rev. 34, 175–191.
Java3D Web site, n.d. URL http://java.sun.com/products/java-media/3D/S.
Jin, W., Srihari, R., Wu, X., 2007. Mining concept associations for knowledge discovery through

concept chain queries. Adv. Knowl. Discov. Data Min. 4426, 555–562.
Jinha, A., 2010. Article 50 million: an estimate of the number of scholarly articles in existence.

Learn. Publ. 23, 258–263.
Kasturi, R., O’Gorman, L., Govindaraju, V., 2002. Document image analysis: a primer. Sadhana 27

(1), 3–22.
Kemp, C.C., Griffiths, T.L., Stromsten, S., Tenenbaum, J.B., 2003. Semi-supervised learning with

trees. In: NIPS. MIT Press.
Kim, G., Govindaraju, V., 1997. Bank check recognition using cross validation between legal and

courtesy amounts. Int. J. Pattern Recognit. Artif. Intell. 11 (4), 657–674.
King, D.W., 2006. Measuring total reading of journal articles. D-Lib Magazine 12 (10), 71–122.

URL http://www.dlib.org/dlib/october06/king/10king.html.
Konrad, A., 2007. On inquiry: human concept formation and construction ofmeaning through library

and information science intermediation. PhD thesis, University of California, Berkeley.
Kuhn, T.S., 1962. The Structure of Scientific Revolutions. University of Chicago Press, Chicago, IL.
Larsen, P.O., von Ins, M., 2010. The rate of growth in scientific publication and the decline in

coverage provided by science. Scientometrics 84, 575–603.
Lee, B., Parr, C.S., Plaisant, C., Bederson, B.B., Veksler, V.D., Gray, W.D., et al., 2006. TreePlus:

interactive exploration of networks with enhanced tree layouts. IEEE Trans. Vis. Comput.
Graph. 12 (6), 1414–1426.

Li, L.-J., Socher, R., Li, F.-F., 2009. Towards total scene understanding: classification, annotation
and segmentation in an automatic framework. In: CVPR. pp. 2036–2043.

Lu, X., Kataria, S., Brouwer, W.J., Wang, J.Z., Mitra, P., Giles, C.L., 2009. Automated analysis of
images in documents for intelligent document search. Int. J. Doc. Anal. Recognit. 12, 65–81.

Madadhain, J., Fisher, D., Smyth, P., White, S., Boey, Y.B., 2005. Analysis and visualization of
network data using JUNG. J. Stat. Softw. 10, 1–25.

Madhvanath, S., Govindaraju, V., Srihari, S., 2009. Recognition of US census forms. Int. J. Imaging
Sci. Technol. 7, 312–319.

Malgireddy, M.R., Nwogu, I., Govindaraju, V., 2013. Language-motivated approaches to
action recognition. J. Mach. Learn. Res. 14, 2189–2212. URL http://jmlr.org/papers/v14/
malgireddy13a.html.

http://bigdatawg.nist.gov/FrontiersInMassiveDataAnalysisPrepub.pdf
http://bigdatawg.nist.gov/FrontiersInMassiveDataAnalysisPrepub.pdf
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0120
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0125
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0130
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0135
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0140
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0145
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0150
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0155
http://java.sun.com/products/java-media/3D/S
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0165
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0170
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0175
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0180
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0185
http://www.dlib.org/dlib/october06/king/10king.html
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0195
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0200
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0205
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0210
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0215
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0220
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0225
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0230
http://jmlr.org/papers/v14/malgireddy13a.html
http://jmlr.org/papers/v14/malgireddy13a.html


28 PART A Modeling and Analytics

Meeds, E., Ross, D., Zemel, R., Roweis, S., 2008. Learning stick-figure models using nonparametric
Bayesian priors over trees. In: Computer Vision and Pattern Recognition (CVPR), 2008 IEEE
Conference on. pp. 1–8.

Michel, J.B., Shen, Y., Aiden, A., Veres, A., Gray,M., Pickett, J., et al., 2011. Quantitative analysis of
culture using millions of digitized books. Science 331, 176–182. URL http://www.sciencemag.
org/content/331/6014/176.full.html.

Neal, R., 2003. Density modeling and clustering using Dirichlet diffusion trees. Bayesian Statistics.
pp. 619–629.

Paisley, J.W., Blei, D.M., Jordan, M.I., 2012. Stick-breaking beta processes and the Poisson process.
J. Mach. Learn. Res. Proc. Track 22, 850–858.

Pande, A., 2002. Table understanding for information retrieval. MSc thesis, Virginia Technical
Institute.

Perer, A., Shneiderman, B., 2009. The importance of integrating statistics and visualization:
long-term case studies supporting exploratory data analysis of social networks. IEEE Comput.
Graph. Appl. 29, 39–51.

Ranzato, M., Krizhevsky, A., Hinton, G.E., 2010. Factored 3-way restricted Boltzmann machines
for modeling natural images. J. Mach. Learn. Res. Proc. Track 9, 621–628.

Ranzato, M., Susskind, J., Mnih, V., Hinton, G.E., 2011. On deep generative models with applica-
tions to recognition. In: CVPR. pp. 2857–2864.

Roy, D.M., Kemp, C., Mansinghka, V.K., Tenenbaum, J.B., 2006. Learning annotated hierarchies
from relational data. In: NIPS.

Shi, Z., Setlur, S., Govindaraju, V., 2005. Text extraction from gray scale historical document
images using adaptive local connectivity map. In: Proceedings of the International Conference
on Document Analysis and Recognition. pp. 794–798.

Shneiderman, B., 2002. Inventing discovery tools: combining information visualization with data
mining. Inf. Vis. 1 (1), 5–12.

Shneiderman, B., Plaisant, C., 2006. Strategies for evaluating information visualization tools:
multi-dimensional in-depth long-term case studies. In: Proceedings of the 2006 Advanced
Visual Interfaces Workshop on Beyond Time and Errors: Novel Evaluation Methods for
Information Visualization. Association for Computing Machinery, pp. 1–7.

Smeulders, A.W.M., Worring, M., Santini, S., Gupta, A., Jain, R., 2000. Content-based image
retrieval at the end of the early years. IEEE Trans. Pattern Anal. Mach. Intell. 22 (12),
1349–1380.

Teh, Y.W., Daumé III, H., Roy, D.M., 2008. Bayesian agglomerative clustering with coalescents. In:
Advances in Neural Information Processing Systems, vol. 20.

Wang, X., McCallum, A., 2006. Topics over time: a non-Markov continuous-time model of topical
trends. In: ACM SIGKDDConference on Knowledge Discovery and DataMining, KDD. ACM,
pp. 424–433.

Wasserman, S., Faust, K., 1994. Social Network Analysis: Methods and Applications. Cambridge
University Press.

White House Materials Genome Initiative (MGI), 2011. Materials Genome Initiative for
Global Competitiveness. URL http://www.whitehouse.gov/sites/default/files/microsites/ostp/
materials_genome_initiative-final.pdf.

Williams, C.K.I., 1999. An MCMC approach to hierarchical mixture modelling. In: NIPS.
pp. 680–686.

You, D., Antani, S., Demner-Fushman, D., Govindaraju, V., Thoma, G.R., 2011. Detecting figure–
panel labels in medical journal articles using MRF. In: ICDAR. pp. 967–971.

http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0240
http://www.sciencemag.org/content/331/6014/176.full.html
http://www.sciencemag.org/content/331/6014/176.full.html
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0250
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0255
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0260
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0265
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0270
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0275
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0280
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0285
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0290
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0295
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0300
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0305
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0310
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0315
http://www.whitehouse.gov/sites/default/files/microsites/ostp/materials_genome_initiative-final.pdf
http://www.whitehouse.gov/sites/default/files/microsites/ostp/materials_genome_initiative-final.pdf
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0325
http://refhub.elsevier.com/B978-0-444-63492-4.00001-0/rf0330


Chapter 2

An Introduction to Rare Event
Simulation and Importance
Sampling

Gino Biondini∗,1
∗Department of Mathematics, State University of New York at Buffalo, Buffalo, New York, USA
1Corresponding author: e-mail: biondini@buffalo.edu

ABSTRACT
This chapter provides a relatively low-level introduction to the problem of rare event
simulation with Monte Carlo methods and to a class of methods known as variance
reduction techniques that have been devised to deal with this problem. Special emphasis is
given to importance sampling, but several other techniques are also presented, including
the cross-entropy method, rejection sampling, and Markov chain Monte Carlo methods
such as theMetropolis method and Gibbs sampling. A brief discussion is also given about
asymptotic efficiency and the connections with large deviations theory.
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1 INTRODUCTION: MONTE CARLO METHODS, RARE EVENT
SIMULATION, AND VARIANCE REDUCTION TECHNIQUES

Since its introduction almost 70 years ago (Metropolis and Ulam, 1949) (see
Metropolis, 1987 for a historical review), the Monte Carlo (MC) method has
been extensively used in engineering and scientific computing. In their most gen-
eral interpretation,MCmethods are a way to compute integrals. They comprise a
collection of techniques for generating random samples on a computer as well as
their application to solve a variety of problems. In essence, they involve drawing
random or pseudo-random samples from a specific distribution and using them
to estimate one or more quantities of interest. Such methods are especially
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advantageous over numerical quadrature methods when the dimensionality of
the problem is large. As a result, and thanks to their flexibility, such methods
have found a wide range of applications (e.g., see Fishman, 1996; Fishman,
2006; Kroese et al., 2011; Landau and Binder, 2000).

A common challenge in MC simulation is that of rare event simulation, also
referred to as the problem of rare events, where very small probabilities need
to be accurately estimated—for example, in reliability analysis, or performance
analysis of telecommunication systems. In a nutshell, the problem is that if one
needs to quantify the probability of one or more events that occur very rarely, an
exceedingly large number of samples are needed even to just produce the desired
events, and an even larger number of samples are required to obtain accurate
estimates. Other applications that call for rare event simulation are queueing
systems (to avoid excessively long waiting times), nuclear physics (avoiding
catastrophic accident), security systems (false alarms in radar), material science
(technical defects), mathematical science, and insurance.

One approach to overcome the problem of rare events is the use of vari-
ance reduction techniques (VRTs) (e.g., see the monographs: Bucklew, 2004;
Fishman, 1996; Kroese et al., 2011 for general reviews). The general idea behind
all of these techniques is to modify the selection of the random samples in
such a way that the desired events occur more frequently than they would
normally, while simultaneously taking these changes into account in order to
obtain unbiased estimates.

Perhaps the most famous VRT is the importance sampling (IS) (Fishman,
1996; Kroese et al., 2011; Srinivasan, 2002). The main idea behind IS is to
select an appropriate biasing distribution (i.e., a change of probability measure)
from which to draw the MC samples so that most of the distribution mass
falls on the regions of interest. This ensures that many of the MC samples
will produce the rare events sought. At the same time, the contribution from
each sample is weighted according to the likelihood ratio, which ensures that
unbiased estimates are obtained.

Of course, for IS to be effective, a good biasing distribution must be chosen.
This requires knowledge of which system configurations are likely to produce
the rare events of interest. Even though such knowledge is not always available,
in many cases it is enough to leveragewhat is known about the system’s behavior
in order to guide the choice of biasing distribution, and indeed IS has been used
with success in a variety of applications (Biondini et al., 2004; Li et al., 2007;
Moore et al., 2008; Smith et al., 1997). (Note that, often, exact knowledge of
the most likely failure configurations may not be needed, and an approximate
knowledge may be sufficient, since the statistical nature of the MC sampling
allows one to take into account the contributions of nearby points in sample
space.)

Many other VRTs have also been used with success in various applications,
such as multicanonical MCmethods (Yevick, 2002),Markov chainMonte Carlo
(MCMC) methods (Secondini and Forestieri, 2005), and Gibbs sampling. See
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Fishman (1996), Landau and Binder (2000), and MacKay (2003) for a general
overview of these methods. The common thread among those VRTs is that they
are adaptive. In essence, such methods attempt to find the important regions
of sample space numerically. These methods can be applied to problems for
which no good choice of biasing distribution is known. When IS is available,
however, it is generally advantageous over other methods, because: (i) IS
allows one to compute precise error estimates, if desired; (ii) adaptive methods
typically require tweaking certain parameters, on which IS is less dependent;
and (iii) IS is usually faster than adaptive methods, since, in adaptive methods,
a certain portion of numerical simulations needs to be used to look for the most
important regions in state space. Indeed, the speed advantage of IS was verified
directly in a few cases by a detailed comparison between different methods
(Biondini and Kath, 2005; Lima et al., 2005). We should also mention that it
is not always necessary to choose between IS and adaptive VRTs. Indeed, yet
another technique which has proven to be especially useful in recent years is the
cross-entropymethod (deBoer et al., 2005;Rubinstein andKroese, 2004).While
it is a useful VRT on its own right, in some cases, the cross-entropy method can
also be combined with IS to afford the user the advantages of both IS and those
of adaptive techniques.

The remainder of this chapter aims to put the above discussion on a more
precise mathematical setting.

2 MC METHODS AND THE PROBLEM OF RARE EVENTS

2.1 MC Estimators

We start with a simple one-dimensional (1D) example. Let X be a random
variable (RV) with probability density function (pdf) px(x) (Papoulis, 1991).
If one defines Y = y(X), where y(x) = ∫ x

−∞ px(x) dx, it is easy to show that
Y is uniform in [0,1]. [To see this, note that py(y) dy = px(x) dx, with dy =
(dy/dx) dx. But dy/dx = px(x), so py(y) = 1.]

Now suppose that we wish to calculate the probability Q that X falls in a
range R of interest, namely Q = P[X ∈ R ], where R ⊂ R. We can write Q as

Q =
∫
IR(x)px(x) dx . (1)

The function IR(x) is the so-called indicator function (or characteristic function)
of the set R: namely, IR(x) = 1 if x ∈ R and IR(x) = 0 otherwise. (Hereafter
we will drop the subscript R on I whenever that will not cause ambiguity.
Also, integrals without limits are always intended as complete—i.e., over all
of sample space—unless specifically noted otherwise.) In particular, we are
interested in situations in which it is difficult to compute the above integral
analytically.
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Making the substitution x �→ y, we can express Q as Q = ∫
I(x(y)) dy. It is

therefore natural to try to estimate Q using a frequency count. That is, we draw
N independent identically distributed (i.i.d.) random samples Y1, . . . , YN from
a uniform distribution and we write the estimate Q̂N = F/N, where F is the
number of samples which fall in the region of interest. More specifically, the
aboveMC estimator is Q̂N = (1/N)

∑N
n=1 I(x(Yn)). Equivalently, we can forget

about Y and write the above estimator as

Q̂N = 1

N

N∑
n=1

I(Xn) , (2)

where the i.i.d. random samples X1, . . . ,XN are drawn according to the distri-
bution px(x). Note that, while Q is a deterministic quantity, Q̂N is itself a RV. In
fact, it is easy to show that

E[Q̂N] = 1

N

N∑
n=1

E[I(Xn)] = E[I(X)] = Q ,

where E[Z] = ∫
Z(x)px(x) dx denotes the expectation value with respect to the

pdf px(·), which shows that the expectation value of our estimator is indeed the
quantity of interest, and

var[Q̂N] = E[Q̂2
N] − E[Q̂N]2 = 1

N2

N∑
n=1

N∑
m=1

E[I(Xn)I(Xm)] −Q2

= 1

N
var[I(X)] ,

where we used the fact that E[I(Xn)2] = var[I(X)] + Q2 and E[I(Xn)I(Xm)] =
Q2 when n �= m (because Xn and Xm are statistically independent). Note that the
above two results are true more generally, i.e., independently of I(·) being an
indicator. For an indicator function, in particular, it is E[I(Xn)2] = Q (because
I2(x) = I(x)) and therefore

var[Q̂N] = 1

N
(Q− Q2) .

The above results are easily extended to the multidimensional case. Let X =
(X1, . . . ,XD)T be a vector of RVs with joint pdf px(x), and suppose that we are
interested in the probability Q = P[ y(X) ∈ R ], where y(x) is some real-valued
function:

Q =
∫
IR(y(x))px(x)(dx) , (3)

where (dx) = dx1 · · · dxD is the volume element inRD. More generally, consider
integrals of the type
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Q =
∫
f (x)px(x)(dx) , (4)

where f (x) is a generic real-valued function. Situations for which calculating
the above integral analytically is practically impossible are very common: The
dimensionality of the system might be very large, the function f (·) might be
complicated, and/or the region R might be complicated.

By analogy with the 1D case, we can define the MC estimator

Q̂N = 1

N

N∑
n=1

f (Xn) . (5)

As in the 1D case, we have

E[Q̂N] = E[f (X)] = Q , var[Q̂N] = 1

N
var[f (X)] . (6)

Then, if in particular f (X) = I(y(x)), we have var[Q̂N] = (Q− Q2)/N . The
above result implies that the accuracy of a MC estimator is simply proportional
to 1/

√
N independently of the number of dimensions. This is one of the main

advantages of MC methods to compute multidimensional integrals compared to
deterministic integration methods.

In passing, we note that

var[f (X)] =
∫ (

f (x) − Q
)2
px(x)(dx) .

But since in practice we do not know the theoretical variance, we can define a
MC estimator for it:

σ̂ 2
N = 1

N − 1

N∑
n=1

(
f (Xn) − Q̂N

)2
.

(The N−1 in the denominator is necessary for σ̂ 2
N to be an unbiased estimator,

i.e., so that E[σ̂ 2
N] = var[f (x)].) Note also that an efficient way to compute σ̂ 2

n is
to use the recursion relation

(n− 1) σ̂ 2
n = (n− 2) σ̂ 2

n−1 +
(
1 − 1

n

)(
f (Xn) − Q̂n−1

)2
.

Using this formula, one can compute both the sample mean and variance in a
single iteration.

As a simple example of an application of MC methods, one can approximate
the value of π as follows. The area of the portion of the unit disk in the first
quadrant is π/4. We can write this area as an integral of the form (3), where x =
(x1, x2) and px(x) ≡ 1 (i.e., x1 and x2 are independent uniformRVs in [0,1]), and
with y(x) = ‖x‖2 = x21 + x22 andR = {y ∈ R : 0 ≤ y ≤ 1}.We can then estimate
this integral with MC methods by simply taking random samples and counting
the fraction of samples that fall inside the disk.
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2.2 The Problem of Rare Events

While the variance of a MC estimator provides an absolute measure of how
widely distributed it is around its mean value, in most cases a relative measure
of the relative accuracy of the MC estimator is more useful. Such a measure is
provided by the coefficient of variation (cv) of a RV Z, which is defined as

cv[Z] = stdev[Z] /E[Z] ,
where as usual stdev[Z] = √

var[Z] is the standard deviation. More precisely,
the cv gives the number of samples that are necessary on average to achieve a
given accuracy.

To apply this concept in our case, suppose Z = Q̂N . Since var[Q̂N] =
var[f (X)]/N, we have cv[Q̂N] = cvQ/

√
N, where (with some abuse of notation)

we denoted cvQ = stdev[f ]/Q. Therefore, if we want cv[Q̂] to be below a target
value cvo, on averagewewill needN > (cvQ/cvo)2. In particular, for an indicator
function the above calculations yield cv[Q̂] = √

(1 −Q)/(NQ).
We can now see the problem of rare event simulation in a more quantitative

way: IfQ  1, the number of samples needed on average to obtain a given value
of cv is N ∼ 1/(Qcv2o ). For example, if Q ∼ 10−6 and we want a cv of 0.1, we
need N = 108 samples. In other words, the problem is that, if Q  1, the events
that make I(y(x)) = 1 have a very low probability of occurring, and therefore, a
large number of samples is needed even to observe one such event, and an even
larger number of samples is needed to obtain a reliable estimate.

As mentioned in Section 1, VRTs are a collection of methods aimed at
overcoming (or at least alleviating) this problem. In the following, we will look
in some detail at two of them, namely IS and the cross-entropy method.

3 IMPORTANCE SAMPLING

3.1 Importance-Sampled MC Estimators

As mentioned earlier, the idea behind IS is simple: We want to improve the
efficiency of MC methods by pushing (biasing) the simulations to favor the
rare events of interest so that they will occur more frequently than they would
otherwise. Of course, we must do this in a proper way in order to still have an
unbiased estimator (i.e., an estimator whose expectation value is still the quantity
of interest).

We do so by introducing a modified density p∗(x), called the biasing
distribution, and by rewriting the integral in Eq. (4) that defines the quantity
of interest as

Q =
∫
f (x)L(x)p∗(x) (dx) . (7)
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The ratio L(x) = px(x)/p∗(x) is called the importance function or likelihood
ratio (or even weight function in some works). An equivalent way to write the
integral in Eq. (7) is

Q = E∗[f (X)L(X)] , (8)

where E∗[·] denotes expectation values with respect to the density p∗(x). We
then define an importance-sampled MC estimator as

Q̂∗
N = 1

N

N∑
n=1

f (X∗
n)L(X

∗
n) ,

where the samples X∗
n are now drawn from the biasing distribution p∗(x).

Importantly, note that a necessary requirement in order to carry out the change of
measure from (4) to (7) is that the support of f (x)p∗(x) includes that of f (x)p(x)
[i.e., f (x)p∗(x) �= 0 whenever f (x)p(x) �= 0]. Otherwise Q̂∗

N will not converge
to the correct value in general. Conversely, it should be obvious that, as long as
this condition is satisfied, E∗[Q̂∗

N] = Q, thanks to Eq. (8). That is, we still have
an unbiased estimator for the quantity of interest.

The reason for biasing the sampling distribution can be seen by looking at
the variance of our new estimator, namely

var∗[f (X)L(X)] =
∫ (

f (x)L(x)−Q)2p∗(x)(dx) =
∫
f 2(x)L(x)px(x)(dx)−Q2.

(9)
Thus,

var[f (X)] − var∗[f (X)L(X)] =
∫
f 2(x)

(
1 − L(x)

)
px(x)(dx) . (10)

Looking at the integrand in Eq. (9) we see that if p∗(x) = f (x)px(x)/Q, wewould
have var∗[f (X)L(X)] = 0. Thus, in this case our importance-sampled estimator
would have zero variance: every sample would always yield the same result,
namely the exact value of the quantity Q of interest!

Of course, the above choice of biasing distribution is not practical, because
it requires the advance knowledge of the value ofQ (which is the desired result).
On the other hand, Eq. (10) implies if we can choose p∗(x) so that p∗(x) > px(x)
wherever f 2(x)px(x) is large and p∗(x) < px(x) wherever f 2(x)px(x) is small,
the variance of our importance-sampled estimator will be much smaller than
the original variance. This corresponds to redistributing the probability mass in
accordance with its relative importance as measured by the weight f 2(x)px(x).
The zero-variance choice is just an ultimate case of this redistribution.

An estimator of the importance-sampled variance can be written using the
same methods as before:

σ̂ ∗2
N = 1

N − 1

N∑
n=1

(
f (X∗

n)L(X
∗
n) − Q̂∗

N

)2
,
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which again can be computed recursively as

(n− 1) σ̂ ∗2
n = (n− 2) σ̂ ∗2

n−1 + (1 − 1/n)
(
f (X∗

n)L(X
∗
n) − Q̂∗

n−1

)2 .
A case in which the likelihood ratio can be computed particularly easily is

the common situation in which the components of bothX andX∗ are statistically
independent, for in this case it is px(x) = ∏D

j=1 pxj(xj) and similarly for p∗(x),
yielding the likelihood ratio simply as L(x) = ∏D

j=1 pxj(xj)/p∗j(xj).
Of course, a key question is how to make the choice of a biasing distribution

in practice. We will see shortly how IS works in a simple example, but
unfortunately there are no general rules that work in all cases, and the task of
choosing good biasing distributions is the most difficult step in applying IS.
Also note that choosing a bad biasing distribution can make the problem worse
and make the variance of the importance-sampled estimator much bigger than
the original one. This is why it is occasionally said that IS (like all of computer
simulation; Knuth, 2011) is an art. Nonetheless, there are general principles that
one can follow to select a biasing distribution, and indeed IS has been used with
success in a large variety of problems.

3.2 A Simple Example

As an illustration of the concepts discussed above, it will be useful to consider
a specific example: a 1D symmetric random walk (RW). Let X = (X1, . . . ,XD)

and

y(X) =
D∑
j=1

Xj ,

where, for j = 1, . . . ,D,

Xj =
{+1 with probability 1/2 ,
−1 with probability 1/2 .

That is, we consider a sequence of D random steps, each one unit to the right
or to the left with probability 1/2, and we are interested in computing the final
position. In particular, suppose we want to compute the probability that the final
position will be to the right of some given threshold:

Q = P[ y(X) ≥ C ] .
To make things more concrete, supposeD = 100 andC = 70. This is equivalent
to asking the probability that by flipping a coin 100 times we get at least
85 heads.

We can try to estimate the pdf of the final position (and therefore our desired
probability) by performing MC simulations. That is, we use Eq. (5) with

f (X) = H(y(X) − C) ,
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where H(·) is the Heaviside step function: H(s) = 1 for s > 0 and H(s) = 0 for
s < 0. The histogram of the final position in a simulation with N = 100, 000
samples is shown in Fig. 1. The problem is that no samples occurred with
final position greater than 50. That, of course, is because our desired event is
extremely rare, and therefore, we are very unlikely to see it with a reasonable
number of samples.

To obviate this problem, we can simulate a biased RW: given 0 < q < 1, for
j = 1, . . . ,D we take

Xj =
{+1 with probability q ,
−1 with probability 1 − q .

The value q = 1/2 reproduces the unbiased case. If q > 1/2, however, steps
to the right will be more prevalent, which means that we are pushing the final
position to the right (which is what we want). The histogram of the final position
in a biased simulation with q = 0.7 is shown in Fig. 2. The results show we
now get a lot more samples with final positions to the right. But of course now
we cannot simply take the relative frequency of our event as an estimator of
the desired probability, and we need to use the likelihood ratios instead. The
individual likelihood ratio for a single step is given by

�(Xj) =
{
1/(2q) if Xj = 1 ,

1/[2(1− q)] if Xj = −1 ,
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FIGURE 1 Histogram of the final position in an unbiased MC simulation of a symmetric 1D
random walk with N = 100, 000 samples.
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FIGURE 2 Histogram of the final position (in red (light gray in the print version)) in a biased MC
random walk with q = 0.7, with N = 100, 000 samples. For comparison, the blue (dark gray in the
print version) histogram shows the unbiased case.

and the overall likelihood ratio for a single sample RW is L(X) = ∏D
j=1 �(Xj).

Now recall that if q > 1/2, on average there will be more samples for which
the final position is to the right. Since 1/(2q) < 1, we can therefore expect the
overall likelihood ratio for those samples to be less than 1 as well. In fact, we
will see that the likelihood ratios can get quite small.

The results in Fig. 2 should already demonstrate that use of an appropriate
biasing distribution can yield a distinct advantage over standardMC simulations.
Roughly speaking, the reason why IS is effective is that, generically, it is much
better to estimate a quantity by using a large number of samples each of which
contributes a little to the final result (by virtue of the likelihood ratios), rather
than using a very small number of result which gives a binary contribution (one
or zero). (This is true as long as the contributions are not too small, as we will
discuss later.) The results, however, also suggest that perhaps one could get an
even better result by further increasing the value of q. The natural question is
then: What is the optimal value of q? This question raises again the key issue in
properly applying IS: Howdoes one choose a good biasing distribution?Usually,
this requires some analytical knowledge about the behavior of the system. We
turn to this issue next.
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3.3 The Optimal Biasing Distribution

The case of a symmetric 1D RW is simple enough that analytical expressions
can be derived for the pdf of the final position. Comparison with these analytical
results will then provide some insight into the issue of how to best choose a
biasing distribution.

It is easy to see that if D is odd and m is even or vice versa, it is P[ y(X) =
m ] = 0. If D and m are both even or both odd, instead,

P[ y(X) = m ] = 1

2D

(
D

(D+m)/2

)
.

The factor 1/2D arises because we are taking D steps, each of which has a
probability 1/2 of being either to the left or to the right. The binomial coefficient
arises because, for the final position to equal m, we need a total of (D+m)/2
steps to the right and (D− m)/2 steps to the left, and there are exactly D choose
(D+ m)/2 ways to arrange this. Taking the sum over all possible results above
the threshold, we then simply have

Q = 1

2D

D∑
m=C

′
(

D

(D+ m)/2

)
, (11)

where the prime indicates that the sum should be taken only on even values of
m or only on odd values of m depending on whether D is even or odd.

In particular, for D = 100 and C = 70, we then get P[y(X) ≥ C] = 2.4 ×
10−13. Recalling the discussion about the cv in Section 2.2, we then see that,
even in a simple example as this, it would be almost hopeless to try to accurately
estimate the desired probability numerically, except perhaps on the fastest
supercomputers.

The above discussion, however, does not answer our question of what is
the optimal choice of biasing. To answer that question, we need to dig a little
deeper. Fortunately, our example is simple enough that we can actually calculate
analytically the variance of the biased estimator. Note first that

var∗[f (X)L(X)] = E∗[f 2(X)L2(X)] − (
E∗[f (X)L(X)])2

= E[f (X)L(X)] − (
E[f (X)])2 ,

where we used that f (·) is an indicator and we rewrote expectations with respect
to p∗(x) as expectations with respect to px(x). We then have

var∗[f (X)L(X)] = −Q2 + 1

2D

D∑
m=C

′
(

D

(D+ m)/2

)

1

(2q)(D+m)/2 [2(1 − q)](D−m)/2
,
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where Q is given by Eq. (11). Note that the last part of the sum is precisely the
likelihood ratio of a sample with final position m.

We can now look at this variance as a function of q. Even better, we can plot
the biased cv; i.e., the ratio cv∗ = stdev∗[fL]/Q. The corresponding results are
given in Fig. 3. (Note that these results agree very well with numerical estimates
of the variance as a function of q.)

Figure 4 shows that the likelihood ratios when q > 1/2 are indeed much
smaller than unity, as anticipated. Thus, each sample that ends past the threshold
will only give a small contribution to the estimator. (It should be noted that,
in our example, the value of the likelihood ratio is the same for all paths that
lead to the same value of final position, but this is not true in more general
situations.)

From Fig. 3, we see that optimal value of q is 0.85. At that value, the cv is
just 2.32, whereas for the unbiased RW (q = 0.5) it is 2.04 × 106. Now recall
that the number of MC samples needed on average to get a given value of
the cv is N = (cvj/cvo)2 or, for importance-sampled MC, N = (cv∗/cvo)2.
Using the optimal value q = 0.85, one can therefore obtain a cv of 0.1 using
just a few hundred samples. On the other hand, to obtain the same level of
accuracy with unbiasedMC simulations, one would need over 1014 samples. So,
in our example IS increases the efficiency of the MC simulations by 10 orders
of magnitude! Such a huge increase in efficiency is not a fluke, but has been
realized in practical applications (e.g., see Biondini et al., 2004; Marzec et al.,
2013; Moore et al., 2008).

The general message that we should take from this example is that the
optimal biasing choice is to concentrate the MC samples around the most likely

0.5 0.6 0.7 0.8 0.9 1
100

101

102

103

104

105

106

107

q

cv
(Q

)

FIGURE 3 The ratio cv∗ = stdev∗[Q]/Q as a function of q for the 1D random walk.
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FIGURE 4 Relative frequency of the likelihood ratios in a simulation with q = 0.85 and N =
100, 000.

path that leads to the desired event. The reason why this is so is that the event
with the largest value of p(x) among all those for which I(y(x)) �= 0 is the one
that provides the dominant contribution to the integral that defines Q. (Note that
in many cases of interest, p(x) decays exponentially away from its maximum.)
In our example, the most likely way to obtain at least 85 heads (the desired
event) is to obtain exactly 85 heads. So, the optimal biasing choice is to bias the
simulations around this value.

3.4 Common Biasing Choices and Their Drawbacks

We next discuss two simple and commonly mentioned approaches to selecting
a biasing distribution: variance scaling and mean translation.

With variance scaling, one raises the variance of the input RVs in order to
increase the chance that some samples will hit the desired event. For exam-
ple, if the input RVs X ∈ R

D are normal, i.e., p(x) = pσ (x), with pσ (x) =
e−x·x/2σ 2

/(
√
2πσ)D, one may try to choose p∗(x) = pσ∗(x), with σ∗ > σ . In

simple situations (such as the 1D case, i.e.,D = 1), variance scaling can be quite
effective. The applicability of the method is rather limited, however, because of
its well-known dimensionality problem.Generally speaking, the problem is that,
in many situations, the area over which the samples can “spread” grows faster
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than that of the region of interest with the number of dimensions increases.
Therefore, while it may intuitively seem that increasing the variance would
increase the probability of reaching the desired region compared to the unbiased
distribution, this probability will in fact decrease. The end result is that, in
dimensions larger than one, the best variance is typically the unscaled one—i.e.,
the unbiased distribution—and all other biasing choices yield worse results than
unbiasedMC simulations (i.e., the variance of the importance-sampled estimator
is larger than that of the standardMC estimator). For this reason, variance scaling
has largely been superseded by the mean translation method.

Withmean translation, one adds a mean to the input RVs in order to increase
the chance that some samples will hit the desired event, e.g., with normal RVs,
onewould choose p∗(x) = pσ (x − m), with the vectorm being themean shift. If
m is chosen correctly, mean translation can be very effective in many situations.
This method also has some drawbacks, however.When the dimensionality of the
problem is large and/or the indicator function of the desired event has a nontrivial
geometry in sample space, the optimal translation point might be impossible to
find analytically. In this case, one must resort to hybrid or adaptive methods.
Also, problems can arise when the symmetry of the problem leads to degeneracy,
e.g., suppose one is interested in the total norm of the sum of the RVs. In this
case, there is no single choice of translation point that can lead to the correct
result. (In the parlance of large deviations theory, which will be briefly discussed
in Section 8, this is an example of a situation in which there are multiple—in
this case an infinity of—minimum rate points, and no single dominating point;
e.g., see Bucklew, 2004 for a discussion of this issue).

We will return to the problem of selecting a good biasing point in Sections 5
and 8.

4 MULTIPLE IS

In some cases of interest, no single choice of biasing distribution can efficiently
capture all the regions of sample space that give rise to the events of interest.
In these cases, it is necessary to use IS with more than one biasing distribution.
The simultaneous use of different biasing methods (which is similar to the use
of a mixture density) is called multiple importance sampling.

4.1 Multiple IS: General Formulation

Suppose wewant to use J biasing distributions p∗1(x), . . . , p∗J(x), each of which
allows us to efficiently reach a given region of sample space. The issue arises of
how to correctly weight the results coming from these different distributions.
One possible solution to this problem is to assign a weight wj(x) to each
distribution and rewrite Q as:
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Q =
J∑
j=1

Qj =
J∑
j=1

∫
wj(x)f (x)Lj(x)p∗

j (x)(dx) , (12)

where Lj(x) = p(x)/p∗j(x) is the likelihood ratio for the jth distribution. Note
that the right-hand side of Eq. (12) equals Q for any choice of weights such
that

∑J
j=1 wj(x) = 1 for all x ∈ R

D. Each choice of weights corresponds to a
different way of partitioning of the total probability.

From (12), a multiply-importance-sampled MC estimator for Q can now be
written as

Q̂ =
J∑
j=1

Q̂j =
J∑
j=1

1

Nj

Nj∑
n=1

wj(Xj,n)f (Xj,n)Lj(Xj,n) , (13)

where Nj is the number of samples drawn from the jth distribution p∗j(x), and
Xj,n is the nth such sample. Also, one can show that, similar to before, an
unbiased estimator of its variance is

σ̂ 2
Q̂

=
J∑
j=1

1

Nj(Nj − 1)

Nj∑
n=1

(
wj(Xj,n)Lj(Xj,n)f (Xj,n) − Q̂j

)2.
As before, recursion relations can also be written so that this quantity can be
obtained without the need of storing all the individual samples until the end of
the simulation:

σ̂ 2
Q̂

=
J∑
j=1

1

Nj(Nj − 1)
Ŝj,Nj ,

with Q̂ = ∑J
j=1 Q̂j,Nj and [in the special case f (x) = I(y(x))]

Q̂j,n = n− 1

n
Q̂j,n−1 + 1

n
w2
j (Xj,n)L

2
j (Xj,n)I(y(Xj,n)) ,

Ŝj,n = Ŝj,n−1 + n− 1

n

(
w2
j (Xj,n)L

2
j (Xj,n)I(y(Xj,n)) − Q̂j,n−1

)2.

4.2 The Balance Heuristics

Of course, several ways exist to choose the weights wj(x) when using multiple
IS. And the choice of weights is almost as important as the choice of biasing
distributions pj(x). Different weighting functions result in different values for
the variance of the combined estimator. A poor choice of weights can result
in a large variance, thus partially negating the gains obtained by IS. The best
weighting strategies are of course the ones that yield the smallest variance.

The simplest possibility is just to set wj(x) = 1/J for all x, meaning that each
distribution is assigned an equal weight in all regions of sample space. This
choice is not advantageous, however, as we will see shortly. Another simple
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choice is that in which the weighting functions are constant over the whole
sample space. In this case, one would have

Q =
J∑
j=1

wj

∫
I(y(x))Lj(x)(dx) =

J∑
j=1

wj E∗j[I(y(x))Lj(x)] .

The corresponding importance-sampled estimator is then simply a weighted
combination of the estimators obtained by using each of the biasing distribu-
tions. Unfortunately, the variance of Q is also a weighted sum of the individual
variances: σ 2

j = ∑J
j=1 wjσ

2
j , and if any of the sampling techniques is bad in a

given region, then Q will also have a high variance. Then, one may be tempted
to define the weights according to the actual number of samples from each
distribution that fall in a given region. It is important to realize, however, that
this is not a good choice, as it does not produce a unbiased estimator (i.e., one
whose expectation value is the desired quantity).

On the other hand, there is a relatively simple and particularly useful choice
of weights: the balance heuristics (Owen and Zhou, 2000; Veach, 1997). In this
case, the weights wj(x) are assigned according to

wj(x) = Njp∗j(x)∑J
j′=1 Nj′p

∗
j′(x)

. (14)

Note that the quantity Njp∗j(x) is proportional to the expected number of hits
from the jth distribution. Thus, the weight associated with a sample x with the
balance heuristics is given by the relative likelihood of realizing that sample
with the jth distribution relative to the total likelihood of realizing that same
sample with all distributions. Hence, Eq. (14) weights each p∗j(x) most heavily
in those regions of sample space where p∗j(x) is largest. [Note Eq. (14) can also
be written in terms of likelihood ratios, a form which is particularly convenient
in Eq. (13).]

The balance heuristics has been shown to be close to optimal in most
situations (Veach, 1997). Of course, other strategies are possible, and some
of these alternatives do perform better in specific cases (Veach, 1997). It is
difficult to tell a prioriwhich choice will be best in any given situation, however.
Therefore, the balance heuristics is frequently used in practice because of its
effectiveness and simplicity.

4.3 Application: Numerical Estimation of Probability Density
Functions

In some cases, one is not just interested in one specific probability, but rather
would like to numerically estimate the whole pdf of a quantity of interest
which is a complicated function of the RVs. As an application of multiple IS,
here we briefly discuss the strategy that can be used to set up the numerical
simulations.
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In our example of a 1D RW, suppose that we want to numerically estimate
the pdf of the final position y(X). (Of course, in this case we already did it
analytically, but the example will serve to illustrate the procedure.)

The desired result now is more than a single number; instead, we are trying
to simultaneously estimate all the integrals

pk = 1

�yk

∫
Rk
py(y) dy = 1

�yk

∫
IRk(y(x))px(x) (dx) , (15)

for k = 1, . . . ,K, where yk = yo + �yk−1, with �yk = yk+1 − yk, and Rk =
[yk, yk+1]. Note that the integrals in Eq. (15) are of the same type as that in
Eq. (3). Thus, we can apply the IS techniques presented earlier. It should be
clear, however, that no single biasing distribution can efficiently generate the
whole range of possible values of y, and therefore, one needs to resort to multiple
IS. The procedure is then to:

1. choose a set of J biasing distributions p∗1(x), . . . , p∗J(x);
2. perform a predetermined number Nj of MC simulations for each distri-

bution, keeping track of the likelihood ratio and the weights for each
sample;

3. sort the results of all the MC samples into bins and combine the individual
samples using one of the weighting strategies presented earlier.

Note that it is not necessary to fix the number of bins and the precise bin locations
in advance of the simulations, and one can choose them a posteriori to optimize
the results.

Figure 5 shows the results obtained from each of three individual
importance-sampled MC simulations of the same 1D RW described earlier,
together with the corresponding coefficient of variation. Note that, as is often
the case in similar situations, one of the biasing distributions was chosen to be
the unbiased one, to make sure that the simulations recover the main portion
of the desired pdf. As expected, different values of the biasing parameter
target different regions of the pdf. (Negative values of final position can
obviously be targeted just as easily by choosing q < 1/2.) Note how the cvs for
each simulations become large near the edges of the region targeted by each
simulation, where the expected number of samples is small.

Figure 6 shows the corresponding pdf obtained when the results from the
individual simulations are combined into a single multiply-importance-sampled
estimator using the balance heuristics. One can see that indeed the combined
results have a low cv throughout the range of values desired.

5 THE CROSS-ENTROPY METHOD

As we have seen earlier, in order for IS methods to be effective, it is crucial to
choose a good biasing strategy, as poor biasing strategies can lead to incorrect
results and/or performance that is even poorer than that of standardMC. In some
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FIGURE 5 The portions of pdf of the 1D random walk as reconstructed from three IS-MC
runs with N = 10, 000 each. Blue (dark gray in the print version): q = 0.5; red (gray in the print
version): q = 0.72; magenta (light gray in the print version): q = 0.9. Inset: The cv for each of the
simulations.

cases, however, it may be difficult to find such a strategy. A possible alternative
in such cases is the use of the cross-entropy method (de Boer et al., 2005;
Rubinstein and Kroese, 2004).

Recall that the theoretical optimal biasing distribution, popt = IR(y(x))
p(x)/Q, is not practical, as it requires knowledge of Q in advance. Often,
however, one can find a good biasing distribution by requiring it to be “close” to
the optimal biasing distribution. This can be accomplished by minimizing the
Kullback–Leibler distance (Kullback and Leibler, 1951):
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FIGURE 6 The pdf of the 1D random walk as reconstructed by combining the three simulations
into a single multiply-importance-sampled run. Inset: The overall coefficient of variation.

D(popt, p∗) = Epopt

[
ln
popt(x)
p∗(x)

]

=
∫

ln(popt(x)) popt(x)(dx) −
∫

ln(p∗(x)) popt(x)(dx) , (16)

which is also known as the cross-entropy between two probability distributions.
Minimizing D(popt, p∗) is equivalent to maximizing

∫
ln(p∗(x))popt(x) (dx) .

(Note that D is not a true “distance,” as it is not symmetric in its two argu-
ments.) In turn, recalling the expression for popt, this problem is equivalent to
maximizing E[IR(y(x)) ln p∗(x) ] .



48 PART A Modeling and Analytics

Suppose that, as is typically the case in practice, the biasing distributions
are selected from a family {p∗(x; v)}v∈V parametrized by a vector v, where V is
the corresponding parameter space, and suppose p∗(x;u) = p(x) is the unbiased
distribution. Based on the above discussion, one must maximize the integral

D(v) =
∫
IR(y(x)) ln(p∗(x; v))p(x) (dx) . (17)

This is usually done numerically. Since the optimal biasing distribution is
typically far from the unbiased distribution, however, the region R of interest
is generally also far from the region in sample space where the unbiased
distribution p(x) is large. Thus, determining the best choice for v also becomes
a rare event simulation.

The solution to this problem is to use a sequence of intermediate regions Rj
that reach the desired region iteratively. (For an alternative approach, see Chan
and Kroese, 2012.) Let Dj(v) be the integral in Eq. (17) with R replaced by Rj.
Starting with the unbiased distribution, one uses MC sampling to minimize the
CE distance between the parametrized distribution and the optimal distribution
that reaches R1. This step, which is done by finding the maximum of D1(v)
over this first set of samples, will give a parameter value w2. One then uses this
value to define a biasing distribution and performs an MC simulation with this
distribution to minimize the CE distance between the parametrized distribution
and the optimal distribution that reaches R2. Since a biasing distribution is being
used, each step of the procedure is an IS simulation of a stochastic optimization.
That is, at step j, one must compute

wj+1 = max
v∈V D̂j(v) , (18)

where

D̂j(v) = 1

M

M∑
m=1

IRj(y(x
(m))) ln(p∗(x(m); v)) L(x(m)) , (19)

and where x(1), . . . , x(M) are i.i.d. samples generated according to p∗(x;wj). The
optimal biasing distribution can then be adaptively determined by performing
the following steps:

1. Set j = 0 and the initial parameter w0 = u;
2. Generate MC samples according to p∗(x;wj);
3. Solve Eq. (18) to find wj+1;
4. If the iteration has converged, stop; otherwise, increase j to j+ 1 and reiterate

from step 2.

Once the iteration has converged, one can then perform IS-MC simulations using
the biasing distribution p∗(x;wfinal).

The regions Rj can be defined in terms of sample quantiles of some quantity
of interest (de Boer et al., 2005). A major issue associated with the above
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algorithm, however, is how to accomplish step 3. Solving (18) is in general
complicated. IfD(v) is convex and differentiable, however, the solutions of (18)
can be obtained by solving a system of algebraic equations:

1

M

M∑
m=1

IR(y(x(m))) ∇v[ln p(x(m); v)] L(x(m);u,w) = 0 . (20)

In many applications, this equation can be solved analytically. If that is not
possible, one can try to find a solution numerically.

The CE method enjoys desirable convergence properties. Specifically, for
certain (static) models, under mild regularity conditions the CE method ter-
minates with probability 1 in a finite number of iterations. Moreover, the CE
method provides a consistent and asymptotically normal estimator for the opti-
mal reference parameters (see Homem-de-Mello and Rubinstein, 2002). The CE
method has been successfully applied to the estimation of rare event probabilities
in dynamicmodels, in particular queueingmodels involving both light and heavy
tail input distributions (de Boer et al., 2004; Kroese and Rubinstein, 2004).
Recently, a method that combines IS with the CE method has been developed
and used with success to study a specific model of birefringence-induced errors
(Marzec et al., 2013; Schuster et al., 2014), and noise-induced perturbations
(Donovan and Kath, 2011) of lightwave communication systems. We refer the
reader to de Boer et al. (2005) and Rubinstein and Kroese (2004) for further
details about the method and its applications.

6 MCMC: REJECTION SAMPLING, THE METROPOLIS
METHOD, AND GIBBS SAMPLING

A related simulation problem is that in which the distribution px(x) of the RVs
X is not easy to sample from. This might happen for various reasons, e.g., a
typical situation is that in which the normalization constant in the distribution
is difficult to compute. Another typical situation is that in which the RVs are
not independent but are related by complicated nonlinear interdependencies,
in which case px(x) is a derived density that may be very hard to compute. In
these situations, a useful approach could be the use of rejection sampling, the
Metropolis–Hastings method (Metropolis et al., 1953), and its variants such as
Gibbs sampling. We next give a brief introduction to these methods, referring
the reader to Fishman (1996) and MacKay (2003) for further details.

We start with the simplest among these methods: rejection sampling. Con-
sider for simplicity a 1D case, namely a single RV X distributed according to
px(x). Suppose that px(x) = p̃x(x)/Z, where p̃x(x) is known but Z is not. The idea
behind rejection sampling is to use a proposal density p∗(x) = p̃∗(x)/Z̃ which
is known (possibly up to the normalization constant Z̃) and from which we can
easily draw samples. Suppose further that we can also find a constant C such



50 PART A Modeling and Analytics

that Cp̃∗(x) > p̃x(x) for all x. A single step of the rejection sampling method
proceeds as follows:

(i) Generate a RV, X∗, from the proposal density p̃∗(x).
(ii) Evaluate Cp̃∗(X∗) and generate a uniformly distributed RV u from the

interval [0,Cp̃∗(X∗)].
(iii) Evaluate px(X∗) and accept or reject the sample X∗ by comparing the value

of u with the value of p̃x(X∗). More precisely, if u > p̃x(X∗), then X∗ is
rejected; otherwise, it is accepted, in which case X∗ is added to our set of
samples. (The value of u is discarded no matter what.)

The obvious question is why should this procedure generate samples from
px(x). To answer this, note first that the pair (X∗, u) identifies a point in the
two-dimensional xy plane. Moreover, (X∗, u) is selected with uniform proba-
bility from the area underneath the curve y = C p̃∗(x). The above algorithm
rejects all points that lie above the curve y = p̃x(x). Thus, points (x, u) that are
accepted are uniformly distributed over the area under y = p̃x(x). This implies
that the probability density of the x-coordinates of points that are accepted must
be proportional to p̃x(x). In turn, this implies that the accepted samples amount
to independent samples drawn from px(x).

Rejection sampling can be generalized to several RVs in a straightforward
way. In many cases, however, it is difficult to produce a proposal density p̃∗(x)
with the desired properties. In some of these cases, the problem can be obviated
by the use of the Metropolis method. The main idea of the Metropolis method
is to create a Markov chain whose transition matrix does not depend on the
normalization term. One needs to make sure that the chain has a stationary
distribution and such stationary distribution is equal to the target distribution.
After a sufficient number of iterations, the chain will then converge to the
stationary distribution.

To make these ideas more precise, recall that a (discrete time) Markov chain
is a random process Xt ∈ S (where S denotes sample space) that satisfies the
Markov property: P[Xt+1 |Xt, . . . ,X1] = P[Xt+1 |Xt]. That is, the process has
no memory: the future state of the system only depends on its present state, not
on its past. A finite-state Markov chain (namely, one in which the cardinality
of S is finite, |S| < ∞) can be completely specified by the transition matrix
P = (pi,j) defined by the elements pi,j = P[Xt+1 = j |Xt = i]. For irreducible
chains, the stationary distribution π is the long-term proportion of time that
the chain spends in each state. (Such a distribution can be computed noting
that π = π P.) The Metropolis method makes use of a proposal density
p∗(X;Xt) that depends on the current state Xt. More precisely, a single step
of the Metropolis method proceeds as follows:

(i) Select a candidate move X∗ generated from the current state Xt according
to the proposal density p∗(X∗;Xt).
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(ii) Compute the ratio

r = px(X∗) p∗(X∗;Xt)

px(Xt) p∗(Xt;X∗)
. (21)

(iii) If r ≥ 1, accept the move. Otherwise accept the move with probability r.
(As in rejection sampling, this can be done by drawing a uniform RV u in
[0, 1] and accepting the move if u < r.)

(iv) If the move is accepted, set Xt+1 = X∗. Otherwise remain in the current
state (i.e., set Xt+1 = Xt).

The approach is similar to rejection sampling, in that a candidate move is gener-
ated and then either accepted or rejected with a given probability. Two important
differences, however, are that: (a) unlike rejection sampling, here the candidate
move depends on the current state and (b) in rejection sampling, rejected points
are discarded and have no influence on the list of samples collected, whereas in
the Metropolis method a rejection causes the current state to be inserted again
into the list of samples. We also note in passing that the original formulation
of the method was done for the special case in which the proposal density
is symmetric, i.e., p∗(y; x) = p∗(x; y), in which case (21) reduces simply to
r = px(X∗)/px(Xt). The more general version of the method described above
should be more accurately called the Metropolis–Hastings method.

Unlike rejection sampling, the Metropolis method does not automatically
generate samples from px(x). Rather, one can show that, for any positive
proposal density p∗(y, x), the density of Xt tends asymptotically to px(x) in
the limit t → ∞. Nothing can be said in general about the rate of convergence,
however, i.e., about how rapidly the convergence takes place. It is also important
to realize that the samples generated by the Metropolis method are not statisti-
cally independent (which makes it difficult to compute variances). Indeed, the
Metropolis method is our first example ofMCMC methods, in which a Markov
process is used to generate a sequence of states, each state having a probability
distribution that depends on the previous state. Since successive samples are
dependent, one may need to run the Markov chain for a considerable time in
order to generate samples that are effectively independent. Finally, an important
caveat is that the Metropolis method relies on diffusion to explore state space.
This can be extremely slow and inefficient.

While rejection sampling and the Metropolis method can be used on 1D
problems, Gibbs sampling (also known as the heat bath method or “Glauber
dynamics”) is a method for sampling from distributions in dimensions two or
higher. The main idea of Gibbs sampling is to use conditional distributions.
Consider for simplicity a two-dimensional example, with Xt = (X1,t,X2,t)T .
Suppose one has a situation where, while it is complicated to sample from
the joint density px(x), it is feasible to draw samples from the two conditional
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distributions px2(x2 | x1) and px1(x1 | x2). A single iteration of theGibbs sampling
method then proceeds as follows:

(i) Given the current stateXt, generate a new value for X1 using the conditional
distribution px1(x1 |X2,t).

(ii) Use the new X1 to generate a new value for X2 using the conditional
distribution px2(x2 |X1) and set Xt+1 = (X1,X2)T .

One can show that a single iteration of Gibbs sampling can be viewed as a
Metropolis method with target density px(x), and that this particular implemen-
tation has the property that every candidate move is always accepted. Thus, as
long as the joint density px(x) is reasonably nice, the probability distribution of
the samples generated will tend to px(x) as t → ∞.

Since Gibbs sampling is a special case of a Metropolis algorithm, it suffers
from the same problems. Namely, samples are not independent, and generically
speaking state space is explored by a slow RW. On the other hand, Gibbs
sampling does not involve any adjustable parameters, and therefore, it is an
attractive strategy when one wants to quickly test a new model. Also, various
software packages are available that make it easy to set up and simulate a large
class of probabilistic models by Gibbs sampling (Thomas et al., 1992).

7 APPLICATIONS OF VRTs TO ERROR ESTIMATION IN
OPTICAL FIBER COMMUNICATION SYSTEMS

One of the areas in which IS and other VRTs have recently been applied with
considerable success in recent years is the estimation of error probabilities
in optical fiber communication systems (Agrawal, 2002; Kaminov and Koch,
1997). As an illustration of the methods discussed in this chapter, we devote this
section to a brief review of the problem and of how the techniques that were
presented in the previous sections were used in this context.

Errors in optical fiber communication systems are required to be extremely
rare, e.g., the bit error ratio [that is, the probability of a transmission error] is
required to be 10−12 or smaller after error correction. This stringent requirement
imposes severe constraints on the design of these systems and creates a need for
accurate design tools. On one hand, however, experiments are very expensive
(the cost of setting up a fully equipped lab can exceed millions of dollars),
and optimizing the system’s performance involves selecting precise values for
many independent parameters (such as input powers, pulse format, fiber types,
and relative section lengths). Therefore, design engineers are in need of accurate
mathematical and computational modeling. On the other hand, systems are large
and complex, with many physical effects contributing to determine the overall
system performance. Moreover, error probabilities are non-Gaussian due to
nonlinear interactions. Hence, mathematical methods are alone not sufficient.
But precisely because errors are required to be so rare, error probabilities cannot
be estimated by standard MC simulations. An approach which has proved to be
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successful in this situation is a hybrid one, in which the analytical knowledge
of the dominant sources of error is used to design appropriate biasing strategies
for IS.

There are two main sources of randomness that contribute to determine the
overall system performance in optical fiber transmission systems: fiber disorder,
manifesting itself in random birefringence, and amplified spontaneous emission
noise from the optical amplifiers that are used to compensate for the attenuation
of the signal due to fiber loss (Agrawal, 2002; Kaminov and Koch, 1997). We
next briefly describe each of these two problems and the techniques that were
brought to bear to study each of them. A further source of variability is the
pseudo-randomness of the data stream, which can result in transmission errors
through system nonlinearity. For brevity, however, we omit any discussion of
this issue, and we refer the reader to Ablowitz et al. (1998), Mecozzi (1998),
Sinkin et al. (2007), and references therein for details.

7.1 Polarization-Mode Dispersion

Birefringence arises when the speed of propagation of light in amedium depends
on the polarization of the light itself. Although a great deal of effort is devoted
to controlling all aspects of the manufacturing of optical fibers, a certain amount
of fiber birefringence is always present. The presence of birefringence has
the effect that an optical pulse will split into two components, propagating
along what are called the fast and slow axes of birefringence. Moreover, the
fiber’s birefringence (including its strength and the birefringence axes) varies
with wavelength, temperature, and time. The random, birefringence-induced
perturbations on optical pulses are referred to as polarization-mode dispersion
(PMD) (Kogelnik et al., 2002).

In most installed systems, PMD-induced impairments are completely
determined by the real, three-component first- and second-order PMD vector,
denoted, respectively, as �τ and �τω = d�τ/dω (where ω is the optical frequency)
(Kogelnik et al., 2002). In turn, the growth of PMDwith distance is governed by
the first- and second-order PMDconcatenation equations (Gordon andKogelnik,
2000), which describe how the first- and second-order PMD vectors of adjoined
fiber sections combine with each other to produce the overall behavior of the
system. In many cases, after performing an appropriate distance-dependent
rotation of the reference frame can be written in the following simplified form
(Biondini et al., 2004):

�τ (n+1) = �τ (n) + ��τ (n+1) , �τ (n+1)
ω = �τ (n)

ω + ��τ (n+1) × �τ (n) . (22)

Here �τ (n) and �τ (n)
ω are, respectively, the total first- and second-order PMD

vectors after the nth fiber section, ��τ (n) is the first-order PMD vector of the
nth fiber section, and��τ (n)

ω is the corresponding second-order PMD vector. The
rescaled PMD vector ��τ (n) of each section can be assumed to be uniformly
distributed on the Poincaré sphere; its magnitude |τn| obeys a Maxwellian
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distribution with respect to wavelength. Also, for linearly birefringent sections,
��τ (n)

ω = 0.
The goal of system designers is to estimate the effects of PMD by perform-

ing numerical simulations, and in particular to quantify PMD-induced error
probabilities. As mentioned before, however, the problem is events in which
PMD takes on much larger than average values (resulting in transmission errors)
are exceedingly rare. Thus, one would like to have a method to produce large
first- and second-order PMD events more frequently than they would occur in
practice, and weigh them with correct statistics. We next describe how this can
be accomplished using IS. For simplicity, we describe the simplest case in which
all fiber sections contribute the same amount of PMD to the total. We emphasize,
however, that several other models of PMD generation have been considered in
the literature, and a variety of IS and other VRTs have been used with success
in all of these cases (Biondini and Kath, 2004, 2005; Biondini et al., 2004; Li
et al., 2008, 2010; Lu and Yevick, 2005; Schuster et al., 2014; Secondini and
Forestieri, 2005; Yevick, 2002).

It was shown in Biondini et al. (2004) that, when |��τ (n)| is independent of
n in (22), the appropriate variables to control in order to monitor the growth
of PMD are the relative orientations of the individual sections, ��τ (n). To apply
IS, one first needs to find the deterministic choices of ��τ (n) that maximize the
desired combination of first- and second-order PMD.Wewill label these vectors
�b(n). Once these vectors have been found, one can implement IS by biasing the
randomMC samples around them. To follow this idea, it is convenient to express
the vectors �b(n) relative to a orthonormal frame of reference formed by the unit
vectors {û(n)

1 , û(n)
2 , û(n)

3 }, where

û(n)
1 = τ (n)/|τ (n)| , û(n)

2 = τ
(n)
ω,⊥/|τ (n)

ω,⊥| , û(n)
3 = û(n)

1 × û(n)
2 . (23)

Here τ
(n)
ω,⊥ is the component of τ

(n)
ω perpendicular to τ (n). The first of Eq. (22)

thus describes a simple 3D RW. Thus, if one only wants to maximize the length
of the total first-order PMD vector τ , the best option is to choose �b(n+1) to be
parallel to �τ (n) (i.e., to align �b(n+1) along û(n)

1 ). On the other hand, the second
of Eq. (22) couples the growth of second-order PMD to that of first-order PMD.
Thus, if a nontrivial amount of second-order PMD is desired, one must also take
into account the growth of first-order PMD.

When the number of sections is not too small (i.e., larger than 4 or 5), it was
found convenient to employ a continuum approximation to find the deterministic
biasing directions. Specifically, let lim�z→0 ��τn+1/�z = �b(z). The magnitude
of �b(z) describes the rate at which PMD is added by the birefringent sections. In
this limit, one obtains

d�τ
dz

= �b , d�τω

dz
= �b× �τ , (24)

where z is the longitudinal direction along the fiber. Or, in the frame of reference
{û1, û2, û3} defined as above,
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dτ

dz
= b1 ,

dτω,‖
dz

= b2
τω,⊥
τ

,
dτω,⊥
dz

= b3τ − b2
τω,‖
τ

, (25)

where (b1, b2, b3) are now the components of �b with respect to {û1, û2, û3}. The
goal is now to find the function �b(z) that maximizes second-order PMD or a
linear combination of first- and second-order PMD. Fortunately, Eqs. (25) can
be solved exactly for any �b(z):

τ(z) =
∫ z

0
b1(ζ ) dζ , τω,‖(z) =

∫ z

0
b3(ζ )τ (ζ ) sin[β(z, ζ )] dζ ,

τω,⊥(z) =
∫ z

0
b3(ζ )τ (ζ ) cos[β(z, ζ )] dζ , (26a)

β(z, ζ ) =
∫ z

ζ

b2(ξ)

τ (ξ)
dξ . (26b)

The choice of �b(z) that maximizes the magnitude of second-order PMD (or any
combination of first- and second-order PMD) can now be found using calculus
of variations. (Detailed calculations can be found in Biondini et al., 2004.)
The result is that the maximum growth of second-order PMD is obtained for
“in-plane” contributions, namely, (b1, b2, b3) = b (cosα(z), 0, sin α(z)) where
the α(z) gradually interpolates between an initial value of 0 (producing pure
first-order PMD at first) and a final value of π/2 (producing pure second-order
PMD at the end). In particular, in the case of equal-length sections (namely,
for |�b(z)| = b), the angle α(z) has a linearly varying profile: that is, α(z) =
αmax z/zmax, with αmax = π/2. (The case of nonequal-length sections can be
easily obtained from this one by rescaling the independent variable z; see
Biondini et al., 2004 for details.) Performing IS-MC simulations with multiple
biasing strengths, this biasing choice generates region 3 in Fig. 7.

In many practical situations, however, a more complete coverage of the
|�τ ||�τω| plane is needed. In this case, intermediate biasing choices must also be
used in addition to pure first- and second-order biasing. Such choices can be
obtained by using calculus of variations to maximize a linear combination of |�τ |
and |�τω|, as obtained from Eqs. (26a). The resulting form of �b(z) is the same
as above, except that the value of the final angle αmax now varies between 0
and π , the particular value depending upon the specific linear combination of
first- and second-order PMD being maximized. A selection of angles, together
with the resulting regions in the |�τ ||�τω| plane, is shown in Fig. 7. (Region 1 is
the result in the case of biasing for pure first-order PMD.) The advantage of
using multiple biasing—as opposed to just pure first- or second-order biasing
or no biasing at all—is evident. Each value of αmax generates samples lying
in a region that emanates in a roughly radial fashion from the location where
the joint pdf is maximum. Together, a set of angles αmax can be used to cover
the entire |�τ ||τω| plane. Indeed, Fig. 8 shows the joint pdf of the magnitude
of first- and second-order PMD (which is a two-dimensional reduction of the
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FIGURE 7 The regions of the |τ ||τω| plane targeted by the various biasing methods. Region 1
corresponds to pure first-order biasing (αmax = 0), region 2 to pure second-order biasing (αmax =
π/2), and regions 3, 4, and 5 to αmax = π/4, 3π/4, and π , respectively. The dashed line shows the
much smaller region obtained with unbiased samples. Fifty birefringent sections with 0.5 ps DGD
each were used. Source: From Biondini et al. (2004).
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FIGURE 8 Contour plots of the joint pdf of first- and second-order PMD for a concatenation of 50
birefringent sections with 0.5 ps DGD each, as reconstructed from IS-MC simulations. The contours
are at 10−n with n = 1.5, 1.75, 2, 2.25, 3, 4, 5, 6, 8, 10, 15, 20, 25, and 30. A total of 106 Monte-Carlo
samples were used. Source: From Biondini et al. (2004).
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full 3D joint pdf of first- and second-order PMD; Foschini and Poole, 1991)
for a system of 50 polarization scramblers, as calculated with the multiple
biasing technique described above. In a similar fashion, one can use the same
biasing strategies in numerical simulations of pulse transmissions to quantify
PMD-induced transmission errors.

7.2 Noise-Induced Perturbations

Together with the invention of the laser in 1960, the birth of optical fiber
transmission systems was made possible by the development of low-loss optical
fibers, with typical loss coefficients of 0.2 dB/km.Nonetheless, for long-distance
communication systems, which span thousands of kilometers, fiber loss remains
a serious obstacle, which is compensated by inserting optical fiber amplifiers
at various points along the transmission line. Modern optical amplifiers allow
the signal to be boosted in the optical domain, avoiding the need for electronic
conversion. The downside of this process, however, is the introduction of
spontaneous emission photons, which get combined to the signal in the form of
additive white Gaussian noise. In addition, since the fiber is weakly nonlinear,
the noise interacts with the signal to generate random pulse fluctuations. While
these perturbations are not too large on average, they are one of the main sources
of errors.

The propagation of optical pulses in fibers is governed by a perturbed non-
linear Schrödinger (NLS) equation with varying coefficients (Agrawal, 2007):

i
∂q

∂z
+ 1

2
d(z)

∂2q

∂t2
+ g(z)|q|2q = iS(t, z) . (27)

Here z is the dimensionless propagation distance, t is the dimensionless retarded
time, q(t, z) is the dimensionless slowly varying electric field envelope (rescaled
to account for loss and amplification in communication systems), d(z) is the
local value of the dispersion coefficient, and g(z) describes the periodic power
variations, which are due to loss and amplification. The source term S(t, z)
can represent various kinds of perturbations. Here, we focus on the physically
interesting case of spontaneous emission noise originating from the optical
amplifiers. That is, we consider

S(t, z) =
Na∑
n=1

vn(t)δ(z − nza),

where Na is the number of amplifiers, za is the dispersion map period, δ(z) is the
Dirac delta distribution, and νn(t) is white Gaussian noise, satisfying E[vn(t)] =
0 and E[vn(t)v∗

n′(t′)] = σ 2δ(t − t′)δnn′ . In other words, at each amplifier, z =
nza, Eq. (27) is replaced by the jump condition q(t, nz+a ) = q(t, nz−a ) + σvn(t).
We note in passing that the numerical simulation of (27) involves a very large
(several tens of thousands in practical situations) number of RVs comprised by
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the real and imaginary parts of S(z, t) at each of the collocation points in time
for each amplifier over the whole transmission line.

In the simplest case of constant dispersion and no gain/loss power variations,
without loss of generality one can take d(z) = g(z) = 1. In this case, when
S(z, t) = 0, Eq. (27) is a completely integrable model that admits an infinite
number of exact solutions describing elastic interactions among N particle-like
objects called solitons (Ablowitz and Segur, 1981; Zabusky and Kruskal, 1965).
The simplest case is that of a 1-soliton solution, which is simply the traveling
wave solution

q(t, z) = A sech[A(t − T)] eiθ(t,z) , (28)

where θ(t, z) = V(t − T) + � and with T(z) = Vz+ to and �(z) = 1
2 (A

2 +
V2)z+ φo. Note that the 1-soliton solution (28) contains four constant param-
eters: the amplitude A (which is also its inverse width), the frequency V
(which is also the group velocity offset), a temporal offset to, and a phase
offset φo.

The case when d(z) and g(z) are not constant but periodic describes a
periodic concatenation of fibers with different dispersion properties and is
referred to as dispersion management (DM) in the literature. Equation (28)
is replaced by a more complicated pulse shape, and the resulting pulses are
called dispersion-managed solitons (DMS). Nonetheless, the invariances of the
equation imply that DMS still contain the same four pulse parameters. In this
case, one can use suitable perturbation methods to derive an equation, called
dispersion-managed nonlinear Schrödinger (DMNLS) equation which captures
all the essential features of the dynamics as well as the DMS pulse shape
(Ablowitz and Biondini, 1998; Spiller and Biondini, 2010).

When noise is present [i.e., S(t, z) �= 0], the nonlinear term in Eq. (27) causes
part of the noise to couple to the soliton and induce random deviations of the
soliton parameters. One can use perturbation theory on either the NLS or the
DMNLS equation to capture the effects of noise on the soliton parameters,
obtaining (Li et al., 2007)

dA

dz
= SA(z) ,

dV

dz
= SV(z) ,

dT

dz
= V + ST(z) ,

d�

dz
= 1

2
(A2 + V2) + V ST(z) + S�(z) , (29a)

where the source terms,

Sj(z) = 〈eiθ ȳj, S〉
/〈ȳj, yj〉 , j = A,V, T,�, (29b)

which are defined in terms of the inner product 〈f , g〉 = Re
∫
f ∗(t)g(t) dt, are

the projection of the noise along the neutral modes yj of the linearized NLS
operator around the soliton solution. Each neutral mode is associated with one
of the invariances of the NLS equation as well as with infinitesimal changes in
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one of the soliton parameters. Note that since the linearized NLS operator is not
self-adjoint, the modes are notmutually orthogonal, and therefore, the projection
must be done using the corresponding adjoint modes ȳj. On the other hand, the
neutral modes and their adjoints form a biorthogonal basis for the null space
of the linearized NLS operator: 〈ȳj, yk〉 = 〈ȳj, yj〉 δjk, where δjk is the Kronecker
delta.

Equations (29a) are a system of nonlinear stochastic differential equations,
which cannot be solved in closed form. (The nonlinearity arises not only from the
explicit appearance of A and V in the equations but also, and in a more essential
way, on the fact that the source terms depend on the soliton amplitude A.) Useful
information can still be extracted from them, however. For the present discus-
sion, it is convenient to employ a continuum approximation of the noise. That
is, we consider S(t, z) to be a Gaussian white noise process with zero mean and
autocorrelation function E[S(t, z)S∗(τ , ζ )] = σ 2 δ(t − τ)δ(z− ζ ). As a result,
the source terms in Eqs. (29a) become independent white noise processes, with
autocorrelation function

E[Sj(z)S∗
k (ζ )] = σ 2

j δjkδ(z − ζ ) , (30)

where the source term variances are

σ 2
j = var[Sj(z)] = E

[〈eiθ ȳj, S〉2/〈ȳj, yj〉2
] = σ 2‖y

j
‖2/〈ȳj, yj〉2 . (31)

In the limit of moderate amplitude deviations, one can approximate Eqs. (29a)
by considering the variances of the source terms to be constant. The resulting
equations can then be integrated exactly, to obtain

A(z) = Ao +WA(z) , V(z) = Vo +WV(z) ,

T(z) = To +
∫ z

0
V(ζ )dζ +WT (z) , (32a)

where for brevity we omitted the expression for �(z), and where

Wj(z) =
∫ z

0
Sj(ζ ) dζ , j = A,V, T,�, (32b)

is aWiener process with zero mean and autocorrelation functionE[Wj(z)Wk(ζ )]
= σ 2

j δjkmin(z, ζ ). The mean values of the soliton parameters at the output z = L
are then

E[A(L)] = Ao , E[V(L)] = Vo , E[T(L)] = To + VoL,

E[�(L)] = 1

2
(A2o + V2

o ) L+ 1

4
(σ 2
A + σ 2

V) L2 . (33)

Tedious but straightforward stochastic calculus (Papoulis, 1991) also yields the
variances of the noise-perturbed output soliton parameters (Spiller and Biondini,
2010):
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var[A(L)] = σ 2
AL , var[V(L)] = σ 2

VL ,

var[T(L)] = σ 2
TL+ 1

3
σ 2
VL

3 , (34)

where the expression for var[�(L)]was again omitted for brevity. (Note how the
mean phase is directly affected by the noise, unlike the other soliton parameters.)
The cubic dependence of timing and phase jitter on distance (which arise, respec-
tively, as a result of the coupling between carrier frequency and group velocity
and as a result of the Kerr effect and Galilean invariance) are well-known in
the optics literature and are referred to as Gordon–Haus jitter (Gordon and
Haus, 1986) and Gordon–Mollenauer jitter (Gordon and Mollenauer, 1990),
respectively.

The above mean variances agree very well with direct numerical simulations
of the full NLS equation perturbed by noise. However, their knowledge is
not sufficient to accurately estimate noise-induced transmission penalties, for
several reasons. First of all, the variances are only correct for small deviations
of the pulse amplitude, whereas we are interested in quantifying the probability
of large deviations. Second, even though the noise is Gaussian-distributed, the
noise-induced changes of the soliton parameters are not necessarily Gaussian.
In particular, the variance of each amplitude shift depends on the previous value
of the amplitude, which causes the distribution of A to deviate significantly from
Gaussian. A Gaussian approximation will therefore only be valid in the limit of
small amplitude shifts, and even then only in the core region of the pdf and not
in the tails. Finally, even if the noise-induced changes of the soliton parameters
were approximately Gaussian-distributed, calculating the probability densities
in the tails from the (analytically or numerically obtained) variances would
require an exponential extrapolation, and any errors or uncertainties would be
magnified correspondingly.

Nonetheless, the information obtained from the above perturbation theory
is the key to devise a successful IS for the problem, as we show next. In our
case, to successfully apply IS one must find the most likely noise realizations
that lead to a desired change of the soliton parameters at the output. As
demonstrated in Moore et al. (2003) and Li et al. (2007), one can approach
this problem by decomposing it into two logically distinct steps: (i) finding the
most likely noise realizations that produce a given parameter change at each
amplifier and (ii) finding the most likely way in which individual parameter
changes at each amplifier combine to produce a total change at the output.
This two-step approach is justified by the fact that the noise at different
amplifiers is statically independent. We next briefly describe each of these two
steps.

(i) Biasing at a single amplifier. Consider a generic perturbation to the solution
at the nth amplifier, bn(t). Recall from Eqs. (29) that the noise-induced change to
a soliton parameterQ (with Q = A,V, T,�) is found by taking the projection of
the perturbation onto the adjoint mode of the linear DMNLS operator associated
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with Q. That is, if q(t, nz+a ) = q(t, nz−a ) + bn(t), the change to parameter Q due
to the perturbation bn(t) is given by

�Qn = Re
∫
ȳ∗Qbn(t)dt

/ ∫ |ȳQ|2dt . (35a)

The problem of finding the optimal biasing at each amplifier is to find the
most likely noise realization subject to the constraint of achieving, on average,
a desired parameter change at that amplifier. In other words: given a specific
parameter change �Qn at the nth amplifier (with Q = A,V, T,�), what is the
form of bn(t) that is most likely to produce this prescribed change? For white
Gaussian noise, maximizing its probability amounts to minimizing the negative
of the log-likelihood, i.e., the negative of the argument of the exponential in the
noise pdf. That is, we need to minimize the L2 norm of the noise,

‖bn(t)‖2 =
∫

|bn(t)|2dt , (35b)

subject to achieving the desired parameter change �Qn given by Eq. (35a).
One can formulate this as a variational problem, whose solution yields the
deterministic biasing direction (Moore et al., 2008)

bn(t) = �Qn
(
Re
∫
ȳ∗QyQdt

/∫ |ȳQ|2dt) ȳQ . (36)

(ii) Biasing across all amplifiers. Next we address the question of how one
should distribute the bias for the soliton parameters among all amplifiers in order
to achieve a specified parameter change at the output. In other words: what is the
most likely set of individual parameter changes {�An,�Vn,�Tn,��n}n=1,...,Na
that realizes a given value of �Qtarget (with Q equal to either A, V, T, or �,
as before) at the output? For simplicity, we limit our discussion to amplitude
deviations, even though the same approach can be used to study variations of all
four soliton parameters (Spiller and Biondini, 2010).

We begin by examining the amplitude evolution from one amplifier to the
next, namely

An+1 = An + �An+1 . (37)

Recall that the most likely noise realization that achieves a given amplitude
change at a single amplifier is given by (36), with Q = A in this case. Also
recall that the norms and inner products of the linear modes depend on the
soliton amplitude and therefore also indirectly on distance. It should be clear
that maximizing the probability of obtaining a given amplitude at the output is
equivalent to minimizing the sum of the L2 norm of the biasing functions bn(t)
over all amplifiers. That is, we need to minimize the sum

Na∑
n=1

‖bn‖2 =
Na∑
n=1

|�An|2/σ 2
A , (38a)
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subject to the constraint
Na∑
n=1

�An = Atarget − Ao , (38b)

where σ 2
A is given by Eq. (31). To solve this problem, we consider a continuum

approximation. That is, we replace Eq. (37) by the first of Eqs. (29a), with
S(t, z) = b(t, z) and b(t, z) given by the continuum analogue of Eq. (36) with
Q = A, that is: b(t, z) = (〈yA, ȳA〉/‖ȳA‖2) ȳA(t) Ȧ. We then seek a function A(z)
that minimizes the continuum limit of Eq. (38a). That is, we seek to minimize
the integral from z = 0 to z = L of the L2 norm of b(t, z), namely, the functional

J[A] =
∫ L

0
Ȧ2/σ 2

A dz , (39)

subject to the fixed boundary conditions A(0) = Ao and A(L) = Atarget [which
are the continuum limit of (38b)]. Hereafter, the dot denotes total differentiation
with respect to z, and L is the total transmission distance as before. After
some straightforward algebra, the Euler–Lagrange equation associated with the
functional J[A] in (39) can be written as

2Ä
1

σ 2
A

+ Ȧ2
∂

∂A

(
1

σ 2
A

)
= 0 ,

which is readily integrated to give

Ȧ = c σA , (40)

where c is an integration constant which determines the total amount of biasing
being applied and thereby the value of the amplitude at the output. One can
now integrate Eq. (40) to find the optimal path A(z) that realizes a desired
amplitude change at the output. Once this path has been obtained, one can then
calculate �An, which was the only unknown in the optimal biasing directions
bn in Eq. (36).

Equation (40) can be solved exactly in the case of constant d(z) and g(z)
(that is, for the classical NLS equation). In this case, Eq. (40) reduces to
Ȧ = c

√
A, which is trivially integrated to Anls(z) = [(√

Atarget − √
Ao
)
z/L +√

Ao
]2. When d(z) or g(z) are not constant, the functional dependence of σA on

A is not known explicitly, and therefore, it is not possible to integrate Eq. (40)
analytically. Numerical expressions are available for the norms and inner prod-
ucts, however, so one can proceed by numerically integrating Ȧ, obtaining an
expression for z = z(A), and then inverting this expression to find the optimal
biasing paths. As an example, Fig. 9 shows the results of numerical simulations
in which the MC samples were biased along the optimal paths (shown by the
thick curves) that produce three given amplitude changes (also indicated in the
figure), demonstrating how the random trajectories are indeed closely clustered
around these paths. Figure 10 shows the pdf of the output energy as reconstructed
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FIGURE 9 Samples from IS-MC simulations of the DMNLS equation. Here, the pulse energy
(normalized to input energy) is plotted as a function of time (i.e., distance in physical units). The
arrows represent the different targeted output energies: a larger than normal output energy (blue (dark
gray in the print version)), a smaller than normal output energy (red (light gray in the print version)),
and unbiased energy (black). Also plotted are deterministic paths (thick, smooth curves, with color
corresponding to the target) predicted by our perturbation theory. These are the preferential paths
around which we attempt to sample by biasing the noise with the adjoint linear modes. For each of
three different targeted output energies, a few dozen IS-MC samples are also shown (also colored
correspondingly), demonstrating that the actual trajectories indeed follow the predictions of the
theory. Source: From Li et al. (2007).

from IS-MC simulations of the DMNLS equation using multiple IS and the
biasing techniques described above. For comparison purposes, the results of
unbiasedMC simulation of the original NLS equation (27) with DM and a much
larger number of MC samples are also shown, as well as a Gaussian fit to those
results, demonstrating that pdf deviates significantly from a Gaussian, and at the
same time that IS-MC simulation is an effective to quantify the probability of
rare events in the system.

Similar techniques have been recently applied to quantify the effect of
noise-induced perturbations in a variety of other system configurations, e.g., see
Donovan and Kath, 2011; Li and Kath, 2015; Li et al., 2007; Moore et al., 2003,
2005, 2008; Spiller and Biondini, 2009, 2010; and references therein.

8 LARGE DEVIATIONS THEORY, ASYMPTOTIC EFFICIENCY,
AND FINAL REMARKS

A key concept in assessing the effectiveness of a given biasing strategy and/or
when using IS to reconstruct a sequence of quantitieswith decreasing probability
(as in the case of the pdf in the example in Section 4.3) is that of asymptotic
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FIGURE 10 pdf of normalized output energy of a dispersion-managed soliton affected by amplifier
noise. The solid (cyan (light gray in the print version)) curve shows results from IS-MC simulations
of the DMNLS equation with 42,000 samples. The (red (dark gray in the print version)) dots are
the results from standard MC simulations of the NLS equation with DM with 1,000,000 samples.
The (black) dashed curve is a Gaussian fit to that simulation. Note how unbiased MC simulations
of the NLS equation with DM deviate from Gaussian, but agree well with IS-MC simulations of the
DMNLS equation as far as down in probability as the unbiased simulations can reach. Source: From
Li et al. (2007).

efficiency (Glynn and Whitt, 1992; Sadowsky and Bucklew, 1990). The precise
definition of asymptotic efficiency is formulated in the framework of large
deviations theory (Bucklew, 1990; Dembo and Zeitouni, 1983). Here we will
limit ourselves to giving an informal discussion of both of these topics.

Often, for simplicity, the choice of biasing distributions is restricted to a
specific family of distributions, usually dependent on one or more parameters,
e.g., in a specific situation these could be the mean translation parameters. Now
consider a set of probabilities Pn dependent on a parameter n, e.g., Pn could be
defined as the probability that the RV y(X) takes values that are larger than n
times its mean: Pn = P[y(X) > nμ], with μ = E[y(X)]. As another example,
let Yn = (X1 + · · · + Xn)/n be the mean of n i.i.d. RVs X1, . . . ,Xn. One could
ask what is the probability that Yn deviates more than ε from its mean, i.e.,
Pn = P[|Yn − μ| > ε], where now μ = E[X]. Furthermore, suppose that the
probabilities Pn tend to zero as n → ∞, as is indeed the case in the two
examples given. Large deviations theory is concerned with the rate at which
these probabilities tend to zero. In this sense, it can be thought of as an extension
of the law of large numbers.

It is often the case in practical situations that the probabilities Pn decay
exponentially as n increases. Loosely speaking, when this happens we say that
the sequence {Pn}n∈N satisfies a large deviations principle. More explicitly, in
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the above example we say that Pn satisfies a large deviations principle with rate
function I(ε) if

lim
n→∞

1

n
logPn = −I(ε) .

More precise and comprehensive definitions can be given, which allow one
to include a larger class of processes, for some of which the simple require-
ment above is not satisfied. A large body of work has been accumulated on
large deviations theory. Two famous results, namely Cramér’s theorem and the
Gärtner–Ellis theorem, identify some properties of rate functions. In particular,
for the sum of RVs considered above, one can show that the rate function is

I(ε) = sup
s∈R

[sε − log(M(s))] ,

where M(s) = E[exp(sX)] is the moment-generating function. For further
details, we refer the reader to Bucklew (1990) and Dembo and Zeitouni (1983).

Now let us return to the problem of rare event simulation. It should be
clear that the computational cost required for an accurate estimation of Pn
with standard MC methods will obviously grow with n. Next, consider a
sequence of biasing distributions p∗n(x). Roughly speaking, the sequence is
said to be asymptotically efficient if the computational burden grows less than
exponentially fast.

The concept of asymptotic efficiency has important practical consequences.
If a family of biasing distributions is asymptotically efficient, the increase in
computational efficiency will be larger and larger the further we reach into
smaller probabilities. The best-case scenario is that in which the computational
cost to reach probability levels of 10−n is independent of n. In that case, the
increase in computational efficiency can be arbitrarily large in principle, and in
practice is just dictated by how far down in probability we need to reach. We
refer the reader to Bucklew (2004) for a discussion of precise conditions that
guarantee that a sequence of simulation distributions is asymptotically efficient.

As a final remark, we should comment on the relation between large devi-
ations theory and the study of random dynamical systems. In many cases, one
can think of the input RVs as perturbations affecting the behavior of a dynamical
system. For example, in the case of optical fiber communication systems, three
kinds of randomness are present: (i) the fiber’s random birefringence, which
depends on distance, time, and wavelength; (ii) the optical amplifiers’ quantum
noise, which is added to the signal and propagates nonlinearly through the
fiber; and (iii) the pseudo-random sequence of information bits. The problem
of studying small random perturbations of dynamical systems was first posed
in Pontryagin et al. (1933) and has received considerable attention in recent
years. In many cases, the most likely configuration of RVs for which the system
reaches a given output state can be thought of as a specific path in sample
space. In turn, this path can be uniquely identified as the minimizer of the
Wentzell–Freidlin action functional (Freidlin and Wentzell, 1984). IS can then
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be thought of simply as a numerical (MC) technique to perform an integration
in sample space around this “optimal” path. (Note the similarity between this
point of view and the path integral formulation of quantum mechanics, e.g., see
Weinberg, 1995.) The best-case scenario is of course that in which this optimal
path can be identified analytically (e.g., as in Biondini et al., 2004; Moore et al.,
2008). In other situations, however, one may be able to solve the minimization
problem numerically (as in Spiller and Biondini, 2010). Finally, if this is also not
practical, one can avoid theWentzell–Freidlin formulation altogether and search
for it adaptively using the cross-entropy method (as in Donovan and Kath, 2011;
Marzec et al., 2013; Schuster et al., 2014).
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ABSTRACT
In this chapter, we discuss a novel biometric trait, called cognitive biometrics. It is
defined as the process of identifying an individual through extracting and matching
unique signatures based on the cognitive, affective, and conative state of that individual.
Currently, there is an increasing need for novel biometric systems that engage multiple
modalities because of the changing notion of privacy in today’s world. Also, cognitive
biometrics will become essential as pervasive computing becomes more prevalent, where
computing can happen anywhere and anytime. The use of cognitive traits for biometrics is
relatively underexplored in the research community.We study whether the cognitive state
of a person can be learned and used as a soft biometric trait and discuss our large-scale
experimental setup, which yielded encouraging results.

Keywords: Soft biometrics, Linguistic analysis, Classification, Authentication, Author-
ship attribution

1 INTRODUCTION

Biometrics is the science of verifying the identity of an individual through
the physical or behavioral traits. Physical biometrics extracts signatures from
fingerprints, hand geometry, iris patterns, etc. Behavioral biometrics involve
finding patterns of users based on gait, speech, signature, and handwriting.
Physical and behavioral are two prominent and often studied modalities in the
study of biometrics.
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The notion of privacy is changing in today’s world. Thus, we need novel
biometric systems that engage multiple modalities for authentication of an
individual. As we increase the quantities of personal and identifiable data
on cloud networks, such as Google drives, Dropbox, iCloud, etc., passwords
alone will no longer suffice as the only authentication methods. Also with
the limits on physical biometric modalities (fingerprint, hand, iris, etc.),
and the ever-changing ways of human–machine interactions, there is an
urgent need to develop newer methods of authentication that go beyond
existing password driven authentication. Passwords suffer from a variety of
vulnerabilities including brute-force and dictionary-based attacks, and as a
result, these highly personalized data on the cloud become vulnerable to being
“stolen.” Thus, there is an imminent need to shift focus from user-proxy-driven-
authentication to individual-biometric-driven-authentication. In an effort to
develop individuality-driven-authentication, new biometric modalities are
needed, as standalone or fused with existing modalities to make an informed
decision about the identity of the user at the console.

Also, user expectations have immensely changed with respect to authentica-
tion systems with the advent of newer modes of communication and computing.
The user wants to be continuously authenticated even as more private and secure
communication takes place over the console, than previously known. Since the
user is simultaneously logged into a number of devices and computing environ-
ments, he/she wants minimal interruption for any authentication information.
An authentication system that identifies person based on his/her cognition, has
better chances of continuously verifying an individual’s identity, than a system
based on possession of passwords or keys.

Cognitive biometrics is defined as the process of identifying an individual
through extracting and matching unique signature based on the cognitive,
affective, and conative state of that individual. Cognitive biometrics like many
behavioral patterns, falls under the category of soft biometrics. Soft biometrics,
described by handwriting, speech, gait, etc., are, at times, relatively easy to
capture and process. These can, then, be used in combination with physical
biometrics, which are often more difficult and obtrusive to obtain and work with.
Cognitive biometrics can be used alone or in conjunction with other biometric
modalities depending on the level of security required.

As studies by psycholinguist, Carroll (2007) has shown people often develop
a jargon that is more meaningful to other people in similar age groups, social
backgrounds, academic settings, etc. Thus, language becomes a badge of sorts,
identifying information about the user. Given the psychology-based evidence, it
has been shown that language of a user does provide distinctive characteristics
that can be used as a cognitive biometric trait for authentication.

While traditional biometric models use physical characteristics of individu-
als such as face, fingerprints, retina scans, voice, etc., using language expressed
by an individual as an identifying characteristic has not been explored in this
context before. The empirical results are encouraging and show that users do
have distinctive writing styles, which is evident even when analyzing a corpora
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as large and diverse as the Internet. Typically, language written by an individual
encompasses various facets, like handwritten material, or structured text like
books and other formal publications. Of particular interest are the weblogs (or
blogs), which are unstructured digital text authored on the Internet, because of
their easy availability, and reflection on how people author text informally in
their day-to-day settings.

Blogs are extremely popular ways by which people express their thoughts
and concerns and is an important way of communication over the Web. For
instance, there are around 172million Tumblr and 75.8millionWordPress blogs.
The data generated from the “blogosphere” is one of key types of big data
available on the Internet. While text analytics from big text corpora, such as
blogs, has been a widely researched problem. Most focus has been to infer
the latent information in the text. Here, we discuss the role of such big and
unstructured data in understanding if language usage of an individual can be
learnt as his/her cognitive signature.

Some of the questions that we discuss in this chapter include:

● Can language usage of an individual has enough discriminatory power to be
used as a cognitive biometric trait?

● Does it qualify as a successful biometric trait based on its properties,
namely: identifiability, universality, uniqueness, permanence, collectability,
performance, and acceptability?

● Are unstructured blogs on the Internet a good metric to capture the cognitive
signatures of authors?

● What are the quantifiable metrics for such a system: How does the number
of blogs/texts per author, the total number of authors and the quality of blogs
(richer, cleaner text) affect the results?

● What comprises of a cognitive biometric system: Is it the linguistic style of
the authors (how they write), or is it the context in which the language is used
(what they write), or is it a combination of the two?

We have performed an extensive set of experiments under various settings to
empirically obtain some answers to these questions above.We varied the number
of blogs per author, the total number of authors, and the size of the entire dataset,
in order to study how well language can be used as cognitive biometric trait. We
have, also, extracted linguistic style of the authors well as learnt the context on
which the blogs are written from the data, and combined the two for our analysis.
We describe our methodology and report the findings in the ensuing sections of
the chapter.

The rest of the chapter is organized as follows. We introduce the problem of
cognitive biometrics in Section 2. Section 3 describes the data used to extract
cognitive fingerprints of the users. The details of the methodology is given in
Section 4. The results of our experiments are described in Section 5. For further
discussions on the study, see Section 6. Existing research in relevant areas is
discussed in Section 7. Lastly, Section 8 concludes the chapter and provides
future directions for researchers interested in this area.
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2 COGNITIVE FINGERPRINTS: PROBLEM DESCRIPTION

We define a cognitive fingerprint of a user as a unique signature that captures the
user’s mental thoughts or experiences (or cognition). Individuals express their
thoughts in a multitude of ways, either using spoken words or written language.
As language is the medium of communication and has varied connotations
(spoken word, gestures, handwritings, etc.,) attached to it; in this work, we
only refer to the written words of a person. We exclude hand-written texts,
which have been extensively studied in literature for biometric identification
(Zhu et al., 2000).

To get a realistic dataset of authors and their natural writings, we looked
for the blogosphere data, where people typically identify themselves with a
username, and pen down their thoughts as entities called blogs. The dataset, used
in this work is the ICWSM 2009 Spinn3r dataset (Burton et al., 2009) where
the corpus consists of 44 million entries, a snapshot of weblog activities from
August 1, 2008 and October 1, 2008.

Hence, our goal is to develop a cognitive-biometric authentication system
that can determine whether any given individual, posing to be an enrollee, is
genuine or an impostor. This involves obtaining biometric scores for each (user,
enrollee) pair, where the pair is genuine if the enrollee is very similar to the user,
or else is an impostor. The problem is posed as a binary classification problem,
where the two classes are genuine and impostor. Each data point in this space is a
feature vector representation of the blogswritten by the user, such that the feature
values are small if the blogs are written by the same author, and large if written
by another user. They are dissimilarity scores, with low scores meaning low
dissimilarity (or high similarity), and high scores meaning high dissimilarity.
Our proposed method learns a classifier that can distinguish between genuine
and impostor authors. As with a typical biometric authentication system, users
are initially enrolled into the system and we treat this as our training/validation
dataset. We then perform different quantitative tests including an ROC analysis
to show the biometric strength of using language as a cognitive biometric trait.

3 DATA DESCRIPTION

The ICWSM 2009 Spinn3r data was collected in 2009, as a part of 3rd
International AAAI Conference on weblogs and Social Media sponsored Data
Challenge. The raw data is obtained by crawling various blog publishing sites to
get the syndicated text of the blogs and the associated contents. Thus, the corpus
consists of a snapshot of weblog activities from August 1, 2008 and October 1,
2008. It consists of 44 million entries in Spinn3r.com Website’s XML format.

The raw format includes the RSS and the ATOM descriptors and also several
meta-data tags. The blogs are also arranged in 13 tier groups based on the
blog influence. Since the data is obtained as a snapshot of the blogosphere
at a certain time, a portion of the items contain only the first few hundred
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characters rather than the entire text of the weblog entry. Also as evident in
cyber space, much of the data is not real blog entries, like many are posts
in threaded online conversations, advertisements, blogs just posting images,
forwarding mails.texts, etc. Additionally the dataset consisted of blogs written
in many languages, including English.

To get blogs that contained real text written by authors, we chose a subset of
the ICWSM 2009 Spinn3rDataset, which is called the Personal Stories Dataset
(Gordon and Swanson, 2009). This dataset, consisted of the only the blogs
which can be best characterized as a personal story. The logic, behind such
decision, was our intuition that personal stories are expected to contain more
distinguishing writing style markers. Thus we get blogs which are personal
stories written by the blog author. Depending on the nature of Internet, many
of the blogs which were marked as personal stories, however, had no author
name associated with the 〈authorname〉 tag in their XML mark-up. We chose
the unique identifier as the text contained in the 〈authorname〉 within each XML
〈item〉 and discarded the blogs which had no author.

The data is organized into 13 tiers, with stories spread across all tiers, but
the most number of stories are found in Tier 1. The characteristics of the data
for all tiers and for Tier 1 are summarized in Table 1. We report statistics for
authors who have written at least 15 blogs. Since Tier 1 has the most number
of stories (Gordon and Swanson, 2009), we chose Tier 1 for majority of our
experiments.

To find the distribution of blogs per author, we found that some authors write
lots of blogs, while a lot of authors write few blogs. Thus, the number of blogs
per author follows power law as shown in Fig. 1.

Table 2 summarizes the statistics regarding authors and their corresponding
blogs, who have written a minimum of 5, 15, or 30 blogs. As expected, as
the minimum number of blogs per author increased, we got fewer authors, on
average, they have written more number blogs.

TABLE 1 Data Characteristics for All Tiers
and Only for Tier 1 of the Spinn3r Dataset

All Tiers Tier 1

# Blogs 153,796 65,945

# Words 61,703,661 24,724,073

# Authors 3510 1714

Avg. # blogs 44 38

Median # blogs 22 21

Max. # blogs 2477 1400
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FIGURE 1 Distribution of number of blogs per author for all (1417) authors.

TABLE 2 Data Characteristics for Blogs in Tier 1

1 5 15 30

# Blogs 248246 153119 65945 41655

# Words 611M 58M 25M 15M

# Authors 56338 11926 1714 498

Avg. # blogs 4 13 38 83

Median # blogs 2 8 21 53

4 METHODOLOGY

Our methodology has following four steps:
1. Data Preparation: The Spinn3r dataset consists of blogs and their

associated content in an XML format. We extracted personal stories from the
above-mentioned XML dump, using the information and code provided by the
ICWSM website (Gordon and Swanson, 2009). We extracted only those blogs
whose authors chose to identify themselves with 〈authorname〉 tag within the
XML mark-up. We removed a lot of software debris and other XML markup in
order to have only the content written by the author, which we refer to as the
description of the blogs, i.e., everything that is written within the 〈desc〉 tags of
the XML mark-up.

2. Feature Extraction: We extracted two sets of features from the descrip-
tions:

(i) Stylistic Features that characterize the text and capture the writing style
of the authors. These features have been used in the past in different contexts
as effective discriminators of authorship. They fall in numerous categories
including lexical (like word count), syntactic (like the frequency of stop words),
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TABLE 3 Stylistic Features

Feature # Description Number

Length Number of unique words/characters
in blog

2

Vocabulary richness Yule’s K 1

Word shape Frequency of words with different
combinations of upper case and lower
case letters

5

Word length Frequency of words that have 1–20
characters

20

Letters Frequency of a to z, ignoring case 26

Digits Frequency of 0 to 9 10

Punctuation Frequency of punctuation characters 11

Special characters Frequency of other non-alphabet
non-digit characters

21

Function words Frequency of special words like “the,”
“of,” etc.

117

structural (like the paragraph length), and personal (like lexical diversity). To
extract these features, we computed different statistics from the description of
the blogs so that in total we extracted 213 stylistic features detailed in Table 3.
The stylistic features were calculated quantitatively from the data. Some of the
features like the number of unique words, number of digits, letters, punctuation
used were calculated by writing regular expressions to search and count the
number of their occurrences in the texts. Vocabulary richness was calculated
using a variant of the Yule’s K function (= M1

M2
), where M1 is the number

of all unique stemmed words in the text. The stemming was done using the
standard Porter’s stemming algorithm (Manning et al., 2008). M2 is calculated
as
∑K

i=1 f (si)
2, where f (si) is the number of times the ith stemmed word occurs

in the text. If a text has rich vocabulary, the above Yule’s K measure for that text
will be high.

Except for vocabulary richness, number of unique words, and number of
characters in the blog, all other stylistic features are ratios or frequencies, i.e.,
each of the feature value is divided by the number of characters in the blog. This
is done so that the feature values are not biased towards the length of the blogs
written by a particular author.

(ii) Semantic Features (or thematic features) capture the themes running
through the blogs, i.e., contexts or topics of that the author talks about in the
blogs. To get these features, we applied the Latent Dirichlet Distribution (LDA)
algorithm (Blei et al., 2003) (also known as topic modeling) on the description of
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the blogs to extract the dominant topics, or themes that pervade our collection of
large, unstructured blogs data. We used the Mallet toolbox (McCallum, 2002)
for to achieve this. The tool takes as input a collection of texts, which in our
cases are the blogs written by authors, and outputs the main topics, or themes
that exist in the collection. The topics are thus a distribution over the words that
exist in the collection. As an additional input, the tool also requires the number
of topics. We tested with 20, 50, and 100 topics and on visually inspecting them,
we found that 50 topics gave a good enough representation of the themes in the
blog descriptions. Table 4 presents a listing of some of the topics and the top
19 words associated with the topics. A full list of the topics and top words are
included in the supplementary material (http://dx.doi.org/10.1016/B978-0-444-
63492-4.00003-4). The semantic features, corresponding to each blog, were the
topic proportions of each of the 50 topics, i.e., probability values associated with
each of the 50 topics.

In all, we used 213 stylistic features and 50 semantic features. For our
analysis, we worked with the stylistic, and the semantic features both separately
and combined (the two feature vectors were concatenated to create a new vector
of 263 (213 + 50) features), to examine how performance was affected by the
different classes of features. To reduce the computational complexity of the
dataset, we used some heuristics to reduce the size of the dataset; in one set
of experiments, we extracted a fixed number of authors from the entire corpus,

TABLE 4 A Sample of Topics Inferred from the Blogs

Topic # Top Words

4 night bar beer drink people party drunk drinking club drinks place
wine good dance dancing friends guy pretty fun

7 mom dad family house sister home brother mother parents years
year aunt time father daughter remember uncle day kids

13 store bought shopping buy shoes mall found clothes pair shirt
wear stuff mom shop find wearing home wanted cute

16 school class year teacher classes room college day high today
students back test homework grade student campus week semester

21 food dinner chicken eat good cheese lunch restaurant ate made
eating salad bread sauce delicious meal soup rice ordered

30 water beach back lake day trip park river trail mountain road
miles beautiful fish island found area boat hike

44 birthday party wedding year happy day christmas cake friends
dinner fun made family love time gift great pictures night

47 doctor pain hospital blood sick baby feeling day appointment
back surgery nurse told started days gave dr bad feel

http://dx.doi.org/10.1016/B978-0-444-63492-4.00003-4
http://dx.doi.org/10.1016/B978-0-444-63492-4.00003-4
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while in another, we extracted a range or a fixed number of blogs written by a
particular author.

3. Training a Classifier: We performed experiments for both identification
and authentication. For biometric identification, the problem of authorship
attribution can be formulated as a multiclass classification problem, where we
have the classes as the authors. For biometric authentication, the problem of
authorship attribution can be formulated as a binary classification problem,
with the two classes being genuine and impostor classes. For this study, we
investigated language as a biometric trait primarily in the context of biometric
authentication, where we posed the problem of authorship attribution as a binary
classification problem. We can visualize a square matrix, whose rows/columns
are the number of authors, where each cell is a score of matching N users with
N enrollees. Enrollee i and user i is the same person, and enrollee i and user j
(i �= j) are different persons. Each user is matched against each enrollee once.
Thus the diagonal elements correspond to genuine matches and nondiagonal
elements correspond to impostor matches.

To get the biometric score between a user and an enrollee, we used pairwise
difference for all the features, for all blogs. This difference is used a biometric
score, such that a low values between blog A and blog B signifies that both are
written by the same author (a genuine match), while a large value between blog
A and blog B signifies that they are written by different authors (an impostor).
Since we have multiple blogs for each author, the genuine scores consist of
blocks around the diagonal (unlike the traditional case where only the diagonal
entries are the genuine scores).

Thus, for each data point we take the difference of individual feature values
of this point from every other point. Since we already know the labels of the
data-points, we know if the difference feature vector corresponds to a genuine
or an impostor score. The difference feature vector is the same size of the feature
vector length, i.e., 263. Thus, we create a dataset consisting of genuine and
impostor data points, with 263 length feature vectors, labeled as genuine or
impostors.

4. Evaluating Performance of Classifier:We chose the classifier that gave
the maximized area under the ROC curve, which is our chosen performance
metric. We worked with Support Vector Machine, K-Nearest Neighbor based
classifier, and Logistic Regression on a very small subset of the data (40 authors)
and found that logistic regression (Bishop, 2006) gave the best results. Hence all
experiments were performed with this classifier using the version implemented
in Weka (Hall et al., 2009), as multinomial logistic regression model with a
ridge estimator (set at 1.0 × 10−8). Before training the classifier, the data was
standardized, i.e., all feature values were set to have zeromean and unit variance.

For the multiclass classification approach, during testing, each blog had to be
attributed to one of the classes, however, on an Internet-style author attribution
dataset like ours, the number of authors is very large (order of 50 K in this case),
and the text written by a most of the authors was small (average is 4). Thus
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we got a large number of classes, with very limited number of data points for
each class. To alleviate this issue, we simplified the problem by using a single
unique signature for each author. We computed the median of the feature values
for all the blogs of a particular author as the signature. Each new blog was then
compared against this signature, and we took the nearest three neighbors that
were closest to the median of each of the authors. We also tested with the mean
of the blogs, instead of the median. Mean gave better results than the median,
and together the thematic and stylistic features give better results than individual
features alone.

Rare-classMining: Note that in the binary classification data that we create,
there are only N genuine scores, and N2 − N impostor scores, where N is
the number of authors. Thus, the result is a highly imbalanced dataset, with
a lot more impostor data points than genuine ones. Typically, classification
algorithms are designed under the assumption of a relatively uniform/balanced
distribution of classes for training. But in a problem such as our genuine/impos-
tor identification, there is a need to better balance the number of data-points
in each class. This problem is referred to as rare-class mining, or masking
problem which often leads to misleading results; the accuracy of the classi-
fication algorithms can be high even though it potentially misclassifies all or
many of the points of the minority class. This problem can be handled by:
synthetically oversampling theminority class; undersampling themajority class;
and generating samples so that the resulting distribution of the two classes are
balanced.

The over- and undersampling methods artificially add or remove data to
achieve balance, hence we adopted the more realistic approach of generating
balanced sample sets. We used a Bernoulli distribution to randomly select
data points that were added to the sample. We used two different Bernoulli
distributions to select the genuine and impostor samples and the parameters of
the distributions were set to ensure a balance between the samples of the two
classes.

5 RESULTS

5.1 Evaluating Performance on Different Types of Data

Table 5 compares the results of combining the data from all tiers. The results
degrade when all the tiers of the data are used. We think the plausible reasons
could be the following: The blogs are organized into various tiers by their
influence score. Thus more influential blogs are in Tier 1 and least in Tier 13.
We hypothesize that the quality of the text written by authors degrade as we go
to less influential blogs, and it becomes increasingly difficult to discern authors.
Additionally, we only consider the blogs written by an author who is identified
with an author name in the XML dump of the dataset. It may happen that among
various tiers, we may have different authors using the same author names, but
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TABLE 5 AUC Scores When Blogs from All
Tiers are Used Versus Blogs from Tier 1

AUC

Data Stylistic Semantic both

550-All tiers 0.60 0.59 0.61

550-Tier1 0.67 0.70 0.71

TABLE 6 Classification Results Using Logistic
Regression for Various Types of Features with
Different Number of Authors (N)

AUC
# of Authors
(N) Stylistic Semantic Both

200 0.61 (0.075) 0.65 (0.066) 0.65 (0.077)

550 0.67 (0.064) 0.70 (0.059) 0.71 (0.068)

All 0.66 (0.053) 0.68 (0.050) 0.70 (0.056)

Standard deviation across multiples runs is reported in parenthesis.

in our analysis thus far, we assume that all blogs having the same author name
were written by the same author.

5.2 Evaluating Performance of the Biometric Trait

For this experiment, we chose a random sample of N authors out of a total of
1714 authors (see Table 1) who had written more than 15 blogs. We created
a dataset of genuine and impostor samples as discussed above. We trained a
logistic regression classifier on part of this data and tested the performance of
the classifier on a held-out dataset (34% of the original dataset). This experiment
was repeated 10× to capture the variance in performance. We use Area under
the ROC Curve (AUC) as the evaluation metric. Additionally, we experimented
with three types of features for each setting: stylistic (see Table 3), semantic
or topic-based (using 50 topics learned by LDA), and both combined. Table 6
shows the results obtained using different values of N (200, 550, and 1714). As
evident from the table, the AUC does not vary significantly with the number
of authors. With a smaller number of authors, the execution runs very fast, as
the complexity of generating genuine samples is of the order of N, and the
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FIGURE 2 ROC curve (x-axis is the false accept rate and y-axis is the true accept rate) using
logistic regression on Tier 1 data.

complexity of generating impostor samples is quadratic in N, but otherwise, the
accuracy does not change significantly. In Fig. 2, we report the ROC curve for
one instance where the number of authors is 550.

5.3 Impact of Features

To gain additional insight into the impact of the types of features, we used
information gain as a metric to measure the relative importance of the features.
Figure 3 indicates that some of the most discerning features are one of the topics,
blog size and frequency of some of the function words. The effectiveness of the
function words is also reported in literature (Mosteller and Wallace, 1964). It is
interesting to note that the topicwith themost discriminating power in the feature
space consisting of a topic which is mostly adult words, which co-occurred
together a lot of times in the text. This signifies that there are authors who chose
to write blogs on adult themes and make use of such words quite a bit. This
buttresses the fact that stylistic features along with a semantic ones offer good
metrics of discriminating authors. Notice from the AUC results in Table 6 that
the accuracies are higher when both the feature sets are combined.

5.4 Using Authors with Different Minimum Number of Blogs

In this section, we investigate the question: What is the minimum number of
words (text) required to efficiently learn to distinguish between genuine and
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FIGURE 3 Top features using information gain.

impostor authors? To study this, we took authors who wrote at least 5, 10, or 15
blogs in Tier 1. In Table 7, we report the results using other values of k, where k is
theminimum number of blogs written. The experiments were repeated 3 − −5×
to capture the variance in performance. The results indicated that 15 was the best
number of blogs with which we could efficiently learn to distinguish between
genuine and impostor authors. However, this heuristic is data dependent. The
results may be poor at 30, because more number of blogs add more variance,
and thus more confusion for the classifier. We require additional experiments to
obtain a conclusive answer.

5.5 Varying the Number of Blogs per Author

In this section, we investigate the question: Given a fixed number of users (or
authors), what is the minimum number of text required to train a biometric
system such that it efficiently learns to distinguish between genuine users and
impostors. For this, we fixed the minimum number of blogs as 5, 15, and 30 for a
comparative study. We calculated the number of authors who had written at least
30 blogs in Tier 1, which is 498 authors (out of 1714).We then randomly sampled
p blogs (p ≤ 30) for each author and generated the biometric data, where p was
5, 15, or 30.
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TABLE 7 AUC with Different Thresholds on Minimum
Number of Blogs Written per Author (k)

AUC
Min # of Blogs
(k) Stylistic Semantic Both

5 0.62 (0.003) 0.67 (0.006) 0.64 (0.018)

15 0.67 (0.069) 0.68 (0.063) 0.71 (0.072)

30 0.62 (0.076) 0.64 (0.092) 0.65 (0.091)

Standard deviation across multiple runs is reported in parenthesis.

TABLE 8 Classification Results Using Logistic Regression for
Different Types of Features with Different Number of Blogs
per Author (p) Used for Training

AUC
# of Blogs
(p) Stylistic Semantic Both

5 0.73 (0.002) 0.75 (0.008) 0.75 (0.005)

15 0.65 (0.007) 0.67 (0.015) 0.69 (0.006)

30 0.60 (0.049) 0.62 (0.000) 0.64 (0.044)

Standard deviation across multiple runs is reported in parenthesis.

The results in Table 8 suggest that if we have a fixed number of authors, then
we may achieve a good AUC value, even with a smaller number of blogs per
author. One possible reason is that increasing the number of blogs per author
increases the variability per author, and thus tends to give poorer results. This is
also data dependent. As we use more blogs per author for the same author, we
add more variance in the blog writings, which may extend to both the style of
writing and the thematic contents of the blogs.

5.6 Odd Man Out Analysis

We performed two types of analyses to evaluate how well the developed system
generalizes to data from users who were not included in the training data.

We assume that we have trained our system to distinguish between genuine
and impostor users. If we have new users that our system has never seen before,
how effectively can the system detect whether the user is a genuine author
(these authors were not included in the training data, but have been successfully
enrolled in the system)? To evaluate this, we set aside a set of authors who were
not used for training the classifier (test authors). For each blog written by a test
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author, we compared it with all the other blogs written by the same author, let
the count of other blogs be denoted as n. We then counted the number of times
our classifier successfully predicted these pairs as a genuine match, denoted
as m. Ideally, the fraction m

n should be greater than 0.5. Our classifier correctly
classified 78% of such matches as genuine.

Similarly, we compared each blog written by a test author with blogs written
by another randomly selected test author where both sets of authors and their
data have never been seen by the classifier. We then counted the number of times
our classifier predicted these matches as impostors (m). Again, the fraction m

n
should be ideally greater than 0.5. Our classifier correctly classified 76% of
such matches as impostors.

This strongly indicates that our methodology has not just overfit to the styles
of the authors used for training, but in general, has learned to a large extent,
how to distinguish between an pair of writing styles, whether or not the writings
originate from the authors that have been seen before by the classifier during
training.

6 DISCUSSIONS

This is also a study of biometrics in big data, i.e., when we have unprecedented
amount of data available for biometric authentication and verification tasks. Big
data implies that we not only need to address the challenges in volume, but also
in the variety and uncertainty of the data. Our study deals with millions of blogs
written by tens of thousands of authors. Here are some of our learnings while
working with such data:

1. We need to develop methods that are computationally inexpensive and
scales well with the increasing data. We use a random sample of genuine
and impostor data points, as the actual number of data points become
prohibitively large to store and analyze,

2. Since the inception of the biometric system, developers need to carefully
choose programming environments and software tools appropriate for han-
dling big data. Given that this analysis requires computing distance between
every pair of blogs, the complexity of this authorship attribution is O(N2)

in the number of blogs. To address this challenge, we used efficient data
structures (such as associative maps in Java and Python) and scalable
procedures involving large matrices.

3. To reduce the uncertainty in the data, we constrained the dataset, by taking
only the blogs which are personal stories written by an identifiable author.

7 RELATED WORK

Since we are extracting cognitive signatures for the authors of written
texts, we discuss a similar problem, called authorship-attribution. This
problem has been heavily studied in literature, where given a certain
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author, the goal is to determine whether a not-previously-seen piece of
writing can be attributed to that author. The problem has been studied
in different guises with datasets of varying sizes and types. Stylometric
analysis techniques have been used for attributing authorship in the past (see
Federalist papers; Mosteller and Wallace, 1964) and for more recent surveys
see Koppel et al. (2009) and Stamatatos (2009). The studies on authorship
attribution are performed in varied databases: theater plays (Mendenhall,
1887), essays (Mosteller and Wallace, 1964; Yule, 1939), biblical books
(Mealand, 1995), book chapters (Koppel et al., 2007), emails (Abbasi and
Chen, 2008; de Vel et al., 2001; Koppel and Schler, 2003), Web forum
messages (Abbasi and Chen, 2005; Thamar et al., 2011), blogs (Koppel et al.,
2006, 2011), chat messages (Abbasi and Chen, 2008), and SMS messages
(Ishihara, 2011).

Authorship attribution studies deal with author identification and similarity
detection of texts. Identification involves comparing anonymous texts against
those belonging to identified ones, where each anonymous text is written by one
of those entities. Similarity detection involves comparing anonymous text with
the known ones and assessing the degree of similarity, and thus attributing the
unknown text to a potential author. Drawing parallels between biometrics,
the former can be seen as biometric verification and the latter biometric
authentication.

A related problem formulation is in the area of online privacy and
anonymity (Narayanan et al., 2012) where the goal is to unmask an anonymous
blogger or whistleblower. In this area of work, one piece of text is compared
against every piece of writing within a large corpus of text whose authors are
known. Authorship of the anonymous text is thus attributed to that of the most
similar text in the corpus.

Plagiarism detection is yet another variant of authorship attribution where
portions of writings are compared against large bodies of published writings,
although this is more related to the use and arrangement of words than to other
cognitive writing features (developed through mental experiences). Another
direction of related study is authorship deception identification (Pearl and
Steyvers, 2012), which deals in identifying an author if there is a suspected
author who may be trying to anonymize his/her message or is actively imitating
another author’s writing in order to conceal his/her true identity (in biometrics
this will be related to “spoofing”). This type of work is very relevant for
cybercrime forensic investigation.

The different types of features used in authorship attribution (Abbasi and
Chen, 2008) works include lexical, syntactic, structural, content features. Sty-
lometric features have also been used for forensics and privacy assessment,
and other features used include relative frequency words, character n-gram,
word n-grams, part-of-speech n-grams, vocabulary richness, etc. The various
classification algorithms used include naive Bayes, neural networks, K nearest
neighbor, etc.
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8 CONCLUSIONS AND FUTURE WORK

Very recently researchers have started looking at written language usage as
a biometric trait (Fridman et al., 2013; Pokhriyal et al., 2014; Stolerman
et al., 2014). Some of the cognitive modalities reported in the literature
involve the use of biological signals captured through electrocardiograms,
electroencephalograms, and electrodermal responses, to provide possible
individual-authentication modalities (Faria et al., 2011). However, these are
invasive and require users to have the electrodes placed on their specific body
parts. It is an exciting prospect to investigate the use of language by people as
a cognitive biometric trait, based on the previously reported psycholinguistic
study (Pennebaker et al., 2003). Our biometrics analysis are performed on a
very large corpus of real user data, having several thousands of authors and
writings. In general, such large-scale studies are not typical in biometrics
although are essential in order to transition biometric systems from the lab
to real-life. Because we are evaluating language as a biometric modality, it is
important to have a large-scale study such as this for complete results, since
deductive results can only be obtained when large data is studied. This study
also incorporates big data into biometrics where our dataset is characterized by
high volume and high noise (veracity).

We conclude that language can indeed be used as a biometric modality, as
it does hold some biometric fingerprint of the author. We report reasonable
performance (72% AUC), even when the data consisted of unstructured blogs
collected from across the Internet. Our study indicates that blogs provide a
diverse and convenient way to study about authorship on the Internet. We found
that better results are obtained with cleaner, high-quality texts. We found that if
number of authors are known, than even few texts per author would suffice to
build a good classifier. However, the accuracy of the classifier is independent
of the number of authors for the study. We also performed stricter testing,
where our classifier was to correctly classify an unseen author. When classified
genuine authors 78% of the time, and impostors 76% of the time. Obviously
these conclusions are data dependent, but provide an encouraging lead.

Regarding the issue of permanence, as long as the author maintains a specific
writing style, this methodology will work. As our features are canonical in
nature, they should be resistant to moderate changes in writing style and are
expected to capture the variability in the nature of blogs. More work needs to be
done to better understand permanence and spoof-ability. For the dataset used in
this study, we verified that multiple persons have not authored with same author
name. It is difficult to ensure in the blogs dataset, when a single person has
written as multiple author names (he/she created profiles with different names).
In that sense, our results are for the worst-case scenario.

The problem of author attribution can also be formulated as a multiclass
classification approach, such that during testing, each blog has to be attributed
to one of the known classes (authors). However, on an Internet-style author
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attribution like ours, the number of authors is very large (order of 50 K in this
case), and the text written by most of the authors is usually small (average is 4).
Thus we get a large number of classes, with very limited number of data points
for each class. A simplistic solution can be devised in which each author is
characterized by a signature, which is obtained by combining the blogs written
by that author. A new blog is then compared to all the available signatures and
assigned to the author with most similar signature. Given that fusion of data
instances of an enrollee into a signature is an open-area in biometrics, this is
definitely an area of future work for our language biometrics paradigm.

An interesting extension to this research would be to work more closely with
psycholinguistic community to investigate additional language-based features to
more effectively capture the cognitive fingerprint of a person. With a large set
of features to work with, we can employ feature selection algorithms to reduce
the feature spaces and increase the area under the ROC curve. So far, we have
only performed our evaluative study on Tier 1 and compared this with all the
other tiers combined. However, there needs to be a more detailed study on the
other tiers individually to see how the statistics regarding authorship attribution
vary with the tiers. Also, is the blog of an author (how influential that author is)
a measure of the personality of the author?

Since we take only the author name associated with a blog as the identity
of the author—may be another statistic, such as email id could be taken so that
we don’t run into the problem when authors give themselves same pen-names.
According to our algorithm all blogs written by such authors would be treated
as written by one author, when in essence they are different.

To get all the blogs written by a particular author, we have to scan through
the entire dataset once, which provides a considerable bottleneck as the entire
dataset needs to be in memory, and also limits the amount of data that we can
process. An alternative to this could be to assume that each blog is written by
a different author, so that there is no need to read the entire dataset once, and it
can be processed sequentially.
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ABSTRACT
Customer selection (or targeting) problem has been studied as a very important problem
for a long time in the domain of sales andmarketing. In the 2000s, asmuchmore resources
became available (e.g., various data sources, large databases, and improved computing
power), new approaches based on data mining techniques have been tried. In this chapter,
we try to expand the customer selection problem to a specific domain of demand response
(DR) program targeting based on big data analytics using proper data mining techniques.
To guarantee the scalability, we propose an efficient customer selection method via
stochastic knapsack problem solving and a simple response modeling in one example
DR program.

Keywords: Customer targeting, Demand response program, Algorithms, Big data, Smart
meter data

1 INTRODUCTION

Traditionally, the customer selection (or targeting) problem has been studied as
a very important problem for a long time in the domain of sales and marketing.
In 2000s, much more resources became available (e.g., various data sources,
large databases, improved computing power), and new approaches based on data
mining techniques have been tried. For example, Chou et al. (2000) describe
data mining techniques designed to address the problem of selecting prospective
customers from a large pool of candidates, Shaw et al. (2001) have a good review
of how data mining can be integrated into a knowledge-based marketing, Kim
and Street (2004) propose a data mining approach to select an optimal target
point where expected profit from direct mailing is maximized, Woo et al. (2005)
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FIGURE 1 Electricity consumption trend (http://www.financialsense.com/).

suggest a “customer map,” which is the visualization method for customer
targeting based on data mining techniques, and Lawrence et al. (2007) describe
the analytics-based solutions to identify new sales opportunities and to estimate
future revenue opportunities.

In this chapter, we try to expand the customer selection problem to a specific
domain of demand response (DR) program targeting based on big data analytics
using proper data mining techniques. Now, we provide the reason why we want
to address customer selection problems in DR program targeting with explaining
what is DR program.

It is well known that the worldwide electricity consumption has been
continuously increased as shown in Fig. 1. To meet this increasing electricity
demand, there have been several approaches. From the perspective of supply,
more power generation facilities and more transmission equipments have been
built. Also, with increasing concerns on the sustainability of energy supply,
renewable energy resources have been actively studied, and their proportion has
been increased. From the perspective of demand management, various energy
efficiency (EE) programs andDR programs have been designed and executed. To
compare EE and DR briefly, EE focuses on using less power to perform the same
tasks on a continuous basis (e.g., promoting appliance replacements for better
EE), while DR focuses on reducing the temporary power consumption when
system reliability is expected to be jeopardized (e.g., incentivizing to reduce the
consumption for system peak time).

For both EE and DR programs, communications with customers are
inevitable, and certain incentives, equipment installations, or maintenances
are required, which implies that utilities cannot try every customer with
limited resources (budgets, equipments, etc). Thus, customer targeting is very
important to achieve better performance of energy programs within allowed
conditions.

http://www.financialsense.com/
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1.1 Prior Work

Similar to the history in the marketing area, much of the previous research
on customer segmentation in the energy domain was based on the surveys
of individuals regarding their self-reported values, attitudes, knowledge, and
behaviors (Sanquist et al., 2012; Sütterlin et al., 2011). The recent widespread
deployment of advanced metering infrastructure has made available concrete
information about user consumption from smart meters, and data mining or
machine learning techniques started to be applied on customer characterization
and segmentation, e.g., Figueiredo et al. (2005) and Kwac et al. (2014).

Regarding the previous studies onDR programs, there is significant literature
addressing DR (e.g., Albadi and El-Saadany, 2007; Borenstein et al., 2002; Han
and Piette, 2008; Rahimi and Ipakchi, 2010; Sanquist et al., 2012), including
definitions, design of DR programs, and estimation of energy savings. However,
to the best of our knowledge, there is no research focused on targeting customers
for DR programs using their temporal consumption data from smart meters
except Kwac andRajagopal (2015). Currently,most DR program targeting relies
on segmentation of customers based on their monthly billing data or surveys
(Lutzenhiser, 2009; Moss et al., 2008). The availability of smart meter data has
shown that such approaches are very inaccurate since segments obtained from
actual consumption differ from those obtained by alternative methods (Kwac
et al., 2014; Wong and Rajagopal, 2012).

1.2 Goal

Figure 2 shows the smart meter penetration status of United States by 2014.
According to U.S. EIA (Energy Information Administration), 43,165,185 smart

FIGURE 2 United States Smart Meter Penetration by 2014. Source: From http://www.greentech
media.com/.

http://www.greentechmedia.com/
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meters have been installed by 2012. Considering that every smart meter records
hourly or 15-min interval consumption, the size of the entire smart meter data
is huge. Thus, to select a relatively small number of proper customers for DR
program targeting, the methodology must guarantee the scalability to be applied
to the large dataset. Here, using relevant data mining techniques, we show how
to solve a customer selection problem for a specific DR program targeting with
guaranteeing the scalability of the methodology proposed.

2 METHODOLOGY

In this chapter, we investigate how to select customers for a certain DR
program relying on big data analytics. The used data is hourly consumption data
generated from smart meters for residential customers. We provide a customer
response (energy saving) model for an air-conditioning (AC) controlling DR
program, which estimates the energy saving potential of each customer during
DR events. Also, we propose how to select appropriate customers from a large
population using the estimated response information with appropriately chosen
constraints. Figure 3 shows the overall customer selection flow proposed in this
chapter with brief computational complexity information.

2.1 Response Modeling

We illustrate here a simple linear model to estimate the response distribution for
each customer in a specific DRprogramwhich controlsAC system.According to
the DR strategy list in Han and Piette (2008), it belongs to “Global Temperature
Adjustment,” which is a very effective strategy and can be used in all AC
systems. Basically, the working mechanism is to increase the temperature
setpoint for each individual’s AC system by some amount and achieve energy
saving from reduced AC power consumption.

To estimate each customer’s energy consumption decrease occurring from
the increased temperature setpoint, we need an energy consumption model
which can capture the energy consumption of AC systems. If AC power
consumption is independently metered and indoor temperature is recorded, a
simple model can be built based on those observed data. In general, however,
only total house-level consumption and external temperature are available. From

FIGURE 3 Overall flow of the proposed customer selection methodology.
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FIGURE 4 The example of a piecewise linear model (two breakpoints).

previous study (Han and Piette, 2008), it is known that the main proportion of
temperature-sensitive energy consumption is from HVAC (heating, ventilation,
and air conditioning) systems. FromMathieu et al. (2011), Birt et al. (2012), and
Cancelo et al. (2008), the relationship between energy consumption and outside
temperature is piecewise linear with two or more breakpoints as shown in Fig. 4.
The reasoning behind the piecewise linear models is that, if the temperature
is lower than some point, people start to use their heating system, and if the
temperature is higher than some point, people use their cooling system.

Based on these facts, we provide a simple piecewise linear model with one
breakpoint for 4–6 PM (usual system peak hours) during the summer season.
The hourly power consumption of a customer k at time t on day d, l(k, t, d), is
modeled as

l(k, t, d) = a(k, t)(T_ext(k, t, d) − T_ref (k)) + b(k, t)(T_ref (k)

− T_ext(k, t, d)) + c(k, t) + e(k, t), (1)

where T_ext(k, t, d) is the outside temperature, T_ref (k) is the breakpoint
which is the proxy of the temperature setpoint for the customer k’s HVAC
system, a(k, t) is the cooling sensitivity, b(k, t) is the heating sensitivity (or the
temperature sensitivity before turning on AC system), c(k, t) is base load, and
e(k, t) is a random variability. The reason why T_ref is a function of k, not both
k and t, is that we assume each customer has his or her own temperature setpoint
which does not change at least over the concerned hours.

In the model (1), we have to estimate a(k, t), b(k, t), c(k, t), and T_ref (k) by
least squares estimation. If T_ref (k) is provided, the other parameters can be
obtained by ordinary least squares (OLS) estimates. However, T_ref (k) is also
a variable to estimate. If we try to find the best T_ref (k) among all possible
temperatures, it is too expensive from the perspective of computational cost and
not scalable to big datasets. Thus, we put some constraints on T_ref (k) that it
should be an integer and in the range 68–86 ◦F, which is typical. Additionally, to
prevent the cases that one or two dominant data points determine the breakpoint
and provide invalid temperature sensitivity (which is too high) as shown in Fig. 5,
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FIGURE 5 Invalid fitting example by one dominant point.

we put another constraint on the breakpoint that both sides of the breakpoint
should have at least certain fraction of data (e.g., we set 15%). Then, fitting the
model (1) for each customer consists of constant times (at most 19 times) of
OLS estimation and finding the best parameters with minimum sum of square
errors.

Additionally, we need one more step to avoid overfitting of the proposed
model, which means there may not exist a breakpoint. In that case, the model
changes to below,

l(k, t, d) = a(k, t)T_ext(k, t, d) + c(k, t) + e(k, t), (2)

which is nested by the model (1). Thus, we run one more linear regression and
can check the overfitting by F-test. Overall, to find the cooling sensitivity per
hour for each customer, it requires at most 20 times of OLS estimation.

Figure 6 shows one example of the power consumption model (1) fitting
results. The breakpoint is 82 ◦F, and the red (gray in the print version) dotted
slope after 82 ◦F corresponds to the estimate of a(k, t), â(k, t). If a DR event
increases the temperature setpoint by 3 ◦F, it is the same as moving the break-
point to the right side by the same amount, 3 ◦F, as shown in Fig. 7.
Then, the expected energy consumption in the DR event is following the blue
(dark gray in the print version) dotted line in Fig. 7. From here, the customer
k’s response (energy saving) at time t, r(k, t), is the difference between the red
(gray in the print version) dotted line and the blue (dark gray in the print version)
dotted line, which can be calculated by

r(k, t) = a(k, t)∗ΔT_ref (k), (3)

where ΔT_ref (k) is the temperature setpoint increase.
Given that we know the estimate of a(k, t), â(k, t), and its standard deviation

σ(a(k, t)), r(k, t) has the mean μ(k, t) = â(k, t)∗ΔT_ref (k) and the standard
deviation σ(k, t) = σ(a(k, t))∗ΔT_ref (k). Once we calculate these estimates for



Customer Selection Utilizing Big Data Analytics Chapter | 4 95

FIGURE 6 Before increasing the temperature setpoint.

FIGURE 7 After increasing the temperature setpoint.

every customer, we can proceed to customer selection process based on this
response distribution information.

To summarize, to estimate the energy saving occurring from temperature
setpoint increase, we fit a piecewise linear model (hourly model) with one
breakpoint for concerned hours during the summer period. By putting certain
constraints on fitting parameters, we guarantee the scalability of this response
model fitting (constant times of OLS per each customer) and provide the
response distribution information to the next step: customer selection. Note that
we do not argue that the response modeling explained here is the best response
modeling for a given DR program. What we are trying to show is how to build
scalable response modeling with proper reasoning.
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2.2 Customer Selection

From the response modeling process, we know the means and the variances of
customer responses. Given this information, we develop a scalable customer
selection algorithm that provides utility managers the trade-off between DR
reliability (the probability of achieving a certain energy saving) and the DR
programcost (proportional to the number of customers engaged) given aggregate
target response (energy saving).

2.2.1 Customer Selection Problem Setting
Let’s assume there are K candidate customers who can be recruited for the
explained DR program. Given the mean and the variance of each customer’s
response for a DR event, we want to select a small number of appropriate of
customers from the entire candidates, who can provide large energy saving (high
DR availability) with low risk (high DR reliability). On the assumption that the
DR event time t is set, we represent the response distribution parameters as below
(Table 1).

Then, we propose the optimization problem to select customers below.

max
x
P

(
K∑
k=1

rkxk ≥ T

)
, (4)

s.t.
K∑
k=1

xk ≤ N,

xk ∈ {0, 1} ∀ k,
where T is the aggregate target response which is a design parameter, and N
is the limit of the number of participating customers which may be set by the
budget limit. In this problem, xk stands for the indicator showing whether the
customer k is selected or not, and x is the vector of xk.

The interpretation of this optimization problem is that we are trying to find
the best combination of customers to maximize the probability of achieving

TABLE 1 Response Distribution
Parameter Notations

r(k, t) : rk,μ(k, t) : μk, σ (k, t) : σk

μ = {μ1, . . . ,μk}, σ = {σ1, . . . , σk}
� = the covariance matrix of responses

�i,i = σ 2
i ,�j,k = COV(rj, rk)
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the aggregate target response under the limit of the number of participat-
ing customers. The limit of the number of participating customers should
come from the budget constraint as each participating customer will incur a
certain cost for the DR program operator. In other words, this optimization
problem maximizes the DR reliability within the DR program budget. In
this problem, the DR availability is represented by T. By varying T with
fixed N, the selected customers and the maximum probability will change
together.

Basically, finding the best combination of entities from a large population is
a combinatorial optimization problem.Moreover, in this case, the response rk of
each customer is a random variable with known mean and standard deviation so
that this problem (4) is a stochastic knapsack problem (SKP). Here, we provide
a short explanation about a knapsack problem (KP) and a SKP. The KP is a
problem in combinatorial optimization: Given a set of items, each with a weight
and a value, determine the number of each item to include in a collection so
that the total weight is less than or equal to a given limit and the total value
is as large as possible. In the definition of the KP, if the value of each item is
a random variable with known distribution, then the problem becomes a SKP.
From the computational complexity perspective, both KP and SKP are generally
NP-hard (nondeterministic polynomial-time hard).

2.2.2 The Optimization Problem Transformation
Here, we show how the original optimization problem in (4) can be changed
to a different form with a proper assumption. We assume that K is very large
as the total number of customers is huge (e.g., PG&E has more than 5 million
customers) and N is sufficiently large (at least larger than a hundred). Then, by
the central limit theorem, the sum of the responses (�rkxk) in (4) for the selected
customers can be approximated to follow a Gaussian distribution below

K∑
k=1

rkxk ∼ N(μTx, xT�x). (5)

Then, the problem (4) is equivalent to the problem below

max
x
P

(
K∑
k=1

rkxk ≥ T

)
⇔ min

x

T − μTx√
xT�x

. (6)

And, we define ρ(x) and ρ∗ like below

ρ(x) = T − μTx√
xT�x

, ρ∗ = min
x

ρ(x). (7)

In this transformed SKP (6), the optimization direction depends on the opti-
mal value of the problem. Note that ρ∗ is the optimal value of the transformed
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problem. The sign of ρ∗ is determined by the numerator, T − μTx, whether it
can be larger than 0 or not. (Knowing the sign of ρ∗ is very easy. If the sum
of N largest μk is larger than T, the sign is negative, which means we can
set the sign of ρ∗ by setting the design parameter T properly.) If ρ∗ is larger
than 0, we need to select the customers whose response mean is large and the
variance is also large. This corresponds to wishing a luck to get high energy
saving from a small number of customers by selecting those with high variation.
However, if ρ∗ is less than 0, we have to select the customers whose response
mean is large and the variance is small. Practically, this is the right approach
as it corresponds to maximizing the response with minimizing the risk. From
these facts, the optimization problem should be solved differently depending on
the sign of ρ∗, though it can be determined from the problem setting. Different
solving approaches depending on the sign of ρ∗ will be addressed later in the
proposed heuristic algorithm explanation.

2.2.3 Previous Approaches to Solve the SKP
As explained, the proposed customer selection problem (4) is a SKP of which
the optimal solution cannot be obtained within a polynomial-time from the
perspective of the computational complexity. Here, we provide the previous
approaches to solve the transformed SKP problem approximately.

Whenρ∗ in (7) is less than 0, the optimal solution for the SKP can be obtained
by solving the equation below multiple times for various λ (Geoffrion, 1967;
Henig, 1990)

λμTx − (1 − λ)xT�x, (0 ≤ λ ≤ 1).

Here is a brief sketch why this approach can obtain the optimal solution.
How to set various λ is related to nonlinear optimization techniques referred

in Henig (1990). According to Henig (1986), the expected complexity of finding
the extreme points by setting various λ isO((KCN)2), which is corresponding to
square times of finding every combination of N customers among K customers.
This is very heavy computation cost when the number of customers, K, is
large. Another approach in Morton and Wood (1998) is based on a dynamic
programming (DP) method which requires solving O(Nmax(σs 2)) times of
integer linear programs with dimension K, obtained by discretizing the range
of σs

2 and assuming the covariance matrix is diagonal.

2.2.4 A New Heuristic Algorithm to Solve a SKP
To find the extreme points in H = {(μs, σ 2

s ) : μs > T, σ 2
s > 0}, we propose an

efficient heuristic algorithm below.
By the monotonicity property shown in Table 2, the maximum should be

obtained from one of the extreme points in the right bottom area of H, e.g., the
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TABLE 2 A Brief Sketch of How to Obtain the Optimal Solution

Set μs = μTx, σ2
s = xT�x, ρ(x) = ρ(μs, σ 2

s ) = T − μs

σs

Then, ρ(μs, σ 2
s ) is pseudoconcave over {(μs, σ 2

s ) : μs > T, σ 2
s 0} by Lemma 1 of Henig

(1990).

As shown below, the gradient of ρ(μs, σ 2
s ) is monotonic decreasing in μs and

increasing in σ 2
s .

∇ρ(μs, σ 2
s ) =

(−1
σs

,
μs − T
2σ 3

s

)
,

(−1
σs

< 0,
μs − T
2σ 3

s
> 0

)

If H is the convex hull of {(μs, σ 2
s )}, by the monotonicity property shown above, the

optimal solution should be obtained from one of the extreme points in the convex hull
(Bazaraa et al., 1979). From the gradient information, μs must be as large as possible,
and σ 2

s as small as possible.

Thus, to find all the eligible extreme points, the problem below should be solved
multiple time with various λ, which corresponds to finding the point of contact with a
slope λ′.

arg max
μs ,σ 2

s

λμs − (1 − λ)σ 2
s , (0 ≤ λ ≤ 1) ⇔ arg max

μs ,σ 2
s

λ′μs − σ 2
s ,
(
λ′ ≥ 0, λ′ = λ

1−λ

)

After finding all extreme points, we select the best (μs, σ 2
s ) minimizing ρ(μs, σ 2

s ).

red (gray in the print version) area shown in Fig. 8. Depending on the positive
slope, λ′, different extreme points will be obtained. Thus, the heuristic we pro-
pose here is trying to find the extreme points by finding a contact point for a given
positive slope which increases by the same angle, π/2M. Once M + 1 extreme
points (some can be duplicate) in the red (gray in the print version) area of Fig. 8
and corresponding x vectors are found, we select the best x vector which mini-
mizes ρ(x). Regarding the approximation bound of this heuristic algorithm, it is
depending on the data, and the proof is provided in Kwac and Rajagopal (2015).

When ρ∗ in (7) is larger than 0, the optimal solution for the SKP may not
be one of the extreme points (Henig, 1990). However, we approximate that the
optimal solution stays at one of extreme points and find the extreme points via
solving (9) instead of (8) in Algorithm 1 because the optimization direction is
increasing μs and σ 2

s as much as possible when ρ∗ is larger than zero (Table 3).
This is trying to find all the extreme points (contact points with various negative
slopes) in the blue (gray in the print version) area in Fig. 8.

Now, we explain how the computational complexity of this heuristic algo-
rithm is constant times of sorting. When we solve the subproblem in (8) (the
similar way in (9)), if we assume that the customer response is independent (the
covariance matrix is diagonal), then the subproblem changes like below.
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FIGURE 8 The area to find extreme points depending on the sign of ρ∗ when T = 1000 kWh.

TABLE 3 Algorithm 1 to Solve the SKP

Require: μ and � from response modeling.

Set a integer constant, M (= the number of iterations).

for i from 0 to M do

λ′
i = tan

(
iπ
2M

)
.

Solve the (sub) problem below and save xi:

(Ifρ∗ ≤ 0) xi = argmax
x

λ′
iμ

Tx − xT�x, (8)

(Ifρ∗ > 0) xi = argmax
x

λ′
iμ

Tx + xT�x, (9)

s.t.
K∑

k=1
xk ≤ N,

xk ∈ {0, 1} ∀ k.
end for

Return x̄ = arg min
x∈{x0,...,xM}

T − μTx
√
xT�x

.
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λ′
iμ

Tx− xT�x = (λ′
iμ − σ 2)Tx, (10)

where σ 2 is the vector of customers’ response variances (diagonal elements
of covariance matrix, �). Then, maximizing this equation with the constraint
that the sum of x is equal or less than N is the same with selecting the highest
(at most) N values from (λ′

iμ − σ 2) vector, which are larger than 0. This can be
easily solved by sorting the K values of (λ′

iμ − σ 2) vector, which is O(KlogK)

in computational complexity.

2.2.5 Greedy Algorithm to Solve a SKP
To evaluate the performance of the proposed heuristic algorithm, we propose
a simple greedy algorithm to solve the SKP. If we assume � is diagonal, and
T = 0, then the transformed problem (6) is solved by sorting the customers by
μk/σk in descending order. This greedy algorithm is similar with the greedy
approximation algorithm to solve the unboundedKP inDantzig (1957) andDean
et al. (2004). However, the algorithm is arbitrarily poor when T > 0 and the
aggregate response of the first N customers does not exceeds T. Gradual greedy
algorithm in Table 4 accounts for this issue and achieves at least more than 50%
probability when ρ∗ < 0.

Note that there are several reasons in that we compare the performance of
the proposed heuristic with only that of the greedy algorithm here.

1. Fair comparison: For the algorithms which guarantee the optimal with heavy
computation cost, there is no need to compare. For other fast algorithms
based on DP, they require specific assumptions (e.g., diagonal and integer
covariance matrix). Depending on how to discretize the variances, their per-
formances will be different, which is not clear to find a fair comparison point.

2. Ease of comparison: Greedy algorithms have been used long time and are
easy to understand. They do not need any specific assumptions to apply.

TABLE 4 Gradual Greedy Algorithm

Require: μ and σ2 vector from (10).

x = 0, T0 = T.

for i from 1 to N do

Find j from below and set xj = 1 in x:

j = arg max
{k|xk=0}

μk

σk
(when ρ∗ ≤ 0, s.t. μk ≥ Ti−1

N+1−i ).

Ti = Ti−1 − μj

End for

Return x
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3 EXPERIMENTS

3.1 Data Description

The anonymized smart meter data used in this chapter is provided by Pacific Gas
and Electric Company (PG&E). The data contains the electricity consumption
of residential PG&E customers at 1-h intervals. There are 218,090 smart meters,
and the total number of 24-h load profiles is 66,434,179. The data corresponds
to 520 different zip codes and covers climate zones 1, 2, 3, 4, 11, 12, 13,
and 16 according to the California Energy Commission climate zone definition
(shown in Fig. 9). The targeting methodology is tested by focusing on a cool
climate zone (Zone 3: 32,339 customers) and a hot climate zone (Zone 13:
25,954 customers) during the summer season (May to July 2011). Zone 3 is
a coastal area and Zone 13 an inland area. Weather data corresponding to the
same period is obtained from Weather Underground for each zip code in these
two zones.

3.2 Response Modeling Result

We first check the quality of the consumption model fits by verifying the
distribution of the R2 values for each climate zone as shown in Fig. 10. In hot

FIGURE 9 California Energy Commission climate zone definition (http://www.energy.ca.gov/).

http://www.energy.ca.gov/


Customer Selection Utilizing Big Data Analytics Chapter | 4 103

FIGURE 10 Consumption model fitting evaluation: R2 distribution.

FIGURE 11 Scatter plot of cooling sensitivity estimate and standard deviation.

area, the model explains about 42% of the variance on average, while it only
explains 9% in cool area. This means that the temperature is not very important
factor of energy consumption in Zone 3 (cool area).

Figure 11 shows the smoothed scatter plots of the estimate and the standard
deviation of each customer’s cooling sensitivity in both climate zones. As shown
in the figure, most customers in Zone 3 have very small cooling sensitivities.
Only a small fraction of customers are scattered widely over the plot. Mean-
while, most of customers in Zone 13 have positive cooling sensitivities and their
standard deviations are relatively small.
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3.3 Customer Selection Result

Figure 12 shows the DR reliability curves with increasing budget limit (corre-
sponding to N). Each black point in the curves is obtained from the proposed
optimization problem solving by the proposed heuristic algorithm. The red
(gray in the print version) points are obtained by the gradual greedy algorithm
explained in Table 4.We assume that DR events happen during 4–6 PM, and they
require the temperature setpoint increased by 3 ◦F. The aggregate response target
T is 1500 kWh. As shown in the figure above, the heuristic algorithm always
achieves equal or higher probability than the greedy algorithm. As designed, the
greedy algorithm guarantees more than 50% of probability when it is possible.

As shown in Fig. 12, a smaller number of customers are needed in Zone 13
to guarantee aggregate response 1000 kWh. Also, note the probability (DR reli-
ability) changes from 0% to 100% within about 40 customers in the hot climate
Zone 13, though it needs about 3300 customers to achieve 1500 kWh of energy
saving. This indicates that an inappropriate number of enrollments can cause
a program to fail, reinforcing the need for the analytic targeting mechanism.
However, in the cool climate Zone 3, it takes more than 250 customers to move
from probability 0% to 100%. Figure 11 supports all these statements. From
Fig. 11, we saw that most customers in Zone 3 have small cooling sensitivities,
which resulted more customers required for the same energy saving. Also, the
customers with large responses (large cooling sensitivities) in Zone 13 showed
relatively small standard deviation compared to the customers in Zone 3, which

FIGURE 12 Trade-off between DR reliability and DR program cost.
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resulted in a smaller number of customers required to increase the reliability
from 0% to 100%.

4 CONCLUSION

In this chapter, we showed how to select the proper customers for a specific DR
program via big data analytics. For the first step, we developed a simple response
modeling by putting certain constraints on the model fitting to guarantee the
scalability to a large data set (the computation cost per each customer: 20 times
of OLS estimation). Then, we proposed an optimization problem setting to select
the appropriate customers from a large population, which is a special case of
SKP. To solve this SKP, we developed a fast heuristic algorithm which requires
sorting K values constant times. Note that the proposed heuristic algorithm does
not have to be confined to the DR program targeting explained in this chapter.
For any type of DR program or EE program, if we can estimate the mean and
variance of each customer response, this heuristic algorithm can be applied with
guaranteeing low computational cost.

As an example DR program to show the result of our customer selection
methodology, we suggested a DR program controlling the temperature set-
point during the summer season. From the experiment results, it is found that
the outside temperature does not explain much about customers’ electricity
consumption in the cool climate Zone 3. Also, we found that most customers
in Zone 3 have a very small temperature sensitivity. Therefore, with a limited
budget, targeting some customers in the hot climate zones may be more efficient
on the assumption that all the selected customers comply well to the DR
program. However, the high consumption customers with high mean response
may be relatively rich and may not feel the need much to sacrifice their comforts
for some incentives. In other words, our customer selection methodology shows
the optimistic energy saving expectation result from a pure technical perspective
on the assumption of 100% customer compliance. Thus, to enhance the cus-
tomer targeting performance in practice, our customer selection method should
be integrated with the approaches from psychological and behavior science
perspectives.
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ABSTRACT
While the prediction accuracy of a large-scale recommender system can generally be
improved by learning from more and more training data over time, it is unclear how
well a fixed predictive model can handle the changing business dynamics in a real-world
scenario. The adjustment of a predictive model is controlled by the hyperparameter
settings of a selected algorithm. Although the problem of model selection has been
studied for decades in various disciplines, the adaptiveness of the initially selected
model is not as well understood. This chapter presents an approach to continuously
reselect hyperparameter settings of the algorithm in a large-scale retail recommender
system. In particular, an automatic model selection technique is applied on collaborative
filtering (CF) algorithms in order to improve prediction accuracy. Experiments have been
conducted on a large-scale real retail dataset to challenge traditional assumption that a
one-off initial model selection is sufficient. The proposed approach has been compared
with a baseline approach and a widely used approach with two scalable CF algorithms.
The evaluations of our experiments are based on a 2-year real purchase transaction dataset
of a large retail chain business, both its online e-commerce site and its offline retail stores.
It is demonstrated that continuous model selection can effectively improve the prediction
accuracy of a recommender system. This chapter presents a new direction in improving
the prediction performance of a large-scale recommender system.
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1 INTRODUCTION

Large-scale recommender systems are increasingly important for retail busi-
nesses. Retailers provide personalized product recommendations to consumers
through various mediums, for instance, web advertisement, email newsletters,
and in-store discount vouchers. Recommender systems attempt to accurately
predict consumers’ preferences, or their behaviors, so that they can recommend
products according to the best expected scenarios. Collaborative filtering (CF)
is one of the most popular techniques to build recommender systems, as it
relies on previous consumer behavioral data only. For instance, previous data
of purchase transactions or website browsing history of consumers is sufficient
for CF algorithms to predict consumers’ future preferences. Consumer profiles,
such as their age, gender, and other attributes, are not required. Product profiles
are not required either. Commercial companies such as Amazon (Linden et al.,
2003) andYouTube (Davidson et al., 2010) have successfully applied CF to build
recommender systems for production use. The two main classes of algorithms
under CF are neighborhoodmodels (Sarwar et al., 2001) and latent factormodels
(Bell et al., 2007). Recently, latent factor models have gained popularity in
both the research community and in the industry due to their superior accuracy
and scalability. The discussion and our proposed approach in this chapter are
therefore mainly based on latent factor models. The same approach, however,
can be applied to neighborhood models directly.

Large retail businesses collect huge amounts of data every day. Scalable
algorithms that can process data and construct predictive models using multiple
machines in parallel are used in large-scale recommender systems. In this
chapter, we focus on two scalable latent factor models, namely alternating
least squares with weighted regularization (ALS-WR) (Zhou et al., 2008)
and stochastic gradient descent (SGD) (Gemulla et al., 2011), that construct
consumer and product feature matrices in Singular Value Decomposition (SVD)
form. Both algorithms can be run on distributed Hadoop system (Shvachko et al.,
2010). Like almost all other algorithms, these algorithms require the setting of
one or more hyperparameters, such as regularization and learning rate, to build
the latent factor models. These hyperparameters affect the prediction accuracy
of the resulting models directly. Model selection problems and techniques have
been studied in several disciplines such asMachine Learning and Statistics. Grid
search and random search (Bergstra and Bengio, 2012) are two popular methods
for global optimization. All these studies, however, take for granted that model
selection (or setting) is a one-off initial process that needs to be done only once.
No study, to the best of our knowledge, has been conducted on the effect of
reselecting new hyperparameters for learning algorithms after new data has been
collected over time.

Retail business environment changes rapidly. Product prices, for instance,
may be changing frequently and new products appear regularly. Simply retrain-
ing the same predictive model with the addition of new data may not be
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sufficient to accommodate these changes. Our hypothesis is that a recommender
system model may render less accuracy, or even become invalid, as the business
dynamic changes over time.We propose a continuousmodel selection approach,
in which hyperparameters are re-evaluated, and are reselected if needed, before
the model is retrained with new data. The prediction accuracy of this approach
is compared to traditional noncontinuous approaches empirically based on a
large and real retail datasets that contain both online e-commerce transactions
and offline in-store transactions. Experiments show that the proposed approach
outperforms a baseline approach and a state-of-the-art approach significantly in
our retail scenarios.

The rest of the chapter is organized as follows. We review the related
work in Section 2. We introduce the definitions of preference prediction and
model selection in Section 3. We present and analyze the proposed approach in
Section 4. We provide experimental evaluations in Section 5 and conclude in
Section 6.

2 RELATED WORK

The related work is categorized into two parts: CF and automatic model
selection.

Collaborative Filtering: The term CF was started by the first CF recom-
mender system—Tapestry (Goldberg et al., 1992). Since CF approach requires
no domain knowledge and it is generally more accurate due to the power
of uncovering hidden patterns, it attracts a lot of attention from the research
community (Militaru and Zaharia, 2010; Su and Khoshgoftaar, 2009) and is
widely used in commercial systems (Linden et al., 2003). There are two primary
techniques for CF to build predictive models using previous behavioral data,
they are: the neighborhood approach and latent factor models. Neighborhood
approach, such as item-based algorithm (Sarwar et al., 2001), estimates the
relationships between product or consumer pairs, which are used for making
a prediction. Latent factor models, such as SVD, estimate feature vectors that
represent product and consumer profiles, which make them directly comparable.
Latent factor models tend to be more accurate than neighborhood models
(Koren, 2008). The two widely used scalable algorithms of latent factor models
are SGD (Gemulla et al., 2011; Koren, 2008) and ALS-WR (Zhou et al., 2008),
which are implemented in the experiments of this chapter.

Automatic Model Selection: Almost all CF algorithms come with one or
more adjustable hyperparameters, such as regularization and learning rate. The
setting of these values plays a key role on the generalizability and accuracy
of the predictive model (Rasmussen et al., 2012). The problem of finding
better hyperparameter values for an algorithm to improve prediction accuracy
or to optimize certain goals is called hyperparameter optimization or model
selection. This problem has been studied in multiple disciplines in the past,
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for instance, response surface methodology (Weihs et al., 2006) is a popular
method for tuning parameters in statistics while in Machine Learning, advanced
methods to optimize hyperparameters have been proposed, such as the use of
Gaussian Process (Snoek et al., 2012), Random Forests (Hutter et al., 2011),
Tree-structured Parzen Estimator (Thornton et al., 2012), and Reinforcement
learning (Nareyek, 2003). On the other hand, two simple techniques are widely
used in practice, they are: grid search and random search (Bergstra and Bengio,
2012). Grid search is a process that searches exhaustively through a manually
specified subset of the hyperparameter space of the targeted algorithm. Random
search, on the other hand, selects a value for each hyperparameter independently
using a probability distribution. Existing literature in CF, or in recommender
systems in general, handle hyperparameter settings by trial and error manually.
While this approach may be acceptable if we need to conduct model selection
only once at the initial stage, it is impractical when we want to conduct
continuous model selection when new data comes it repeatedly. We, therefore,
apply random search as a baseline model selection technique on CF algorithms
in this chapter.

3 PREFERENCE PREDICTION

In this chapter, we narrowly define the objective of a recommender system
is to suggest the top N products to each customer that he or she will most
likely purchase. This kind of system, broadly speaking, involves a two-step
process: preference prediction and ranking. During the prediction step, the
system predicts a preference score on each available product for a targeted
consumer. Higher score means that the consumer likes the product more and
therefore has a higher chance to make a purchase transaction. Then, during
the ranking step, the system ranks all available products for this consumer
according to the predicted score. The top-ranked N products will be returned
as recommendation results. Here are the formal definitions:
Definition 1 (Prediction). In our retail scenario, a prediction of consumer
preference can be regarded as an estimation of the probability a consumer will
purchase a product, i.e., p(purchase = 1|u, i)where u is a targeted consumer and
i is a targeted product. Preference prediction of all customers on all products can
be represented by aM × N matrix r whereM is the total number of consumers,
N is the total number of products and rmn = p(purchase = 1|m, n).
Definition 2 (Model Selection). The term hyperparameter is used to distin-
guish it from regular parameters of a predictive model. Regular parameters
characterize the model and they are estimated by model training using existing
data. Hyperparameters, on the other hand, control how these regular parameters
are estimated. Therefore, model selection is also called hyperparameter opti-
mization. Like most machine learning algorithms, most CF algorithms come
with some tunable hyperparameters such as learning rate and regularization.
Selecting appropriate settings for these hyperparameters is crucial for the
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accuracy of prediction. Hyperparameter optimization, or model selection, can
be defined formally as an optimization problem itself, which can be written as:

θ∗ = argmin
θ

C( pv, qv, rv,M( ptr, qtr, rtr, θ))

and the performance of a set of hyperparameter settings can be evaluated by a
cost function:

C( ptest, qtest, rtest,M( ptr+v, qtr+v, rtr+v, θ∗))

where C is the cost function,M is the modeling function, θ is a hyperparameter
set, ptr and qtr are the consumer and product feature vectors of the training
dataset, pv and qv are the consumer and product feature vectors of the valida-
tion dataset, ptest and qtest are the consumer and product feature vectors of the
test dataset and rtr, rv, and rtest are the vectors of preference scores of training,
validation and test datasets, respectively.

4 PROPOSED CONTINUOUS MODELING

We propose a novel approach to search for better hyperparameters for a targeted
algorithm before each iteration ofmodel retrainingwith the addition of new data.
Algorithm 1 is an overview of the process. Rootmean squared error (RMSE) and
mean average precision (MAP@k) are used to evaluate the prediction results.
Major components of the proposed approach is described as follows:

Algorithm 1 Continuous model selection.

Data: D (dataset of month 1-24), A (algorithm)
Result: RMSE and MAP@k on each month of 13-24
trainD = D[month 1-12];
for m ∈ {13..24} do

θ∗ = select hyperparameters of A based on trainD;
P = model of A trained by trainD and θ∗;
evaluate RMSE of P on D[m];
evaluate MAP@k of P on D[m];
trainD = trainD+ D[m];

end

4.1 Collaborative Filtering

Retail businesses, especially those operate as a chain, collect huge amount
of data every day. A parallel distributed CF algorithm is necessary to handle
the data in a scalable way. In our experiments, two popular distributed CF
algorithms, SGD and ALS-WR, are implemented. We also apply a technique
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to handle data of implicit consumer feedback as consumers do not express their
preferences explicitly, such as rating products, in many retail scenarios.

4.1.1 Stochastic Gradient Descent
SGD initializes feature vectors that represent the profiles of consumers and
products with random values. It then computes the gradient of the cost function
and updates the values with steps in the direction of the gradient based on
training data (Koren et al., 2009; Takács et al., 2009). This chapter follows the
SGD implementation of Koren (2008), namely Bias SGD, which is a slightly
improved version of pure SGD as it computes a bias for each consumer and
product. The prediction accuracy is improved at the cost of extra computation.
The tuning of three hyperparameters, which are listed on Table 1, is needed in
order to apply a SGD algorithm to construct a predictive model.

4.1.2 Alternating Least Squares with Weighted Regularization
ALS-WR also initializes feature vectors that represent the profiles of consumers
and products with random values. It then updates the feature vectors by applying
a least squares solution to solve a quadratic cost function (Zhou et al., 2008).
Although the computational cost of a least squares is more expensive than
the one of SGD, usually fewer ALS iterations are required to obtain similar
prediction accuracy as SGD. Also, the distributed implementation of ALS is
more efficient than the one of SGD. Furthermore, ALS requires less hyperpa-
rameter settings. The only hyperparameter required by ALS-WR is shown in
Table 2.

TABLE 1 Hyperparameters of Bias SGD
Algorithm

Parameter Name Description

λ Regularization to prevent overfitting

lrate Learning rate

decay Learning rate decay

TABLE 2 Hyperparameters of ALS Algorithm

Parameter Name Description

λ Regularization to prevent overfitting
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4.1.3 Implicit Feedback
In real world retail environment, consumer behavioral data is usually collected
implicitly. Consumers are not required to express their preferences on products
explicitly as it may intrude their shopping experiences. Therefore, the most
common form of data being collected is nonnegative feedback, such as purchase
transactions and website browsing history. Explicit feedback such as rating is
rarely collected. Under this situation, many CF algorithms cannot be applied
directly as we lack feedback on which products consumers dislike. Some
techniques can be applied to solve this problem. For ALS-WR, consumers’
purchase history is transformed into confidence for preference. The cost function
takes not only consumer and product pairs that have interactions in the past into
consideration, but all other unobserved consumer and product pairs as well. The
details of this technique has been discussed in Hu et al. (2008). For SGD, we
follow the technique described in Pan et al. (2008), which is a straightforward
procedure to add negative examples randomly for unobserved consumer and
product pairs.

4.2 Update with New Data

Existing literature assumes that model selection for CF algorithms needs to be
done once only at the initialization stage. Under this assumption, recommender
systems retrain models with the same hyperparameter settings when new data
comes in. This chapter challenges this status quo. Our hypothesis is that the
dynamics of real world environments, especially in retail businesses, change
rapidly, a model that is appropriate in the past may become less effective
as time goes by. Prediction accuracy of a recommender system should be
improved if the model is updated, not only retrained, continuously. To update
the model continuously, the system should be able to automatically select
new hyperparameter settings for the underlying algorithm when more data is
collected. Tuning these hyperparameters manually is not practical as it would
require human involvement every time. Automatic model selection technique
addresses this issue and is discussed next.

4.3 Automatic Model Selection

Automatic hyperparameter tuning has been studied in various disciplines,
such as Machine Learning and Statistics. While some techniques are
algorithm-specific such as Dongyuan and Xiaoyun (2010) and Acevedo et al.
(2007), some global optimization approaches can be applied to any algorithms,
including CF algorithms. Two widely used global optimization approaches are
grid search and random search (Bergstra and Bengio, 2012). Grid search is a
process that searches exhaustively through a manually specified subset of the
hyperparameter space of the targeted algorithm. Random search, on the other
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hand, selects a value for each hyperparameter independently using a probability
distribution. Both approaches evaluate the cost function based on the generated
hyperparameter sets. Despite its simplicity, random search has proven to be
more efficient than grid search in some cases empirically (Bergstra and Bengio,
2012). Since we mainly concern about the comparison between the traditional
one-off modeling approach and our proposed continuous modeling approach in
this chapter, the detailed study of the efficiency of model selection techniques
is not within the scope. It is therefore reasonable to choose either one of these
techniques to perform automatic model selection. The random search technique
is chosen due to its simplicity.

5 EXPERIMENTAL EVALUATIONS

5.1 Data Set

Our dataset, which is provided by a large UK retail chain business, is a 2-year
anonymized product purchase records of loyalty card holders on the retailer’s
e-commerce site and in all physical stores of the retailer in the UK. It contains
complete transaction records of 10,217,972 unique loyalty card holders and
2939 unique products under 10 selected brands. There are 21,668,137 in-store
purchase transaction records and 2,583,531 online purchase transaction records.
All data is collected in a real non-experimental setting.

We take all records of purchase transactions and give each a preference
score of 1. For instance, consumer u purchases a product i at time t is rep-
resented by a comma-separated line: u, i, t, 1. The resulting dataset contains
only consumer–product pairs with preference score of 1 only. This transaction
dataset is further divided into two: One contains transaction records of the online
e-commerce site and the other one contains transaction records of offline retail
stores.

5.2 Evaluation Metrics

One way to evaluate the prediction accuracy of a recommender system is to
measure its prediction error of preference scores directly. Recommender systems
predict consumer preferences based on predictive models that are built for
predicting preference scores of unseen consumer–product pairs. A preference
score ranges between 0 and 1, which can also be seen as an estimated probability
of a consumer purchasing a product, i.e., p(purchase = 1|u, i) where u is the
targeted consumer and i is the targeted product. A higher score means that the
consumer is more likely to purchase the product. The predicted scores will be
evaluated against test sets that contain the actual purchase transactions, i.e.,
consumer–product pairs with score of 1. RMSE can be used as the prediction

error metric: RMSE =
√

1
n

∑n
i=1(ri − r̂i)2, where n is the total number of pairs
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in a test set, ri is the true score which is always 1 in this case, and r̂i is the
predicted score. The lower the RMSE score, the more accurate the predictive
model is.

Normally, the end result of a recommender system is to return a top-K
recommendation list. Another way to evaluate the prediction accuracy of a
recommender system is, therefore, to treat the prediction as a ranking problem.
Specifically, we want to evaluate the average precision of the predicted recom-
mendation list for each consumer (Herlocker et al., 2004). Suppose a consumer
has purchased n products in the test dataset and the system can recommend
up to K products to this consumer. The average precision score at K, i.e.,
ap@K, is: ap@K= ∑K

k=1 P(k)/min(n,K) where P(k) = 0 if the consumer has
not purchased the k-th product of the recommended list in the test dataset and
P(k) = k if otherwise. The mean average precision for M consumers at K, i.e.,
MAP@K, is the average of the average precision of each consumer, which is
defined as: MAP@K= ∑M

m=1 ap@K/M. The higher the MAP@K score, the
better the recommender system performs.We are going to evaluate our proposed
continuous model selection approach with both RMSE and MAP@K metrics.

5.3 Experimental Setup

In this experiment, we evaluate the effect of continuous model selection under
two separate environments, namely online e-commerce and offline stores. Under
each environment, the prediction accuracy over time of three approaches is
compared. In particular, this experiment evaluates and compares the consumer
preference prediction accuracy of predictive models built, and updated, by three
approaches on each month of the second year of our dataset, as illustrated in
Fig. 1. The detailed procedure is described as follows.

We first evaluate the online e-commerce environment along with ALS-WR
algorithm. We use D1 to represent all online e-commerce transaction data of the
first year and D2m to represent all online e-commerce transaction data of the m
month of the second year. For instance, D21 means all transaction data of the
first month of the second year.

In this experiment, we define the width of the feature vectors for consumers
and products as 20 and the maximum number of iterations as 30. By using
random search technique, a pool of 1000 available hyperparameter sets, known

v

v

v

FIGURE 1 Training, validation, and test sets split for 12 months.
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as θ , is generated for the only hyperparameter of ALS-WR: the search range of
λ is [0.01, 0.1]. The RMSE and MAP@20 of the following three approaches on
each D2m are evaluated:

Fixed: The first approach starts by selecting one set of hyperparameters from
θ that performs the best based on the first year data. This set of hyperparameters
is written as Sθ (D1). A predictive model,M(D1, Sθ (D1)), is built using D1 and
Sθ (D1). We evaluate the RMSE and MAP@20 of this model on each month of
the second year, i.e.,D2m. This model is not updated with any new data. It serves
as the baseline to compare with the other two approaches.

NewDataOnly: The second approach also starts by selecting the same set
of hyperparameters, i.e., Sθ (D1), from θ . A predictive model, M(D1, Sθ (D1)),
is built as well. We evaluate the RMSE and MAP@20 of this model on the
first month of the second year, i.e., D21, only. Then, we retrain the predictive
model using Sθ (D1) and the first year data plus the data of the first month of the
second year, which becomesM(D1 +D21, Sθ(D1)). We evaluate the RMSE and
MAP@20 of this updated model on D22. Similarly, we build M(D1 + D21 +
D22, Sθ (D1)) and evaluate its RMSE and MAP@20 on D23 and so on, until
we have evaluated all twelves D2m. The hyperparameter set remains unchanged
throughout the whole process.

NewDataNewParams: The third approach, as outlined in Algorithm 1, also
starts by selecting the same set of hyperparameters, i.e., Sθ (D1), from θ . Again,
a predictive model, M(D1, Sθ (D1)), is built. Similar to the second approach,
we evaluate the RMSE and MAP@20 of this model on the first month of the
second year, i.e., D21, only. Uniquely for this proposed approach, we do the
model selection again at this stage. We try to find another set of hyperparameters
from θ that performs the best based on the first year data plus the data of the first
month of the second year. This new hyperparameter set, Sθ (D1 + D21), may
be the same as Sθ (D1) if it is still the best performing set. Then, we retrain
the predictive model using Sθ (D1 + D2) and the first year data plus the data
of the first month of the second year, which becomes M(D1 +D21, Sθ (D1 +
D21)). We evaluate the RMSE and MAP@20 of this updated model on D22.
Similarly, we reselect the best hyperparameter set from θ and evaluate the RMSE
and MAP@20 of M(D1 + D21 + D22, Sθ (D1 + D21 + D22)) on D23 and so
on, until we have evaluated all twelves D2m.

For all these approaches, the selection of the best set of hyperparameters
is done by evaluating RMSE or MAP@20, according on the final evaluation
metrics, with k-fold cross-validation where k = 10. Also, techniques to handle
implicit feedback data for ALS-WR and SGD discussed previously have been
applied.

We want to observe two issues in particular:

● whether a hyperparameter set that doesn’t perform the best at earlier month
would become the best choice in later months

● compare the prediction accuracy of Fixed, NewDataOnly, and New-
DataNewParams
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The results of the experiment are shown in Fig. 2a and c. This experiment is
repeated with another CF algorithm—SGD. For SGD, we define the width of
the feature vectors for consumers and products as 20 and the maximum number
of iterations as 30. By using random search technique, a pool of 1000 available
hyperparameter sets is also generated for the three hyperparameters of SGD: the
search range of λ is [0.001, 0.01], the range of lrate is [0.001, 0.01] and the range
of decay is [0.1, 1]. The results are shown in Fig. 2b and d.

At the end, the whole experimental setup is rerun again for the purchase
transaction dataset of offline stores. The results are shown in Fig. 3a–d.

5.4 Effectiveness on the Online Site

Figure 2a shows the RMSE evaluation of the consumer preference prediction
using ALS-WR for the second year of the online e-commerce dataset. The
NewDataOnly approach clearly outperforms the Fixed baseline approach in
every month. It means that retraining the predictive model with new data every
month helps to improvepreference score prediction in this case. For the proposed
NewDataNewParams approach, new hyperparameter sets are selected at month
5 and month 10, as shown in Table 3. The predictive model is therefore retrained
based on a new λ value from month 5 to month 9 and another new value from
month 10 to month 12. During the period between month 5 to month 12, inclu-
sively, NewDataNewParams outperforms NewDataOnly in every month except
month 11. Figure 2c shows theMAP@20 evaluation of Top-20 recommendation,
i.e., MAP@20, for the same ALS-WR. As shown, the curve representing the
Fixed approach fluctuates in a relatively large range while the curves of the other
two approaches both appear to be relatively smoother. For the Fixed approach,
the results of the top 20 recommendation perform badly on month 3, 8, and 12.
The NewDataOnly approach improves the recommendation results in these and
some other months significantly. It outperforms the Fixed baseline approach in
8 out of the 11 months after an exactly same starting in the first month. For the
NewDataNewParams approach, it outperformsNewDataOnly every month from
month 5 to month 9—the period during which the predictive model is retrained
by the first new hyperparameter set. From month 10 to 12, when another new
hyperparameter set is used, NewDataNewParams outperformsNewDataOnly in
2 out of 3 months.

Figure 2b and d show the RMSE and MAP@20 evaluation of prediction
using SGD, respectively. For the proposed NewDataNewParams approach, a
new hyperparameter set is selected at month 8, as shown in Table 4. Similar
to the results for ALS-WR, the NewDataOnly approach outperforms the Fixed
baseline approach in most months. Unlike ALS-WR, a new hyperparame-
ter set is selected once only for the NewDataNewParams at month 8. Since
then, the NewDataNewParams approach slightly outperforms the NewDataOnly
approach in every month except at month 9 based on RMSE evaluation. In addi-
tion, the NewDataNewParams approach slightly outperforms the NewDataOnly
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FIGURE 2 Results on online e-commerce dataset. (a) RMSE on ALS-WR—second year
e-commerce; (b) RMSE on SGD—second year e-commerce; (c) MAP@20 on ALS-WR—second
year e-commerce; and (d) MAP@20 on SGD—second year e-commerce.
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FIGURE 3 Results on offline stores dataset. (a) RMSE on ALS-WR—second year offline stores;
(b) RMSE on SGD—second year offline stores; (c) MAP@20 on ALS-WR—second year offline
stores; (d) MAP@20 on SGD—second year offline stores.
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TABLE 3 Selected ALS-WR
Hyperparameters

Month λ

Online 1–4 0.054

5–9 0.038
10–12 0.033

Offline 1–9 0.062

10–12 0.048

TABLE 4 Selected SGD Hyperparameters

Month λ lrate decay

Online 1–7 0.009 0.004 0.98

8–12 0.006 0.004 0.95

Offline 1–5 0.006 0.005 0.91

6–12 0.005 0.001 0.78

approach in every month based on MAP@20 evaluation. The observations are
similar to those under ALS-WR.

In this experiment for the online e-commerce site, there are two main
observations: Firstly, a hyperparameter set that is not the best choice at the
beginning may become the best choice as more data is being collected over
time; Secondly, conducting model selection continuously as more data is being
collected improves prediction accuracy in general.

5.5 Effectiveness on Offline Stores

Figure 3a shows the RMSE evaluation of the consumer preference prediction
using ALS-WR for the second year of the offline stores dataset. Same as the
result for the online e-commerce dataset, the NewDataOnly approach clearly
outperforms the Fixed baseline approach in every month. For the proposed
NewDataNewParams approach, a new hyperparameter set is not selected until
month 10 and it is the only time a new hyperparameter set is selected, as
shown in Table 3. The predictive model is therefore retrained based on a new
λ value from month 10 to month 12. In these 3 months, NewDataNewParams
always outperforms NewDataOnly . Figure 3c shows the MAP@20 evaluation
of Top-20 recommendation for ALS-WR. As shown, the curve representing
the Fixed approach fluctuates in a relatively large range while the curves of
the other two approaches appear to be relatively smoother. Unlike the online
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e-commerce environment, the NewDataOnly approach and the NewDataNew-
Params approach do not seem to have smoothen the curve when comparing
to the Fixed approach under the offline stores environment. Both approaches
outperform the Fixed approach in all months except month 4 and month 7.
For the NewDataNewParams approach, a new hyperparameter set is selected at
month 10. It outperformsNewDataOnly on month 10 and 12 but underperforms
on month 11. The advantage of NewDataNewParams over NewDataOnly is
relatively uncertain in this case.

Figure 3b and d show the RMSE and MAP@20 evaluation of prediction
using SGD, respectively. For RMSE evaluation, the NewDataOnly approach
outperforms the Fixed baseline approach in all months except month 3. A
new hyperparameter set is selected once only for the NewDataNewParams at
month 6, as shown in Table 4, which is much earlier than the case of ALS-WR.
Since then, the NewDataNewParams approach outperforms the NewDataOnly
approach in every month except at month 7 based on RMSE. For MAP@20
evaluation, theNewDataOnly approach outperforms theFixed baseline approach
significantly in all months exceptmonth 5.After the predictivemodel is retrained
with the newly selected hyperparameter set at month 6, theNewDataNewParams
approach outperforms theNewDataOnly approach significantly, except inmonth
10 where NewDataNewParams performs even worse than the baseline. In this
experiment for the offline stores of the retail business, the general outcomes
are similar to those of the online e-commerce site. The major difference is
that a new hyperparameter set for ALS-WR is not selected until a much later
stage in the offline stores environment. Because of this, the advantage of the
NewDataNewParams approach over the NewDataNewParams approach is not
conclusive in this single scenario. One possible reason is that the business
dynamics or consumer preference does not change much in a year in the offline
stores environment, therefore a newmodel selection is not necessary until a later
time. Another possible reason, however, is that the model selection technique
we apply is not efficient enough to find an optimal hyperparameter set that can
improve the performance earlier. Identifying the real reason may become part
of our future work.

6 CONCLUSION AND FUTURE WORK

In this chapter, we investigate whether reselecting hyperparameters for model
selection repeatedly after the introduction of new data would have any impact
on the prediction accuracy of recommender systems. Previous literatures assume
that the process of model selection, or hyperparameter optimization, is needed
only once at the initial stage. Therefore, the widely accepted approach nowadays
is to retrain the predictive model periodically using the same hyperparameter
settings after new data is collected.
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The main contribution of the chapter is to present a novel study on the
effect of optimizing hyperparameters continuously. Three approaches have been
evaluated: Firstly, it is Fixed, which is a baseline approach that does not retrain
the predictive model at all. Secondly, it is NewDataOnly, which is the existing
state-of-the-art approach used by researchers and practitioners in the industry.
For this approach, the predictive model is retrained periodically with new data.
However, the hyperparameter settings are fixed once they are defined at the initial
stage. Thirdly, it is our proposed NewDataNewParams, which tries to optimize
the hyperparameter settings every time before the predictive model is retrained
with new data. We have shown that the proposed continuous model selection
approach, i.e., NewDataNewParams, improves prediction accuracy of a rec-
ommendation system most of the time empirically. In particular, experiments
show that the improvement has been achieved in both scalable collaborative
algorithms (ALS-WR and SGD) that we have implemented. Experiments also
show that the proposed approach improves prediction accuracy of recommender
systems for both online e-commerce site and offline retail stores of the retail
chain business that we have investigated.

We conclude that, in our retail scenarios, not only does our proposed
approach outperforms the baseline approach Fixed significantly, it also outper-
forms the existing state-of-the-art approach NewDataOnly: For experiments on
the online e-commerce dataset, NewDataNewParams has an average of 15.8%
and 22.6% improvement overNewDataOnly in terms ofMAP@20 for ALS-WR
and SGD, respectively, with a maximum improvement of 51.9% and 139.5%,
respectively, on the best months. NewDataNewParams also has an average of
1.9% and 2% improvement over NewDataOnly in terms of RMSE for ALS-WR
and SGD, respectively, with a maximum improvement of 7.2% and 8.7%,
respectively, on the best months. For experiments on the offline stores dataset,
NewDataNewParams has an average of 2.1% and 22.65% improvement over
NewDataOnly in terms of MAP@20 for ALS-WR and SGD, respectively, with
a maximum improvement of 30% and 126.7%, respectively, on the best months.
NewDataNewParams also has an average of 1% and 5.6% improvement over
NewDataOnly in terms of RMSE for ALS-WR and SGD, respectively, with a
maximum improvement of 4.5% and 22.1%, respectively, on the best months.
We have also discovered that a hyperparameter set that is not selected at the
initial stage may become the best choice at a later time.

This chapter presents a new direction to improve the prediction performance
of large-scale recommender systems in real-world retail scenarios. It is worth
mentioning that a new hyperparameter set can only be selected in much later
iteration in some situations in our experiments. Further work needs to be done
to determine whether it is caused by the inefficiency of the selected automatic
hyperparameter tuning technique, or that it is due to some limitations of the
continuous model selection approach in certain cases. Future work should also
consider the use of other automatic model selection techniques that are more
efficient and less expensive computationally.
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ABSTRACT
Graphs have become increasingly popular for modeling data in a wide variety of applica-
tions, and graph summarization is a useful technique to analyze information from large
graphs. Privacy-preserving mechanisms are vital to protect the privacy of individuals or
institutions when releasing aggregate numbers, such as those in graph summarization. We
propose privacy-aware release of graph summarization using zero-knowledge privacy
(ZKP), a recently proposed privacy framework that is more effective than differential
privacy for graph and social network databases. We first define group-based graph
summaries. Next, we present techniques to compute the parameters required to design
ZKP methods for each type of aggregate data. Then, we present an approach to achieve
ZKP for probabilistic graphs.

Keywords: Zero-knowledge privacy, Differential Privacy, Social networks, Graph sum-
marization, Randomization techniques, Sample complexity

1 INTRODUCTION

Nowadays, the graphs of many real world datasets are very large. For exam-
ple, Facebook, the most well-known social network, contains data for over
900 million users and their relationships. Therefore, effective summarization
methods need to be employed in order to make the analysis of such large
graphs possible. We focus on graph summarization based on attribute groups.
For instance, the nodes of a social graph can be grouped by attributes age and
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profession, and statistics about the number of cross-group edges can be recorded.
Statistics can reveal interesting facts about a graph. For instance, they could
show surprising strong connections between groups of people in different age
and profession groups. As such, group-based graph summarization (GGS) is a
ubiquitous operation in virtually all the graph/social network software products
(cf. Gep, 2009; Net, 2011; Nod, 2006; Paj, 1997; etc.). The result of GGS is a
smaller summary graph, where each node summarizes a group of nodes in the
original graph.

The problem is that, as with other aggregations, the summary graphs are
often released to other parties for further research purposes, and this brings up
the matter of privacy. Aggregate data included in a summary graph can reveal
sensitive and private information about the nodes (participants) of the underlying
graph (network).

Privacy-preserving data release has become one of the most important
problems today. ε-Differential privacy (Dwork, 2008, 2010; Dwork et al., 2006)
(DP for short) has been one of the leading privacy mechanisms in recent years.
DP provides privacy for an individual of interest (IOI) by adding random noise
to numerical outputs.

Some recent studies (cf. Gehrke et al., 2011; Kifer and Machanavajjhala,
2011), however, have highlighted situations in which DP might not provide
sufficient privacy protection. This is especially pronounced in social networks
where different types of auxiliary information, including the structure of network
or the groups the individuals belong in, are often readily available to the
public (Gehrke et al., 2011).

More specifically, whereas the goal of DP is to protect the participation of
an individual (or relationship) in a dataset, in social networks we also need to
protect the evidence of participation (Kifer and Machanavajjhala, 2011). To see
this we present the following example. Suppose there are two groups g1 and g2
and we want to publish the number of edges between them. Bob, a member of
g1, has an edge to Alice, a member of g2. As a consequence of this connection,
some friends of Bob introduce edges to Alice. What we want to protect is Bob’s
edge to Alice. DP works in this case by ensuring that for any true answer, c or
c− 1, the sanitized answer would be pretty much the same. However, this is not
strong enough; the existence of Bob’s edge changes the true answer not just by
1, but by a bigger number as it causes more edges to be created between the two
groups.

Going beyond DP, Gehrke, Lui, and Pass proposed “zero-knowledge pri-
vacy” (ZKP) in Gehrke et al. (2011), which provides stronger privacy, especially
for social graphs. The definition of ZKP is based on classes of aggregate func-
tions. ZKP guarantees that an attacker cannot discover any personal information
more than what can be inferred from some aggregate on a sample of a database
with IOI removed. The sample complexity defines the level of privacy tolerance
in ZKP. For instance, suppose in the Bob’s example above the network size is
10,000 and the sample size is

√
10, 000 = 100. With such a sampling rate of
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0.01, the evidence provided by say 10 more edges caused by Bob’s edge will
essentially be protected; with a high probability, none of these 10 edges will be
in the sample.

In this chapter, we use ZKP to provide individual privacy in graph sum-
marization. We address connection measures for groups in social graphs and
present ZKP mechanisms for private release of such aggregate outputs. As ZKP
inherently depends on the precise characterization of sample complexity, we
propose methods to compute the sample complexity of our aggregate functions.
In order to achieve this, we present techniques to express the aggregate functions
as averages of specially designed, synthetic attributes on the nodes of the graph.
Then we derive precise prescriptions on how to construct ZKP mechanisms
for the aggregate functions we consider. Next, we present detailed examples
and numeric evaluations of our ZKP mechanisms in terms of the parameters
involved. These evaluations are valid for any case and illustrate the trade-offs
involved when building ZKP mechanisms for graph summarization. Finally, we
also present summarization measures for probabilistic graphs. This is especially
important in social networks having edges of different influence captured by
probabilities assigned on the edges.

2 RELATED WORK

Graph summarization is a ubiquitous method for analyzing large graphs. Virtu-
ally all the graph/social network products (cf. Gep, 2009; Net, 2011; Nod, 2006;
Paj, 1997; etc.) create summaries in the form of smaller graphs by grouping the
nodes based on attributes.

The common goal of privacy-preserving methods is to learn from data
while protecting sensitive information of the individuals. k-Anonymity for social
graphs (cf. Chester et al., 2011, 2013; Liu and Terzi, 2008) provides privacy by
ensuring that combinations of identifying attributes appear at least k times in
the dataset. The problem with k-anonymity and other related approaches, e.g.,
l-diversity (Machanavajjhala et al., 2007), is that they assume the adversary
has limited auxiliary knowledge. Narayanan and Shmatikov (2009) present a
de-anonymization algorithm and claim that k-anonymity can be defeated by their
method using auxiliary data accessible by the adversary.

Among a multitude of different techniques, DP (Blum et al., 2005; Dwork,
2006, 2008; Dwork et al., 2006) has become one of the leading methods to
provide individual privacy. Various differentially private algorithms have since
been developed for different domains, including social networks (Hay et al.,
2009; Rastogi et al., 2009). However as already shown, DP can suffer in social
networks where specific auxiliary information, such as graph structures and
friendship data, is easily available to the adversary. Important works showing
the shortcomings of DP are Kifer and Machanavajjhala (2011, 2012).

Gehrke et al. (2011) present the notion of ZKP which is appealing for
achieving privacy in social networks. ZKP guarantees that what can be learned
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from a dataset including an individual is not more than what is learned from
sampling-based aggregates computed on the dataset without that individual.

3 GRAPH SUMMARIZATION

We denote a graph as G = (V,E), where V is the set of nodes and E ⊆ V × V
is the set of edges connecting the nodes. We consider S ⊂ 2V to be a set of
disjoint node groups of size r or more that a social network wants to release
statistics about.
Definition 1. The S-graph of G is GG,S = (S, ES), where

ES = {(g′, g′′) : g′, g′′ ∈ S and ∃v′ ∈ g′ and ∃v′′ ∈ g′′ such that (v′, v′′) ∈ E}.
This definition says that two groups g′ and g′′ in S are connected through an

edge in GG,S if there exists at least one edge in G that connects a node in g′ to a
node in g′′.
Definition 2. The S-graph summarization (S-GS) is a function

w1 : S −→ [0, 1]
w2 : ES −→ [0, 1] × [0, 1] × [0, 1]

w1(g) = |g|
|V|

w2(g
′, g′′) = (x, y, z), where

x = |{v′ ∈ g′ : ∃v′′ ∈ g′′, s.t. (v′, v′′) ∈ E}|
|g′|

z = |{v′′ ∈ g′′ : ∃v′ ∈ g′, s.t. (v′, v′′) ∈ E}|
|g′′|

y = |{(v′, v′′) : v′ ∈ g′, v′′ ∈ g′′, (v′, v′′) ∈ E}|
|g′| · |g′′| .

Throughout the chapter, we will refer to the elements of w2 as w2(g′, g′′)[x],
w2(g′, g′′)[y], and w2(g′, g′′)[z], or w2[x], w2[y], and w2[z], whenever g′ and g′′
are clear from the context.We will also usew2[.] to refer to any of three elements
x, y, or z.
Example 1. Figure 1a shows a simple graph G, and S consisting of two groups
g′ and g′′. Group g′ has four nodes and group g′′ has six nodes. There are several
edges (eight of them) connecting members of g′ to members of g′′.

Figure 1b shows how g′ and g′′ are represented by a node each in GG,S . The
nodes and the edge connecting them in GG,S are labeled byw1 and w2 measures,
respectively, as described above. Specifically, we have w1(g′) = 4

4+6 = 0.4 and

w1(g′′) = 6
4+6 = 0.6. Since three of four nodes in g′ and all the six nodes in

g′′ are connected with some nodes in the other group, we have w2(g′, g′′) =
( 34 ,

8
4×6 ,

6
6 ) = (0.75, 0.33, 1).
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FIGURE 1 A graph and its summarization.

4 BACKGROUND ON ε-ZERO-KNOWLEDGE PRIVACY

ZKP introduced by Gehrke et al. (2011) is a privacy framework that is stronger
than DP). ZKP is especially desirable in social networks where we need to
protect not only the participation of a connection but also easy to find evidence
of the participation, as, for example, the evidence given by other connections
that were influenced by the connection.

ZKP is defined in relation with classes of sampling-based aggregate infor-
mation. The class of sampling-based aggregation represents our tolerance for
information release. For example, we can say that we are only comfortable to
release the average age of a population computed on a

√
n random sample. ZKP

uses the notion of a simulator from zero knowledge and says that a simulator
with the acceptable aggregate information can essentially compute whatever an
adversary can compute by accessing the result of the mechanism (Gehrke et al.,
2011). We describe ZKP in the following using a setting of graphs.

LetG be a graph.We denote byG−∗ a graph obtained fromG by removing a
piece of information (for example an edge). G and G−∗ are called neighboring
graphs.

Let San be a mechanism that operates on a graphG (the complete database),
and computes a sanitized answer to a query. The adversary’s goal in a
privacy scenario is to gain information about private matters of individuals
(nodes) or connections (edges) in G using this released sanitized answer. Let
Adv(San(G), z) denote the output of the algorithm that an adversary employs to
breach privacy. The adversary can interact with mechanism San and may have
access to some auxiliary information z. The information in z is considered to
be general, and easily accessible, e.g., information about the structure of the
network (graph) or the groups that individuals belong in.

Let agg be a class of randomized algorithms that first select k = k(n)
random samples (nodes) without replacement fromG−∗ and then compute some
aggregate information. Such algorithms output an approximate answer to the
query.

Let Sim, “the simulator,” be an algorithm. We denote by Sim(T(G−∗), z) the
information that the simulator can compute given the aggregate information
computed by a T ∈ aggk. In plain language, imagine Sim to be a person who
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can be “extremely smart and capable (ESC)” and who has access to aggregates
computed by the algorithms of class agg on the database where the sensitive
information has been removed. Also, assume that the simulator also has access
to background information z.

On the other hand, imagine the adversary to be a person who is also ESC,
and has access to San(G) as well as background information z. ZKP assures
an individual that the participation in the network does not jeopardize her/his
privacy. ZKP provides this guarantee by sanitizing the query answers such
that the information that the adversary could extract from the output (sanitized
answer) is computationally indistinguishable from the information that could be
computed using sampling-based aggregates calculated on the network data that
misses the IOI’s sensitive information. That is, the adversary is not better off
than some simulator even though he has access to the output of mechanism San
computed on the whole database.
Definition 3. [Zero-knowledge privacy (Gehrke et al., 2011)] The mechanism
San is ε-zero-knowledge private with respect to agg if there exists a T ∈ agg
such that for every adversary Adv, there exists a simulator Sim such that for
every G, every z ∈ {0, 1}∗, and everyW ⊆ {0, 1}∗, the following hold:

Pr[Adv(San(G), z) ∈ W] ≤ eε · Pr[Sim(T(G−∗), z) ∈ W]
Pr[Sim(T(G−∗), z) ∈ W] ≤ eε · Pr[Adv(San(G), z) ∈ W],

where probabilities are taken over the randomness of San and Adv, and T and
Sim.

By this definition, ZKP guarantees that any additional information that an
adversary can obtain about an individual by having access to the output of the
mechanism is virtually not more than what can be computed by a simulator
using some sampling-based (approximate) aggregates even without access to
the mechanism and the sensitive data.

Note that the selection of k—the number of random samples—in agg
algorithms is very important and it should be chosen so that with high probability
very few of the nodes connected with the node whose information has to be
private will be chosen. We will often index agg by k as aggk to stress the
importance of k. To satisfy the ZKP definition, a mechanism should use k =
o(n), say k = √

n or k = 3
√
n2, where n, the number of nodes in the database,

is sufficiently large (see Gehrke et al., 2011). DP is a special case of ZKP
where k = n.

As it will be illustrated in the upcoming sections, the specifications of
algorithm T ∈ agg, e.g., sample size, are only used to compute the level of
privacy needed in the ZKP mechanism. We stress that the ZKP mechanism is
the only algorithm applied on the data. The simulator is only an abstract notion.

Achieving ZKP. Let f : G → R
m be a function that produces a vector of

lengthm from a graph database. For example, given GG,S , f produces the results
of the S-GS functions, i.e., w on edges.
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We consider the L1-Sensitivity to be defined as follows.
Definition 4 (L1-Sensitivity). For f : G → R

m, the L1-sensitivity of f is

�(f ) = max
G′,G′′ ||f (G′) − f (G′′)||1

for all neighboring graphs G′ and G′′.
Another essential definition is that of “sample complexity.”

Definition 5 (Sample Complexity (Gehrke et al., 2011)). A function f :
Dom → R

m is said to have (δ, β)-sample complexity with respect to agg if
there exists an algorithm T ∈ agg such that for every D ∈ Dom we have

Pr[||T(D) − f (D)||1 ≤ δ] ≥ 1 − β.

T is said to be a (δ, β)-sampler for f with respect to agg.
This definition bounds the probability of error between the randomized com-

putation (approximation) of function f and the expected output of f . Basically,
functions with low sample complexity (smaller δ and β) can be computed more
accurately using random samples from the input data.

When the released information, as typical, is real numbers, the ZKP mech-
anism San achieves the privacy by adding noise to each of the numbers
independently.

Let Lap(λ) be the zero-mean Laplace distribution with scale λ, and variance
2λ2. The scale of Laplace noise in ZKP is properly calibrated to the sample
complexity of the function that is to be privately computed. The following
proposition expresses the relationship between the sample complexity of a
function and the level of ZKP achieved by adding Laplace noise to the outputs
of the function.
Proposition 1 (Gehrke et al., 2011). Suppose f : G → [a, b]m has (δ, β)-sample
complexity with respect to agg. Then, mechanism

San(G) = f (G) + (X1, . . . ,Xm),

where G ∈ G, and Xj � Lap(λ) for j = 1, . . . ,m independently, is

ln
(
(1 − β)e

�(f )+δ
λ + βe

(b−a)m
λ

)

–ZKP with respect to agg.

5 ZKP MECHANISM FOR GRAPH SUMMARIZATION

In this section, we design a ZKP mechanism to release a graph summarization.
Let GG,S = (S, ES) be the S-graph for a graph G. Let f be a function that takes
a graph GG,S as input and produces c = |S| + 3 · |ES | numbers, or differently
said, a c-dimensional vector corresponding to w1 and w2 aggregates for the
groups and the connecting edges.



132 PART A Modeling and Analytics

Let f = [f1, . . . , ft] be the vector (or subvector) that is to be privately released.
We apply a separate Sani (ZKP)mechanism, for i ∈ [1, t], to each of the elements
of f . Let us assume that each Sani provides εi-ZKP for fi with respect to aggki ,
where ki = k(n)/t and n = |V|. Then, based on the following proposition, f will
be (

∑t
i=1 εi)-ZKP with respect to aggk(n), where k(n) = ∑t

i=1 ki.
Proposition 2 (Sequential Composition (Gehrke et al., 2011)). Suppose
Sani, for i ∈ [1, n], is an εi-ZKP mechanism with respect to aggki . Then, the
mechanism resulting from composing1 Sani’s is

(∑n
i=1 εi

)
-ZKP with respect to

agg(
∑
ki).

In this chapter, we consider edge (connection) privacy. We note that node
privacy will not be considered here, since, as it is widely known (cf. Hay et al.,
2009; Kifer and Machanavajjhala, 2011), it results in too noisy output with
practically no utility.

5.1 Edge (Connection) Privacy

Consider GG,S and GG−e ,S , where GG−e ,S is a neighboring graph of G obtained
from G by removing edge e. In the edge privacy scenario, the total number of
nodes (groups) and the size of each group are identical in GG,S and GG−e ,S .
Therefore, the sensitivity of any w1 function, including the ones in f , is zero,
that is, �(w1) = 0.

On the other hand, removing an edge in G can change by at most 1 the
numerator of each element x, y, and z in w2 measures of GG−e,S . Note that this
change affects only one w2 measure in the whole graph GG−e ,S . Therefore, the
sensitivities of the elements of any w2 function, including the ones in f , are

�(w2[x]) = 1
r �(w2[y]) = 1

r2
�(w2[z]) = 1

r ,

where r is the minimum group size in S.
In the following sections, the ZKP mechanisms are separately designed for

w1 and w2 functions in f .

5.1.1 ZKP Mechanism for w1

Supposew1(g) is an element of f , where g is a group in GG,S . Let San = w1(g) +
Lap(λ) be a ZKP mechanism which adds random noise selected from Lap(λ)

distribution to the output of w1(g) in order to achieve ZKP. Our goal here is to
come up with the right λ to achieve a predefined level of ZKP.

Based on the definition of ZKP, one should first know the sample complexity
of the w1 function. For this, without change in semantics, we will express w1 so
that it computes an average rather than a fraction of two counts. Then, using the

1. A set of computations that are separately applied on one database and each provides ZKP in
isolation also provides ZKP for the set.
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Hoeffding inequality (Mitzenmacher and Upfal, 2005), we compute the sample
complexity of w1.
Expressing w1.We assume that in addition to the regular node attributes (if any),
we have |S| new boolean attributes, one for each possible group.We denote these
new attributes by uppercase B’s indexed by the group id. A node v in graph
G will have Bg(v) = 1 if v belongs to group g, and Bg(v) = 0, otherwise. We
have that,
Proposition 3.

w1(g) =
∑

v∈V Bg(v)

|V| .

Therefore, w1(g) can be viewed as the average value of attribute Bg over all
nodes in G.
ZKP mechanism. Let G = (V,E) be a graph enriched with boolean attributes
as explained above. We would like to determine the value of λ > 0 for Lap(λ)

distribution which is to be used to add random noise to aw1(g)measure included
in f . For this, first we compute the sample complexity of w1 to be able to use
Proposition 1 and establish an appropriate value for λ.

Let T be a randomized algorithm in aggk, the class of randomized algorithms
that operates on an input graph G. To randomly sample a graph G, algorithm T
uniformly selects k = k(n)/t random nodes from V, reads their attributes, and
retrieves all the edges2 incident to these k sample nodes.3 From the sampled
nodes and their incident edges with other sampled nodes, we consider GG′,S ′ =
(S ′, E ′

S). Then, T approximates the value of w1(g) using GG′,S ′ . Since we have
expressed w1(g) for a group g as an average, based on the Hoeffding inequality
we have

Pr[|T(g) − w1(g)| ≤ δ] ≥ 1 − 2e−2kδ2 .

From this and Definition 5, we have that w1 has
(
δ, 2e−2kδ2

)
-sample com-

plexity with respect to aggk.
Now we make the following substitutions in the formula of Proposition 1:

β = 2e−2kδ2 , �(w1(g)) = 0, b− a = 1, and m = 1 and obtain that mechanism
San is

ln
(
eδ/λ + 2e1/λ−2kδ2

)
− ZKP

with respect to aggk.

2. Clearly, only nondangling incident edges, whose both end nodes have been sampled, will be
retrieved.

3. For other possible methods of graph sampling see, for example, Gehrke et al. (2011).
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Similar to DP, one can set λ, the Laplace noise scale, to be proportional to
“the error” as measured here by the sum of the sensitivity and sampling error,
and inversely proportional to the ZKP privacy level

λ = �(w1) + δ

ε
= 1

ε
· 1

3
√
k
.

Regarding δ, we can consider for instance a sample size k = 3
√
n2 and have

δ = 1
3√k
.

From all the above, the privacy level obtained will be

ln
(
eδ/λ + 2e1/λ−2kδ2

)
= ln

(
eε + 2eε

3√k−2 3√k
)

≤ ln
(
eε + 2e− 3√k

)

≤ ε + 2e− 3√k.

Thus, we have that by adding Lap
(

1
ε· 3√k

)
noise, mechanism San will be(

ε + 2e− 3√k
)
-ZKP with respect to aggk. Of course, the privacy achieved is in

fact better than this because of the above inequalities. We address finding of the
exact λ given a ZKP privacy level and sample complexity in Section 7.
Example 2. Let graph G be a social graph with 100 million participants/nodes
(|V| = n = 100, 000, 000), and g′, g′′ be two groups. Suppose the requested
output vector is

f = 〈w1(g
′),w2(g

′, g′′)[x],w2(g
′, g′′)[y],w2(g

′, g′′)[z],w1(g
′′)〉

and suppose that the minimum group size in S is r = 5000. Assume we would
like to have for f a ZKP mechanism expressed with respect to an acceptable
aggk, where

k(n) = 3
√
100, 000, 0002 = 215, 443.

To privately release the first output in f , a randomized algorithm T can uniformly
select

k1 = 215, 443/5 = 43, 089

nodes and approximate the value of w1(g′) using these samples. Let (δ1, β1) be
the sample complexity of w1(g′) where

δ1 = 1
3
√
k1

= 1
3
√
43, 089

= 0.0285

β1 = 2e−2k1δ21 = 2e−2∗43089∗(0.0285)2 = 7.97 ∗ 10−31.

The sensitivity of f is

�(f ) = 1

r
+ 1

r2
+ 1

r
= 0.0004.
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Now, if we would like to use a mechanism which is 0.1 ZKP, we add random
noise selected from a Laplace distribution with scale

λ1 = �(f ) + δ1

ε
= 0.0004+ 0.0285

0.1
= 0.289

to the actual value of w1(g′). With this noise scale, the ZKP privacy level of the
mechanism is precisely

ε1 ≤
(
ε + 2e− 3√k1

)
=
(
0.1+ 2e−35.06

)
≈ 0.1

with respect to aggk.

5.1.2 ZKP Mechanism for w2

Suppose the functionw2(g, g′)[.] is an element of f , where g and g′ are groups in
GG,S . Let San = w2(g, g′)[.] + Lap(λ) be a ZKP mechanism that adds random
noise selected from Lap(λ) distribution tow2(g, g′)[.]. To come upwith the right
λ first we compute the sample complexity of the w2 function.
Expressing w2[x] and w2[z]. To express the x or z elements of the w2 function,
we introduce |S| new boolean node attributes, each corresponding to a group.
We denote these new attributes by B′ indexed by the group id. A node v will
have B′

g(v) = 1 if v has an edge with some node in group g, and B′
g(v) = 0,

otherwise. Now for each pair of groups g and g′, we can show the following
proposition.
Proposition 4.

w2(g, g
′)[x] =

∑
v∈g B′

g′(v)

|g|
w2(g, g′)[z] =

∑
v∈g′ B′

g(v)

|g′| .

Hence, the x (or z) elements of w2(g, g′) can be viewed as the average value
of attribute B′

g′ (or B′
g) over the subset of nodes in G that are in g′ (or g).

Expressing w2[y]. To express y in w2, we introduce |S| new node attributes, each
corresponding to a group. We denote these new attributes by B′′ indexed by the
group id. Each attribute B′′

g is a boolean vector of dimension |g|, where each
dimension corresponds to a node in g. A node v will have B′′

g(v)[u] = 1, where
u ∈ g, if (v, u) is an edge in graphG, and B′′

g(v)[u] = 0, otherwise. For each pair
of groups g and g′ we can show that
Proposition 5.

w2(g, g
′)[y] =

∑
v∈g,u∈g′ B′′

g′(v)[u]
|g| · |g′|

=
∑

v∈g′,u∈g B′′
g(v)[u]

|g| · |g′| .
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Therefore, the y measure in w2(g, g′) can be viewed as the average of
B′′
g′(v)[u]’s or B′′

g(v)[u]’s.
ZKP mechanism. Let G = (V,E) be a graph enriched with boolean attributes as
explained above. We would like to determine the value of λ > 0 for the Lap(λ)

distribution which will add random noise to w2(g, g′)[.].
Let T be a randomized algorithm in aggk. Algorithm T randomly samples

graph G by uniformly selecting k = k(n)/t random nodes from V and retrieving
all the incident edges. With this sampling, the nodes in the groups of GG,S and
the edges between them are randomly sampled as well. We call this sampled
S-graph G′

G,S = (S ′, E ′
S). Let us assume that we have a sample of each group

and edges between groups and the size of a sample group g is kg. Then,
algorithm T approximatesw2 using the data from group samples. For the sample
complexity of the elements of w2, since we expressed them as averages, we can
use the Hoeffding inequality as follows:

Pr[|T(g, g′)[x] − w2(g, g′)[x]| ≤ δ] ≥ 1 − 2e−2kgδ2

Pr[|T(g, g′)[z] − w2(g, g′)[z]| ≤ δ] ≥ 1 − 2e−2kg′δ2

Pr[|T(g, g′)[y] − w2(g, g
′)[y]| ≤ δ] ≥ 1 − 2e−2(kg×kg′ )δ2 .

Let us focus first on w2[x] (w2[z] is similar). Now we make the following
substitutions in the formula of Proposition 1: β = 2e−2kgδ2 , �(w2(g, g′)[x]) =
1/r, b− a = 1, and m = 1. From this, we have that mechanism San is

ln
(
e1/r+δ/λ + 2e1/λ−2kgδ2

)
− ZKP

with respect to aggk.
Again, one can set λ, the Laplace noise scale, to be proportional to “the error”

as measured by the sum of the sensitivity and sampling error, and inversely
proportional to ε

λ = �(w2)[x] + δ

ε
= 1

ε

(
1

r
+ 1

3
√
kg

)
.

Regarding δ, we can consider for instance a sample size k = 3
√
n2 and have

δ = 1
3
√
kg
.

From all the above, the privacy level obtained will be

ln
(
e1/r+δ/λ + 2e1/λ−2kgδ2

)
= ln

(
eε + 2eε/1/r+1/ 3

√
kg−2 3

√
kg
)

≤ ln
(
eε + 2e− 3

√
kg
)

≤ ε + 2e− 3
√
kg .
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Thus, we have that by adding noise randomly selected from the

Lap

(
1
ε

(
1
r + 1

3
√
kg

))
distribution to w2[x], San will be

(
ε + 2e− 3

√
kg
)
-ZKP

with respect to aggk.
By substituting for the proper sensitivity and sample complexity, similar

computations can be carried out for a Sanmechanism for w2[y].
Example 3. Let us consider Example 2 again with the output vector

f = 〈w1(g
′),w2(g

′, g′′)[x],w2(g
′, g′′)[y],w2(g

′, g′′)[z],w1(g
′′)〉.

To privately release the second output in f , a randomized algorithm T can again
uniformly select

k2 = k(n)/5 = 3
√
100, 000, 0002/5 = 43, 089

nodes and approximate the value of w2(g′, g′′)[x]. The actual value of function
w2(g′, g′′)[x] is computed on G. Suppose that the minimum group size in S is
r = 5000 and the size of the sample group corresponding to g′ in G′

G,S is kg′ =
30, 000. Let (δ2, β2) be the sample complexity of w2(g′, g′′)[x] where

δ2 = 1
3
√
kg′

= 1
3
√
30, 000

= 0.0322

β2 = 2e−2kg′ δ22 = 2e−2∗30,000∗(0.0322)2 = 1.92 ∗ 10−27.

The sensitivity of f is

�(f ) = 1

r
+ 1

r2
+ 1

r
= 0.0004.

Now, if we would like to use a mechanism which is 0.1 ZKP, we can add
random noise selected from a Laplace distribution with scale

λ2 = �(f ) + δ2

ε
= 0.0004+ 0.0322

0.1
= 0.322

to the actual value of w2(g′, g′′)[x].
With this noise scale, the ZKP privacy level of the mechanism is precisely

ε2 ≤
(
ε + 2e− 3

√
kg′
)

=
(
0.1 + 2e−31.07

)
≈ 0.1

with respect to aggk.

6 EVALUATION

We focus on a single outputw1(g) to evaluate our approach (the evaluation based
on w2 is similar). In our methods, the amount of noise added to the output is
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independent of the database, and it only depends on the aggregates we compute
and their sensitivities. Therefore, the following analysis is valid for any database.

6.1 Parameters Affecting Noise Scale

Considering the formula of noise scale λ = �(f )+δ
ε

, the sampling error δ is an
important factor specifying λ. This error in turn has reverse connection with
the sample size and the size of the database graph. Recall that throughout the
chapter, we considered the error to be δ = 1

3√k
, where k is the sample size with

values for example k = 3
√
n2.

Figure 2 illustrates the relationship between the noise scale λ and the sample
size k and the database size n. In this figure, we assumed that the output vector f
has five elements and the ZKP-level ε is 0.1. Each curve in the figure corresponds
to a sample size, namely, k = 3

√
n2 and k = 4

√
n3. The figure shows that as the

graph size decreases from one billion to one million, the noise scale increases
nonlinearly to the amounts that are not practical in our setting. Therefore, we
conclude that ZKP mechanisms are more practical in very big databases with
sufficiently large sample size.

6.2 The Noise

The analysis in this section provides a better understanding of the amount of
noise which is added to the output. We consider w1 function.
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We first compute the cumulative distribution function of Laplace distribution
in an interval [−z, z] as follows:

Pr(−z ≤ x ≤ z) =
∫ z

−z
1
2λe

−|x|/λdx = 1 − e−z/λ.

Therefore, Pr(|x| ≥ z) = e−z/λ. Let pr = Pr(|x| ≥ z). Value z for a specified
cumulative probability pr can be calculated using the above equation as

z = −λ · ln(pr) = − δ

ε
· ln(pr).

Figure 3 illustrates the minimum absolute noise z as a function of cumulative
probability pr for three different values of δ when ε = 0.1. Each point (pr, z) on
the curve for a given δ means that

pr percent of the time the random noise has an absolute value of at least z.

For example, for δ = 0.02, we have that 50% of the time the absolute value
of noise is at least 0.14, and 30% of the time it is at least 0.24. These values of
δ are practical as our outputs are fractions.

7 FROM PRIVACY LEVEL TO NOISE SCALE

In this section, we address the problem of computing the noise scale based on
the required privacy. For a given privacy level ε, the right value for λ can be
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computed using Proposition 1 and the sample complexity of the function. For
this, we need to solve the following equation with respect to λ:

ln
(
(1 − β) · e(�(f )+δ)/λ + β · e((b−a)m/λ)

)
= ε.

The sample complexity (δ, β) of the function and the sensitivity �(f ) are
computed as described in Section 5. Suppose b− a and m are both equal to
1 (as in Section 5). Thus, by assigning δ a value (which depends on k), λ is
the only variable in this equation. By setting x = e1/λ, we have the polynomial
equation

(1 − β)x�(f )+δ + βx− eε = 0

which can be solved for x using various methods (cf. Goedecker, 1994; Jenkins,
1975), and finally, we have λ = 1

ln x .
Example 4. Let us consider Example 2 again with the output vector

f = 〈w1(g
′),w2(g

′, g′′)[x],w2(g
′, g′′)[y],w2(g

′, g′′)[z],w1(g
′′)〉.

Suppose that we would like to design a (0.1)-ZKP mechanism for w1(g′).
To compute the corresponding noise scale λ1, we use the above polynomial

equation. We assume that the minimum group size in S is r = 5000. The
sensitivity is �(f ) = 1

r + 1
r2

+ 1
r = 0.0004, and we consider k1 = k(n)/5 =

3
√
100, 000, 0002/5 = 43, 089 (as in Example 2), i.e., δ = 1

3√k1
= 1

3√43,089
=

0.0285. We have that w1(g′) has a sample complexity of

(δ, β) = (δ, 2e−2k1δ2) = (0.0285, 7.08 ∗ 10−31).

Now if we plug all the values in the equation

(1 − β)x�(f )+δ + βx− eε = 0

we have

(1 − 7.08 ∗ 10−31)x0.0004+0.0285 + (7.08 ∗ 10−31)x− e0.1 = 0

which has root x = 31.731745. This results in a noise scale λ1 that is
very close to (albeit slightly lower than) what we computed in Example 2.
Therefore, setting the noise scale to be proportional to �(f ) + δ and
inversely proportional to ε is a good enough approximation for achieving
ε − ZKP.

8 PRIVATE PROBABILISTIC A-GS

In this section, we consider graphs with probabilistic edges. Such graphs are
very common in modeling influences in social networks (cf. Bhagat et al., 2012;
Budak et al., 2011; Kollios et al., 2013; Pfeiffer and Neville, 2011).
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8.1 Probabilistic Graphs

We will denote a probabilistic graph byG = (V,E), where V is the set of nodes,
E ⊆ V × V is the set of edges, and additionally, assigned to each edge e ∈ E,
there is an existence probability p(e) ∈ [0, 1]. A probabilistic graph defines
a probability distribution over a set of deterministic (regular) graphs called
possible instances (PIs). Let PI(G) (or simply PI when G is clear from the
context) be the set of all PIs of a probabilistic graph G and PIi(G) (or simply
PIi) denote one single PI. The existence probability of each PI is computed as

p(PI) =
∏

e∈E(PI)

p(e) ·
∏

e/∈E(PI)

(1 − p(e)). (1)

8.2 Probabilistic Graph Summarization

We define the summarization of a probabilistic graph G in a similar way as for
deterministic graphs. We have a set of disjoint groups of nodes, and any two
groups g and g′ are connected in the summary graph if at least one edge connects
a node from g to some node in g′. We denote the probabilistic summary graph
corresponding to G as S-GS.

Computing the w1 measure does not change in the probabilistic case as it
is based on the existence of nodes and their attribute values which none is
probabilistic. However, due to probabilistic edges, the numerators of x, y, and z
of the w2 measure are computed differently. That is, instead of computing the
exact value, their expected values over the set of possible instances will need to
be computed.

For this, let X, Y, and Z be random variables representing the x, y, and
z measures, respectively. To compute E[X] or E[Z], we have the following
theorems:
Theorem 1. Let g and g′ be two groups in a probabilistic summary graph, and
let Evj = {e1, . . . , enj} be the set of edges connecting a node vj ∈ g to the nodes
of g′. We have that

E[X(g, g′)] = E[X] =
∑

vj∈g
(
1 −∏

e∈Evj
(1 − p(e))

)
|g| .

For E[Y], we have that,
Theorem 2. Let Vg be the set of nodes in a group g and Egg′ = Vg × Vg′ be the
set of all possible edges between two groups g and g′ in a probabilistic summary
graph. We have that

E[Y(g, g′)] = E[Y] =
∑

ei∈Egg′ p(ei)
|g| · |g′| .

Proofs for Theorems 1 and 2 can be found in Hassanlou et al. (2013).
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8.3 Zero-Knowledge Private Probabilistic A-GS

We focus on edge (connection) privacy in this section. Let GG,S = (S, ES) be the
probabilistic summary graph corresponding to a graph G. Let f be a subvector
that is to be privately released.

As stated before, the w1 elements in f are computed and privatized as
illustrated in Section 5.1.1. For the elements of the E[w2] functions in f , we
need to view them as averages to be able to use the Hoeffding inequality in the
process of privatization. We do this by defining new synthetic attributes.
Expressing E[Y]. For each node v ∈ V, we assume to have |S| new attributes
called P′′, each indexed by a group id. Each attribute P′′

g is a vector of dimension
|g|, where each dimension corresponds to a node in g. For a node v, we have
P′′
g(v)[u] = p(evu), where u is a node in g, and p(evu) is the probability of the

edge between v and u. Clearly, P′′
g(v)[u] = 0 if there is no edge between v

and u in G.
For each pair of groups g and g′, we have the following proposition:

Proposition 6.

E[Y(g, g′)] =
∑

v∈g,u∈g′ P′′
g′(v)[u]

|g| · |g′|
=
∑

v∈g′,u∈g P′′
g(v)[u]

|g| · |g′| .

Note that, with this expression, E[Y] is the average of the elements of
attribute P′′

g′ over the nodes of g, or vice versa.
Expressing E[X] or E[Z]. To be able to view E[X] or E[z] functions in f as
averages, for each node v ∈ V, we consider S new synthetic attributes called
P′, each indexed by a group id. For each attribute P′

g, we compute the attribute
value as

P′
g(v) = 1 −

∏
u∈g

(1 − P′′
g(v)[u]) = 1 −

∏
u∈g

(1 − p(evu)).

Now for each pair of groups g and g′ we have the following proposition.
Proposition 7.

E[X(g, g′)] =
∑

v∈g P′
g′(v)

|g|
E[Z(g, g′)] =

∑
v∈g′ P′

g(v)

|g′| .

Clearly, E[X(g, g′)] (E[Z(g, g′)]) is now the average of P′
g′ (P′

g) attribute over
the nodes of g (g′).
ZKP mechanism. Let G = (V,E) be a probabilistic graph augmented with
synthetic attributes P′s and P′′s. To compute the sample complexity, a random-
ized algorithm T, in aggk, samples graph G by uniformly selecting k = k(n)/t
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random nodes from V and all their incident edges. Then, T approximates
E[w2[.]] using the data from sample groups. Since we redefined the elements
of E[w2[.]] as averages, we have the following inequalities for their sample
complexities using the Hoeffding inequality:

Pr[|T(g, g′)[x] − E[w2(g, g
′)[X]]| ≤ δ] ≥ 1 − 2e−2kgδ2

Pr[|T(g, g′)[z] − E[w2(g, g
′)[Z]]| ≤ δ] ≥ 1 − 2e−2kg′ δ2

Pr[|T(g, g′)[y] − E[w2(g, g′)[Y]]| ≤ δ] ≥ 1 − 2e−2(kg×kg′ )δ2 .

It can be verified that the sensitivities of E[w2[.]] functions are similar to the
regular case. Thus, by plugging the above parameters in Proposition 1, we have
the following for the San mechanism of E[X], where r is the minimum group
size in S and kg is the size of a sample group g.

Proposition 8. By adding noise randomly selected from Lap

(
1
ε

(
1
r + 1

3
√
kg

))

distribution to the output of E[X], San will be
(
ε + 2e− 3

√
kg
)
-ZKP with respect

to aggk.
A similar San mechanism can be proposed for E[Y] by substituting for the

sensitivity and sample complexity.

9 CONCLUSIONS

We addressed ZKP for graph summarization. We focused on group connection
measures that are supported by virtually all the social-graph software products.
Our techniques are crucial to be applied on summary graphs before public
release of the information. We focused on ZKP mechanisms for edge privacy
and introduced methods to compute the ZKP parameters. Furthermore, we
presented an approach to achieve ZKP for the release of graph-summarization
for probabilistic data. The upshot is that ZKP is quite useful for protecting not
only the participation of a connection but also the evidence of its participation.
However, from a utility point of view, ZKP can only be applied meaningfully on
big social graphs.
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ABSTRACT
Recent advent of applications that generate terabytes of data on a daily basis brought
numerous challenges to researchers in machine learning community, since classification
algorithms designed for standard computers are incapable of addressing these large-scale
problems due to memory and time constraints. As a result, there exists an evident need for
novel methods that can handle such tasks. In this chapter, we present AROW-MR, a linear
Support Vector Machine solver for efficient training of confidence-weighted classifiers.
We propose to use MapReduce to train models in a distributed manner, obtaining
large improvements in both accuracy and training time. We discuss implementation on
distributed platforms such as Hadoop and Spark, and present an extensive empirical
evaluation of the method using both synthetic and real-world data with nearly billion
examples. The results validate large potential of Big Data platforms for development of
complex, effective machine learning algorithms.

Keywords: MapReduce, Hadoop, Linear classification, Confidence-weighted classifica-
tion, Online learning, Distributed platforms

1 INTRODUCTION

Explosive growth in data size, data complexity, and data rates, triggered by
emergence of high-throughput technologies such as remote sensing, social
networks, crowdsourcing, or computational advertising, in recent years has led
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to an increasing availability of data sets of unprecedented scales, with billions
of high-dimensional data examples stored on hundreds of terabytes of memory.
This advent of large-scale applications has brought forward a clear need for
computational approaches that can efficiently learn from Big Data problems
(Bizer et al., 2012; Labrinidis and Jagadish, 2012; Lohr, 2012). Emerging
conferences that specifically address the Big Data issues, as well as the number
of recent publications related to large-scale tasks, underline the significance
of the Big Data field. Moreover, recently introduced “Big Data Research and
Development Initiative” by the United States (Mervis, 2012), as well as similar
initiatives by the European Union (European Commission, 2014) and other
world governments aimed at providing support for these efforts, clearly indicate
globally recognized, strategic importance, as well as future potential and impact
of Big Data-related research.

With the emergence of extremely large-scale data sets, researchers in
machine learning and data mining communities are faced with numerous
challenges related to the sheer size of the problems at hand, as many
well-established classification and regression approaches were not designed
and are not suitable for such memory- and time-intensive tasks. The inadequacy
of standard machine learning tools in this new setting has led to investment
of significant research efforts into the development of novel methods that can
address such challenges. Classification tasks are of particular interest, as the
problem of classifying input data examples into one of finite number of classes
can be found in many areas of machine learning. However, state-of-the-art
nonlinear classification methods, such as Support Vector Machines (SVMs)
(Cortes and Vapnik, 1995), are not applicable to truly Big Data due to very high
time and memory overhead, which are in general superlinear and linear in the
data size T, respectively, significantly limiting their use when solving large-scale
problems. Several methods have been proposed to make SVMs more scalable,
ranging from algorithmic speed-ups (Kivinen et al., 2002; Nandan et al., 2014;
Platt, 1998; Rai et al., 2009; Severyn and Moschitti, 2010; Tsang et al., 2005;
Vishwanathan et al., 2003), to parallelization approaches (Chang et al., 2007;
Graf et al., 2004; Zhu et al., 2009). However, scalability of SVM training is
inherently limited as nonlinear SVMs are characterized by linear growth of
model size with training data size T (Steinwart, 2003). This led to an increased
interest in linear SVM models (Djuric et al., 2013b; Fan et al., 2008; Gentile,
2002; Li et al., 2002; Shalev-Shwartz et al., 2007; Wang et al., 2011; Yu et al.,
2012), which have constant memory and O(T) training time. These linear
models provide a scalable alternative to nonlinear SVMs, albeit with a certain
drop in prediction accuracy.

Unfortunately, even linear time complexity may not be sufficiently efficient
for modern data sets stored across petabytes of memory space, requiring
researchers to develop and adopt new machine learning approaches in order
to address extremely large-scale tasks. Significant research efforts culminated
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in several highly influential frameworks for solving parallelizable problems that
involve data sets which cannot be loaded on a single machine. These frameworks
for parallel computations include MapReduce (Dean and Ghemawat, 2008,
2010), AllReduce (Agarwal et al., 2011), Spark (Zaharia et al., 2012), GraphLab
(Low et al., 2010, 2012), Pregel (Malewicz et al., 2010), and others. MapReduce
in particular has become very popular framework in industry, with companies
such as Yahoo, Google, and Facebook spearheading its use in commercial
systems (Borthakur et al., 2011; Shvachko et al., 2010).

Unlike other distributed frameworks that assume frequent communication
and shared memory between the computation nodes (e.g., Agarwal et al., 2011;
Low et al., 2010), MapReduce framework, and its open-source implementation
called Hadoop, allows limited communication overhead between the nodes,
which results in very strong fault-tolerance and guaranteed consistency. These
favorable properties led to development of parallelizable variants of popular
machine learning algorithms, such as perceptron (Gesmundo and Tomeh, 2012),
k-means, logistic regression (LR), principal component analysis (Böse et al.,
2010; Chu et al., 2007; Lin et al., 2011), and others. However, the proposed
classification methods mostly rely on iterative training and two-way communi-
cation between the computation nodes (Chu et al., 2007; Gesmundo and Tomeh,
2012). This may impose significant costs during training as it does not closely
follow the computational paradigm of MapReduce, which derives its reliability
from the high level of autonomy of computation nodes. Recently, a technology
called Spark (Zaharia et al., 2012) has been proposed to address these problems
by maintaining data in the operating memory between the training iterations,
significantly reducing latency due to I/O and deserialization costs.

In this chapter, we describe an efficient linear SVM learner with sub-
linear training time, capable of fully employing the MapReduce framework
to significantly speed up the training. The algorithm extends ideas behind
confidence-weighted (CW) linear classifiers (Crammer et al., 2009; Dredze
et al., 2008) and proposes to train a number of SVM models on each of the
mappers in an online fashion. Then, following completion of the map phase, the
local CWmodels are sent to the reducer that optimally combines local classifiers
to obtain a single model, more accurate than any of the individual ones. Com-
pared to the CW algorithms, the proposed method, named AROW-MapReduce
(AROW-MR), allows significantly more efficient training of accurate SVMs
on extremely large data sets due to the distributed training. We validate our
approach on real-world, large-scale problem of ad latency prediction with nearly
1 billion data examples, where AROW-MR achieved higher accuracy and faster
training than the baseline approaches.

The chapter is organized as follows. In Section 2, we describe the CW clas-
sifiers, shown to achieve state-of-the-art performance on a number of real-world
applications. In Section 3, we overview popular frameworks for distributed
learning, namely MapReduce, AllReduce, and Spark. Then, in Section 4, we
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describe a distributed variant of CW classifiers which can be used to efficiently
train highly accurate models on large-scale problems. In Section 5, we validate
our approach on synthetic data set and show that the method outperforms
the baseline approaches on an industry-scale data from the computational
advertising domain. Lastly, we give the concluding remarks in Section 6.

2 CLASSIFICATION WITH LINEAR SVM MODELS

In this section we briefly review linear SVM methods and introduce recently
proposed CW classifiers. We detail the CW algorithm, proposed by Dredze
et al. (2008), followed by the description of Adaptive Regularization of Weights
(Crammer et al., 2009), an improved CW model shown to significantly outper-
form the original CW approach.

2.1 Linear SVM Classifiers

Support Vector Machine (Cortes and Vapnik, 1995) has grown to prominence in
the past decade and is widely considered to be the state-of-the-art classification
method. Given a data set D of size T, D = {(xt, yt), t = 1, . . . , T}, where xt
is a D-dimensional feature vector describing the tth training example and yt
is a corresponding binary label, y ∈ {−1, 1}, SVM separates positively from
negatively labeled examples by finding a separating hyperplane w that maxi-
mizes margin between the two classes, achieved through solving the following
quadratic objective function,

min
w

‖w‖2 + 1

T

T∑
t=1

�(wTxt, yt), (1)

where wTxt is the prediction margin, and �(wTxt, yt) = max(0, 1− ytwTxt) is
the hinge-loss function that returns loss incurred by the prediction (e.g., positive
loss for incorrect classification, sign(wTxt) �= yt, and 0 in the case of correct
classification with prediction margin that is larger than 1).

The objective function (1) is convex; thus, there exists a unique solution
to the problem that can be found by standard convex optimization methods.
However, solving (1) exactly requires time superlinear in the training size T
(Joachims, 2006), which makes such approach infeasible on the large-scale
data sets commonly found in practice. To mitigate this problem, a number of
efficient, approximate linear SVM solvers have been proposed, which reduce
the time complexity to O(T) (Joachims, 2006; Shalev-Shwartz et al., 2011).
In the following section, we describe such method, CW classifier, shown to
learn highly accurate linear SVM models in time linear to the training set
size. Unlike similar linear solvers, CW method explicitly models classification
probability, thus allowing more flexible and accurate modeling of the problem
at hand.
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2.2 CW Classification

First described by Dredze et al. (2008), the CW algorithm is a linear SVM
classifier that, in addition to the predictionmargin for the new data example, also
outputs probability of the correct classification. This is achieved by maintaining
a multivariate Gaussian distribution over the separating hyperplanesw,

w ∼ N (μ,�), (2)

and during the training procedure both mean vector μ and covariance matrix �

of the distribution are learned. In this way, a more expressive and informative
model is found, giving us information about noise in each of the individual
features, as well as about the relationships between features.

Let us assume that a trained CW model, with known mean vector μ and
covariance matrix �, is given. For an example (x, y) from data set D, described
by feature vector x and binary label y, this induces a Gaussian distribution over
the prediction margin ŷ as follows,

ŷ ∼ N (yμTx, xT�x
)
. (3)

Then, using Eq. (3), we can compute the probability of correct classification by
employing the equation for the normal cumulative distribution function to obtain
the following expression,

P(sign(μTx) = y) = 1

2

(
1 + erf

(
yμTx√
2xT�x

))
. (4)

The CW classifier is learned online, and the current model is updated each
round after observing one training example. During training, our belief about
the classifier before the tth training iteration, expressed through the current mean
μt−1 and the current covariancematrix�t−1, is updated so that the new example
(xt, yt) is correctly classified with probability larger than some user-defined
parameter η. In addition, we impose an additional constraint that our new belief
after iteration t is not too far from our belief before the iteration t. More formally,
the stated requirements yield the following optimization problem,

(μt,�t) = argmin
μ,�

DKL
(N (μ,�) ‖ N (μt−1,�t−1)

)

subject to P
(
ytμ

Txt ≥ 0
) ≥ η,

(5)

where DKL is the Kullback–Leibler (KL) divergence. Since (5) is nonconvex,
the authors of Dredze et al. (2008) solve an approximate convex problem and
derive closed-form updates for the parameters of the Gaussian distribution.

As formulated in (5), we seek such an update of the classification model so
that the new training example is correctly classified with certain probability η.
In Crammer et al. (2009), the authors point out that this may be suboptimal
for noisy data sets. More specifically, once the learning algorithm observes a
noisy example, the update would modify the current model so that the noise is
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correctly classified, which could have an adverse effect on the generalization
performance of the classifier. To address this issue, a new CW formulation is
proposed (Crammer et al., 2009), called Adaptive Regularization of Weights
(AROW). In this approach, the following problem is solved,

(μt,�t) = argmin
μ,�

DKL
(N (μ,�) ‖ N (μt−1,�t−1)

)

+ λ1
(
max(0, 1 − ytμ

Txt)
)2 + λ2(xTt �xt).

(6)

We can see that at each training step, the old and the new belief are
still constrained to be close, as measured by the KL divergence. However,
unlike in the CW algorithm which aggressively updates the model in order
to accommodate new examples, in AROW formulation the aggressiveness of
maximization of margin and minimization of uncertainty for the new example
are controlled by the regularization parametersλ1 and λ2, respectively.As shown
by Crammer et al. (2009), after finding the derivative of the objective function
with respect to the parameters, update equations for μ and � can be written in
a closed form,

μt = μt−1 + αtyt�t−1xt,

�t = �t−1 − βt�t−1xtxTt �t−1,
(7)

where αt and βt are computed as

αt = βtmax(0, 1 − ytμ
T
t−1xt),

βt = (xTt �t−1xt + r)−1,
(8)

and r = 1/(2λ1), for λ1 = λ2. Online AROW training is initiated with a
zero-vector μ0 and an identity matrix �0, and it further proceeds to observe
training examples and iteratively update the model parameters following (7)
and (8).

3 MAPREDUCE FRAMEWORK FOR DISTRIBUTED
COMPUTATIONS

With the recent explosive growth of data set sizes, analysis and knowledge
extraction from modern large-scale data sets using a single machine are becom-
ing increasingly intractable. In particular, training time of popular classification
and regression methods (e.g., SVMs, classification trees) is at best linear in
training set size, which may be too expensive for problems with billions of
examples. To address this pressing issue, a number of frameworks for distributed
learning on clusters of computation nodes has been introduced, offering different
levels of parallelization, node independence, and reliability (Agarwal et al.,
2011; Dean and Ghemawat, 2008, 2010; Low et al., 2010, 2012; Malewicz
et al., 2010; Zaharia et al., 2012). In this section, we describe such a framework
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which has become ubiquitous in the industry, calledMapReduce. In addition, we
discuss relatedAllReduce distributed framework,which is utilized in theVowpal
Wabbit (VW) software package, an open-source machine learning library for
state-of-the-art distributed learning, as well as Spark framework, a recently
proposed technology that generalizes MapReduce and is becoming increasing
popular both in the industry and in the academic setting (Xin et al., 2013a,b;
Zaharia et al., 2012).

MapReduce framework (Dean and Ghemawat, 2008, 2010), implemented as
an open-source platform Hadoop1, consists of two distinct phases called map
and reduce, which constitute one MapReduce job. In the map phase, computing
nodes that are referred to as mappers read parts of the data set (possibly stored
on multiple computers) and perform some action (e.g., filtering, grouping,
counting, sorting) with final results being sent to a computing node referred
to as a reducer in a form of ordered (key, value) pairs. In the reduce phase,
reducer performs a summary operation on the data received from the mappers,
where the received data is sorted by their key values. There may be multiple
mappers and reducers, and the framework guarantees that all values associated
with a specific key will appear in one and only one reducer. Note that the
limited communication between computation nodes in MapReduce framework,
which is allowed only from mappers to reducers, ensures high independence of
mappers and significant fault tolerance of the framework. Even in the case of
mapper failure the entire job is not significantly affected as remaining mappers
are not aware of the failure, which can be fixed by a simple restart of the
failed node.

We elucidate MapReduce abstraction using a simple example, illustrated in
Fig. 1. Given a text document, we may want to find how many times each word
appears in order to represent the document using a bag-of-words scheme, which
can be achieved using several mappers and a single reducer. Eachmapper reads a
part of the document in a streaming fashion (in our example, each mapper scans
a single line of the text) and outputs (w, 1) as soon as the word w is found.When
the mappers finish outputting (key, value) pairs, the reducer starts reading these
pairs sorted by their key (i.e., sorted alphabetically in our example). Then, on the
reducer side, we initialize theword count variable to 0 and read one pair at a time,
adding all values associated with the same key as the ordered pairs are received.

FIGURE 1 Example of word counting task solved using the MapReduce framework.

1. http://hadoop.apache.org/, accessed February 2015.

http://hadoop.apache.org/
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Once a key that is different from the one associated with the current count is
read (e.g., we observed word “as” after three observations of word “a”), reducer
outputs the word and its total count and resets the count variable to compute the
number of occurrences of the new word. In this way, there is no need to store
individual words or their counts in the operating memory, which significantly
lowers memory costs of the reducer.

Although we used a very simple example to illustrate the idea behind
MapReduce, this framework is very powerful and can be used to solve complex,
large-scale tasks in machine learning domain. There are several ways of utilizing
MapReduce paradigm for distributed learning:

● read the training data using multiple mappers, and learn the model on a
reducer in an online learning manner;

● maintain a global model that is used by all mappers to compute partial
training updates, which are aggregated on the reducer and used to update the
global model (note that this approach requires running multiple, consecutive
MapReduce jobs to ensure convergence of the model);

● learn a local model on each of the mappers, and combine the mapper-specific
models into a global one on a reducer.

For the first option, distributed learning takes the same amount of time as
learning on a single machine, with the benefit that there is no need to store the
data on a single machine. The second option is typically used for batch learning
(Chu et al., 2007; Gesmundo and Tomeh, 2012; Lin et al., 2011), where each
mapper computes partial gradient using the current model, while the reducer
sums the partial gradients and updates the model. A newMapReduce job is then
instantiated, with the updated model used by all mappers for the next round of
gradient calculation. Thus, one job is analogous to one gradient descent step of
the model optimization. Since learning process may require several iterations to
converge, multiple MapReduce jobs need to be ran one after another, which may
be ineffective and costly as starting and ending each job requires nonnegligible
time costs. In such cases, much better alternative is the Spark framework which
is designed and optimized for iterative training of machine learning algorithms,
which we discuss in more detail in Section 3.2. In contrast, the third approach
ensuresmore robust learning and very limited communication overhead as only a
single job is run, and we utilize this approach to propose an efficient and accurate
classifier in Section 4.

3.1 AllReduce Framework

The MapReduce abstraction allows for very limited interaction between the
computation nodes, which ensures very robust and fault-tolerant system. In
the following, we introduce significantly less-constrained framework called
AllReduce (Agarwal et al., 2011), which is utilized by the popular VW software
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package2 (Langford et al., 2009). Unlike MapReduce, AllReduce framework
assumes communication between mappers as well, while the reducers are not
used. In particular, each mapper maintains a copy of the global model. Then,
when computing the update step for the current model, partial update step
computed on one mapper is communicated to all other mappers. Once every
mapper receives a message from all other mappers, the aggregated update step
is performed on all computation nodes simultaneously, each updating their local
model copy with exactly the same update step. As a result, copies of the model
that are stored locally at each mapper remain identical throughout the training.
A typical implementation of AllReduce is done by imposing a tree structure on
the computation nodeswhich limits the number of exchangedmessages between
the nodes such that the partial messages are aggregated up the tree and then
broadcasted down to all mappers.

Disadvantage of the AllReduce framework is that the mappers need to
run truly concurrently. However, it is common for large clusters to run many
independent jobs initiated by different users, each requiring different amount
of resources on the computation nodes. Consequently, for higher number of
mappers there may be no guarantee that all of them will be available for
concurrent execution. Furthermore, as we have observed in practice, due to the
fact that all nodes are required to send their updates before the next learning
iteration starts, AllReduce learning will stall if any individual mapper fails once
the job has started, which may present a significant limiting factor for a user
attempting to solve extremely large-scale problems.

3.2 Spark Framework

Despite several attempts to parallelize iterative training of machine learning
algorithms using MapReduce (e.g., Böse et al., 2010; Chu et al., 2007; Lin
et al., 2011), the framework remains inherently unsuitable for implementation
of iterative batch training due to large costs related to start-up process of an
iteration. In particular, each training run is implemented as a single MapReduce
job, which is required to load the entire data from the disk in order to process
it, repeatedly incurring the same I/O and communication costs at each iteration.
This results in significant recurring costs, which slow down the training and
renderMapReduce framework a suboptimal choice for batch training ofmachine
learning methods.

To address the issues with excessive overhead when repeatedly accessing the
same data, a distributed framework called Spark3 has been recently proposed by
Zaharia et al. (2012), built around a distributed data abstraction termed Resilient
Distributed Datasets (RDDs). A critical aspect of RDD is data persistence,

2. https://github.com/JohnLangford/vowpal_wabbit, accessed February 2015.
3. https://spark.apache.org/, accessed February 2015.

https://github.com/JohnLangford/vowpal_wabbit
https://spark.apache.org/
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where, unlike in the MapReduce paradigm, computation nodes are capable of
maintaining loaded data in operating memory between iterations, thus avoiding
recurring start-up costs and significantly speeding up iterative processing of data.
Another key contribution of Spark is an introduction of the concept of data
lineage. More specifically, let us assume that the original data was processed
by the mappers in some way (e.g., a user filtered all rows with NULL fields),
and each mapper now maintains a modified version of the original data. Then,
for the current state of the data on a particular computation node, a sequence of
coarse-grained operations that led to that particular state is saved (i.e., sequence
of maps, filters, joins, and other operations that operate on the entirety of the
data). If a computation node fails, we can apply the saved sequence of operations
only on a subset of the original data that is necessary to fully recreate the lost
chunk of data from the failed node, thus avoiding expensive replication of the
intermediate states of the data as a way to enforce fault tolerance. The RDD
abstraction results in faster iterative data processing, and the authors report up
to 20× faster execution of k-means and LR when compared to their Hadoop
implementations (Zaharia et al., 2012).

Interestingly, it can be shown that Spark is a generalization of MapReduce
and also subsumes many other distributed frameworks, such as Pregel or SQL
(Zaharia et al., 2012). However, in the case of distributed online training of
machine learning algorithms, as opposed to distributed batch training, Spark
does not exhibit advantage over MapReduce. During online training, the data is
loaded and observed only once, and the persistence aspect of Spark,which brings
most of the speed-up to the framework, does not come into play. Thus, for our
use case which involves online training of classification models, both Spark and
MapReduce are equally effective. As a result, we choose to employ Hadoop as
our distributed platform, as it is a moremature project than Spark at the moment,
with much more resources and documentation to help in development and
prototyping of novel distributed algorithms. In the following section we describe
implementation details of distributing CW classifiers using the MapReduce
framework.

4 CW CLASSIFICATION USING MAPREDUCE

In this section we present a distributed AROW algorithm, which can be used to
efficiently train very accurate linear classifiers on large-scale data. Let us assume
that we haveM mappers, and on each mapper an AROWmodel is trained using
only a subset of the whole data set D, by running the algorithm described in
Section 2. More specifically, on the mth mapper an AROW model is trained
using a data set Dm ⊂ D such that

⋃
m=1,...,M Dm = D and Di ∩ Dj = ∅, i �= j.

We denote the trained AROW parameters for the mth mapper as μm and �m,
which are sent to the reducer after the completion of the map stage. During the
reduce stage, we learn the final, aggregated parameters μ∗ and �∗ such that the
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multivariate Gaussian distribution N (μ∗,�∗) is an optimal combination
of M multivariate Gaussian distributions learned on mappers.

More formally, let us define the following objective function L that is to be
minimized on the reducer,

L = EN (μ,�)[DS
KL

(N (μ∗,�∗) ‖ N (μ,�)
)], (9)

where the expectation is taken over the distributions over hyperplanes that
separate the data set D, and DS

KL is the symmetric KL divergence, defined as

DS
KL(A‖B) = 1

2

(
DKL(A‖B) +DKL(B‖A)

)
. (10)

As can be seen from (9), the reducer computes aggregated parameters μ∗ and
�∗ such that the expected symmetric KL divergence between the aggregated
Gaussian distribution and hyperplane distributions, drawn from the probability
distribution over separating hyperplane distributions for the data set D, is
minimized. We note that the proposed method can be viewed as a generalization
of the averaging CW model used for large-scale data sets, briefly discussed in
Dredze et al. (2008). Given the mapper-specific parameters μm and �m,m =
1, . . . ,M, empirical estimate of the objective function L can be expressed as
follows,

L =
M∑
m=1

P
(N (μm,�m)

)
DS
KL

(N (μ∗,�∗) ‖ N (μm,�m)
)
, (11)

where we define P
(N (μm,�m)

)
, or probability of the mth distribution over the

separating hyperplanes, as the fraction of the training set used to train the mth

AROW classifier. We refer to the final CW classification model as AROW-MR.

4.1 Reducer-Side Optimization of AROW-MR

The optimization function (11) is convex; thus, there exists a unique set of
(μ∗,�∗) parameters that minimize L. In this section, we derive update equa-
tions for AROW-MR parameters, the mean and the covariance matrix of the
aggregated Gaussian distribution over the separating hyperplanes.

In order to solve (11), we compute the first derivatives of the objective func-
tion L with respect to the parameters of the aggregated Gaussian distribution.
After finding the derivative of L with respect to μ∗ and equating the resulting
expression with 0, we obtain the following update rule for mean μ∗,

μ∗ =
( M∑
m=1

P
(N (μm,�m)

)
(�−1∗ + �−1

m )
)−1

( M∑
m=1

P
(N (μm,�m)

)
(�−1∗ + �−1

m )μm

)
.

(12)
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In order to compute the update rule for covariance matrix, we find the derivative
ofLwith respect to�∗ and equate the resulting equationwith 0. After derivation,
we obtain the following expression,

�∗
( M∑
m=1

P
(N (μm,�m)

)
�−1
m

)
�∗ =

M∑
m=1

P
(N (μm,�m)

) (
�m + (μ∗ − μm)(μ∗ − μm)T

)
.

(13)

Equation (13) is a Riccati equation of the formXAX = B, solved with respect to
matrixXwith matricesA andB given.After finding the decomposition ofmatrix
A as A = UTU (e.g., using the Cholesky decomposition), we can compute X in
a closed form using the following steps,

XAX = B,

XUTUX = B,

UXUTUXUT = UBUT,

(UXUT)2 = UBUT,

UXUT = U0.5B0.5(UT)0.5,

X = U−0.5B0.5(UT)−0.5.

(14)

By matching the elements of Eq. (14) with the elements of Eq. (13), we can
find the closed-form solution for the covariance matrix �∗. In particular, if we
compute the Cholesky decomposition of the sum on the left-hand side of Eq. (13)
as follows,

M∑
m=1

P
(N (μm,�m)

)
�−1
m = UTU, (15)

the resulting closed-form expression for the �∗ matrix can be written as

�∗ = U−0.5
( M∑
m=1

P
(N (μm,�m)

) (
�m + (μ∗ − μm)(μ∗ − μm)T

))0.5
(UT)−0.5.

(16)

Then, in order to find the optimal parameters μ∗ and �∗, Eqs. (12) and (16)
are solved iteratively until convergence (we empirically found that only a few
iterations are sufficient for the optimization procedure to converge), where
we initialized μ∗ to the average of mapper-specific mean vectors μm, with
m = 1, . . . ,M, and �∗ to an identity matrix. Pseudocode given in Algorithm 1
summarizes training steps of the AROW-MR algorithm.



Distributed Confidence-Weighted Classification Chapter | 7 157

Algorithm 1 AROW-MapReduce (AROW-MR)

Inputs: D-dimensional data set D, regul. parameter r, no. of mappers M;
Outputs: Parameters of AROW-MR model, vector μ∗ and matrix �∗;

1. Map: Train the mth AROW classifier on local subset Dm of the data
set D in order to obtain μm and �m, where m = 1, . . . ,M:
(1) Initialize μ0 to zero-vector and �0 to identity matrix;
(2) Observe a data point (xt , yt) from the local subset and

iteratively update local model using Eqs. (7) and (8):
μt = μt−1 + αtyt�t−1xt,
�t = �t−1 − βt�t−1xtxTt �t−1,

where αt = βt max(0, 1 − ytμT
t−1xt),

βt = (xTt �t−1xt + r)−1;
(3) Once the local data subset is exhausted, send the final model

parameters μm and �m computed locally to the reducer;
2. Reduce: Combine the local AROW classifiers into an aggregated AROW

classifier using Eqs. (12), (15), and (16):
(1) Compute P

(N (μm,�m)
)
,m = 1, . . . ,M, as a size of the

subset Dm divided by a size of the entire data set D;
(2) Compute matrix U of the Cholesky decomposition:∑M

m=1 P
(N (μm,�m)

)
�−1
m = UTU;

(3) Initialize matrix �∗ to the identity matrix and vector μ∗ as
μ∗ = M−1∑M

m=1 μm;
(4) Iteratively compute aggregated parameters until convergence:

(4a) Update mean vector μ∗ using Eq. (12);
(4b) Update covariance matrix �∗ using Eq. (16);

3. Output: Aggregated AROW-MR parameters μ∗ and �∗.

Let us discuss the time complexity of AROW and its distributed version
AROW-MR. Assuming a D-dimensional data set D of size T, complexity
of AROW training amounts to O(TD2). On the other hand, complexity of
AROW-MR is O(TD2/M +MD2 + D3), where the first term is due to local
AROW training on mappers and the second and the third term are due to reducer
optimization, which involves summation over M matrices of size D× D and
Cholesky decomposition of the result, respectively. For large-scale data, for
which we assume T � M, we can conclude that AROW-MR offers efficient
training with significantly lower time overhead when compared to the AROW
algorithm.

5 EXPERIMENTS

In this section we present the results of empirical evaluation of the AROW-MR
algorithm. We first validated our method on a synthetic data, then explored its
performance on a real-world, industry-scale task of ad latency prediction.
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5.1 Validation on Synthetic Data

In order to better characterize the proposed distributed algorithm, in the first set
of experiments we compared AROW and AROW-MR algorithms on synthetic
data. We used the waveform data set generator, available from the UCI Reposi-
tory (Bache and Lichman, 2013), where we labeled the first and the second class
as being positive and the third class as being negative. We generated 50,000
training examples and 5000 test examples and set regularization parameters
λ1 = λ2 = 0.05 through cross-validation. We repeated experiments 10 times,
where in each iteration we split the training set into M disjoint subsets of equal
sizes and used one subset to train a local AROW model on one mapper, setting
the number of mappers M from 2 to 200 in increments of 5 in order to better
evaluate the effect of higher levels of parallelization.

In addition to AROW-MR, we report the results of the original AROW
which used the entire training data set (denoted by AROW, which was not
affected by the number of mappers), as well as the results of a local AROW
model trained on a single mapper, denoted by AROW-single, for which the
number of training examples decreased as the number of mappers was increased
(i.e., number of training examples for each local model was 50,000/M). We
included AROW-single results to illustrate the performance of local AROW
models that are eventually combined on the reducer to obtainAROW-MRmodel.
Experiments on synthetic data were run in Matlab, on Lenovo IdeaPad Y500
with 2.4GHz Intel Core i7 with 8GB of DDR3 memory. The training times
and mean accuracy are shown in Fig. 2a and b, respectively, where the error
bars represent intervals of two standard deviations (we omitted error bars for
accuracy of AROW-single as the standard deviation was around 0.5 and error
bars would clutter the figure).

As illustrated in Fig. 2a, distributed training resulted in a significant speed-up
in training time. We can see that AROW-MR training is an order of magni-
tude faster than training of AROW, while at the same time achieving higher
accuracies, as shown in Fig. 2b. Interestingly, the training time did not decrease
further as we increased the number of mappers beyond a certain point. Although
the mapper time continued to drop (as shown by the bottom-most line labeled
AROW-single), thiswas countered by longer time spent to solve the optimization
problem (11) in the reduce phase due to larger M. This validates the known
result that for certain problems “too much parallelization or distribution can
have negative consequences” (Hughes and Hughes, 2004), and that the level
of parallelization should be determined after deeper analysis and understanding
of the problem being solved.

Furthermore, we can see in Fig. 2b that the accuracy of AROW-MR initially
increased as the number of mappers increased, statistically significantly outper-
forming AROW. The accuracy of local AROW models trained on each mapper
(shown as AROW-single) dropped steadily with the increase of the number of
mappers, which was expected as less training examples were used. Interestingly,
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FIGURE 2 (a, b) Performance of AROW and AROW-MR on the waveform data trained on 50,000
examples (AROW-single illustrates performance of a single mapper of AROW-MR). (c) Accuracy
of AROW as a function of the training set size.
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as the number of mappers further increased, we can see that the accuracy
of AROW-MR started decreasing when M surpassed 40, until it reached the
accuracy of AROW for M = 140. This decrease is due to the fact that there
were too few training examples on mappers for the local models to be close to
convergence, which in turn affected accuracy of the aggregated model.

We further investigate the convergence rate of AROW as a function of the
number of training points and give the results in Fig. 2c. Note that the results
in the figure correspond to the results of AROW-single, shown in Fig. 2a and b
(i.e., AROW-single with 50 mappers corresponds to AROW with 1000 training
points, as 50,000 training points/50mappers = 1000 training points per mapper),
where Fig. 2c illustrates AROW performance in much more detail. The figure
shows that AROW converges to accuracy of 89.5% at around 5000 points, which
corresponds to AROW-single with 10 mappers in Fig. 2b. On the other hand, for
training sizes below 500 the results indicate that the performance drops quickly,
reaching only 82% accuracy for 250 training points. Nevertheless, we can see
that the corresponding AROW-MR with 200 mappers reached significantly
higher accuracy of 89.35%. This result suggests that the proposed AROW-MR
approach is very robust, combining a number of suboptimal models into an
aggregated model that yielded state-of-the-art classification performance, in
addition to significantly faster training time.

5.2 Ad Latency Problem Description

Having validated the proposed approach on the synthetic data, in this section we
compare performance of AROW-MR and the baseline methods on large-scale,
industrial task of predicting ad latency. However, before moving on to the
discussion of empirical results, we first introduce this important problem in
online advertising, as well as the large-scale data set used in the experiments.

Over the previous decade, income generated by Internet companies through
online advertising has been growing steadily at amazing rates, with the total
revenue reaching a record $36.6 billion in the United States in 2012 alone.4

This burgeoning, highly competitive market consists of several key players:
(1) advertisers, companies that want to advertise their products; (2) publishers,
websites that host advertisements; and (3) intermediate players that connect
advertisers to publishers. In some cases such clear segmentation is not possible,
and certain companies can be found in more than one role (e.g., Yahoo or Google
may provide both the products and the advertising space). Typically, advertiser
designs an image of the advertisement, called a creative, specifying size and
dimension requirements of the image to be shown on websites. This is then sent
to the intermediate companies which have contracts with publishers, and which
decide when and to whom the ads will be shown in order to maximize profits.

4. news.yahoo.com/us-internet-ad-revenue-grows-15-percent-2012-153752947, February 2015.

news.yahoo.com/us-internet-ad-revenue-grows-15-percent-2012-153752947
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In order to retain existing and attract new users, publishers aim at improving
user experience by minimizing page load times. In addition, equally important
task for publishers is to ensure that the ads are delivered on time. Considering
that ad latency time accounts for a significant percentage of the overall load time,
improving ad load times would directly benefit both the user experience and
the website revenue. Thus, correctly predicting ad latency time, and using this
information to decide if and which ad should be shown to a user, is an extremely
important problem in online advertising where an additional latency of several
milliseconds could result in a significant loss of revenue. In this section we
considered ad latency data set consisting of nearly 1.3 billion ad impressions,
for which 21 features were measured at serve time, along with ad latency given
in milliseconds. Features can be divided into several groups:

● Time-specific features originate from the timestamp of an impression, using
time of day and day of week as ad impression features.

● Advertiser-specific features include the advertiser’s account ID, size of the
advertisement (2-D of the creative and its size in kilobytes), as well as the
creative ID of a specific image used by the advertiser.

● Publisher’s website can be partitioned into several regions, where each
region has several spaces on which the ad can be shown. Further, ad can
be placed at several different positions in the space (e.g., top, bottom). Thus,
publisher-specific features include region ID, space ID, position, ad network
used to serve the ad, serve type, hostname, as well as collocation center used
to serve the ad.

● Lastly, user-specific features include user’s device type, operating system,
and browser. We also used user’s geographic location (i.e., state and city),
user’s physical distance from the collocation center serving the ad, user’s
connection speed (e.g., broadband, dial-up), as well as Internet service
provider used by the user.

In Table 1we give an overview of the data set features, as well as the cardinalities
for discrete features (note that we omitted business-sensitive information, which
is marked with the “×” symbol).

We can represent the latency prediction problem as a binary classification
by thresholding the value of ad latency. An ad is considered late (i.e., labeled
positive as y = 1) if the time period from the moment when the web page
loads to the moment when the ad renders is longer than k milliseconds, and
not late otherwise (i.e., labeled negative as y = −1). Value of k can be selected
depending on a product or ad campaign requirements, and we omit the specific
value used in the experiments as it represents a sensitive information.

5.3 Validation on Ad Latency Data

In order to evaluate performance of the classification algorithms, we randomly
split the data set into training set, consisting of 997,055,154 examples, and



162 PART A Modeling and Analytics

TABLE 1 Description of Features Used to Represent Ad
Impressions in the Ad Latency Data

Type Feature Name (Cardinality)

Time Hour of the day (24)

Day of the week (7)

Advertiser Account ID (×)

Creative ID (×)

Ad size (dimensions) (33)

Ad size in kilobytes (real-valued)

Publisher Region ID (×)

Space ID (location on the page) (×)

Ad position (28)

Hostname (×)

Ad network (×)

Serve type (×)

Collocation center (×)

User Device (15)

Operating system (22)

Browser (100)

Connection speed (10)

U.S. state (50)

City (574)

ISP (×)

Distance to colloc. center (real-valued)

Business-sensitive feature cardinalities are replaced with a “×” sign.

nonoverlapping testing set with 279,026,428 labeled examples. For the ad
latency prediction task, the publishers prefer low false-positive rate (FPR or
1-specificity), ensuring that very few ads are wrongly classified as late, thus min-
imally hurting revenue.At the same time, the publishers prefer high true-positive
rate (TPR or sensitivity), which improves user experience and increases profit.
As these two goals are often conflicting, the optimal strategy is to maximize the
area under the receiver operating characteristic (ROC) curve, referred to as the
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AUC (Fawcett, 2004). Thus, unlike in the experiments with the synthetic data,
we report AUC as a measure of performance. Given a predicted margin for the
tth example, ŷt ∈ R, a binary classification prediction is found as sign(ŷt − θ),
where different values of threshold θ result in different predictions and different
TPR and FPR values. We can obtain an ROC curve by sliding the threshold θ

from −∞ to ∞ and plotting the resulting TPR and FPR against each other in a
2-D graph.

The experiments were conducted using MapReduce on Apache Hadoop,
with AROW-MR mapper and reducer implemented in Perl. Performance of
AROW-MR was compared to AROW algorithm which was run on a single
machine, as well as to the LR implemented in highly scalable VW package,
run both on a single machine and in a distributed manner using AllReduce on
Hadoop. We ensured that Hadoop scheduled exactly M mappers by storing the
data in M gzip-compressed files. The files compressed using gzip codec are
nonsplittable (unlike, for example, bz2-compressed files), and such setup thus
resulted in exactly one mapper per a compressed file.

We first compared the performance of AROW learned on a single machine
with AROW-MR learned in a distributed manner. Similar to experiments pre-
sented in Section 5.1, we increased the number of mappers to evaluate the
effects of different levels of parallelization. The results are given in Table 2.
We can see that the running time of AROW-MR drastically improved over the
nondistributed AROW (trained using a single mapper). While it took 17 days
for AROW to train, we were able to train accurate AROW-MR models in less
than an hour. Expectedly, average mapper time decreased and reducer time
increased as the number of mappers was increased, as each mapper was trained
on smaller partition of the data and reducer was required to combine higher
number of local models. Interestingly, we can also see that the results in Table 2
validate the results obtained on synthetic data regarding performance gains with
increasing levels of parallelization. In particular, both the accuracy and training

TABLE 2 Comparison of AROW (Given in the First Column) and
the AROW-MapReduce with Various Configurations in Terms of
the AUC on the Task of Ad Latency Prediction

AROW-MR Configuration

Number of mappers 1 100 500 1000 10,000

Number of reducers 0 1 1 1 1

Average mapper time 408 h 30.5 h 34min 17.5min 2min

Reducer time n/a 1min 4min 7min 1h

AUC 0.8442 0.8552 0.8577 0.8662 0.8621
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FIGURE 3 Comparison of ROC curves for AROW-MR and AROW algorithms.

time improved until we reached M = 1000 and dropped slightly for higher
number ofmappers. The detailed results are presented in Fig. 3, wherewe plotted
ROC curves of the CW models trained using different number of mappers. We
can see that the curve for nondistributed AROW results in the smallest AUC,
while the level of parallelization achieved with 1000mappers represents the best
choice for the prediction task.

Next, in Table 3 we show the performance of LR model trained using
VW package in both distributed (using AllReduce) and nondistributed mode
(on a single machine). We can see that AROW-MR achieved higher accuracy
than LR, which is a very popular approach used in large-scale classification
tasks. While AROW-MR obtained AUC of 0.8662, the best AUC achieved
by LR was 0.8508. Although the increase of 1.02% might not seem large, in
the computational advertising domain it may result in significant increase of
revenue. Interestingly, the results also indicate that more distributed training
of LR actually hurts its generalization performance, which slightly dropped
as the number of mappers was increased. Further, we can see that LR was
trained in 6min, while it took 24.5min to train AROW-MR model. Although
LR training is seemingly faster than training of AROW-MR, it is important to
emphasize that VW package implements LR in C language while, for technical
reasons, AROW-MR was implemented in Perl. Considering that Perl is not an
optimal choice for mathematical computations, we expect AROW-MR training
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TABLE 3 Performance of Distributed Logistic
Regression

Vowpal Wabbit configuration

Number of mappers 1 100 500 1000

Number of reducers 0 0 0 0

Average mapper time 7h 1h 8min 6min

Reducer time n/a n/a n/a n/a

AUC 0.8506 0.8508 0.8501 0.8498

time to improve significantly if implemented in C or some other lower-level
programming language.

It is also worth noting that we were not able to run the LR experiment
for more than 1000 mappers. The LR implementation in VW package uses
AllReduce framework, which requires all mappers to run concurrently without
any node failures; otherwise, the entire training might fail. However, this is
hard to guarantee in practice even for larger clusters, and it further exempli-
fies the advantage of the proposed algorithm over the competition. We can
conclude that AROW-MR offers robust, efficient training of accurate classi-
fiers, outperforming the existing state-of-the-art on large-scale, industry-size
problems.

6 CONCLUSION

In this chapter we discussed popular Big Data platforms that allow for efficient
and effective processing and analysis of terabytes of data within hours. We
particularly focused on MapReduce, a popular framework which provides
distributed, fault-tolerant environment for large-scale machine learning, com-
prising two distinct phases called map and reduce. Moreover, we showcased
its practical application by introducing AROW-MRmethod, a distributed linear
SVM solver capable of learning accurate classifiers in time sublinear in the size
of a training data. Map phase of the method involves training a number of local
AROW models on each mapper, followed by reduce phase which combines
local classifiers to obtain a single, aggregated model more accurate than any
of the individual ones. The experiments on synthetic data and real-world ad
latency data set with nearly 1 billion examples suggest that AROW-MR allows
for significant accuracy and training time improvements over the original
AROW algorithm, indicating large potential and practical value of Big Data
platforms.
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ABSTRACT
There is growing concern about our preparedness for controlling the spread of pandemics
such as H1N1 Influenza. The dynamics of epidemic spread in large-scale populations
are very complex. Further, human behavior, social contact networks, and pandemics are
closely intertwined and evolve as the epidemic spread. Individuals’ changing behaviors
in response to public policies and their evolving perception of how an infectious disease
outbreak is unfolding can dramatically alter normal social interactions. Effective planning
and response strategies must take these complicated interactions into account. Mathemat-
ical models are key to understanding the spread of epidemics. In this chapter, we discuss
a recent approach of diffusion in network models for studying the complex dynamics of
epidemics in large-scale populations. Analyzing these models leads to very challenging
computational problems. Further, using these models for forecasting epidemic spread
and developing public health policies leads to issues that are characteristic of big data
applications. The chapter describes the state of the art in computational and big data
epidemiology.

Keywords: Mathematical epidemiology, Stochastic diffusion models, Public health
policy planning, Epidemic surveillance, Epidemic forecasting, Agent-based simulations
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FIGURE 1 History of infectious diseases. Image courtesy: Maureen Lawrence-Kuether, Virginia
Tech.

1 INTRODUCTION

Infectious diseases are the largest cause of human mortality worldwide—they
account formore than 13million deaths a year. Further, just six deadly infectious
diseases—pneumonia, tuberculosis, diarrheal diseases, malaria, measles, and
more recently HIV/AIDS—account for half of all premature deaths, killing
mostly children and young adults. For example, malaria is said to be the primary
cause of between 650,000 and 1.4 million deaths just in 2010. Key events related
to the history of infectious diseases can be traced as far back as the middle ages
(see Fig. 1).1

An epidemic is an occurrence in a community or region, of cases of an
illness, specified health behavior or other health-related events in excess of what
would be expected normally. The word epidemic is derived from two Greek
works: epi (upon) and demos (people) meaning “upon people.” A pandemic is
an epidemic that spans a large portion of the world, such as the H1N1 outbreak
in 2009. In contrast, an endemic disease is one wherein new infections are
constantly occurring in the population. Epidemics are thought to have influenced
significant historical events including the plagues in Roman times and middle
ages, the fall of the Han empire in the third century in China, and the defeat
of the Aztecs in the 1500s, due to smallpox outbreak. The 1918 pandemic was
responsible formore deaths than those due toWorldWar I. The last 50 years have

1. See a compilation of these events on wikipedia: http://en.wikipedia.org/wiki/List_of_epidemics.

http://en.wikipedia.org/wiki/List_of_epidemics
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seen epidemics caused HIV/AIDS, SARS, and influenza-like illnesses (see, e.g.,
Brauer et al., 2008).

Epidemiology is the study of the distribution and determinants of
health-related states or events in specified populations, and the application
of this study to the prevention and control of health problems (Last, 2001). By
its very definition, the focus of epidemiology is on population-level issues as
opposed to medical sciences, which is individual centric. Epidemiologists are
primarily concerned with public health, which includes the design of studies,
evaluation and interpretation of public health data, and the maintenance of data
collection systems. They are interested in studying questions such as (1) What
is the spatial extent of the outbreak? (2) How does the disease progress and how
can we control it? (3) How did the disease originate and how does this compare
to past outbreaks? Such questions have been asked repeatedly throughout human
history. The 2014 Ebola outbreak in West Africa is an example of an epidemic
that has caused thousands of deaths, along with significant social and economic
impact on the affected countries.2

An important concern in epidemiology is to control an outbreak. With the
advent of modern science, pharmaceutical measures have been widely used to
control and prevent outbreaks. For example, vaccines have become a critical
method of controlling, preventing, and possibly eradicating infectious diseases
in host populations. Despite their success, nonpharmaceutical methods, such as
quarantining and social distancing, continue to play a central role in controlling
infectious disease outbreaks; they are especially important during an outbreak
caused by an emerging pathogen. In such a case, pharmaceutical methods are
usually not available.

Public health authorities havemade significant strides in reducing the burden
of infectious diseases. Nevertheless, infectious diseases continue to be an
important source of concern. A number of global trends further amplify these
concerns: (i) increased urbanization, (ii) increased global travel, (iii) denser
urban regions, (iv) climate change, and (v) increased older and immunocom-
promised population. Many of the changes that we see around us are, to a
large extent, anthropogenic and are happening at a scale wider and faster than
ever before in human history. Further, new pathogens are emerging regularly,
which raises the importance of societies’ need to understand and be prepared to
systematically address the challenge of emerging infectious diseases at different
levels.

1.1 Mathematical and Big Data Computational Epidemiology

Mathematical models play an important role in epidemiology. Their importance
is further highlighted by controlled physical experiments used to understand sci-
entific phenomena being much harder and often impossible in epidemiology due
to ethical and practical reasons. The first mathematical model in epidemiology

2. See http://www.nytimes.com/interactive/2014/07/31/world/africa/ebola-virus-outbreak-qa.html.

http://www.nytimes.com/interactive/2014/07/31/world/africa/ebola-virus-outbreak-qa.html
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is credited to Daniel Bernoulli in 1760 (Brauer et al., 2008). Using mathemat-
ical techniques, Bernoulli established that variolation3 could help increase the
life expectancy in the French population. Another systematic and data-driven
investigation of the spread of epidemics was by John Snow, a British physician,
who analyzed a cholera outbreak in London in 1854 and attributed it to a source
of contaminated water (Brauer et al., 2008).

The early 1900s saw seminal advances in mathematical epidemiology. In
1911, Sir Ronald Ross discovered the malaria vector and transmission due to a
species of mosquitoes and later developed a spatial model for the spread of the
disease. One of the most significant results from his model was that the spread
of malaria could be controlled by reducing the population of malaria below a
“threshold”—this is the first instance of the concept of an epidemic threshold.
Kermack and McKendrik extended this to develop the first general epidemic
model, popularly known as the SIR model, involving ordinary differential
equations (ODEs) based on a mass–action model (Brauer et al., 2008; Newman,
2003); we discuss this later in Section 2.

Big Data Computational Epidemiology is an emerging interdisciplinary area
that uses computational models and big data for understanding and controlling
the spatiotemporal diffusion of disease through populations. Figure 2 illustrates
the four key components of variety, velocity, volume, and veracity in epidemiol-
ogy. The role of computation and big data in epidemiological science has been
progressively increasing over the last 20 years. There are several reasons for
this change. First, mathematical models have become increasingly complex;
it is virtually impossible to solve these models without the use of computers.
Second, there is an increasing acceptance of networked models—these models
represent the underlying population as a complex interaction network and study
the spread of diseases over these interaction networks. These network models
are more natural than the traditional compartmental models, but this comes at
an increased computational and data cost. For example, the network models
we discuss later in Section 6 integrate over 34 public and commercial data
sets, leading to over 100GB of input data for constructing a population model
for the USA, with over 300 million people and 100 million locations. In turn,
analysis of such data sets requires very powerful computing resources, and
novel high-performance computing approaches (Barrett et al., 2008;Bisset et al.,
2009a). Often, many parameters of the models are not known, especially in
the early days of an epidemic (e.g., the transmission probability), necessitating
parametric studies. Additionally, most policy questions involve comparison and
evaluation of different interventions to control epidemics, such as vaccinations
and school closures. Individual behavior can have significant impact on the

3. Interestingly, it appears that the idea of variolation to control smallpox was known to Indians and
Chinese as early as the eighth century AD. This method involved exposing people to material
from smallpox scabs from infected individuals; see http://en.wikipedia.org/wiki/Inoculation for
more details.

http://en.wikipedia.org/wiki/Inoculation
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FIGURE 2 Big data issues in epidemiology: variety, volume, velocity, and veracity. Image
courtesy: S.M. Shamimul Hasan, Virginia Tech.

disease dynamics (Funk et al., 2010; Lipsitch et al., 2009) and further increase
the number of instances that need to be done. Third, epidemiologists are
collecting increased amounts of data from the field. New methods are being
developed for disease surveillance and detection. Although extremely valuable,
the data need to be managed at all levels. Computational methods for data
management, including methods to collect, store, clean, organize, search, fuse,
and analyze data, are all important. Finally, with the advent of the world wide
web, there is a growing demand for developing web-based tools that can be
accessed by epidemiologists in a pervasive manner. An example of this is
the HealthMap tool, which collects data about disease incidence all over the
world, through news and social media data (Fig. 3a). Another tool is Google’s
FluTrends, which infers flu incidence from search queries, e.g., related to flu
medication, news, etc. (Fig. 3b). Overall, big data play a large and important
role in epidemiology (Salathé et al., 2012).

1.2 Organization and Outline

This chapter describes the basic concepts in computational epidemiology, with
a focus on networked epidemiology.We discuss different kinds of mathematical
models for epidemiology in Section 2. Some of the common computational
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FIGURE 3 Screenshot from (a) HealthMap (http://www.healthmap.org/en/) and (b) Google Flu
Trends (http://www.google.org/flutrends/), taken on October 7, 2014.

http://www.healthmap.org/en/
http://www.google.org/flutrends/
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problems of analysis and inference are discussed in Sections 3 and 4, respec-
tively. Section 5 discusses concepts in molecular epidemiology, disease surveil-
lance, and phylodynamics and outlines important big data challenges in these
fields. Section 6 discusses a computational framework for networked epidemi-
ology. This includes a synthetic information environment for organizing and
reasoning about diverse data sets, high-performance computing-basedmodeling
environments, and pervasive web-based decision support tools.

2 MATHEMATICAL FRAMEWORK FOR EPIDEMIOLOGY

We start with a very commonly used model, popularly known as the SIR model,
involving ODEs based on a mass–action assumption; we refer to Brauer et al.
(2008) and Newman (2003) for more details. A population of size N is divided
into three states: susceptible (S), infective (I), and removed or recovered (R)
(Fig. 4). The following process describes the system dynamics: each infected
person can infect any susceptible person (independently) with probability β and
can recover with probability γ . Let S(t), I(t), and R(t) denote the number of peo-
ple who are susceptible, infected, and recovered states at time t, respectively. Let
s(t) = S(t)/N, i(t) = I(t)/N, and r(t) = R(t)/N; then, s(t) + i(t) + r(t) = 1.
Under the “complete mixing” assumption that each individual is in contact with
everyone in the population, the dynamics of the SIR model can be described by
a system of differential equations (Fig. 4b).

One of the classic results in the SIR model is that there is an epidemic
which infects a large fraction of the population, if and only if R0 = β/γ > 1;
we refer the reader to Dimitrov and Meyers (2010) for a derivation of this
result. R0 is known as the “reproductive number” and is key in characterizing
an epidemic. At the start of an epidemic, much of the public health effort
is focused on estimating R0 from observed infections (Lipsitch et al., 2003).
Further, public health decision making for controlling an epidemic is often
translated to reducing R0—this can be done in many ways, such as by reducing
β through better protective measures, such as washing and face masks, in the
case of flu (Dimitrov and Meyers, 2010). While the notion of R0 has given a lot
of insights into the spread of epidemics, it has several limitations, especially in
practice. For instance, during the SARS outbreak in 2003, R0 was estimated to
be in the range [2.2, 3.6]. However, despite its spread over many countries, it

I RS

FIGURE 4 The SIR model. (a) The entire population is split into compartments corresponding
to the S, I, and R states. Any two individuals in the population can come in contact. (b) Coupled
differential equations for the SIR model.
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did not cause a very large outbreak for multiple reasons. First, the R0 estimates
were based on infections in crowded hospital wards, where a complete mixing
assumption is reasonable. But this does not hold in other settings. Second, as the
epidemic spread, people altered their behavior and started mixing less, which is
not taken into account in the static definition of R0.

There has been a lot of work in developing more complex compartmental
models in order to address some of these issues—compartments represent
subpopulations with very similar characteristics and are well mixed within
themselves so that the dynamics can be expressed in terms of differential
equations over these groups. See Newman (2003) and Brauer et al. (2008) and
the references therein for more details. Overall, compartmental models have
been immensely successful over the last 100 years and have become aworkhorse
of mathematical epidemiology. They are relatively easy to extend and quick
to build and can either be solved analytically or numerically quite efficiently,
building on the well-developed theory of ODEs.

In contrast to compartmental models, networked epidemiology considers
epidemic spread on a specific undirected contact network G(V,E) on a pop-
ulation V—each edge e = (u, v) ∈ E implies that individuals (also referred to
as nodes) u, v ∈ V come into contact.4 Let N(v) denote the set of neighbors
of v. For instance, in the graph in Fig. 5, we have V = {a, b, c, d} and E =
{(a, b), (a, c), (b, d), (cd)}. Node a has b and c as neighbors, so N(a) = {b, c}.
The SIR model on the graph G is a dynamical process in which each node is
in one of S, I, or R states. Infection can potentially spread from u to v along
edge e = (u, v) with a probability of β(e, t) at time instant t after u becomes
infected, conditional on node v remaining uninfected until time t—this is a

a

b c

d

a

b c

d

FIGURE 5 The SIR process on a graph. The contact graph G = (V ,E) is defined on a population
V = {a, b, c, d}. The node colors white, black, and gray represent the Susceptible, Infected, and
Recovered states, respectively. Initially, only node a is infected, and all other nodes are suscep-
tible. A possible outcome at t = 1 is shown, in which node c becomes infected, while node a
recovers. Node a tries to independently infect both its neighbors b and c, but only node c gets
infected—this is indicated by the solid edge (a, c). The probability of getting this outcome is
(1 − β((a, b), 1))β((a, c), 1).

4. Note that though edge e is represented as a tuple (u, v), it actually denotes the set {u, v}, as is
common in graph theory.
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discrete version of the rate of infection for the ODE model discussed earlier.
We let I(t) denote the set of nodes that become infected at time t. The (random)
subset of edges on which the infections spread represents a disease outcome and
is referred to as a dendrogram. This dynamical system starts with a configuration
in which there are one or more nodes in state I and reaches a fixed point in which
all nodes are in states S or R. Figure 5 shows an example of the SIR model on
a network.

The time series (|I(t)|, t = 0, 1, . . .) is referred to as an epidemic curve
corresponding to a stochastic outcome; this is a very commonly used quantity
related to an epidemic. The total number of infections for an outcome is given by∑

t |I(t)|. The peak value is maxt |I(t)|, while the time to peak is the largest time
t that maximizes |I(t)|. These quantities are illustrated in Fig. 6. Also observe
that the epicurve is not very smooth; this is in contrast with the epicurve in an
ODE model. A popular variant of the SIR model is the SIS model, in which
an infected node switches to state S after the infectious duration. Some of the
notation used in the paper is summarized in Table 1.

Such a network model captures the interplay between the three components
of computational epidemiology: (i) individual behaviors of agents; (ii) unstruc-
tured, heterogeneous multiscale networks; and (iii) the dynamical processes
on these networks. It is based on the hypothesis that a better understanding
of the characteristics of the underlying network and individual behavioral
adaptation can give better insights into contagion dynamics and response strate-
gies. Although computationally expensive and data intensive, network-based
epidemiology alters the types of questions that can be posed, providing qual-
itatively different insights into disease dynamics and public health policies. It
also allows policy makers to formulate and investigate potentially novel- and
context-specific interventions. Such epidemic models are instances of a more
general dynamical systems framework, called graph dynamical systems (GDSs)
(Mortveit and Reidys, 2007). Therefore, the theory of GDS can be used as a
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FIGURE 6 Different quantities associated with the dynamics of epidemics. See discussion in
Section 2 for definitions of these quantities.
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TABLE 1 Summary of Some of the Notations Used in the Chapter
(See Marathe and Vullikanti, 2013 for More Discussion)

G(V, E) Social contact network on a population V, with each
edge e = (u, v) ∈ E representing a contact

N(v) Set of neighbors of node v ∈ V in graph G

β(e, t) for e = (u, v) Transmission probability: the probability that the infec-
tion spreads from u to v per time unit of contact, if u is
infected and v is not

I(t) The set of nodes infected at time t

(|I(t)|, t = 0, 1, . . .) Epidemic curve

maxt |I(t)| Peak value of an epidemic

argmaxt|I(t)| Time to peak

foundation for computational epidemiology; this leads to four basic classes of
problems, which are motivated from the analysis of dynamical systems:

1. Analysis problems. This includes characterizing the outbreak size, duration
of the epidemic, and other properties of epidemics. There has been a lot
of work on analytical results in terms of network properties, e.g., Marathe
and Vullikanti (2013), Easley and Kleinberg (2010), Newman (2003), Pas-
tor-Satorras andVespignani (2001), Alon et al. (2004), Chung and Lu (2002),
Ganesh et al. (2005), and Wang et al. (2003), and on computational tools for
such analysis, e.g., Perumalla and Seal (2011), Carley et al. (2006), Parker
and Epstein (2012), Eubank (2002), Ferguson et al. (2006), Longini et al.
(2005), Germann et al. (2006), and Chao et al. (2010). We discuss these
problems in more detail in Section 3.

2. Inference problems. As discussed earlier, the networked SIR model is
determined by the network, initial conditions, and epidemic model. In
general, we may have partial information about some of these components;
e.g., edges of the graph might not be completely known, or parameters of
disease spread are unknown. Some of the results on such inference problems
include Nishiura (2011a), Neil et al. (2005), Nsoesie et al. (2011), Shah and
Zaman (2010), Netrapalli and Sanghavi (2012), and Gomez-Rodriguez et al.
(2010). These are discussed in more detail in Section 4.

3. Optimization problems. This includes problems of controlling the spread
of epidemics, e.g., by vaccination or quarantining, correspond to mak-
ing changes in the node functions or removing edges so that the system
converges to configurations with few infections, e.g., Borgs et al. (2010),
Aspnes et al. (2006), and Eubank et al. (2004a). These are very challenging
stochastic optimization problems, and beyond the scope of this chapter.
We refer the reader to Marathe and Vullikanti (2013) for some pointers to
this area.
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4. Forecasting and situational assessment problems. These include problems
of determining quantities, such as the number of infections over time, or
the peak, and identifying the people who might be infected, given partial
information of the outbreak till some time. This is a very active area of
research (see, e.g., Chakraborty et al., 2014a; Ginsberg et al., 2009). See
Section 5.2 for more details.

3 DYNAMICS AND ANALYSIS PROBLEMS

The structure of the underlying contact graph G has a significant impact on the
disease dynamics (Newman, 2003). A fundamental question is to characterize
the conditions under which there is a “large” outbreak, which is defined as one
which infects �(n) individuals, where n = |V|. We mention a few of the main
results of this kind for the SIR and SIS models. These are somewhat involved
to derive here, and we give references for more details. A common approach
is to try to characterize the dynamics in terms of the degree distribution of
the graph. The simplest case is when G is a complete graph, with a uniform
probability β of the disease spread from u to v, and τ(u) = 1. The classical
result by Erdős-Renyi (Marathe and Vullikanti, 2013; Newman, 2003) implies
that there is a large outbreak with �(n) infections, if and only if β > 1/n.
The main technique is a branching process analysis. We note that this result
for the complete graph is a discrete analogue of the characterization in terms
of R0, with nβ, the expected number of infections caused by a node, being
the equivalent of R0. The existence of such a threshold for disease spread has
been shown to exist in other well-structured graph classes, such as lattices and
random regular graphs (Newman, 2003). It is much more challenging to prove
such statements in heterogeneous graphs with less symmetry. Pastor-Satorras
and Vespignani (2001) use techniques from statistical mechanics to show that
in scale-free network models, under mean-field assumptions the threshold for
epidemics propagation is 0, i.e., no matter how small the probability of infection
is, there would be a large outbreak. Two settings for which rigorous results are
known, without using any mean-field assumptions, are (i) the Chung-Lu model
(Chung and Lu, 2002), which is a random graph model in which the probability
of an edge (i, j) is proportional to wi · wj, for a given weight sequencew; and (ii)
classes of expander graphs (Alon et al., 2004).

4 INFERENCE PROBLEMS

In general, not all elements of the network model are known. For instance, the
network might be partially known. Similarly, the transmission probability and
the initial configuration, such as the source of the infection might not be known.
Partial information in the form of observed infectionsmight be available through
public health surveillance. At the onset of an outbreak (e.g., in every flu season),
recurring problems for public policy planners include determining where the
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epidemic might have started, characteristics of the specific disease strain, and
if there will be a large epidemic or pandemic. These are significant data and
computational challenges, where statistical and machine learning approaches
have an important role.

General abstractions of this problem are to determine the transmission
probability or other disease characteristics, or the probability that the source
of the epidemic is a node v, conditioned on observed surveillance data and
some assumptions about the prior distribution, or to find a maximum likelihood
estimator for them. A related class of problems is to infer the underlying contact
network properties, based on such observations. These are very challenging
problems because (i) surveillance data on who is infected are limited and
noisy—only a fraction of the infected people are detected; (ii) the underlying
contact graph is only partially known and is dynamic. These problems are the
“inverse” of the “forward” problems of simulating the spread of an epidemic in
a social network.

There has been a lot of work related to these problems, especially in the
statistics and data mining literature (Neil et al., 2005; Nishiura, 2011a; Nsoesie
et al., 2011). An active area of research is based on Bayesian approaches, e.g.,
using spatial scan statistics for detecting anomalous outbreaks (Neil et al., 2005).
These techniques rely on detecting spatial clusters from syndromic surveillance
data, without using any specific properties about the epidemic process. In
contrast, a model-based approach relies on the characteristics of the SEIR
process, and Nsoesie et al. use a combination of simulations and supervised
classification techniques to predict epidemic curves and infer underlying disease
parameters for an ongoing outbreak (Nsoesie et al., 2011).

One of the problems that have been studied is inferring the source of an infec-
tion, given the network and observed infections. This is generally formalized as
a likelihoodmaximization problem. Shah and Zaman (2010) develop an efficient
maximum likelihood approach for determining the source of an outbreak in trees
for an SI model of disease and then extend it to general graphs by assuming
spreading in a Breadth First Search (BFS) order. They also develop a heuristic,
called rumor centrality, which allows faster estimation of the source probability.
The related problem of inferring the contact network based on the disease
spread information has been studied by Netrapalli and Sanghavi (2012) and
Gomez-Rodriguez et al. (2010), who present maximum likelihood estimators
for a minimal network on which a given set of observed infections can occur.

5 DISEASE SURVEILLANCE, MOLECULAR EPIDEMIOLOGY,
AND PATHOGEN PHYLODYNAMICS

The emergence of new pathogens has led to new, critical challenges that are faced
by the hitherto restricted interfaces of humans, animals, and the environment
(Patz et al., 2004).Many of such interfaces around the world have been identified
as hot spots of emerging zoonotic infectious diseases, in which an array of
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ever-increasing human activities such as farming, mining, logging, and hunting
are being conducted against the backdrop of significant wildlife biodiversity,
of course, with concomitant microbial diversity (Morse et al., 2012). Perhaps
the regions in which environmental changes have been occurring most rapidly,
and where people and wildlife live in close proximity, are located mostly in the
developing world, and which, ironically, have limited resources and capacity to
monitor and respond to zoonotic outbreaks.

Morse et al. (2012) described a three-stage model for typical dynamics of
transmission of zoonotic diseases from a localized hot spot to a global pandemic.
In preemergence stage 1, a pathogen is localized in its natural animal reservoir
but could be driven by certain major ecological or environmental disturbances,
which increases the likelihood of its coming to contact with, and spilling over to,
new species including livestock or humans that are in increasingly close contact.
For instance, the recent outbreak of Ebola has been brought back to focus the
issue of “growing human activity and deforestation in previously untouched
forests.”5 The 2002 SARS outbreak in China was traced to hunting and trading
of bats that are natural reservoirs of SARS-like corona viruses (Li et al., 2005).

In stage 2, while the disease spills over to humans, it remains localized within
a geographical region with outcomes varying between a few cases to a moderate
or even large outbreak, but possibly with limited interpersonal transmission, as,
for instance, in the case of the recent Ebola outbreak. A large-scale pandemic
occurs in stage 3 and is quite rare. It is usually attributed to global travel and
trade and characterized by sustained interpersonal transmission and international
spread of reservoir hosts or vectors. To address the problem of zoonosis, clearly
the most desirable objective is to tackle and limit the transmission of a zoonotic
pathogen, if possible, in stage 1. Unfortunately, the global trend in emerging
infectious diseases has seen increasing incidence since 1940, despite controlling
for effects of higher reporting (Jones et al., 2008). It was found that 60% of
known human infectious diseases, and more than 75% of emerging infections,
have zoonotic origin (King et al., 2006; Taylor et al., 2001). In fact, 71.8%
of zoonotic pathogens originated in wildlife species. Approximately 80% of
the identified reservoirs are mammalian, and almost half of the observed 1000
pathogens noted in livestock and pets are zoonotic. Indeed, almost 80% of
the viruses and 50% of the bacteria that infect humans are of zoonotic origin.
A conservative estimate puts the number of viruses present in vertebrate species
at 1 million, which suggests that more than 99.9% of the viruses are currently
unknown (Lipkin, 2009). While such staggering numbers are a matter of great
concern, it also presents a perspective to the researchers so that they may be
prepared to approach the problem in a comprehensive and systematic manner.
Data on such pathogens and their evolution help in disease surveillance and

5. http://www.washingtonpost.com/news/morning-mix/wp/2014/07/08/how-deforestation-and-
human-activity-could-be-to-blame-for-the-ebola-pandemic/.

http://www.washingtonpost.com/news/morning-mix/wp/2014/07/08/how-deforestation-and-human-activity-could-be-to-blame-for-the-ebola-pandemic/
http://www.washingtonpost.com/news/morning-mix/wp/2014/07/08/how-deforestation-and-human-activity-could-be-to-blame-for-the-ebola-pandemic/
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forecasting and lead to significant big data challenges, as illustrated in Fig. 2.
We briefly summarize these aspects below.

5.1 Disease Surveillance

Recently, the concept of “One Health” (Coker et al., 2011) has received much
attention led by the combined initiatives of FAO and the UN, WHO, and the
World Organization for Animal Health. Importantly, the need for a concerted,
interdisciplinary approach has been felt in public health research, bringing
together teams of epidemiologists, clinicians, veterinarians, microbiologists,
wildlife biologists, ecologists, data analysts, and public health officials. Appar-
ently, a global strategy seems to be emerging formonitoring and biosurveillance,
partly driven by concerns of bioterrorism. However, the coverage or efficiency
of public health surveillance systems worldwide is still far from uniform.

Notable efforts in this direction are made with the help of social media
(Lipkin, 2013). ProMED (Program for Monitoring Emerging Infectious Dis-
eases) was created in 1994. In a bottom-up manner, a network of reader at the
grassroots submits entries that are then curated by an expert panel that sends
ProMED-mailwith commentary in five languages to a listserv exceeding 60,000
subscribers in 185 different countries. A private subscription-based service
GPHIN (Global Public Health Intelligence Network) receives information on
global outbreaks by scanning worldwide news in nine languages. In 2001,
GPHIN joined the WHOGlobal Outbreak Alert Response Network (GOARN),
which included additional verification services to its reporting. HealthMap.
org, launched in 2006, is a user-friendly map-based online display system for
real-time crowd-sourced submission of reports of worldwide georeferenced
observations from news media, either through its web site or through a number
of smart-phone-based apps (e.g.,Outbreaks Near Me). Figure 3 shows screen-
shots of HealthMap and Google FluTrends, which are two tools for disease
surveillance.

Typically, automated surveillance mechanisms would generate data with the
big data characteristics of high volume, velocity, and variety. Researchers in
big data and Computational Statistics must design robust models and algo-
rithms to address the analytical needs of working with such data. A variety of
methodological advances have been made to analyze data from social networks,
sensor networks, data streams, GIS data, and associated platforms now routinely
used for monitoring and surveillance (Cooper et al., 2006). Computational
frameworks for biosecurity involve clustering, classification, prediction, outlier
analysis, univariate and multivariate stream analysis, data fusion, social network
analysis, text and web data mining, spatial and spatiotemporal modeling, and
visual analytics, among others.

Many public health researchers and policy experts are currently involved in
designing programs and strategies to be prepared for emerging (and reemerging)
diseases. Systematic identification of new hot spots; modeling and mapping

HealthMap.org
HealthMap.org
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of ecological niches; characterization of human–animal interfaces by exposure
types and frequency; creation of host–pathogen databases; identification of
key taxonomic groups; and phylodynamic analysis of host, epidemiological,
and molecular data all lead to a pool of information that could be useful
for prediction and prevention of zoonotic outbreaks. As an example of this
approach, the PREDICT project of the Emerging Pandemic Threats (EPT)
program launched by US Agency for International Development (USAID) in
2009 aims to facilitate predictive modeling for the identification of the most
likely regions, hosts, and human–animal interfaces for forthcoming emergence
of zoonoses (Morse et al., 2012).

As described by Morse et al. (2012), PREDICT aims to collect timely and
reliable data based on Internet surveillance of reports of unusual health events
occurring in countries with hot spots. Further, it conducts analysis to test if the
corresponding pathogen is likely to emerge and spread in the social systems
that exist in those hot spots. PREDICT combines risk modeling with targeted
wildlife field sampling for selected locations, interfaces, and host taxa. In this
effort, it is aided by interdisciplinary experts, computerized data collection
and analysis, and active partnership with local and national governments. The
program currently collaborates with 20 African, Asianm and South American
countries, and in just a few years, it has detected hundreds of novel viruses in the
hundreds of thousands of samples collected from tens of thousands of animals
from these locations (Morse et al., 2012).

While programs such as PREDICT can demonstrate the benefits of local
capacity-building efforts (Schwind et al., 2014) as part of international efforts to
counter zoonotic threats, it also underscores the critical need for statistical and
computational capability to work with massive data sets of high volume, veloc-
ity, and variety. To create sophisticated models for forecasting, the researchers
must consider high-dimensional data on a large number of parameters: socioeco-
nomic drivers (e.g., population growth and density, mixing patterns, migration,
trade, agricultural practices, sanitation, age, diet, vaccination, drug and antibiotic
use, cultural norms, occupational exposures, nutritional and immunological sta-
tus), wildlife diversity, contact frequency, relatedness of host species, relatedness
of microbial species present in host, evolvability of pathogens, host–pathogen
coevolution, and several general factors such as capacities for reporting and
response on the ground, geographical, and ecological conditions, and so on. An
array of tools designed for predictive analytics, ranging from neural networks
and tree models and regression models based on the observed parameters, to
complex representations such as Bayesian network models that can capture their
underlying dependence structure, are gaining in popularity (Buczak et al., 2013;
Cooper et al., 2006).

Serological surveillance is routinely conducted worldwide in order to deter-
mine the prevalence of a disease in a population. From a statistical perspective,
cross-sectional or longitudinal serological surveys provide useful data in terms
of levels of antibodies in serological samples owing to past infections. Thus,
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parametric or nonparametric models are generally used to separate the sus-
ceptible and the infected subpopulations based on seroprevalence data, within
specific age groups or otherwise, allowing inference on such parameters as the
prevalence and the rate of infection, as described in Hens et al. (2012).

5.2 Forecasting

An important emerging topic in big data computational epidemiology is
epidemic forecasting. The basic idea here is to combine big data obtained
from nontraditional sources, including social media, wikipedia, electronic
health records, crowd-sourcing as well as surveillance systems with causal
and statistical models to nowcast and forecast prevalence of diseases in the
host population. Just like weather systems and markets, epidemics are complex
systems; as a result forecasting the future incidence rates is challenging. See
Nsoesie et al. (2013), Nishiura (2011a), Ohkusa et al. (2011), Hall et al. (2007),
and Tizzoni et al. (2012) for a recent survey and early work on this topic.
Shaman et al. have used Bayesian ensemble methods to develop surprisingly
high-quality forecasts for flu prevalence in US regions (Shaman and Karspeck,
2012; Shaman et al., 2010a,b). An important contribution of their work was
to elucidate the role of weather (humidity) on the incidence rates. In a recent
paper (Chakraborty et al., 2014b), as a part of the IARPA-funded EMBERS
project, we analyzed the generation of robust quantitative predictions about
temporal trends of flu activity, using several surrogate data sources for 15 Latin
American countries. We also recently participated in the CDC flu challenge
and used our models to develop real-time flu forecasts for the nine US regions.
An important consideration in both cases was to produce predictions in real
time before the event and compare these forecasts retrospectively using curated
data sets from CDC and PAHO. See https://www.federalregister.gov/articles/
2013/11/25/2013-28198/announcement-of-requirements-and-registration-for-
the-predict-the-influenza-season-challenge. Recently, other agencies have also
put out similar competitions, e.g., a similar competition for chikungunya was
initiated by DARPA (see https://www.innocentive.com/ar/challenge/9933617).
The challenges have helped focus renewed interest on developing innovative
techniques for infectious disease forecasting.

5.3 Molecular Epidemiology

In the “postgenomic” era, a significant gain in the predictive value of such
modeling comes from incorporating molecular data, which are used along
with the traditionally available clinical, pathological, and epidemiological data.
Classically, Koch’s postulates, formulated by Koch and Loeffler in 1884, have
served as the gold standard criteria to establish a causative relationship between
a microbe and a disease. They require that the agent must be present in all cases
of the disease, it must be specific, and it must be isolated and cultivated as

https://www.federalregister.gov/articles/2013/11/25/2013-28198/announcement-of-requirements-and-registration-for-the-predict-the-influenza-season-challenge
https://www.federalregister.gov/articles/2013/11/25/2013-28198/announcement-of-requirements-and-registration-for-the-predict-the-influenza-season-challenge
https://www.federalregister.gov/articles/2013/11/25/2013-28198/announcement-of-requirements-and-registration-for-the-predict-the-influenza-season-challenge
https://www.innocentive.com/ar/challenge/9933617
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culture, which, if inoculated in a healthy host is, must be sufficient to reproduce
the original disease. With the advent of molecular methods, these criteria
were modified to allow sequence-based identification of microbial pathogens
by Fredricks and Relman. Recently, “metagenomic Koch’s postulates” were
proposed such that metagenomicmarkers (individual sequence reads, assembled
contigs, genes, or genomes) could be used to detect viruses, most of which are
not easy to culture (Mokili et al., 2012). An integrative approach to establish
causation was described by Lipkin (2013) in terms of possible, probable, and
confirmed causal relationships.

Systematic identification of the causative agent can play a key role in epi-
demiology; it can help not onlywith estimation of the basic reproductive number
(R0) but also with inference of the probable routes and dynamics of transmis-
sion, and even indicate possible intervention strategies. Traditional approach
to pathogen discovery has involved an established array of techniques ranging
from in vitro and in vivo culturing to platforms such as immunohistochemistry,
electron microscopy, and serology (Morse et al., 2012). In the 1990s, the advent
of high-throughput “omic platforms revolutionized rapid, cost-effective molec-
ular data generation, enabled by important methodological advances in statis-
tics and bioinformatics, paved the way for unbiased, data-driven discoveries”.
Multiplex PCR arrays, mass spectrometry, microarrays, and high-throughput
sequencing are now routinely used for microbial analysis. As costs (money,
time need for analysis) of such analyses continue to fall, while their efficiency
(multiplexing, throughput) continues to rise, routine screening of samples for
prospective pathogen discovery could soon become a viable strategy to preempt
the emergence of zoonotic disease in a systematic manner.

High density of primer sequences and the increasing robustness of the
technology allow nucleotide-based microarrays (or “chips”) to probe for a
large number of potential viruses very cheaply and rapidly. In fact, with a
flexibly designed set of probes, and the compactness of 8–10 million spots, the
possibility of having a single chip that can test for all the known viruses, at least
for narrowing down to the level of genus or family, for the price of just $20 or
less, is not far-fetched (Vaidyanathan, 2011). The ViroChip was used to detect
the presence of coronavirus family in the respiratory samples of SARS in less
than 24 h andwithout the need for culturing the virus (Chen et al., 2011). Besides
the pan-viral ViroChip, there are also the pan-microbial microarrays such as
GreeneChip (Palacios et al., 2007) and LLMDA (Gardner et al., 2010). The
trend is to use components that can make such platforms in the future even more
specific in their detection capacity and smaller in size so that they could be more
effective and easily deployed in the field. Parallel and distributed computing, on
the other hand, could make search for agents and their biomarkers more robust
and efficient during outbreaks, e.g., Fox et al. (2013).

The real game-changer in the field of novel microbe hunting has been,
however, due to the advances in high-throughput sequencing (HTS) over the
past decade (see reviews by Loman et al., 2012; Metzker, 2009). Currently,
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there are multiple HTS platforms available, each with their own strengths and
weaknesses. Themain reason that makesHTS so suitable for pathogen discovery
is that unlike previous methods like the consensus PCR or microarrays which
are dependent on the primer sequences, it allows unbiased identification of both
known and unknown agents, including highly divergent and novel pathogens.
A list of viral pathogens that were detected by HTS is given in Chiu (2013).

The first HTS platform to be thus used was the 454 Life Sciences pyrose-
quencer, which is still in use today as the Roche GS FLX Titanium and GS
Junior systems. However, the more recent and currently the most widely used
HTS systems are from Illumina, which include the massively parallel HiSeq
2000, and the faster but lower throughput MiSeq (Firth and Lipkin, 2013). The
selection of an HTS system for pathogen discovery is determined by various
factors. First, as the pathogen genomes, especially viral genomes, are relatively
small compared to that of hosts, the amount of template required for input
must not be prohibitive. In particular, in tissue or fecal samples, the ratio of
viral to background material is often quite low. This leads to steps of careful
steps toward enriching the agent (or host depletion) during sample preparation
for HTS (Firth and Lipkin, 2013). The two key HTS parameters for pathogen
discovery are the read length and the depth of coverage. While reads must be
long enough (at least 100–300 bases) to allow unambiguous identification of the
agent as distinctively as possible from the host or background sequences, the
read depth (i.e., the number of sequence reads per run), on the other hand, must
be reasonably high to allow easy assembly of the microbial genome and thus
enable sensitive detection. Illumina platforms generate almost 10–1000 times
more data per run with much smaller read lengths (HiSeq 600Gb, 150 bases;
MiSeq 3Gb, 250 bases) as compared to GS FLX (0.7Gb, up to 700 bases) but
they also take significantly longer runtime (HiSeq 11 days, MiSeq 27 h, GS FLX
8 h) (Chiu, 2013; Firth and Lipkin, 2013). Clearly, running time and costs are
critical factors, especially during an outbreak. Fortunately, the per-base cost of
sequencing has fallen steadily, from $5000 per megabase in 2001 using classical
dideoxy methods to $0.50 per megabase in 2012 using the Illumina platform
(Lipkin, 2013). A virus that might have taken a week to sequence a decade ago
(say, SARS-coronovirus in 2003) now requires at most a day to finish. Further,
access to HTS labs is also gradually increasing worldwide.

Increasingly, it is not so much the constraints of data acquisition that are of
concern to HTS labs across the globe as the challenge of efficient analysis of the
large amounts of generated data. Traditionally, the computational pipelines for
pathogen detection have involved the key steps of (a) computational subtraction
of the host or background sequences using reference databases, and (b) BLAST
homology search of the target agent against all known microbes. If BLASTn
search by nucleotide homology does not work well for identification of distantly
related or novel pathogens, then protein-level similarity with translated BLASTx
query is used to explore further, especially for long reads exceeding 150
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bases (Firth and Lipkin, 2013). More divergent relationships are explored with
frameworks such as PHI-BLAST or HMMER (Finn et al., 2011). In the recent
years, several analytical pipelines, such as PathSeq, CaPSID, and READSCAN,
were developed specifically forHTS-based pathogen discovery, e.g., Kostic et al.
(2011), Borozan et al. (2012), and Naeem et al., (2013). New pipelines, such
as SURPI (Naccache et al., 2014), are getting more scalable and efficient by
taking advantage of cloud-based technologies (in “fast mode,” SURPI detects
pathogens analyzing data with 7500 million reads in 11min to 5 h).

As only less than 1% of the world’s microbial diversity has been cultivated
in the lab, an entire vista has been opened up by the recent advances in the
field of metagenomics, which is a culture-independent approach for “func-
tional and sequence-based analysis of collective microbial genomes contained
in environmental samples” (Riesenfeld, 2004). Viral metagenomics is getting
increasingly popular for a wide range of investigations which include not
only environmental research areas, such as marine ecology or agricultural
biotechnology, but also diagnostics of human diseases (Barzon et al., 2011).
While it was originally based on cloning methods for analyzing double-stranded
DNA genomes, the use of HTS now allows metagenomic analysis of all kinds of
genomes, including that of single-stranded DNA and RNA (Mokili et al., 2012).
Typically, a pipeline for metagenomic analysis consists of a sample preparation
step, which helps in removal of nonviral nucleic acids, followed by HTS, and
finally, bioinformatics analysis whereby the genomic sequences of individual
microbes present in the collection are distinguished.

While the presence of individual microbes is detected post hoc from a
mixture thereof inmetagenomic analysis, an alternative and interesting approach
is to first single out the agents and then amplify the nucleic acids and sequence
them individually. Single-cell analysis (SCA), followed by metagenomics using
HTS, can significantly improve the sensitivity of microbial detection (Blainey,
2013). In SCA, individual cells are first isolated from the sample, captured
separately (say, in microfluidic chips), and then sent for metagenomic or
metatranscriptomic analysis. This obviates the need for post hoc computational
separation of the microbial genomes. While multiple projects in single-cell
genomics have been conducted with bacterial species, recently single viral
genomics (SVG) was conducted by Allen et al. (2011). Using platforms such as
flow cytometry, single virions were selectively isolated before sequencing was
carried out. Interestingly, by incorporating an intermediate reverse-transcription
step prior to HTS, the SVG approach could be particularly useful in the
genomic analysis of viral heterogeneity, especially for RNA viruses, which have
much higher mutation rates during replication (and absence of error-correction),
and thus form viral quasispecies (Holmes, 2009). With their high mutation
and replication rates, and under selective pressures from the use of drugs and
vaccines, RNA viruses can quickly evolve to use new cell receptors or routes of
transmission in unexpected host species (Firth and Lipkin, 2013).



190 PART B Applications and Infrastructure

5.4 Pathogen Phylodynamics

A systematic understanding gained through sustained and continuous investiga-
tion of viral genetic diversity should be a key aspect of advanced biosurveillance
efforts in global preparedness for disease outbreaks. While the overall genomic
collection of the discovered viral pathogens continues to grow, simultaneously,
the pathogens keep on evolving and there are both new emergence as well
as reemergence of infectious diseases. In particular, the evolvability of RNA
viruses, given their high mutation rates and large population sizes, allows such
evolution to take place in actual timescales of human observation. The field of
phylodynamics, therefore, seeks to combine data from both phylogenetics and
epidemiological dynamics (Grenfell et al., 2004). This combined approach can
allowmore effective prediction of the epidemiological impact of newly emerged
or evolved viruses. Further, Holmes and Grenfell (2009) suggest simultaneous
collection of data of different types such as (a) spatiotemporal dynamics of the
disease , (b) viral genome sequences, (c) contact networks of susceptible host
individuals, and (d) the immune history of the individuals in contact networks,
which, taken together, “are key for understanding both the dynamics of epidemic
spread and the evolutionary pressures that shape virus diversity.” An example of
such integrative analysis is given in Cottam et al. (2008).

Clearly, such integrative analysis has the hallmark of Big Data Analytics
where data have large size, are of diverse types, and generated dynamically. By
analyzing possible interactions between the viral and immune dynamics within
the infected hosts, one can determine the trajectory of pathogenic adaptations in
real time. Algorithms to model normal immunologic profiles in the population
can help in both outbreak prediction and detection (Pyne et al., 2009, 2014; Ray
and Pyne, 2012). It can provide critical insights into the spatiotemporal spread of
specific infections in given populations, help in estimation of R0, and inferring
viral phenotypes (e.g., virulence, transmissibility) (Volz et al., 2013). Under
different phylodynamic processes, the viral phylogenetic tree shapes assume dif-
ferent spatiotemporal patterns depending on the strength of the immune-driven
selection (Grenfell et al., 2004). Finally, phylodynamics also allows viral diver-
sity to be studied statistically using the coalescent theory, which links phylo-
genetic structures with ecological processes, often to reconstruct demographic
histories of infected individuals, or to estimate the parameters of infectious
disease dynamics (Pybus and Rambaut, 2009; Suchard and Rambaut, 2009). For
this purpose, parallel algorithms and high-performance computing have been
used to support computationally intensive Bayesian frameworks to run on large
data sets, e.g., Suchard and Rambaut (2009) and Ayres (2012). New platforms
like OutbreakTools provide special formats to represent epidemiologic and
sequence data together to allow statistical analysis, simulation, and visualization
(Jombart et al., 2014). Owing to the HTS platforms, presently more than 16,000
human and avian isolates have been completely sequenced in the Influenza
Genome Sequencing Project. In the near future, programs for discovery of
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pathogens and prediction of their transmission dynamics in host populations thus
clearly seem to belong to the field of big data analytics.

6 HIGH-PERFORMANCE SYNTHETIC INFORMATION
ENVIRONMENTS AND TOOLS

As discussed in Section 2, the key components of the the network-based SIR
models of epidemic spread are the contact network and the disease spreadmodel.
The latter was discussed in Section 5. We now discuss how contact networks are
modeled. These are very complex to analyze and simulate, and we discuss HPC
tools for using such models.

6.1 Synthetic Networks for Epidemiology

Real data for large-scale social contact networks are not easily available, at least
in the public domain, because of privacy and proprietary issues. As discussed
earlier, a common approach to deal with lack of realistic data is to use simplified
stochastic models, which match aggregate properties, e.g., degree distribution
(Chung and Lu, 2002; Newman, 2003). However, as argued by Li et al. (2004),
and many other researchers subsequently, there are significant limitations to
such simplified models. We describe first-principles-based methods for gen-
erating synthetic regional and national scale social contact networks (Barrett
et al., 2005; Eubank et al., 2004b). Unlike simple random graph techniques,
these methods use real world data sources and combine them with behavioral
and social theories to synthesize networks. This work builds on the TRANSIMS
modeling environment (Barrett et al., 2000, 2001; Beckman et al., 1996) and
has since been extended (Barrett et al., 2009). This approach integrates over a
dozen public and commercial data sets and involves four broad steps discussed
below; see Barrett et al. (2005, 2009); Eubank et al. (2004b) formore details, and
a discussion on structural differences between synthetic networks and simple
random networks.

The first step involves the creation of a synthetic urban population by
integrating a variety of public and commercial data sets, while preserving their
privacy andmaintaining statistical indistinguishability. The synthetic population
is a set of synthetic people and households, geographically located, each
associated with demographic variables drawn from any of the demographics
available in the input data set. Each synthetic individual is created in the context
of a household with other synthetic individuals, and each household is located
geographically. The second step involves the construction of a set of activity
templates for households, based on several thousand responses to an activity
or time-use survey. These activity templates include the sort of activities each
household member performs and the time of day they are performed. Locations
are selected for all activities, following capacity constraints, and models from
transportation literature. Detailed route plans are assigned to individuals in the
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third step, based on the locations where activities are performed and the road
network that connects the locations. Finally, detailed movement patterns are
constructed using a cellular automata-based microsimulation for individuals
over the transportation infrastructure.

The resulting synthetic population has a spatial resolution of few meters and
a temporal resolution of a minute, across a large urban region. This information
can be captured in the form of a dynamic social contact network, represented
by a vertex and edge labeled bipartite graph GPL, where P is the set of people
and L is the set of locations. If a person p ∈ P visits a location � ∈ L, there is an
edge (p, �, label) ∈ E(GPL) between them, where label is a record of the type of
activity of the visit and its start and end times. Note that it is impossible to build
such a network for any region large enough to be epidemiologically significant
solely by collecting field data, although such data can be incorporated into the
synthetic population creation process. The use of generative models to build
such networks is a unique feature of this work.

Recently, researchers have included other forms of data and information
to extend the basic methodology described above. Examples include (i) using
information from airline data to construct network-based representation of cities
across the globe—in this each node corresponds to a city and edge corresponds
to number of travelers that go between the two cities as measured by air
transport data (Colizza et al., 2006); (ii) representation of smaller subnetworks
(aka micronetworks), using either survey data or data collected using sensors
(Mossong et al., 2008; Salathé et al., 2010); and (iii) use of LandScan data
in conjunction with census and other sources of population information to
construct resolved networks that are not as accurate but can be constructed easily
for several cities as well as countries (Ferguson et al., 2005; Longini et al., 2005).

6.2 Individual and Collective Behaviors

A primary goal of an epidemiologist is to control the spread of infectious disease
through the application of interventions, guided by public policy. Policy-based
interventions induce a behavioral change in individuals. At the same time,
individuals self-impose behavioral changes in response to their perception of
the current state of disease incidence. Both of these modifying factors imply
that the underlying social network is constantly changing. In fact, individual
behaviors, public policies, disease dynamics, and the social contact networks
that they generate interact and coevolve as the outbreak progresses. The recent
SARS epidemic served as an excellent example of how individual behavior
as well as public policies played an important role in changing the social
network.

Health scientists have developed verbal or conceptual behavioral models
(Bandura, 1986; Becker, 1974) to understand the role of behaviors in public
health. These models have played an important role in understanding behaviors
and its relationship with diseases and maintaining a healthy life. These include



Big Data Applications in Health Sciences and Epidemiology Chapter | 8 193

the Health Belief Model (HBM) (Becker, 1974), models based on the Social
Cognitive Theory (SCT) (Bandura, 1986), and the Social Ecological Model
(SET). Verbal social and behavioral theories have proven useful in improving
public health—but are often informal. These informal models need to be
represented as formal computer procedures when using computer models to
study epidemics. This turns out to be challenging. The role of information is
critical in how such models are developed. We have investigated behavioral
models based on (i) role of information (kind of information: space, time, and
networked; type of information: local or global; and completeness of informa-
tion), (ii) computational considerations (efficiency of encoding, computational
resources required expressiveness of the language), and (iii) scale of behavior:
individual, collective, and institutional, and it is quite demanding to identify
the data necessary to instantiate in silico behavioral models. Recent advances
in social media, computational turks, online games, online surveys, and digital
traces are potentially exciting new ways to make progress in this direction. Of
course availability of these data sets poses new kinds of questions, including
(i) design to elicit truthful behavior, (ii) biases in data due to the demographics
of participants, and (iii) translating behaviors in virtual world to the real world.
See Funk et al. (2009), Salathé et al. (2012), and Barrett et al. (2010) for recent
discussion on this emerging topic.

6.3 High-Performance Computing Tools

As discussed earlier in Section 3, phase-space properties of epidemic models
have been analyzed mathematically for a small class of random and regular
graph models. Computing disease dynamics over complex social contact
networks is a computationally challenging problem, motivating the need for
efficient simulations to calculate the spatiotemporal disease propagation. One
of the first such simulations was EpiSims (Eubank, 2002; Eubank et al., 2004b;
Mniszewski et al., 2008), which had a powerful modeling environment, but was
not able to scale to large networks very easily. We have developed three different
tools, Episimdemics (Barrett et al., 2008; Bisset et al., 2009b), EpiFast (Bisset
et al., 2009a), and Indemics (Bisset et al., 2010a,b, 2011; Deodhar et al.,
2012; Ma et al., 2011a,b)— these provide a trade-off between computation
speed, model realism and sophistication, and ease of introducing new behavior
and interventions. All three can be executed on traditional distributed memory
clusters of varying sizes. EpiSimdemics is quite general and flexible, at the cost
of decreased computational speed. It is an interaction-based, highly resolved
modeling and simulation system for representing and reasoning about contagion
diffusion across large (300 million nodes and 1.5 billion edges) networks.
EpiFast (Bisset et al., 2009a) is a reaction-diffusionmodel that runs on an explicit
social networks. It is based on a client–serve bulk synchronous computing
paradigm and runs extremely fast—a single run on a network with 10 million
nodes and 500 million edges take about 40 s on a 40-core machine. Indemics
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is an extension to EpiFast that integrates database computing to enable the
most general set of interventions that are the easiest to create, but at the loss
of computational speed (Bisset et al., 2010a,b, 2011; Deodhar et al., 2012; Ma
et al., 2011a,b). This is an active area, and some of the recent work includes
Perumalla and Seal (2011), Carley et al. (2006), Parker and Epstein (2012),
Eubank (2002), Ferguson et al. (2006), Longini et al. (2005), Germann et al.
(2006), and Chao et al. (2010).

6.4 Decision Support Environments

The epidemiological modeling tools described above are capable of providing
very detailed information on spatiotemporal disease dynamics. The size and
scale of the data and the expertise required to use the simulations demand a
user friendly environment that provides an easy way to set up experiments
and analyze the results. Recently, a number of visual analytics tools have
been developed to support epidemiological research (see Livnat et al., 2010,
2012). We have built a tool called the SIBEL.6 See http://isisdemo.vbi.vt.edu/
didactic/isis.html for a demo version of SIBEL that allows a user to set up
detailed factorial experiments (see Fig. 7). Using a simple interface to an
underlying digital library, a user can choose from among many preconstructed
instances: (i) a social contact network; (ii) a within-host disease progression
model; and (iii) a set of interventions. Each intervention requires additional
details such as compliance level, subpopulations to which the interventions are
applied and intervention triggers. An experiment consists of sweeping one or
more parameters across a user-specified range of values. After setting up the
experiment, the user is provided access to the results of the simulations. A set
of basic analyses are performed automatically and the results are displayed.
The standard plots and epidemic curves provide very detailed information about
the epidemic. Additional information such as the spatiotemporal dynamics and
disease dendrogram (how the disease moved over the social network) is also
available. A key aspect of this tool is its simplicity—we can train public health
analysts to make effective use of the system in about 3 h. Several other groups
are actively developing similar systems. They include: (i) The Biosurveillance
Ecosystem (BSV) being developed by DTRA; (ii) The BARD model repository
at the Los Alamos National Laboratory; (iii) The Texas Pandemic toolkit being
developed at the University of Texas, Austin, http://flu.tacc.utexas.edu/; (iv) The
MIDAS fundedApollo project at the University of Pittsburgh and the framework
at RTI; (v) The FRED modeling framework at the University of Pittsburgh; and
(vi) The EpiC framework being developed by MoBs laboratory at Northeastern
University.

6. Earlier versions of SIBEL were called DIDACTIC and ISIS. The change in the name reflects new
functionality.

http://isisdemo.vbi.vt.edu/didactic/isis.html
http://isisdemo.vbi.vt.edu/didactic/isis.html
http://flu.tacc.utexas.edu/
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7 SUMMARY

In summary, computational epidemiology is a new and exciting multidisci-
plinary area with significant challenges of large data and high-performance com-
puting. Recent developments in high-performance pervasive computing have
created new opportunities for collecting, integrating, analyzing, and accessing
information related to large sociotechnical networks. The advances in network
and information science that build on this new capability provide entirely new
ways for reasoning and controlling epidemics. Together, they enhance our ability
to formulate, analyze, and realize novel public policies pertaining to these
complex systems.

There are many other important issues in epidemiology that we have not
addressed here. An important area is that of vector borne diseases and zoonotic
diseases. Developing computational methods to understand and control these
two classes present unique new challenges that one does not have to encounter
while studying human–human transmission. Another area where similar ideas
have been applied is the epidemiology of noncommunicable diseases, such as
obesity and diabetes, and addictions such as smoking. Further, there is a broader
class of reaction–diffusion models generalizing the SIR/SIS models, which has
been applied to diverse phenomena in economics, sociology, viral marketing,
and political science; we refer the readers to Marathe and Vullikanti (2013) for
more pointers to these topics.
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ABSTRACT
Due to the inherent complexity of natural languages, many natural language tasks are
ill-posed for mathematically precise algorithmic solutions. To circumvent this prob-
lem, statistical machine learning approaches are used for natural language processing
(NLP) tasks. The emergence of Big Data enables a new paradigm for solving NLP
problems—managing the complexity of the problem domain by harnessing the power
of data for building high quality models.

This chapter provides an introduction to various core NLP tasks and highlights their
data-driven solutions. Second, a few representative NLP applications, which are built
using the core NLP tasks as the underlying infrastructure, are described. Third, various
sources of Big Data for NLP research are discussed. Fourth, Big Data driven NLP
research and applications are outlined. Finally, the chapter concludes by indicating trends
and future research directions.

Keywords: Big data, Natural language processing, Statistical models

1 INTRODUCTION

Natural language processing (NLP) is an interdisciplinary domain encompassing
linguistics, information retrieval, machine learning, probability and statistics. It
is concerned with analyzing, understanding, and interpreting written text and
spoken language as well as using natural languages for communicating with
computers (Indurkhya and Damerau, 2010; Jurafsky andMartin, 2009;Manning

Handbook of Statistics, Vol. 33. http://dx.doi.org/10.1016/B978-0-444-63492-4.00009-5
© 2015 Elsevier B.V. All rights reserved. 203

mailto:gudivadav15@ecu.edu
http://dx.doi.org/10.1016/B978-0-444-63492-4.00009-5


204 PART B Applications and Infrastructure

and Schutze, 1999). The research in text and spokenmediumsmostly progressed
rather independently.

1.1 Emergence of Big Data

The synergistic confluence of pervasive sensing, high performance computing,
and gigabit networks is generating data at unprecedented levels. These massive
datasets are referred to as Big Data. The term Data Science refers to a set
of new algorithms and approaches for advancing science through Big Data.
Dhar (2013) defines Data Science as the systematic study of the extraction of
generalizable knowledge from data. The Data Science is a rapidly emerging field
which provides innovative algorithms and workflows for analyzing, visualizing,
and interpreting Big Data to enable scientific breakthroughs (Hey et al., 2009).

1.2 Big Data Driven NLP Research and Applications

Physicist Eugene Wigner’s 1960 essay, The Unreasonable Effectiveness
of Mathematics in the Natural Sciences, provides compelling examples to
demonstrate the extent to which abstract mathematical concepts hold validity far
beyond the contexts in which they were developed (Wigner, 1960). A sequel to
this essay in the context of Big Data, The Unreasonable Effectiveness of Data,
argues that the accurate selection of a mathematical model ceases its importance
when compensated by big enough data (Halevy et al., 2009). This insight
is particularly important for tasks that are ill-posed for mathematically precise
algorithmic solutions. Such tasks encompass several problems in NLP including
language modeling, part-of-speech (POS) tagging, named entity recognition
(NER), and parsing.

Ill-posed tasks also abound in computer vision, autonomous vehicle naviga-
tion, image and video processing applications. Big Data enables a new paradigm
for solving these problems—managing the complexity of the problemdomain by
building simple but high qualitymodels by harnessing the power ofmassive data.

The ability to effectively process massive datasets has become integral to
a broad range of academic disciplines and business enterprises. For example,
currently about 16 years of video is uploaded daily to YouTube (YouTube,
2015). This data provides both opportunities and challenges for NLP research
and applications.

Searching for a given speaker in YouTube videos is a difficult task given the
vastness of data and query latency requirements. Localization of YouTube in
61 countries and across 61 languages adds another dimension of complexity to
the speaker search task. On the other hand, IBM Watson, a question answering
(QA) system with natural language interface, demonstrated how Big Data can
be effectively utilized in performing complex tasks. NLP research is typically
data driven and Big Data is transforming the way current NLP research is
conducted.
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The adage—a tool without theory is blind and a theory without tool is
useless—holds in the Big Data context too. Big Data enables scientists to
overcome problems associated with small data samples in several ways such as
relaxing the assumptions of theoretical models, avoiding overfitting of models
to training data, dealing with noisy training data, and providing ample test data
to validate models.

1.3 Organization of the Chapter

The overarching goal of this chapter is to describe how Big Data is changing the
course of NLP research and enabling new applications. Various NLP tasks and
representative applications are discussed in Sections 2 and 3. These sections
set the context and backdrop for the rest of the chapter. Big Data sources
for NLP research are presented in Section 4. Big Data-enabled NLP research
and applications are discussed in Section 5. NLP trends and future research
directions are indicated in Section 6. Finally, Section 7 concludes the chapter.

2 NLP CORE TASKS

NLP is difficult due to the inherent ambiguity in language. The ambiguity is
manifested at many processing steps including the acoustic level (e.g., difficulty
in recognizing speech due to speaker dependent syllable segmentation), syntac-
tic level (e.g., multiple parse trees, each leading to a different interpretation),
semantic level (e.g., word sense ambiguity—same word has different meanings
depending on the context), and discourse level (e.g., anaphora—a noun or
pronoun in a sentence co-referees to some other discourse entity). Shown in
Table 1 are core NLP tasks that form the foundation for NLP applications.

2.1 Statistical Language Modeling

Language modeling is a fundamental NLP task. Language models are used
as building blocks in other NLP tasks and applications including speech
recognition, optical character recognition, handwriting recognition, machine
translation (MT), spelling correction, text summarization, and QA.

2.1.1 Probability Distribution of Strings
The purpose of statistical language modeling is to construct a probability
distribution function that assigns a probability to every string in the language. In
other words, it is a probability distribution over all the strings in the language.
We use the terms phrase, string, and sentence interchangeably. The higher the
probability of a sentence, the more likely the sentence is a valid construction
in the language. More formally, let V be a finite vocabulary and V∗ be the set
of strings in the language defined by V . For example, V = {language, machine,
modeling, natural, translation} andV∗ = {language,machine, modeling, natural,
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translation, natural language, translation language, natural language modeling,
machine translation, modeling machine translation, modeling natural language,
. . .}. The probability distribution function p for this language is one that satisfies:∑

x∈V∗
p(x) = 1, and p(x) ≥ 0 for all x ∈ V∗

2.1.2 Maximum Likelihood Estimates
How do we construct or learn p? One way is to use training data—a sample of
example sentences—and compute maximum likelihood estimates. Then we can
use p to compute probabilities for any sentence in the language.

We use the notation x[1:n] to denote a sentence of length n, where x1 is the
first word, x2 is the second word, and so on. Constructing a phrase by choosing

TABLE 1 Core Natural Language Processing Tasks

Core Task Task Description

Language Modeling Assigns a probability to every string in the language. It
is a probability distribution over all the strings in the
language. Applications include spelling correction,
decoding secret codes, and word autocompletion in
smart phones and other hand-held devices.

Word Segmentation In many languages there is no explicit word delimiter.
This makes extracting words from natural language text
difficult. Extracting words from continuous speech is
also a word segmentation problem. Word segmentation
is the first step in both speech and text based NLP.

Part-of-Speech (POS)
Tagging

Assigns a POS tag for every word in a document. POS
tagging is the lowest level of syntactic analysis. POS
tags are used in many subsequent activities such as
syntactic parsing, word-sense disambiguation, and
text-to-speech synthesis.

Named Entity Recog-
nition

Identifies names of people, places, organizations, and
other entities of interest in text. These results are used in
other tasks such as co-reference resolution, word-sense
disambiguation, semantic parsing, question answering,
dialog systems, textual entailment, information
extraction, information retrieval, and text
summarization.

Parsing Generates syntactic structures that depict relationships
between words in a piece of text. A parse tree is one
such structure. Parse trees are used in other tasks such
as named entity recognition, information extraction,
and machine translation.
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one word at a time is viewed as a stochastic process. Consider a sequence of
random variables X1,X2, . . . ,Xn, each of which takes a value randomly from
the set V∗. Let x[1:n] be a sentence in the language. If we assume that the words
in the sentence x[1:n] correspond to the randomvariables X1,X2, . . . ,Xn, our goal
is to model p(X1 = x1,X2 = x2, . . . ,Xn = xn).

Let q(x1) denote the probability of occurrence of the word x1. Also, let
q(xi|x[1:i−1]) denote the probability of occurrence of the ith word xi given that
the previous i− 1 words are x[1:i−1]. This joint probability of words is computed
using the chain rule as:

p(x1x2 · · · xn) = q(x1)
n∏
i=2

q(xi|x[1:i−1]) (1)

For example, p(natural language processing) = q(natural) × q(language |
natural) × q(processing|natural language). We estimate probability distribution
of q using counts of phrase occurrences in the training data. For instance:

q(processing | natural language) = count(natural language processing)

count(natural language)
(2)

For example, p(natural language) = 10−7 and p(natural language modeling)
= 10−8. Though these counts can be computed easily in the training data, there
are two problems. First, there are too many possible phrases. Second, it is very
unlikely that the training data will provide counts to estimate the probabilities
of all possible phrases in the language reliably. The Markov assumption is used
to overcome these problems, which is discussed next.

2.1.3 Markov Assumption
In probability theory, Markov property refers to memoryless property of a
stochastic process. The latter has the Markov property if the probability dis-
tribution of future states of the process conditioned on both the past and present
states depends only on the present state. In other words, predicting the next
word in a sentence depends only on the current word, and not on the words that
came before the current word. Markov property holds in a model if the values
in any state are influenced only by the values of the immediately preceding or a
small number of immediately preceding states. Hidden Markov model (HMM)
is an example in which it is assumed that the Markov property holds. Using the
Markov assumption, Eq. (1) is rewritten as:

p(x1x2 · · · xn) ≈
n∏
i=1

p(xi | xi−k x(i−k)+1 x(i−k)+2 · · · xi−1), 1 ≤ k < i (3)

When k = 1, the values of the current state are dependent on just the
immediately preceding state (aka first-order Markov process). Likewise, when
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k = 2, the values of the current state are dependent on just the two immediately
preceding states (aka second-order Markov process). We approximate each
component in the product of Eq. (3) as:

p(xi | x1x2 · · · xi−1) ≈ q(xi | xi−k x(i−k)+1 x(i−k)+2 · · · xi−1), 1 ≤ k < i (4)

2.1.4 Unigram, Bigram, and Trigram Models
Depending on the value of k chosen in Eq. (4), we get different languagemodels.
For example, if k = 0 we get the unigram language model:

p(x1x2 · · · xn) ≈
n∏
i=1

q(xi)

Under this model, the probability of observing a given word does not depend
on the context—the words that precede the given word. Similarly, by setting
k = 1 and k = 2, we get the bigram and trigram language models:

p(x1x2 · · · xn) ≈
n∏
i=1

q(xi | xi−1)

p(x1x2 · · · xn) ≈
n∏
i=1

q(xi | xi−2xi−1)

In the bigram model, the probability of observing a given word depends on
the immediately preceding word; in the trigram model, it depends on the two
immediately preceding words.

2.1.5 Smoothing Parameter Values
Sparse data problems abound in language modeling. To circumvent these prob-
lems, parameter values are smoothed using linear interpolation and discounting
methods. Linear interpolation methods estimate parameter values by a linear
combination of maximum likelihood estimates from the unigram, bigram, and
trigram models as:

q(xi |xi−2xi−1) = λ1 qml (xi | xi−2, xi−1) + λ2 qml (xi |xi−1) + λ3 qml (xi)

where λ1 + λ2 + λ3 = 1, λi ≥ 0, 1 ≤ i ≤ 3, and qml denotes maximum like-
lihood estimation of parameters. Values of λ1, λ2, and λ3 are determined by
optimizing a function whose domain is (λ1, λ2, λ3).

2.1.6 Evaluating Language Models
Evaluation is an essential component of language modeling. An evaluation
metric gives us a measure to compare different language models. Language



Big Data Driven Natural Language Chapter | 9 209

model parameters are learned from the training data.Test data, which is different
from the training data, is used for model evaluation.

Perplexity is a measure for evaluating language models. Conceptually, the
perplexity value indicates how many choices are available to select the next
word xi+1, given a partial sentence x1x2 · · · xi. Therefore, a language model
that has smaller perplexity is considered superior to the one that has a larger
value. Intuitively, a good language model should assign higher probabilities to
frequently observed sentences and lower values to infrequently occurring ones.

Let s1, s2, s3, . . . , sm be the m sentences andM be the total number of words
in the test data. Recall that p(si) is the probability of observing si in the language.
Perplexity is defined as 2−l where:

l = 1

M

m∑
i=1

log p(si)

Though perplexity is a useful intrinsic evaluation measure, it is not effective
as a metric unless the test data looks just like the training data. Extrinsic evalua-
tionmeasures compare language models based on their performance on authen-
tic tasks such as spelling correction, machine translation, and speech recogni-
tion. Counts such as the number of misspelled words corrected, the number of
words that are translated correctly, and the number of words in the speech that
are correctly recognized are used in computing extrinsic evaluation measures.

2.1.7 Log Linear Models for Language Modeling
Recall that trigram language models make use of only unigram, bigram, and
trigram estimates. However, there are numerous other features which can be
used in language modeling. Such features include POS tags, word suffixes
and prefixes, and words that occur somewhere before the current word (aka
long-range features). A set of such features form a feature vector. A class of
models referred to as log-linear models employ feature vectors in conjunction
with parameter vectors (aka weight vectors) to learn the probability distribution
function. With smoothing of parameter values, log-linear models have shown to
perform better than trigram models. However, log-linear models entail greater
computational cost.

2.1.8 Big Data for Building Language Models
Language models are at the center of simple and elegant solutions to various
NLP problems. They are developed using the one-trillion word tokens of text
extracted from publicly accessible Web pages (Brants and Franz, 2012). The
trillion-word dataset summarizes theWeb pages content by counting the number
of occurrences of each word, and two-, three-, four-, and five-word sequences.
These sequences are called n-grams. The frequency of occurrence of individual
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words is referred to as unigram counts. Likewise, count of two-word sequences
is called bigram counts; and trigrams correspond to the count of three-word
sequences.

How a large natural language corpus data was used to elegantly solve three
difficult NLP problems using simple probabilistic models is illustrated in Norvig
(2009). The problems solved are spelling correction, decoding secret codes,
and word segmentation. We discuss spelling correction in this section and word
segmentation is discussed in the next subsection.

Spelling correction problem involves, for a given typed word w, determining
what word c was most likely intended. For example, if w is “refered”, then c
should be “referred”. The problem is essentially choosing that c that maximizes
p(c | w). The latter is computed using the Bayes’s theorem as:

argmax
c

p(c |w) = argmax
c

p(w |c)p(c)
p(c) is the probability that c is the intended word and is called the language

model. p(w |c) is the probability that word w was typed when the intended word
is c. This is referred to as the error model or noisy channel model. The error
model is also computed using a list of misspellings in the form of (c,w) pairs.

2.2 Word Segmentation

The script for many natural languages is based on the Roman or Latin alphabet.
Word segmentation is made explicit in these languages by using space character
as the word delimiter. There are many more languages whose script is based
on other alphabets. For example, the Brahmic scripts are a family of Abugida
writing systems. Word segmentation is a difficult problem in many of these
languages as there is no explicit delimiter.

2.2.1 Approaches to Word Segmentation
Word segmentation is one of the NLP problems that has been studied since the
early days of the field. A stochastic finite-state model for segmenting Chinese
text is described in Sproat et al. (1994). A trainable rule-based algorithm for
performing language-independent word segmentation is discussed in Palmer
(1997). In a recent study, a general statistical framework—a global linear
model—is applied to word segmentation (Zhang and Clark, 2011). In a related
work (Wang et al., 2011),Web scale NLP using a URLword breaking case study
is presented. This study unifies the state-of-the-art word breaking techniques
under the Bayesian minimum risk framework.

Building statistical models for word segmentation using the trillion-word
corpus (Brants and Franz, 2012) is demonstrated in Norvig (2009). For seg-
menting phrases such as naturallanguageprocessing, a simple n-gram look up
will suffice. For larger phrases, unigram-, bigram-, and trigram-based language
models are used. Bymaking the assumption that each word is independent of the
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others, it is not necessary to consider all combinations of words. They consider
every possible way to split the text into a first word followed by rest of the
remaining text. For each split, the best way to segment the remaining phrase
is computed. The split that corresponds to the highest p(first) × p(remaining) is
the best.

2.3 POS Tagging

A POS refers to a category of words which have similar grammatical properties.
Words that are assigned to the same POS category generally play similar roles
within the grammatical structure of sentences. Assigning a correct POS label for
each word in a document is called POS tagging.

The primary POS categories in English language are noun, pronoun, adjec-
tive, determiner, adverb, verb, preposition, conjunction, and interjection. How-
ever, NLP tasks require more granular categories. For example, the Penn
Treebank tagset contains 36 POS tags and 12 other tags for punctuation and
currency symbols (Marcus et al., 1993). The Penn Treebank tagset is a subset
of the tags used with the original Brown corpus (Francis and Kucera, 1964).
C5 is another tagset used for the British National Corpus (BNC), which has
61 tags (Leech et al., 1994). There is no generally agreed upon standard for
POS tagsets.

The POS tags are also called grammatical tags, word classes, word types,
and lexical categories. It is important to keep the distinction between word types
and word tokens, whose distinction is similar to that of a class and object in
object-oriented programming.

POS tagging is considered as the lowest level of syntactic analysis. POS
tags are used for many subsequent activities including syntactic parsing (Klein,
2005) and word-sense disambiguation (Navigli, 2009). They are also used in
text-to-speech synthesis to correctly pronounce words.

2.3.1 Approaches to POS Tagging
Algorithms for POS tagging fall into two broad categories: rule based
(Brill, 1995) and stochastic. Overall, stochastic algorithms perform more
effectively than the rule-based ones. Stochastic POS algorithms are based on
supervised learning models such as HMM, log-linear model (aka Maximum
Entropy Markov Model), and conditional random field (CRF) (Sutton and
McCallum, 2012).

Supervised learning problems require m training examples: (xi, yi), 1 ≤ i ≤
m, where xi is input (e.g., a sentence in the language x1x2 · · · xn) and yi is a label
(e.g., the POS tag sequence for the sentence). The task is to learn a function f
which maps inputs x to labels f (x). That is, f : X −→ Y , where X is the set of
all input sentences and Y is the set of all tag sequences y1y2 · · · yn.
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2.3.2 Generative and Noisy-Channel Models
The function f can be realized as a conditional or generative model. Under
the conditional model, a probability distribution p(y|x) is learned from training
examples. Given a test input x, define:

f (x) = argmax
y∈Y

p(x|y)

Generative models are based on computing joint probability—learning a
distribution p(x, y) from training examples. For many cases, p(x, y) can be
expressed as:

p(x, y) = p(y)p(x|y)
Training data is used to estimate the models for p(y) and p(x|y). Also, using

Bayes rule, it can be shown that:

f (x) = argmax
y∈Y

p(y)p(x |y)

Models that decompose p(x, y) into p(y) and p(x |y) are referred to as
noisy-channelmodels.

Given a sentence x1x2 · · · xn and a POS tag sequence y1y2 · · · yn, a generative
tagging model p(x1x2 · · · xn, y1y2 · · · yn) assigns a probability which indicates
the degree to which the POS tag sequence reflects the true tag sequence for
the sentence. Now we can define the function that maps sentences to POS tag
sequences as:

f (x1x2 · · · xn) = argmax
y1y2···yn

p(x1x2 · · · xn, y1y2 · · · yn) (5)

Trigram hidden Markov model (Trigram HMM) is an important generative
model for the POS tagging problem. Let y0 = y−1 = ∗, and yn+1 = STOP. The
literals ∗ and STOP are special values to enable uniform treatment of the POS
tags at the sentence boundaries. The term p(x1x2 · · · xn, y1y2 · · · yn+1) in Eq. (5)
in the context of Trigram HMM can be written as:

p(x1x2 · · · xn, y1y2 · · · yn) =
n+1∏
i=1

q(yi |yi−2yi−1)

n∏
i=1

e(xi |yi) (6)

The parameter q is computed using the maximum likelihood estimate by
counting trigrams and bigrams of POS tags similar to the process we used for
language modeling. It is often useful to smooth the parameter q values using the
linear interpolation method discussed in Section 2.1. The second parameter e is
computed using the maximum likelihood estimate as:

e(x |y) = c(y�x)

c(y)

where c(y) is the number of times the tag y is seen the training data, and c(y�x)
is the number of times the tag y is seen paired with the word x in the training
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data. e(x |y) is unreliable if the word x is infrequent, or even worse if the word
is not seen in the training data.

The right hand side of Eq. (5) is efficiently computed using the Viterbi
algorithm, which uses the dynamic programming technique. HMM taggers are
simple to train and perform relatively well. They are evaluated extrinsically
using tag accuracy. Even using a simple approach such as tagging a word with
its most frequent tag and tagging unknown words as nouns gives 90% accuracy.
This performance is referred to as the baseline. Current taggers achieve about
97% tag accuracy.

2.3.3 Log-Linear Models
Log-linear models for POS tagging define p as a conditional distribution:
p(t1, t2, . . . , tn|w1,w2, . . . ,wn), where t1, t2, . . . , tn is the tag sequence corre-
sponding to the word sequence w1,w2, . . . ,wn. The most likely tag sequence
for a given word sequence is defined as:

t∗[1:n] = argmax
t[1:n]

p(t[1:n] |w[1:n])

where the notation t[1:n] represent a tag sequence of length n and ti is the ith tag
in the sequence. Using the chain rule for conditional probability and assuming
independence of tags in a sequence, we have:

p(t[1:n] |w[1:n]) =
n∏
j=1

p(tj |w1,w2, . . . ,wn, tj−2, tj−1) (7)

where t−1 = t0 = ∗ to enable uniform processing for the first tag. The parameter
p is computed using the feature and parameter vectors (Ratnaparkhi, 1996). The
feature vector is defined by considering various factors such as (word, tag) pairs,
spelling and contextual features in the training data. The parameter vector (aka
weights vector) is learned from the training data using the Viterbi algorithm.
Log-linear models perform relatively better than their HMM counterparts. Also,
it is easy to incorporate various features such as previous word, next word,
prefixes, and suffixes in a systematic manner.

2.3.4 Big Data and POS Tagging
Foster et al. (2011) describe the evaluation of a POS tagger and SVMTool on
Twitter data. The latter comprises a corpus of 60 million tweets on 50 themes
such as politics, business, sport, and entertainment. The corpus is collected
using the public Twitter API between February and May in 2009. First they
manually create a treebank of 519 syntactically annotated sentences taken from
the tweets. This data is divided into a development set (269 sentences) and a test
set (remaining 250 sentences). The SVMTool trained on a Wall Street Journal
dataset but applied on the Twitter development set performed POS tagging at
84.1% accuracy. However, the same SVMTool when applied on Wall Street
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Journal text performed the POS tagging at 96.3% accuracy. This demonstrates
the problems associated with domain adaptation. These issues are addressed in
Gimpel et al. (2011) and the POS tagger in this work achieved an accuracy of
92.2% on Twitter data.

2.4 Named Entity Recognition

The goal of NER task is to identify names of people, locations, organizations,
and other entities of interest in text documents (Nadeau and Sekine, 2007).
NER results are used in other tasks and applications including co-reference
resolution, word-sense disambiguation, semantic parsing, QA, dialog systems,
textual entailment, information extraction (IE), information retrieval, and text
summarization. NER results are also used to enhance the POS tagging task and
vice versa.

Named entities are often not simply singular words. For example, to rec-
ognize the phrase United States of America as an entity requires chunking
multiple words as a text unit. The next step is to determine if a chunk of text
is actually a named entity. Furthermore, words or phrases that differ in case but
are the same entity should be recognized as such. Also, different chunks such
as Professor Doe and Doe should be identified as the same entity. This requires
capturing nonlocal dependencies in the entire document or across the corpus.
Many NER systems require external knowledge in suitably codified form and
name lexicons. Algorithms such as theViterbi and beam search are used to chunk
text. Maximum Entropy and HMMs are used to determine if a chunk of text is
actually a named entity.

2.4.1 Approaches to NER
The three major approaches to NER are based on lexicon, rules, and machine
learning. However, a NER system may combine multiple approaches (Keretna
et al., 2014). Lexicon-based approaches utilize a lexicon or gazette constructed
from external knowledge sources to match chunks of the text with entity names.
They also provide a nonlocal model for resolving multiple names matching the
same entity—entity resolution. Some preprocessing steps such as stemming,
rewriting, and replacing a word with its synonyms increase entity matching rate.
Lexicon-based approaches achieve better results for specific domains. However,
they cannot identify new entities that are not in the lexicon.

Rule-based systems construct rules manually or automatically and use them
for entity detection. Heuristics derived from the morphology or semantics
of input sequence in conjunction with pattern matching are utilized in rule
construction. Systems based on manually constructed rules makes it difficult
to apply them to new domains.

Machine learning approaches use probability models and features that are
derived from the input text. There are four subclasses: HMMs, CRFs, Support
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Vector Machines (SVM), and Maximum Entropy models. These approaches
require large annotated training data to estimate model parameters. Also, they
do not naturally provide a nonlocal model for entity resolution.

2.4.2 Evaluating NER Systems
The CoNLL-2003 shared task named entity dataset is a benchmark for evalu-
ating NER systems. It consists of eight files covering two languages: English
and German. For each language, three data files are provided: training, devel-
opment, and test. NER systems learn their parameters using the training data,
parameters are tuned using the development data, and the systems are tested
using the test data. NER systems performance is measured using an F-score
with β = 1:

Fβ=1 = 2 × precision × recall

precision + recall

where precision is the ratio of correct results to results returned and recall is the
ratio of correct results to the number of results that should have been returned.
Sixteen systems participated in the CoNLL-2003 shared task competition.
For the English test, the best Fβ=1 = 88.76± 0.7 and for the German test
72.41± 1.3.

2.4.3 Big Data and NER
Coupled expectation maximization (CoEM) algorithm for NER task entails
a graph structure of 2 million vertices and 20 million edges (Jones, 2005).
When implemented on a Hadoop cluster with 95 cores, the algorithm took
over 7.5 h.

GraphLab is a graph-based, parallel programming, distributed computation
framework written in C++ (Low et al., 2013). It targets sparse iterative graph
algorithms. Though originally developed for machine learning tasks, several
implemented libraries of algorithms area available for tasks such as clustering,
collaborative filtering, computer vision, topic modeling, graphical models, and
graph analytics.

The CoEM algorithm when implemented using GraphLab framework with
16 cores executed in less than 30min.When executed on cloud-hostedGraphLab
with 32 Amazon EC2 machines, the algorithm executed in 80 s. This example
illustrates the role of high performance computing and selection of suitable
computational framework in solving large NLP problems.

2.5 Parsing

Parsing is the process of deriving a syntactic structure for a sequence of words
in the language (Chomsky, 2002). The structure depicts syntactic relationships
that hold between the words in phrases. A parse tree is one such representation.
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Parsing is a fundamental preprocessing step for higher level NLP tasks such as
NER, IE, and MT.

Current formalisms for syntactic structures include context-free grammars
(CFGs), categorical grammars, head-driven phrase structure grammars, lexical
functional grammars, minimalist syntax, and tree adjoining grammars. We
focus on CFGs and its variants: probabilistic CFGs (PCFG), and lexicalized
probabilistic CFGs (LPCFG).

2.5.1 CFGs and PCFGs
A CFG G is 4-tuple: (

∑
,N,R, S), where

∑
is a set of terminal symbols; N is a

set of nonterminal symbols; R is a set of rules of the form X → Y1Y2 · · ·Yn, for
n ≥ 0,X ∈ N, Yi ∈ (

∑∪N); and S ∈ N is a special nonterminal called the start
symbol. For example,

∑ = {unique words in the language} and VP → Vt NP
is a rule. The rule says that a verb phrase (VP) can be replaced by a transitive
verb (Vt) followed by a noun phrase (NP).

In a CFG, we may have more than one rule that have the same list of nonter-
minals on the left hand side, but differ in right hand side. For example, (VP →
Vt NP) and (VP → VP NP) are two such rules. A VP can be replaced by the
right hand side of the first rule or the second. In probabilistic CGFs, a value is
associated with each rule. For example, for the two rules above, probability val-
uesmight be 0.6 and 0.4. These values help to break ties, should they arise. A rule
with higher probability is preferred over the rules with lower probabilities.

The probability of a parse tree t which uses rules α1 → β1,α2 →
β2, . . . ,αn → βn, denoted p(t), is defined as:

p(t) =
n∏
i=1

q(αi → βi) (8)

where q(αi → βi) is the probability of the rule αi → βi. Each instance of a rule
is included in the computation.

A CFG is ambiguous if more than one parse tree can be constructed for a
sentence. Ambiguity is problematic since each parse tree denotes a different
interpretation of the sentence. Unlike the case of programming languages, CFGs
for natural languages are typically ambiguous.

Consider a sentence s and let T(s) denote all possible parse trees of s. The
number of parse trees grows exponentially with the length of the sentence. CKY,
a dynamic programming algorithm, is used to generate all possible parse trees.
The probability assigned by a PCFG for each t ∈ T(s) can be used to rank the
parse trees. The most likely parse tree for s is:

argmax
t∈T(s)

p(t)

A PCFG is often generated from an annotated corpus. PennWSJ Treebank is
one of the earliest ones in this category. It features 50,000 sentences along with
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their manually generated parse trees. The underlying PCFG is all the rules seen
in the corpus. The probability of a rule, α → β is computed using maximum
likelihood estimates:

qml(α → β) = count(α → β)

count(α)

where count(α → β) is the number of times the rule α → β occurs, and
count(α) is the number of times α occurs in some rule.

2.5.2 Lexicalized Probabilistic CFGs
Major weaknesses of PCFGs include lack of sensitivity to lexical information,
and structural frequencies. LPCFG overcome these limitations. LPCFGs require
that the grammar be specified in Chomsky Normal Form (CNF). Any CFG
can be rewritten in CNF. In CNF, the left hand side of every rule is restricted
to only one nonterminal. Assuming that the language does not contain the
empty string ε, the right hand side may contain either two nonterminals or one
terminal.

LPCFGs add annotations to the left hand side of each rule. This annotation
is the lexical information of the right hand side carried over to the head (i.e.,
the left hand side) of the rule. This is a core idea in natural language syntax
and is specified by a set of rules. The lexical information carried over to
the root of a parse tree through this process is called the headword of the
parse tree.

A parameter such as q(S → NP VP) in PCFG turns into, for example,
q(S(dried) → NP(river) VP(dried)) in LPCFG. The words river and dried are
lexical information. There are a large number of parameters to estimate. Each
parameter is decomposed into a product of two parameters, and parameters are
computed and smoothed using training data.

2.5.3 Evaluating Parsing Algorithms
Performance of parsing algorithms is evaluated using precision and recall
measures on test data. Parse trees are represented as a collection of constituents
to facilitate evaluation. A constituent refers to a subtree in the parse tree and
corresponds to a sequence of words in the sentence being parsed. The label
assigned to a constituent is the label of the root of the subtree. A constituent
will also have two other pieces of information: the start and end word numbers
of the subsequence of the sentence represented by the constituent.

For each sentence in the test data, a manually parsed tree is available. The
latter is called the gold standard. The constituents in the parse tree generated by
the algorithm are compared with the constituents in the gold standard. Based
on the degree of conformance of constituents, precision and recall measures
are calculated. Parsers based on LPCFGs perform significantly better than their
PCFG counterparts.
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2.5.4 Big Data and Parsing
Deep parsing of natural language text holds key to harnessing unstructured
Big Data. For example, dependency tree (DT) is a representation produced
via deep parsing. A DT is an acyclic graph and depicts dependencies between
lexical entities (words or morphemes). When two words are connected by a
dependency relation, one of the words is the head and the other is the dependent.
A dependency link is an arrow pointing from the head to the dependent. Usually,
the dependent is the modifier, and the head plays a larger role in determining the
behavior of the pair in the text. There is growing body of work on creating new
tree-banks for training dependency parsers for different languages.

3 NLP APPLICATIONS

Shown in Table 2 are some NLP applications, and a subset of them are discussed
below.

3.1 Machine Translation

The goal of machine translation (MT) is to translate speech or text from one
language to another. Lexical and syntactic ambiguities are the two primary
challenges in MT. A word in the source language, depending on its POS tag
or word sense, will translate to different words in the target language. Another
challenge comes from differing word orders in the source and target languages.
For example, English word order is subject—verb—object, whereas in Japanese
it is subject—object—verb.

3.1.1 Statistical Models
Most of the current approaches to MT employ statistical models. They viewMT
as a supervised learning problem and use a training set of translation examples
from a parallel corpus. For example, IBM’s early work in this area used a parallel
corpus of French–English translation of Canadian parliament proceedings. The
parallel corpus comprised 1.7 million sentences of length 30 words or less.

The noisy channel model for MT is based on statistical machine learning.
Assume that s and t are sentences in the source and target languages. The goal is
to generate t given s. Themodel has two components: p(t)—the languagemodel,
and p(s | t)—the translation model. The reverse translation model is defined as:

p(t |s) = p(t, s)

p(s)
= p(t) p(s | t)∑

t p(t) p(s | t)
and the best target sentence is that t computed as:

argmax
t

p(t |s) = argmax
t

p(t)p(s | t)
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TABLE 2 Representative Natural Language Processing Applications

NLP Application Name Application Description

Machine Translation Automatic translation of speech or text from one
language to another.

Information Extraction Extract structured information from unstructured data
so that queries on the unstructured data can be
precisely answered.

Topic Modeling Discover main themes that are present in unstructured
document collections and organize collections
according to these themes.

Text Summarization Provide a concise summary of one or more text
documents.

Document Clustering Non-overlapping partitioning of a set of documents
into a number of categories.

Document Classification Determine the class to which a given document
belongs to. Usually, the set of classes are predefined.

Question Answering Systems Provide concise and relevant information to user
queries by extracting it from structured and
unstructured sources.

Dialog Systems Coherently converse with humans using multimodal
communication—text, speech, gesture, graphics, and
haptics.

Natural Language User Inter-

faces

Enable communicating with computing and other
electro-mechanical devices in natural language.

Email Spam Detection Differentiate legitimate email from unsolicited bulk
email.

Recommender Systems Information filtering systems that produce a list of
recommendations through content and collaborative
filtering.

Educational Applications A broad range of applications that provide services
such as personalized eLearning, automated question
generation and assessment.

The languagemodel can be a trigrammodel and parallel corpus is not needed
to estimate its parameters. The translation model parameters are estimated
by employing the parallel corpus sentence pairs (s, t) using the notion of
alignments. When alignments data is not available in the parallel corpus, the
Expectation Maximization (EM) algorithm is used to automatically compute it.
This approach to MT is also called the IBM models due to the pioneering work
of IBM with the noisy channel model.

Phrase-based translation approaches make direct use of alignments of
the noisy channel model. Automatically learning a phrase-based lexicon from
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parallel corpus (aka bitext) is central to this model. Phrase-based translation
models assess the quality of a translation based on a score derived from the
language, phrase, and distortion models. The last model imposes a penalty for
not translating the phrases in the source sentence in sequential order.

Manual evaluation of MT systems is extensive but expensive. In
Papineni et al. (2002), a method for automatically evaluating MT systems is
proposed. The method is fast, inexpensive, and language independent. It also
correlates highly with human evaluation.

3.1.2 Big Data and MT
Given the astronomical growth in the volume of text data coupled with global
commerce and geopolitics, there is a greater need for multilingual, real-time
MT than ever before. Human translators are not only expensive, but also cannot
keep up with exploding data volumes. SDL, a company specializing in customer
engagement, provides a cloud-based MT system called BeGlobal. The latter
enables real-time translation of social media communications, Web content
and other text-based data. BeGlobal’s capability includes over 80 language
translation combinations. Its monthly translation volume exceeds billions of
words from structured and unstructured sources.

3.2 Information Extraction

The goal of information extraction (IE) is to map unstructured text into a
structured database so that queries can be precisely answered using the latter.
IE enables new ways of querying, organizing and analyzing unstructured data
by leveraging the well-defined semantics of structured databases (Doan et al.,
2006, 2009). For example, IE enables posing precise queries about job openings
by extracting structured information from newspaper classified ads.

3.2.1 Approaches
Approaches to IE differ in (a) the type of structure extracted (e.g., entities,
relationships, attributes), (b) type of unstructured sources (e.g., short strings or
documents, templatized or open-ended), (c) type of training data available (e.g.,
labeled unstructured data, linguistic tags), (d) methods used for extraction (rule
based or statistical), and (e) type of output extracted (e.g., structured database
or annotated unstructured text).

The early IE systems were rule based and the rules are manually coded by
domain experts. Since this is a tedious activity, algorithms for automatically
learning the rules from labeled examples of entities in unstructured text were
introduced.Rules-driven IE systems do not performwell with noisy unstructured
data sources.

Limitations of rules-driven IE systems led to the emergence of two classes of
statistical methods: generative models based on HMMs, and conditional models
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based on maximum entropy. Currently, global conditional models (aka CRFs)
have gained prominence. Also, techniques from grammar construction were
used to address the needs of some IE applications that require elaborate analysis
of document structure.

Given the diversity of IE applications, both rule based and statistical methods
continue to enjoy popular use. Hybrid models which combine rule based and
statistical methods are also increasingly used.

3.2.2 Performance
The IE problem has been extensively studied for about three decades. Numerous
IE systems are deployed both in industrial and academic settings. Accuracy
continues to be a prime concern (Sarawagi, 2008). State-of-the-art extraction
models achieve over 90% accuracy for entity extraction. However, for relation-
ship extraction, accuracy hovers around 75% even in restricted domains such as
news articles. Research on more advanced extractions such as long entities, soft
attributes of entities, and higher order structures is needed to advance IE to the
next level.

3.2.3 Big Data and IE

CiteSeerX is a digital library which features over 3.5 million scholarly docu-
ments and receives between 2 and 4 million requests per day (Williams et al.,
2014). Scholarly documents are gathered from theWeb by focused crawling and
they through a series of automatic processing steps including IE, data integration
and entity linking. CiteSeerX exemplifies issues and solutions to large scale IE,
clustering, and name disambiguation.

3.3 Topic Modeling

PubMed is a free search engine for querying primarily the MEDLINE
database of references and abstracts on life sciences and biomedical topics
(NCBI, 2015). It stores over 24 million citations for biomedical literature
from MEDLINE, life science journals, and online books. Likewise, ACL
Anthology is a digital archive of over 34,000 research papers in computational
linguistics and NLP (ACL, 2015). Even with advanced search tools it is often
difficult to find and discover what one is looking for. New computational
tools are needed to help organize, search, visualize, and understand these
unstructured document repositories. Topics models are tools just for this
purpose.

Topic models are algorithms for discovering main themes that are present in
a document collection and to organize the collection according to these themes
(Blei, 2012). Topic models have also been used to analyze other types of data
such as streaming collections, social networks, genetic data, and images.
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3.4 Probabilistic Topic Modeling

Topic modeling algorithms are statistical methods that analyze the words in
a set of documents to discover themes, relationships between themes, and
how the themes have evolved over time. Probabilistic topic modeling refers
to a suite of algorithms from the machine learning domain whose goal is to
discover and annotate large document collections with thematic information.
These algorithms do not require any prior annotations to the documents and the
themes are discovered by analyzing the documents.

Latent Dirichlet allocation (LDA) is the simplest topic model (Blei et al.,
2003). One assumption that LDA makes is bag of words—the order of words
in a document does not matter. Some recent topic models relax this assumption
by assuming that the topics generate words conditioned on the previous word.
Another assumption that topic models make is that the order of documents in the
collection does not matter. However, topics change over time and dynamic topic
models relax this assumption. A third assumption that the number of topics is
known and fixed is relaxed by Bayesian parametric topic models. Finally, other
extensions of LDA relax additional assumptions.

3.5 Big Data and Topic Modeling

Some of the largest LDA models reported in literature have up to 103 topics.
They are too small in scale to be of use in large-scale applications such as online
advertising systems.Wang et al. (2014) report an LDA systemwhich learns from
Big Data and generates topics in the range 105. This LDA has been used in
industrial search engines and online advertising systems that serve hundreds of
millions of users.

3.6 Text Summarization

Automatic text summarization is the process of producing a summary of one or
more text documents. The summary should retain the most important points of
the original text document. A good text summarizer should also take into account
variables such as length, writing style and syntax of the original document.

3.6.1 Approaches
Current approaches to automatic summarization fall into two broad categories:
extraction and abstraction. Extractive methods work by selecting a subset of
existing words, phrases, or sentences in the original text to form the summary.
In contrast, abstractive methods first build an internal semantic representation
and then use natural language generation techniques to create a summary.
Such a summary might contain words not explicitly present in the original
document.
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Key challenges in text summarization include topic identification, interpre-
tation, summary generation, and evaluation of the generated summary. Most
practical text summarization systems are based on some form of extractive
summarization. Abstraction based summarization is inherently more difficult
and is an active area of research.

All extraction based summarizers, irrespective of the differences in
approaches, perform the following three relatively independent tasks (Nenkova
andMcKeown, 2011, 2012): (a) capturing key aspects of text and storing it using
an intermediate representation, (b) scoring sentences in the text based on that
representation, (c) and composing a summary by selecting several sentences.

Open Text Summarizer (OTS) is an open source tool for summarizing texts
(Rotem, 2014). It supports over 25 languages, and language-specific information
is specified using XML rule files. OTS is available as a library for integration
with NLP applications. It is included with many Linux distributions and can be
used as a command line tool.

3.6.2 Big Data and Text Summarization
Every day over 150 billion messages are being sent from about 3.5 billion email
accounts worldwide. It is quite easy to overlook important email messages as
we strive hard to keep up with ever increasing surge. Both one-line summaries
and short summaries for long emails will help to deal with this problem. This is
not a trivial problem given the diversity in the language skills of email authors
and linguistic genre of email contents. Here again Big Data comes to the rescue
by providing training data for data-driven machine learning algorithms.

3.7 Document Clustering and Classification

Clustering, in the general sense, is the nonoverlapping partitioning of a set of
objects into classes. Text can be clustered at various levels of granularity by
considering cluster objects as documents, paragraphs, sentences, or phrases.
Clustering algorithms use both supervised and unsupervised learning methods.
Document clustering has several applications including collection browsing,
corpus summarization, and document classification.

Hierarchical organization of documents into coherent classes facilitates
exploratory browsing of documents in a collection. Corpus summarization is
provided in the form of cluster digests or word clusters. The latter provides
insights into the overall content of the document collection. Clustering at the
sentence level is useful for the document summarization task.

3.7.1 Clustering Algorithms
Clustering algorithm categories include agglomerative clustering, partitioning,
and parametric based ones such as the EMalgorithm (Agarwal andMittal, 2014).
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These algorithms operate on features and differ in terms of the types of features
extracted, transformations applied to the features for dimensionality reduction,
and the way the features are used in the algorithms.

Dealing with noisy documents is a major issue for document clustering
(Agarwal et al., 2007). Social media data has created the need for clustering
for noisy and streaming data. Also, with the ubiquity of multimedia data, text
clustering need to be applied in the context of heterogeneous data.

3.7.2 Classification Algorithms
Clustering and classification are closely related problems. Clustering usually
involves unsupervised learning, whereas classification is implemented using
supervised learning methods. In classification, typically there are a predefined
set of classes and the task is to determine the class to which a new instance
belongs to. The classifier is trained using a set of labeled examples. The label
indicates the class to which a given instance in the training set belongs to.

Commonly used text classification methods include decision trees,
rule-based classifiers, SVM, and Bayesian classifiers. Text classification
has important applications such as email classification and spam filtering;
news filtering, organization, and personalized recommendations; document
organization and retrieval; and sentiment analysis. Effectiveness of these
data-drivenmachine learning approaches depend on the amount of training data.

3.7.3 Big Data and Clustering
Clustering has important applications for Big Data. For example, creating
a keyword taxonomy for valuable English keywords, clustering millions of
documents in collections such as the ACLWeb, and clustering of Web pages.

3.8 QA and Dialog Systems

The goal of automated QA systems is to deliver concise information that
contains answers to user questions. Many organizations provide QA Web
applications which feature large repositories of valuable knowledge to help
customers to troubleshoot, for example, malfunctioning mechanical and elec-
tronic devices. QA systems provide personalized answers and are significantly
advanced compared to static Frequently Asked Question lists.

Recently there has been a shift towards treating QA as a community-driven
knowledge creation process and creating an end product that provides enduring
value to a broad audience. Stack Overflow (Anderson et al., 2012), Yahoo!
Answers, and Baidu Zhidao are such examples. Many QA sites employ vot-
ing and reputation mechanisms to help users identify the trustworthiness and
accuracy of the answers.
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3.8.1 Dialog Systems
The goal of a dialog system (aka conversational agent) is to coherently converse
with a human. Dialog systems may employ text, speech, graphics, haptics,
gestures and other modes for communication on both the input and output
channels.

Components of a dialog system include (a) input conversion (using automatic
speech, gesture, and handwriting recognizers) to plain text, (b) analyzing the
text for identifying proper names, tagging parts of speech, and performing
syntactic and semantic parsing, (c) analyzing the semantic information to
construct a response, (d) constructing the response (using natural language, and
gesture generators, and a layout engine), and (e) rendering the output (using
text-to-speech engine, talking head, robot, or avatar).

3.8.2 Big Data and QA
QA systems will play an ever more increasing role in delivering factual
answers to business questions by synthesizing answering using structured,
semi-structured, and unstructured data from proprietary databases, big data
platforms, and social media. This capability is in infancy stage and its potential
to harness big data is promising.

3.9 Natural Language User Interfaces

As the name implies, Natural Language User Interfaces (NLUI) are a means
to communicate with computer systems using natural languages. They are
preferred for their interaction speed and ease of use. However, they pose several
challenges for practical use.

Interest in NLUI dates back to 1960s. In the 1980s, NLUI focus shifted to
database systems. Database applications continue to drive the NLUI research.
In Li et al. (2005), a generic NLUI for XML databases is developed. Given
an arbitrary English language sentence as query input, it is translated into an
XQuery expression which can be evaluated against an XML database. This work
is extended in Li et al. (2007) for developing a domain-adaptiveNLUI. The same
work is further extended to relational database querying (Li and Jagadish, 2014).

An application framework to enable third-party developers to add
spoken NLUI to standalone mobile applications is developed in Han et
al. (2013). An integrated NLUI and GUI for mobile devices is described
in Hodjat et al. (2006).

3.9.1 Role of Big Data
Systems such as Apple Siri, IBMWatson, Google Now, and Microsoft Cortana
provide spoken language interfaces. Though these interfaces are not perfect, they
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allow the user to specify commands in a free format. This is possible due to
semantic analysis of user commands, rather than syntactic pattern matching at a
superficial level. Big Data plays a significant role in training these systems given
the diversity of end users.

3.10 Software Tools and Frameworks

A range of high quality open source tools and frameworks are available for
NLP research and applications. Some tools focus on specific tasks such as
tokenization, POS tagging, and parsing. Others are available in the form of
algorithmic libraries such as Lucene for full-featured text search (The Apache
Software Foundation, 2014),OTS for text summarization (Rotem, 2014), tm for
text mining applications within R (Feinerer et al., 2008), WEKA for machine
learning (The University of Waikato, 2014), and WordNet—a lexical database
of English (Princeton University, 2015).

End-to-end infrastructure and frameworks for developing complete NLP
applications include GATE (Cunningham et al., 2002; The University of
Sheffield, 2015), Open NLP (The Apache Software Foundation, 2012), NLTK
(Bird et al., 2009; Perkins, 2010), MALLET (University of Massachusetts at
Amherst, 2014), RapidMiner (Hofmann and Klinkenberg, 2013), Stanford
CoreNLP (Stanford NLP Group, 2014), and TectoMT (Popel and Žabokrtský,
2010). Apache Unstructured Information Management Architecture is
another framework (OASIS Technical Committee, 2015) suitable for large
scale data. It is implemented in Java and is also an OASIS standard. It
enables NLP applications development as a pipeline of components. Each
component implements interfaces defined by the framework. Functionality
needed for composing workflows using the components and managing the
resulting workflows is provided by the framework. Scaling is achieved
by replicating processing pipelines over a cluster of networked computer
nodes.

The distinction between libraries and frameworks is rather fluid as tools
are evolving rapidly. Developing NLP applications using some of the above
resources is illustrated in Bird et al. (2009), Perkins (2010), Ingersoll et al.
(2012), Mihalcea and Radev (2011), and Russell (2011).

4 DATA SOURCES FOR NLP RESEARCH

As seen earlier, many machine learning based approaches to NLP critically
depend on data for training and evaluation. Datasets come in different forms
and sizes. They range from raw text, speech corpora, to text and speech with
manual or automatic annotations, words and their relationships (morphological,
semantic, translational, evolutionary), grammars, and parameters of statistical
models (e.g., grammar weights).



Big Data Driven Natural Language Chapter | 9 227

4.1 Brown and New York Times Corpora

Brown corpus is one of the earliest datasets which contains over one million
English words. Reuters-21578 Text Categorization Collection dataset encom-
passes documents which appeared on the Reuters newswire in 1987 (Lewis,
2015). A New York Times corpus includes 1.8 million articles published
between January 1987 and June 2007. Over 650,000 of these articles include
a summary written by NYT library scientists.

4.2 Google Corpora

In 2006, Google released a trillion-word corpus with frequency counts for all
sequences up to five words long. It is a million times larger than the Brown cor-
pus (Brants and Franz, 2012; Norvig, 2009). However, since the data came from
unfiltered Web pages, it has various kinds of errors including grammatical and
spelling as well as incomplete sentences. Furthermore, the data is not annotated
carefully with hand-corrected POS tags. Given its sheer size, this corpus could
be used for building statistical models for language modeling, MT, and speech
recognition. The Google 5M LID dataset contains 5 million utterances collected
from different Google Services for training and testing systems for automatic
language identification (Gonzalez-Dominguez et al., 2015).

In 2013, Google released a large dataset of syntactic ngrams derived from
English Google Books (Goldberg and Orwant, 2013). Syntactic ngrams are
structures in which the contexts of words are based on their positions in a
syntactic parse tree, and not their sequential order in the sentence. Therefore,
words that are far apart in the sentence can be close to each other syntactically.
The dataset contains over 10 billion unique items covering a wide range of
syntactic structures, and includes a temporal dimension as well (Google, 2014b).
A large benchmark dataset containing one billion words for evaluating language
modeling techniques is described in Chelba et al. (2013).

4.3 Linguistic Data Consortium

The Linguistic Data Consortium (LDC) is an open consortium of universities,
libraries, corporations, and government research laboratories (Linguistic Data
Consortium, 2015). LDC creates and distributes a wide array of language
resources to promote and enable NLP research and applications. In October
2014, LDC released 8500 h of the United Nations Proceedings Speech dataset
in six languages—Arabic, Chinese, English, French, Russian, and Spanish.

4.4 British National and Europarl Parallel Corpora

TheBritish National Corpus (BNC) is amillion-word dataset distributed inXML
format. It consists of 90% written and 10% orthographically transcribed spoken
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text (British National Corpus, 2014; Leech et al., 1994). The data is annotated
with POS tags and lemmatized.

The Europarl parallel corpus is extracted from the proceedings of the Euro-
pean Parliament (Koehn, 2015). It includes versions in 21 European languages.
It also provides alignment data for training and testing statistical MT systems.

4.5 Other Corpora

The International Conference on Language Resources and Evaluation is orga-
nized by the European Language Resources Association (ELRA) biennially.
This conference publishes papers about new datasets and metrics. Evaluations
and Language resources Distribution Agency is ELRA’s operational body which
produces language resources to promote NLP research and applications.

The World Atlas of Language Structures (WALS) is a large database of
structural—phonological, grammatical, lexical—properties of world languages.
This data is gathered by language experts from descriptive materials such
as reference grammars (Dryer and Haspelmath, 2013). Project Gutenberg is
another source which offers over 46,000 free eBooks (Project Gutenberg, 2015).

An approach to large-scale speaker recognition using a dataset collected from
the Google Tech Talk channel on YouTube is discussed in Schmidt et al. (2014).
The dataset contains 1111 videoswith 998 distinct speakers. Each video contains
at least 30 min of speech.

Amazon Mechanical Turk provides an on-demand, inexpensive, scalable
workforce for tasks that require human intelligence. This service can be used
to annotate NLP test data or correct automatically annotated data.

5 BIG DATA DRIVEN NLP RESEARCH AND APPLICATIONS

As discussed in the previous sections, current NLP research and applications
critically dependon large datasets for both training and evaluation. The availabil-
ity of massive training data also simplifies models in some cases. For example,
simple n-gram models or linear classifiers based on millions of specific features
perform better than elaborate models that try to discover general rules (Halevy
et al., 2009).

The key to benefiting fromWeb-scale data is to use the available large-scale
data and derive annotations. For example, useful semantic relationships can be
automatically learned from the statistics of search queries and the corresponding
results (Riezler et al., 2008) or the accumulated evidence of Web-based text
patterns and formatted tables (Talukdar et al., 2008).

5.1 Memoization

Based on the experiences with statistical methods in speech recognition andMT,
memoization is a good practice if large training datasets are available (Halevy
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et al., 2009). Earlier approaches relied on elaborate rules for the relationships
between syntactic and semantic patterns in the source and target languages. In
contrast, current statistical MT models employ large memorized phrase tables
that give candidate mappings between specific source- and target-language
phrases.

5.2 Leveraging Big Data

We briefly describe current approaches to NLP which leverage large datasets to
significantly improve performance. Many NLP applications such as automatic
speech recognition, MT, spelling correction depend on the quality of language
models. The amount of training data is one of the factors that determines the
performance of language models.

One billion words of training data (Chelba et al., 2013; Google, 2014a) and
syntactic ngrams data (Goldberg and Orwant, 2013; Google, 2014b) can be used
to improve the accuracy of core NLP tasks such as syntactic language modeling
and syntactic parsing. This is significant given that, until now most successful
approaches to languagemodeling and parsing depended on sequential data (e.g.,
n-grams) as large-scale datasets of syntactic counts were not readily available.
The WALS (Dryer and Haspelmath, 2013) and the Europarl parallel corpus
(Koehn, 2015) data can be used for developing multilingual NLP applications.

A unified neural network architecture and learning algorithms which can
perform various NLP tasks such as POS tagging, chunking, NER, and semantic
role labeling is proposed in Collobert et al. (2011). The system learns inter-
nal representations on the basis of large amounts of mostly unlabeled train-
ing data. The resulting system requires minimal computational resources and
performs well.

The United Nations Proceedings Speech dataset is a valuable resource for
speech recognition and language identification (Linguistic Data Consortium,
2015). In Jyothi et al. (2012), large-scale language models were developed and
integrated with a large vocabulary continuous speech recognition system. The
language models were trained on 87,000 h of speech (equivalent to 350 million
words).

The problem of automatically identifying the language in a given utterance
using deep neural networks (DNN) is investigated in Gonzalez-Dominguez et al.
(2015) using the Google 5M LID dataset. This study reports 76% performance
improvement relative to i-vector approach. This improvement is attributed to
DNN and the Google 5M LID dataset.

5.3 Streaming Data

Language models that work well in streaming data environments are essential
in NLP applications such as filtering and classifying news articles and social
media data. Sequential language modeling based on n-grams data from streams
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is studied inYogatama et al. (2014). They use a probabilistic languagemodel that
captures temporal dynamics and conditions on arbitrary nonlinguistic context
features.

5.4 Sparseness Problems

The use of Latent Words Language (LWL) model in reducing the sparseness
problems of traditional n-gram language models is investigated in Deschacht
et al. (2012). This study shows that the LWL model significantly outperforms
interpolated Kneser–Ney smoothing and class-based language models on three
different corpora.

5.5 Noisy Data

Noisy unstructured text is generated from on-line chats, SMS, email, news-
groups, blogs, and automatically transcribed text from speech (Agarwal et al.,
2007). Larger datasets are effective in dealing with noisy text. A survey on
types of text noise and techniques to handle noise is described in Subramaniam
et al. (2009).

5.6 Selecting and Combining Features

Finding the right representations for words is critical when domain-specific
labeled data for the task is limited. In Huang et al. (2014), novel techniques
are proposed for extracting features from n-gram, Hidden Markov, and Partial
Lattice Markov Random Field models. These features are used for tasks such
as POS tagging and IE. Results of this study indicate that features derived from
statistical languagemodels in combinationwith more traditional features outper-
form approaches that use only traditional representations. Furthermore, graphi-
cal model representations outperform n-gram models, especially on sparse and
polysemous words.

5.7 Computational Advertising

Computational advertising (CA) is an emerging discipline, which is at the
intersection of large scale search, text analysis, information retrieval, statistical
modeling, machine learning, classification, optimization, and microeconomics
(Broder et al., 2010). A central issue in CA is retrieving relevant ads using a
textual representation of the user context. Proposed solutions to this problem
use the Web as a repository of query-specific knowledge and Web search
results retrieved by the query as a form of relevance feedback and query
expansion.
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5.8 Multimedia Data

As multimedia data is growing at a phenomenal rate, the need for IE from
images and video is greater than ever. A survey of approaches for this task
are described in Jung et al. (2004). In piggy-back text retrieval, text surrogates
based indexing of multimedia data is performed automatically Rüger (2009).
This work describes techniques and common approaches to enablingmultimedia
search engines using the text surrogates.

5.9 IBM Watson

IBM Deep QA system, code named Watson, is a perfect example of Big
Data-enabled solutions to NLP problems.Watson understands natural language,
generates hypotheses based on evidence, and learns through user interactions
and new experiences. Watson’s defining moment was when it defeated world
Jeopardy champions in February, 2011. IBM markets Watson as a commercial
productwith packaged solutions for verticalmarket segments such as healthcare,
finance, retail, and public sector.

6 TRENDS AND FUTURE RESEARCH DIRECTIONS

Availability of massive scale training data for NLP research is ushering in a
paradigm of experimentation with hybrid models and ensemble approaches.
For example, Brown clusters in conjunction with log-linear models significantly
enhance performance in tasks such as NER and parsing.

The current research in NLP is driven more by statistical machine learning
approaches than linguistic theory (Johnson, 2009). Traditionally, grammar based
approaches to parsing produced representations which closely reflected the
meaning in the parsed text by capturing predicate-argument structure (aka
semantic role labeling) and quantifier scope. It is possible to achieve the same
with parsers based on statistical approaches as demonstrated in Palmer et al.
(2005). Statistical approaches to NLP tasks that use large training data validate
the view that simpler models often outperform more complex models.

Never-Ending Language Learner (NELL) project exemplifies how Big Data
enables NLP research (Read the Web Project, 2015). The goal of this project
is to construct a relational database that reflects the Web content through
IE. NELL has been running continuously for over 4 years and acquired a
collection of 70 million interconnected beliefs. It uses learned phrases, mor-
phological features, and Web page structures to extract beliefs. NELL is also
learning to reason over its extracted knowledge and automatically extend its
ontology.
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6.1 Even More NLP Big Data

Large-scale distributed Web 2.0 applications such as blog sites and other social
media are making it easier to collect large training datasets quickly. According
to Google, in 2013 there were 1.5 million Android activations per day. This
phenomenal rise in the use of smart phones and other hand-held devices will
contribute to even more data for NLP research. An approach to opinion mining
using YouTube comments data is described in Severyn et al. (2014). Classifiers
for predicting the opinion polarity and the type of comment are developed using
tree kernel technology. The latter automatically extracts and learns features with
better generalization power.

6.2 Better Models with More Data

Maximum Entropy (MaxEnt) language models are linear models which are
typically regularized using the L1 or L2 terms in the likelihood objective. This
obviates the need for smoothed n-gram languagemodels. In Biadsy et al. (2014),
the effect of adding backoff features and its variants to MaxEnt models is inves-
tigated. This approach results in better language models with lower perplexity
evenwith training data in the order of hundreds of billions of words and hundreds
of millions of features.

6.3 Spatial Knowledge

The task of text-to-3D scene generation is addressed in Chang et al. (2014).
This study demonstrates that spatial knowledge is useful for interpreting natural
language. Users provide input in natural language text from which explicit
constraints on the objects that should appear in the scene are extracted. These
constraints are augmented with learned spatial knowledge to infer missing
objects and likely layouts for the objects in the scene.

6.4 NLP Applications

Turning to practical NLP applications, functional features of Siri, Google Now,
and Cortana showcase the state-of-the-art in natural language interfaces. Siri is
a virtual assistant available for Apple’s iOS devices. It features voice-controlled
natural language interface to help users perform personal tasks. Siri is an
embodiment of several decades of research of the NLP community. It uses
sequential inference and contextual awareness to understand and respond to
user voice commands. Siri is also being integrated into Apple’s HomeKit
framework so it can be used to control home automation tasks such as controlling
the operation of garage doors, lights, home appliances, and thermostats. Siri
understands and speaks over 15 languages including various dialects of English
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and Spanish. Google Now and Cortana are similar applications for Android and
Windows Phone devices.

Google conducted a mobile voice study in October, 2014 to understand
search habits of American smart phone users across different age groups.
According to this study, 55% of the teenagers use hands-free search every
day, and 76% of the respondents think voice search is great for multitasking.
Voice search is used for tasks such as seeking driving directions, dictating text
messages, making phone calls, and checking weather. This trend will increase
in the future as voice-based interfaces become mainstream. Furthermore, avail-
ability of APIs for Siri and Google Now will accelerate the development of
such apps.

7 CONCLUSIONS

In a traditional software development approach, domain rules are manually
derived and coded into an application. Enhancements to the application typically
warrant manually crafting additional rules. In contrast, data-driven approaches
do not require changes to the application. The application simply needs to be
retrained with data that reflects the current and new requirements. A closely
related issue is the problem of domain adaptation. For example, parsers do not
perform well if they are applied on text whose domain is different from that of
the text used for training. The problem is resolved by retraining the parser with
the text from the relevant domain (Foster et al., 2011). Retraining with the right
data offers the key to application portability as well as enhancement without
source code changes for algorithmically ill-posed problems.

There is a parallel to what is happening now in NLP area to what has hap-
pened in the field of Information Retrieval in the early 1990s. Using computers
to search for relevant informationwas first introduced in 1945 by Vannevar Bush
in an article titled As We May Think. This is the genesis of Information Retrieval
and this area has attracted several researchers since then. However, it remained
a specialized area of computer science research until it was brought to the fore
with the emergence of the World Wide Web in early 1990s. Similar situation
exists with NLP research and applications today.

The field of Computational Linguistics originated in 1950s with focus on
MT. Since then the field has made significant advances in various areas of
NLP. Data-driven approaches to NLP will further accelerate progress in this
area. Most machine learning algorithms attempt to capture low frequency events
which contribute data to most relevant analysis. This is where more data plays
a critical role.

Natural language analysis is essentially a stochastic process. Therefore,
it is easier to illustrate this process through examples than with rules. Big
Data provides unprecedented opportunities to advance the field in ways that
was not possible hitherto. Research into scalability, multilingual interfaces,
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personalization, portability, and provenance can greatly benefit from the avail-
ability of extremely large datasets. Big Data-enabled NLP research has the
potential to bring NLP applications to the masses and fundamentally transform
the way users interact with computing devices. Conversely, NLP approaches
that are based on deep semantic analyses will help realize substantial value
from Big Data.
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ABSTRACT
Spatial and spatiotemporal data mining is the process of discovering interesting and
previously unknown, but potentially useful patterns from the data collected over time
and space. However, explosive growth in the spatial and spatiotemporal data, and the
emergence of social media and location sensing technologies, emphasizes the need for
developing new and computationally efficient methods tailored for analyzing big data. In
this chapter, we study approaches to handle big spatial and spatiotemporal data by closely
looking at the computational and I/O requirements of several analysis algorithms for such
data. We also study applications of such methods in domains where data is encountered
at a massive scale.

Keywords: spatial, Spatiotemporal data mining, Big spatial data, Biomass monitoring,
Climate analysis, Object recognition

1 INTRODUCTION

We are living in the era of “Big Data.” Spatial and spatiotemporal data, whether
captured through cameras, remote sensors (e.g., remote sensing imagery, atmo-
spheric radiation measurement (ARM) data), or produced using large-scale
simulations (e.g., climate data) has always been “Big.” Table 1 shows some of
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TABLE 1 Earth Science Grid Integrated Data Archive

CMIP5 ARM DACC

Sponsor SciDAC DOE/BER NASA

Description 40+ climate
simulations

Atmospheric processes
and cloud dynamics

Biogeochemical
dynamics, FLUXNET

Archive size ∼ 6 PB ∼ 200 TB ∼ 1 TB

Year started 2010 1991 1993

Spectral
AVIRIS (20 m, 224 B): Ondemand

AVHRR (1 km, 5 B, 1 day)

MODIS (250 m−1 km, 36 B, 1–2 day)

ARIES (30 m, 32 B, 7 day)

80 m, 4 B, 18 day revisit

Spatial

Submeter (Aerial, WV2...)

1M (SPOT, IKONOS, WorldView)

airbone, 700 km/h

AVIRIS cube

High-resolution
image

1970’s 2000

Temporal

5 TB/day—Heterogeneous data

Landsat-1 (MSS):

FIGURE 1 Advances in remote sensing data products (1970s through present).

the climate and earth systems data stored at the Earth SystemGrid1 (ESG) portal.
On the observation side, the Sloan Digital Sky Survey (SDSS)2 archival center
contains a catalog of about 300 million objects and spectral data for more than
1 million of these objects has already been archived (Adelman-McCarthy et al.,
2008). Remote sensing imagery data archived at the NASA EOSDIS exceeds
3 PB. NASA generates about 5 TB of data per day. Figure 1 shows progression
of remote sensing instruments along three important sensor characteristics:
spatial, spectral, and temporal resolutions. Though these improvements are
leading to increase in volume, velocity, and variety of remote sensing data
products and making it hard to manage and process, they are also enabling
new applications. For example, improvements in temporal resolution allows
monitoring biomass on a daily basis. Improvements in spatial resolution allows
fine-grained classification (settlement types), damage assessments, and critical
infrastructure (e.g., nuclear proliferation) monitoring.

1. https://www.earthsystemgrid.org/.
2. The Sloan Digital Sky Survey, http://www.sdss.org/.

https://www.earthsystemgrid.org/
http://www.sdss.org/
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The rate at which spatiotemporal data is being generated clearly exceeds
our ability to organize and analyze them to extract patterns critical for under-
standing dynamically changing world. Therefore, we need focused research on
developing efficient management and analytical infrastructure for big spatial
data. What has been observed in the past is that analysis of big spatial and
spatiotemporal data poses a unique set of challenges arising from the scale as
well as the need to model the dependencies in space and time. In this chapter,
we have selected four widely used methods that handle such data. These are
Spatial Autoregressive (SAR) Models,Markov Random Field (MRF) Classifiers,
Gaussian Process Learning Models, and Mixture Models. We study each of
these methods in the context of scalability and discuss possible approaches
to handle the big data challenges. While the four methods form only a small
subset of the wide array of existing analysis methods, we believe that the
discussion will guide readers to analyze other methods in a similar fashion. In
addition, we also provide a detailed study of three applications of spatial and
spatiotemporal methods in areas where the data is typically at a large scale.
These application areas are: Biomass Monitoring, Complex Object Recognition,
and Climate Change Studies, which form a representative sample of a wide
variety of applications such as air traffic management (Ayhan et al., 2012),
weather analysis (Jitkajornwanich et al., 2012), etc.

The rest of this chapter is organized as follows. Section 2 discuss some
of the key algorithms and the computational and I/O challenges posed by big
data. Section 3 discuss a set of applications that deal with big spatial and
spatiotemporal data.

2 ALGORITHMS

Increasing spatial and temporal resolution requires that the data mining
algorithms should take into account the spatial and temporal autocorrelation.
Explicit modeling of spatial dependencies increase computational complexity.
We now briefly look at the following widely used data mining primitives that
explicitly model spatial dependencies: SAR model (Anselin, 1988; LeSage,
1997a,b; LeSage and Pace, 2001; Ma, 2004; Pace and Barry, 1997a,b), MRF
model (Anguelov et al., 2005; Boykov et al., 1999; Chou et al., 1993;
Geman and Geman, 1984; Jhung and Swain, 1996; Li, 2001; Solberg et al.,
1996; Warrender and Augusteijn, 1999), Gaussian Processes (Rasmussen and
Williams, 2006), and Mixture Models (McLachlan and Basford, 1988). More
details about these techniques can be found in Vatsavai (2011) and references
therein.

2.1 SAR Model

We now show how spatial dependencies are modeled in the framework of
regression analysis. In spatial regression, the spatial dependencies of the error



242 PART B Applications and Infrastructure

term, or the dependent variable, are directly modeled in the regression equation
(Anselin, 1988). If the dependent values y′i are related to each other, i.e., yi =
f (yj) i �= j, then the regression equation can be modified as:

y = ρWy + Xβ + ε. (1)

Here, W is the neighborhood relationship contiguity matrix and ρ is a
parameter that reflects the strength of spatial dependencies between the elements
of the dependent variable. After the correction term ρWy is introduced, the
components of the residual error vector ε are then assumed to be generated from
independent and identical standard normal distributions.

2.1.1 Big Data Challenges
SAR analysis requires dealing with the contiguity matrixW in (1), which grows
quadratically with the size of the image, i.e., if the image has p rows and q
columns, then the size of the matrix W will be pq× pq. This makes SAR
modeling a challenge when dealing with large images. In particular, the first
step in exact SAR modeling is the computation of eigenvalues of W. Given
that typical eigenvalue decomposition is O(p3q3), scaling exact SAR models
to large-scale images is infeasible. SAR model also requires O(p2q2) memory
to store the contiguity matrix W.

2.1.2 Handling Big Data Challenges
The estimates of ρ and β can be derived using maximum likelihood (ML)
theory or Bayesian statistics. Bayesian approach using sampling-based Markov
Chain Monte Carlo methods can be found in LeSage (1997a). As mentioned
earlier, without any optimization, likelihood-based estimation would require
O(n3) operations. Recently, Pace and Barry (1997a,b), LeSage and Pace
(2001), and Celik et al. (2007) have proposed several efficient techniques
to solve SAR. Many of these techniques have been studied and compared
in Kazar et al. (2004).

2.2 MRF Classifiers

A set of random variables whose interdependency relationship is represented by
a undirected graph (i.e., a symmetric neighborhood matrix) is called a Markov
RandomField (Li, 2001). TheMarkov property specifies that a variable depends
only on the neighbors and is independent of all other variables. The location
prediction problem can be modeled in this framework by assuming that the class
label, fL(si), of different locations, si, constitute anMRF. In other words, random
variable fL(si) is independent of fL(sj) ifW(si, sj) = 0. The Bayesian rule can be
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used to predict fL(si) from feature value vector X and neighborhood class label
vector LM as follows:

Pr(l(si)|X, L\l(si)) = Pr(X(si)|l(si), L\l(si))Pr(l(si)|L\l(si))
Pr(X(si))

.

The solution procedure can estimate Pr(l(si)|L\l(si)) from the training data
by examining the ratios of the frequencies of class labels to the total number of
locations in the spatial framework.Pr(X(si)|l(si), L\l(si)) can be estimated using
kernel functions from the observed values in the training dataset. For reliable
estimates, even larger training datasets are needed relative to those needed
for the Bayesian classifiers without spatial context, since we are estimating a
more complex distribution. This is accomplished by taking contiguous regions
(windows) instead of sample points. An assumption on Pr(X(si)|l(si), L\l(si))
may be useful if large enough training data set is not available. A common
assumption is the uniformity of influence from all neighbors of a location.
Another common assumption is the independence between X and LN , hypoth-
esizing that all interaction between neighbors is captured via the interaction in
the class label variable. Many domains also use specific parametric probability
distribution forms, leading to simpler solution procedures. In addition, it is
frequently easier to work with the Gibbs distribution specialized by the locally
defined MRF through the Hammersley–Clifford theorem (Besag, 1974).

2.2.1 Handling Big Data Challenges
Solution procedures for the MRF Bayesian classifier include stochastic relax-
ation (Geman and Geman, 1984), iterated conditional modes (Besag, 1986),
dynamic programming (Derin and Elliott, 1987), highest confidence first (Chou
et al., 1993), and Graph cut (Boykov et al., 1999). We have explored the graph
cut method in the past, more details can be found in Shekhar et al. (2002).

2.3 Gaussian Process Learning

MRFs described in the previous section are widely used to model spatial
homogeneity. However, modeling spatial heterogeneity is also important in
classification. Statistical modeling of spatial variation has been well known as
spatial statistics or geostatistics.

The process of finding the optimal linear predictor is called kriging, named
after a South African mining engineer D. G. Krige (Cressie, 1993). In the
machine learning community, the same model is known as the Gaussian process
regression model. When the underlying stochastic process is a Gaussian random
process, the linear predictor obtained by kriging is optimal in least-square sense.
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More specifically, the Gaussian process regression model corresponds to a
simple or ordinary kriging model.

The conventional maximum-likelihood classifier typically models the
class-conditional distribution, p(x|y), as a multivariate Gaussian distribution:

p(x|y = yi) ∼ N(μi,�i), (2)

where x = (x1, x2, . . . , xd)T is a d-dimensional vector representing spec-
tral bands of a pixel in a hyperspectral image, and y ∈ {y1, y2, . . . , yc} is the
LULC class label. The parameters for multivariate Gaussians, θ i = (μi,�i),
are obtained by the maximum-likelihood estimation (MLE), and assumed to be
constant over all possible locations. As discussed earlier, this assumption do
not hold in general. Spatial heterogeneity can be modeled via nonparametric
Gaussian process model. In this model, the class-conditional distribution of the
i-th class is modeled as a function of spatial coordinate s:

p(x(s)|yi) ∼ N(μi(s), �i), (3)

where μi(s
∗) = (μi1(s∗),μi2(s∗), . . . ,μid(s∗)). We omit i that indicates the i-th

class in the following equations to simplify the notation. Each spectral band of
x is modeled as a random process indexed by a spatial coordinate s = (s1, s2),
then the j-th band of x, xj, can be written as

xj(s) = fj(s) + εj, (4)

where fj(s) is a Gaussian random process and εj is an additive white Gaussian
noise:

ε ∼ N (0, σ 2
εj
).

Given fj(s), then the class conditional distribution of xj is

p(xj(s)|fj(s)) = N (fj(s), σ 2
εj
).

We assume a (zero-mean) Gaussian process for fj(s):

fj(s) ∼ GP(0, Kj(sl, sm)),

where Kj(sl, sm) is a spatial covariance function between locations sl and sm.
The zero-mean prior assumption correspond to the simple kriging model in
spatial statistics (Cressie, 1993). In practice, we can approximately satisfy the
zero-mean assumption by normalizing given feature values. Characteristics of
a Gaussian random process is solely defined by a covariance function. More
details on GP-based classification can be found in Jun et al. (2009). In addition
to the classification, we have adoptedGP for biomass change detection over large
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areas (Chandola andVatsavai, 2010). For change detection,we used a covariance
function known as Exponential Periodic (ep):

k(t1, t2) = σ 2
f exp

(
− �t2

2l2ω2

)
exp

(
− (1 − cos 2π�t

ω
)

a

)
(5)

where ω is the length of a single cycle of the periodic time series. This
covariance function effectively models the periodic time series.

K =

⎛
⎜⎜⎜⎜⎜⎜⎝

k0 k1 k2 . . . kt−1
k1 k0 k1 . . . kt−2

k2 k1 k0 . . .
...

...
...

...
. . .

...
kt−1 kt−2 . . . . . . k0

⎞
⎟⎟⎟⎟⎟⎟⎠

(6)

2.3.1 Big Data Challenges
It is well known that GP do not scale well for large datasets. First, the covariance
function (Eq. 6) requires O(n2) memory. The solution consists of estimating
the following terms: yTK−1y, kTK−1y, kTK−1k. Straight forward solutions are
computationally expensive, O(t3).

2.3.2 Handling Big Data Challenges
However, noting that the covariance function (6) leads to a symmetric Toeplitz
and positive semi-definitive matrix, the memory and computational require-
ments reduces to O(n) and O(n2) respectively. More details can be found
in Chandola and Vatsavai (2010). Even after employing computationally effi-
cient algorithms, change detection is a challenging task. For example, in the case
of biomass monitoring using coarse spatial resolution (250m) MODIS data, one
has to process 23,040,000 time series for one (tile) image. One has to process
326 such tiles (that is, 7,511,040,000 individual time series) in a day before new
images arrive.

2.4 Mixture Models

Mixture models are widely used in clustering and semi-supervised learning. In
this section, we present a Gaussian Mixture Model (GMM) based clustering
algorithm. GMM based clustering consists of two subproblems. First, we have
to estimate the model parameters. Second, we need to estimate the number of
components in the GMM.
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2.4.1 Estimating the GMM Parameters
First we solve the model parameter estimation problem by assuming that the
training dataset Dj is generated by a finite GMM consisting of M components.
If the labels for each of these components were known, then problem sim-
ply reduces to usual parameter estimation problem and we could have used
MLE. We now describe a parameter estimation technique that is based on the
well-known expectation maximization (EM) algorithm. Let us assume that each
sample xj comes from a super-populationD, which is amixture of a finite number
(M) of clusters, D1, . . . ,DM, in some proportions α1, . . . ,αM, respectively,
where

∑M
i=1 αi = 1 and αi ≥ 0(i = 1, . . . ,M). Now we can model the data

D = {xi}ni=1 as being generated independently from the following mixture
density.

p(xi|
) =
M∑
j=1

αjpj(xi|θj) (7)

L(
) =
n∑
i=1

ln

⎡
⎣ M∑
j=1

αjpj(xi|θj)
⎤
⎦ . (8)

Here, pj(xi|θj) is the pdf corresponding to the mixture j and parameter-
ized by θj, and 
 = (α1, . . . ,αM, θ1, . . . , θM) denotes all unknown param-
eters associated with the M-component mixture density. The log-likelihood
function for this mixture density is given in (8). In general, Eq. (8) is dif-
ficult to optimize because it contains the ln of a sum term. However, this
equation greatly simplifies in the presence of unobserved (or incomplete)
samples. We now simply proceed to the EM algorithm, interested reader can
find detailed derivation of parameters for GMM in Bilmes (1997). The EM
algorithm at the first step maximizes the expectation of the log-likelihood
function, using the current estimate of the parameters and conditioned upon
the observed samples. In the second step of the EM algorithm, called maxi-
mization, the new estimates of the parameters are computed. The EM algorithm
iterates over these two steps until the convergence is reached. For multi-
variate normal distribution, the expectation E[.], which is denoted by pij, is
the probability that Gaussian mixture j generated the data point i, and is
given by:

pij =
∣∣∣�̂j

∣∣∣−1/2
e

{
− 1

2 (xi−μ̂j)
t�̂−1

j (xi−μ̂j)
}

∑M
l=1

∣∣∣�̂l

∣∣∣−1/2
e

{
− 1

2 (xi−μ̂l)t�̂
−1
l (xi−μ̂l)

} (9)

The new estimates (at the kth iteration) of parameters in terms of the old
parameters at the M-step are given by the following equations:
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α̂kj = 1

n

n∑
i=1

pij (10)

μ̂k
j =

∑n
i=1 xipij∑n
i=1 pij

(11)

�̂k
j =

∑n
i=1 pij(xi − μ̂k

j )(xi − μ̂k
j )
t

∑n
i=1 pij

(12)

2.4.2 Clustering
Once the GMM is fitted to the training data, we can use the model to predict
labels for each cluster. The assignment of label is carried out using the ML
procedure. The discriminant function g(.) given byML principle is as following:

gi(x) = − ln |�i| − (x− μi)
t|�i|−1(x− μi) (13)

For each pixel (feature vector), we assign a cluster label i, if gi(x) is
maximum over all cluster labels.

2.4.3 Big Data Challenges
The computational complexity of GMMmodel fitting depends on the number of
iterations and time to compute expectation (E) and maximization (M) steps. Let
us assume that size of training dataset size isN, and the number of components is
M, and the dimensionality is d. Then the cost of E- and M-steps are O(NMD+
NM) and O(2NMD), respectively, at each iteration. On the other hand spatial
extension (Vatsavai et al., 2007) incurs additional cost of iterative conditional
mode (ICM) step.

2.4.4 Handling Big Data Challenges
We developed an efficient solution for GMM based spatial semi-supervised
learning in Vatsavai et al. (2007). We have also parallelized GMM clustering
algorithm on GPUs. Initial results on GTX285 with 240 CUDA cores and 1 GB
memory shows excellent scalability of 160× on learning part. Learning part is
typically computationally expensive and less I/O intensive, as we have to deal
with small training data which is typically 3–5% of the total data. However,
for clustering (Eq. 13), that is assigning label to each pixel in the image, the
performance is suffered by I/O as we have to deal with 95–97% of the total
data. The main reason being that the computational requirements of clustering
are modest (Eq. 13), as compared to the learning, but the number of samples to
process are huge. We need efficient I/O schemes to scale-up clustering for large
datasets.
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3 APPLICATIONS

In this section, we present a diverse but representative set of applications dealing
with big spatial data.

3.1 Biomass Monitoring

Monitoring biomass over large geographic regions for identifying changes is an
important task in many applications. With recent emphasis on biofuel develop-
ment for reducing dependency on fossil fuels and reducing carbon emissions
from energy production and consumption, the landscape of many countries
is going to change dramatically in coming years. Already there are several
preliminary reports that address both economic and environmental impacts of
growing energy crops. In the United States, continuous corn production is
becoming a dominant cropping pattern as more and more soybean and wheat
rotations are replaced by continuous corn production. It is also expected that
more and more pasture lands will be converted to Switchgrass in the coming
years, which may positively impact climate change because of its superior
carbon uptake properties. These changes are not limited to the United States
alone. Developing countries like India, the rural areas are facing increasing
demand for energy. It is expected that energy crops like Jatropha curcas are
going to be widely planted in Asian countries. Recent FAO report (Brittaine
and Lutaladio, 2010) indicates a threefold increase in the area planted to jatropha
from 4.72 in 2010 to 12.8 million ha by 2015.

Monitoring biomass over a large geographic region requires high temporal
resolution satellite imagery. The launch of NASA’s Terra satellite in December
of 1999, with the MODIS instrument aboard, introduced a new opportunity
for continuous monitoring of biomass over large geographic regions. MODIS
data sets represent a new and improved capability for terrestrial satellite remote
sensing aimed at meeting the needs of global change research (Justice et al.,
1998). MODIS land products are generally available within weeks or even days
of acquisition and distributed through the EROS Data Center and are currently
available free of charge. The availability of multi-temporal MODIS imagery
has made it possible to study plant phenology, quantitatively describe NPP
patterns in time and space, and monitor and map natural resources at regional
and global scales. MODIS allows users to identify vegetation changes over time
across a region and estimate quantitative biophysical parameters, which can
be incorporated into global climate models. Even though several cumulative
vegetation indices can be found in the literature,MODISNDVI temporal profiles
are widely used in studying plant phenology.

Since data at global scale is difficult to handle, MODIS data is organized into
tiles of 10◦ × 10◦ (4800× 4800 pixels). Though there are 460 daily MODIS tile
products available, we need to process 326 products, which contain land pixels.
At daily temporal resolution,MODIS time series contains about 3600data points
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(at each pixel location). Often the computational complexity of change detection
algorithms is very high, for example, GP learning presented in the Section 2.3
is O(n3) and O(n2), where n is the number of data points in each time series. In
addition, we need to process about 7,511,040,000 time series in a day, where
each time series contains 3600 data points, before new set of MODIS data
products arrive. In addition to finding changes, we also need to characterize
changes using high-resolution satellite image products, which put tremendous
constraints on computational resources. More details about a scalable biomass
monitoring system can be found in Vatsavai (2009) and Chandola and Vatsavai
(2011a,b).

3.2 Complex Object Recognition

Most of the pattern recognition and machine learning algorithms are
per-pixel based (or single instance). These methods worked well for thematic
classification of moderate and high-resolution (5 m and above) images. Very
high-resolution (VHR) images (submeter) are offering new opportunities
beyond thematic mapping, they allow recognition of structures in the images.
For example, consider the problem of settlement mapping (Graesser et al.,
2012). The high rate of urbanization, political conflicts and ensuing internal
displacement of population, and increased poverty in the twentieth century
has resulted in rapid increase of informal settlements. These unplanned,
unauthorized, and/or unstructured homes, known as informal settlements,
shantytowns, barrios, or slums, pose several challenges to the nations as these
settlements are often located in most hazardous regions and lack basic services.

Though several World Bank and United Nations sponsored studies stress
the importance of poverty maps in designing better policies and interventions,
mapping slums of the world is a daunting and challenging task. VHR images
provides the ability to distinguish informal settlements from formal settlements.
However, per-pixel based methods do not work well for VHR images (sub-
meter). The main problem being that the pixel size (less than meter) is too
small as compared to the object size (10 s of meters) and contains too little
contextual information to accurately distinguish between given set of pixels. As
shown in Fig. 2, often do not provide sufficient discrimination power between
classes. One way to alleviate this problem is to consider a bigger window or
patch consisting a group of adjacent pixels, which offers better spatial context
than a single pixel. Unfortunately, this makes all well known per-pixel based
classification schemes ineffective. Multi-instance learning approaches might be
useful in moving from pixel-based or object-based structure recognition in VHR
images, but computational complexity is too high to be practically applied for
global settlement mapping.

Now, let us consider the problem of identifying complex facilities (e.g.,
nuclear facilities, thermal power plants; Vatsavai et al., 2010) in VHR images. As
can be seen from Fig. 3, thematic classification is designed to learn and predict
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FIGURE 2 Problems with pixel-based pattern recognition methods.

A B C

FIGURE 3 Thematic versus semantic classes. (a) FCC image with thematic class labels (B, build-
ings; C, crop; F, forest). (b) Thematic classified image (B, buildings; C, crop; F, forest). (c) FCC
image with semantic labels (S, switch yard; C, containment building; T, turbine generator; CT,
cooling tower).

thematic classes such as forest (F), crops (C), buildings (B), etc., at pixel level.
However, such thematic labels are not enough to capture the fact that the given
image contains a nuclear power plant.What is missing is the fact that the objects,
such as switch yard (S), containment building (C), turbine building (T), and
cooling towers (CTs) have distinguishing shapes, sizes, and spatial relationships
(arrangements or configurations) as shown in Fig. 3c. These semantics are not
captured in the traditional pixel- and object-based classification schemes. In
addition, traditional image analysis approaches mainly exploit low-level image
features (such as, color and texture and, to some extent, size and shape) and
are oblivious to higher level descriptors and important spatial (topological) rela-
tionships without which we cannot accurately discover these complex objects or
higher level semantic concepts. Figure 4 shows four different images (baseball
and football fields, two residential neighborhoods) where they share common
objects, for example, grass and soil across baseball and football fields, and two
(economically) different neighborhoods where in one neighborhood buildings
are colocated with cars (parked on the road) while in the other builds are
collocated with swimming pools. Both pixel- and object-based methods often
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FIGURE 4 Example images sharing similar objects (e.g., grass, buildings, roads, cars, water) but
entirely different global labels. (a) Baseball field. (b) Football field. (c) Building + car. (d) Building +
swimming pool.

fails to capture these complex relationships. Future research requiresmodels that
explicitly learn complex spatial relationships among the objects to accurately
predict semantic classes and scale to big VHR image collections.

3.3 Climate Change Studies

The big data challenge is rising to be among the major concerns in furthering
our understanding of climate science and translating the science to information
relevant for impacts and policy. Here we show, through specific examples drawn
primarily from our prior work, how the complexity, size, and heterogeneity of
the climate data and corresponding solutions from the data and computational
sciences have the potential to transform the field.

The Intergovernmental Panel on Climate Change, in their Nobel Prize
winning Fourth Assessment Report (AR4) in 2007, primarily used simulations
from the Coupled Model Intercomparison Project Phase 3 (CMIP3), in addition
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to observations, to support two major hypotheses: First, global warming is real,
and second, human emissions of greenhouse gases are to blame. The CMIP3
multi-model archives, which started at tens of terabytes, have grown to a few
hundred terabytes since. The latest generation, or CMIP5 models have finer
spatial resolutions (number of longitudes and latitudes) compared to that of
CMIP3 (Taylor et al., 2012). The CMIP5 model archives have already reached
the petabyte scale and are expected to grow to beyond a couple of petabytes. The
size of remotely sensed data is beginning to catch up as well.

Some of the CMIP5 models have incorporated additional physics, carbon
cycle feedback, dynamic land vegetation, atmospheric chemistry, and biogeo-
chemistry in order to generate credible future climate projections at smaller
spatial scales (Taylor et al., 2012). However, an intercomparison study of
CMIP3 and CMIP5 models at regional and seasonal scales reported little
changes in the mean climatology and variability of historical skills and con-
sensus among models (Kumar et al., 2014a). Figure 5 illustrates difference
in projection maps of seasonal mean precipitation at the end of this cen-
tury (2070–2099 vs. 1970–1999) from an ensemble of 11 model pairs from
both generations. It can be observed that the spatial patterns of dry and wet
biases from both generations of models have not change significantly. Similar
studies on extreme precipitation (Kumar et al., 2014b) and wind extremes
(Kumar et al., 2014a) have not shown improvements in the performance of
CMIP5 models (Kumar et al., 2014b).

According to a recent article (Overpeck et al., 2011) in Science magazine,
climate-related data is expected to reach about 350 petabytes by the 2030s, with

Bias (Model- Observation) (mm/day)

−1.0 −0.6 −0.2 0.2 0.6 1.0−1.0 −0.6 −0.2 0.2 0.6 1.0

−1.0 −0.6 −0.2 0.2 0.6 1.0−1.0 −0.6 −0.2 0.2 0.6 1.0

FIGURE 5 Difference in projection maps for multi-model ensemble seasonal precipitation mean
[December–January–February (top panel) and June–July–August (bottom panel)]. Eleven pairs of
CMIP3 (left panel) and CMIP5 (right panel) models were used to generate the spatial maps.
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about half of that contributed by models, a bit less than half by remote sensing
data, and the rest from in situ sensors. The focus of climate science, meanwhile,
has been shifting more towards the regional or even local scales, with a view to
consequence assessments and informing adaptation decisions. This has in turn
motivated regional climate modeling runs as well as statistical downscaling,
which could result orders of magnitude increase in data size. In addition,
stakeholders from multiple sectors and policy makers are specifying to perform
climate change impact assessment at regional-to-local scales over a planning
horizon of 0–30 years (decadal time scales). Uncertainties in future climate
projections arise primarily from three sources: model response uncertainty
(due to the lack of understanding of physics), scenario uncertainty (inadequate
knowledge about how much greenhouse gas will be emitted in the future),
and climate natural variability (sensitivity to initial conditions). Uncertainties
resulting from climate intrinsic variability dominate at smaller spatial scales
and over the 30-year-time horizon. Figure 6 illustrates how spatial patterns
of changes in mean annual precipitation in 2030s (2020–2040) with respect
to historical climatology (1986–2005) differ just because of different initial
conditions. The results were generated from only one climate model, National
Climate Atmospheric Research Community Climate System Model (CCSM4)
but for four initial conditions.

Even though these are outputs from the same model, we observe a complete
change in sign for the mean annual precipitation (dry vs. wet patterns) over sev-
eral regions: parts of the United States, Australia, Amazonia, Southern Africa,
Southeast Asia, and India. The existing climate change impact assessment

−0.5 −0.3 −0.2 0.20.0 0.3 0.5

−0.5 −0.3 −0.2 0.20.0 0.3 0.5

−0.5 −0.3 −0.2 0.20.0 0.3 0.5

−0.5 −0.3 −0.2 0.20.0 0.3 0.5

FIGURE 6 Spatial patterns of changes in annual mean precipitation for 2030s (2020–2040) with
respect to historical climatology (1986–2005) for four initial conditions from CCSM4 model.
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studies employ outputs fromone or an ensemble of climate models but only from
one initial condition. Presently we lack a coherent framework to perform climate
change impact assessment at regional scales over 0–30 years that considers
climate model output from all models, all initial conditions, and all greenhouse
gas emissions scenarios.

In addition to the sheer size, the complexity of climate data contributes to
computational and data science challenges (Ganguly and Steinhaeuser, 2008).
While data mining or even machine learning methods and principles were
originally developed for independent and identically distributed data, the areas
of time series, spatial and spatiotemporal data mining partly emerged as a
response to the growing challenge of finding interesting and novel patterns from
correlated but massive data.

Time series analysis and forecasting in statistics typically starts with an
examination of the dependence structure, for example, through the autocorre-
lation function, while signal processing starts with the power spectrum which
is a representation of the dependence structure in frequency space and hence
a Fourier transform of the autocorrelation function. Spatial and spatiotemporal
statistics rely on the fundamental notion that values closer to each other in time
or space are more closely related to each other, with due considerations for sea-
sonality and low frequency components. In fact, the first law of geography states
that all things being equal things closer to each other are more closely related.

The fundamental principles of time series, spatial and spatiotemporal
data mining often rely on the same basic principles, for example, auto- or
cross-correlation, in space and/or time. Thus, regression andweighted regression
techniques need to be adapted through geographical weights or spatial and
temporal constraints, leading to numerical and computational challenges. For
climate data and processes, however, the situation grows worse. Some the key
challenges are as follows:

1. The dynamical climate system exhibits interconnections and dependence
structures that may often only be observed as teleconnections and captured
through nonlinear correlation measures (Khan et al., 2006) or graphical
dependence structures (Kawale et al., 2011), including complex networks
(Steinhaeuser et al., 2012) or probabilistic graphs (Chatterjee et al., 2012).

2. Climate processes operate at multiple scales, from the intraseasonal scales
of the Madden–Julian Oscillation to the interannual El Nino Southern
Oscillation all the way to the Atlantic Multidecadal Oscillation, just as a few
examples. The processes can vary across not just time but also spatial scales,
which enhance the challenge. From a computational and data perspective,
the multiscale behavior of the climate system makes the combinatorics for
dependence and prediction structures significantly more complex.

3. Climate processes are nonlinear dynamical, and may even exhibit chaos or
extreme sensitivity to initial conditions, while the variability in the data may
be non-Gaussian, even showing noise.
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4. Climate projections and attributions are typically desired for the longer
term (decadal to century scales), which implies uncertainties owing to
socioeconomic changes, technological policies, and mitigation regulations.

5. The problems of interest in climate are typically changes at regional scales
or for the extremes (Das et al., 2012; Kao and Ganguly, 2011), which makes
the data and computational challenges harder.

6. Uncertainty quantification becomes amajor challenge (Ganguly et al., 2009)
owing to non-stationarity, nonlinear dynamics and long projection lead times
with high precision.

7. The consequence of climate change are felt on critical infrastructures and
key resources, which implies the need to bring together climate analysis
results together with impact-relevant data, for example, through geographi-
cal information systems. As climate related hazards and impacts on natural
and human systems become more common, the detection of change under
non-stationarity and nonlinearity becomes a major concern. Thus, civil and
water resources engineers, who work with intensity–duration–frequency
curves for designing hydraulic infrastructures or for water resources deci-
sions, would need to consider the changes on the very basis of their design
or planning decisions (Kao and Ganguly, 2011).

Computational data sciences can help the science of climate change and impacts
in multiple ways. Climate science can benefit from pattern discovery process
assessment, analysis and uncertainty characterization, as well as enhanced
predictions, particularly at regional scales and for extremes. The translation
to impacts, adaptation and vulnerability can especially benefit from precise
projections with comprehensive uncertainty characterizations.

4 CONCLUSIONS

Big spatiotemporal data, though opening up new applications, poses several
unique challenges. New approaches are required to overcome both computa-
tional and I/O challenges, and new models that explicitly model spatial and
temporal constraints efficiently. Further research is required in the area of
compression and sampling. Especially there is a great need for integrating
spatial data mining workflows with modern computing infrastructure like cloud
computing, in situ (Klasky et al., 2011), data spaces (Docan et al., 2010), and
the like.
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ABSTRACT
Experimental computational simulation environments (e.g., Galas, 2014) are increasingly
being developed by major financial institutions to model their analytic algorithms; this
includes evaluation of algorithm stability, estimation of its optimal parameters, and the
expected risk and performance profiles. Such environments rely on big data analytics
(e.g., McAfee and Brynjolfsson, 2012), as part of their software infrastructure, to enable
large-scale testing, optimization, and monitoring of algorithms running in virtual or real
mode.

At UCL, we believe that such environments will have a profound impact on the
way research is conducted in social sciences. Consequently, for the last few years, we
have been working on our DRACUS system, a state of-the-art computational simulation
environment, believed to be the first available for academic research in Computational
Finance, specifically Financial Economics. As part of the DRACUS project, we work to
support simulations in algorithmic trading, systemic risk, and sentiment analysis.

Keywords: Computational simulation environments, Financial software systems, Big
data analytics

1 INTRODUCTION

Although we have learned how to store and search through large volumes
of information, such knowledge does not solve the inherent analytic problem
itself. Scientists need environments that will allow them to efficiently perform
large-scale experiments and analytical tasks, rather than simply store and
search through data. This is particularly apparent in social sciences, especially
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Econophysics (e.g., Mantegna and Stanley, 1999) where economic processes
are modeled and described with respect to their performance on large volumes
of data.

To effectively conduct research in finance and economics, one needs suitable
models of trading agents (traders, banks, households, etc.) andmarket exchanges
(to facilitate the exchange of assets). Trading agents can be modeled on various
levels of abstractions: from individual traders (or their strategies) to financial
institutions, banks, or economies (of entire nations). These models are typically
represented from the order-book perspective, to track the money-flow process.

Furthermore, due to the possibility of tracking interactions between multiple
active elements, the multiagent simulation framework (e.g., Luke et al., 2004)
is considered particularly suitable for socioeconomic-financial simulations.
Multiagency can be generally represented in a twofold manner, as either a set of
completely independent agents coexistingwithin a given environment (with a set
of behavioral policies triggering actions and reactions from the environment) or
a set of behavioral policies triggered externally by the environment to simulate
multiagency.

When put together, the ideas introduced above create a rich sociofinancial-
economic framework for academic experiments. In the following sections, we
will provide more details of such framework, including (a) the key concepts in
big data analytics (BDA), (b) the typical templates for socioeconomic-financial
simulations, (c) the software infrastructure for social sciences, (d) the market
simulators for financial economics, and (e) the DRACUS platform, an example
of big data environment for analytics and simulation in social sciences.

2 BIG DATA ANALYTICS

Most social scientists lack the computer skills required to handle large amounts
of data. Consequently, the experimental computational simulation environments
are designed to embed the low-level big data functionalities to enable the
researchers to focus on the core analytic tasks. The following section outlines
such low-level big data components.

BDA was created to handle data volume, velocity, and variety and is
concerned with analysis of large databanks of information. The concept of
volume is the most straightforward and is related to the fact that real-life
analytic model needs to be able to handle large volumes of data. The concept of
velocity is related to the rate at which new data arrive and need to be analyzed
by the model. Finally, the concept of variety is related to the various forms
of data analyzed by the model, e.g., unstructured data, time-series data, text,
audio/video, or geolocation data. The Hadoop Technology Stack (Fig. 1) is a
particular implementation of the BDA concept and enables reliable, scalable,
distributed computing. This technology stack is built out of the following set of
components.
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FIGURE 1 Hadoop Technology Stack (http://hadoop.apache.org/).

Core components: there are three core components of Hadoop, namely: (a)
the HDFS (Hadoop Distributed File System) providing distributed storage, (b)
MapRecude for distributed data retrieval/processing, and (c) YARN/MR2 (Yet
Another Resource Negotiator) for distributed scheduling. The HDFS is capable
of dividing data into blocks and distributes such blocks over the cluster. It is
also capable of data replication of blocks for fault tolerance. The MapRecude
is a two-step process (involving a mapper and a reducer), where the mapper is
responsible for finding the required data in the cluster and the reducer processes
the data.

Cluster management1: Zookeeper is a distributed service coordinator that
enables synchronization of services in the cluster. It also provides Hadoop with
a central management point. Oozie is a workflow library that enables Hadoop to
automate workflow between different elements of the technology stack. Ambari
enables provision of services to the cluster; e.g., installation, monitoring, and
services control across all the nodes in the cluster.

Data access2: the Hive technology enables SQL-like queries rather than Java
programming of MapReduce. Pig is another element of Hadoop stack, which is
a high-level data flow language to pull data out of the cluster. Both Hive and
Ping run MapReduce in the underlying layer and provide Hadoop with flexible
ways to retrieve data. Hadoop is also naturally scalable due to the underlying
cluster structure.

1. http://zookeeper.apache.org/; https://oozie.apache.org/; http://ambari.apache.org/.
2. http://hive.apache.org/; http://pig.apache.org/.

http://hadoop.apache.org/
http://zookeeper.apache.org/
https://oozie.apache.org/
http://ambari.apache.org/
http://hive.apache.org/
http://pig.apache.org/
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Data storage3: HBase is based on Google’s big table, while Cassandra is
based on Amazons dynamo data storage. Both are column-oriented NOSQL
databases wrapped around the HDFS technology.

Data utilities4: HCatalog (now part of Hive) is a metadata table and storage
management system that enables creation of shared schemes for consistent view
of data. Lucene is designed for full text pattern searching (wildcards, phrases,
etc.). Hama is designed for box synchronous processing. Crunch is designed for
running MapReduce pipelines (map, shuffle, reduce combine).

Data serialization5: Avro and Thrift are designed for data exchange and
storage where Avro is a more general framework, while Thrift is language
agnostic and can enable serialization and deserialization of data for different
languages, e.g., Java/C++.

Data intelligence6: Mahout is a general machine learning library for data
analytics, while Drill is designed for interactive analysis on nested data.

Data integration7: Sqoop is designed to integrate Hadoop with relational
systems (e.g., for archiving or post analysis), and Flume and Chukwa are
frameworks for real-time log processing, enabling forwarding of data to Hadoop
and analysis of logs in real time.

To summarize, BDA helps to explain large volumes of different types of
data at a significant processing rate. BDA enables to process previously ignored
information that, if correctly analyzed and interpreted, may be business critical.
It helps to find insight in new emerging types of data, or deeper insight in
already existing data sets. Finally, BDA can be considered a platform for data
mining/information retrieval and, when extended, can be used to form an experi-
mental computational simulation environment for, e.g., sociofinancial-economic
problems.

3 SOCIOFINANCIAL-ECONOMIC SIMULATIONS

The concept of BDA can be taken further not only to serve the purpose of finding
interesting statistical relations between data but also to support observations
of behavior of analytical models (while they interact with physical processes
unraveling in streamed or stored data). One can identify a set of simulation
templates suitable for modeling with use of socioeconomic-financial data. Such
simulation templates (e.g., Galas, 2014) can be described as follows:

Free-Run: This is a process of simulation on-the-fly, with results being
generated on the basis of newly provided input parameters, as soon as they

3. http://hbase.apache.org/; http://cassandra.apache.org.
4. http://lucene.apache.org/core/; https://hama.apache.org/; http://crunch.apache.org/.

5. http://avro.apache.org/; http://thrift.apache.org/.
6. https://mahout.apache.org/; http://incubator.apache.org/drill/.

7. http://sqoop.apache.org/; http://flume.apache.org/; https://chukwa.apache.org/.
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appear. A key property of the free-run process is the fact that the investigated
model cannot affect the input data and consequently the environment in which it
resides (the sandbox effect, a lack of the feedback loop to the environment). This
property is the main differentiator between the free-run and the actual execution
of the model.

Back-Test: This is a process of simulation on the basis of historical records of
event occurrences. The goal of the process is to observe a potential behavior of a
model in the past, to eliminate any unexpected and disadvantageous behaviors,
and to maximize the impact of advantageous behaviors in the future. Further-
more, the back-test processes are used for model tuning and for estimation of
model behaviors.

Stress-Test: While the back-test can be considered a walk over the historic
“expected data circumstances,” the stress-test is a process of simulation on
the basis of “abnormal (highly unexpected) data circumstances.” The goal of
such process is to estimate and improve the model’s susceptibility to such data
circumstances.

Forward (Monte-Carlo)-Test: This is a process of simulation on the basis of a
synthetic data generated formultiple, alternative, scenariosmost commonlywith
use of a form of a linear drift and an element enforcing stochastic process. Often
the scenarios are generated with parameters for the drift and stochastic process
estimated from the historic data to enforce continuity between the history and
the potential future scenario. This approach is used to estimate themost probable
statistical distribution of future scenarios and consequently the most prob-
able statistical distribution of model behaviors. This approach can also be
used to bind the model within the most advantageous thresholds of future
scenarios.

Sensitivity-Test: This is a process of model simulation on the basis of a
synthetic data of different time and values granularity that allows estimation
of models’ sensitivity characteristics: susceptibility to the minimal changes in
such data granularities. This approach is used to evaluate the most optimal range
of the data granularity for the model, as well as the boundaries within which the
model exhibits the expected behavior.

Optimization: This is a process of runningmultiple disconnected simulations
with use of the same model but on the basis of different model parameters, with
a goal to maximize or minimize an outcome of a simulation measured by the
utility function of the model. The key feature of optimization is a possibility of
repetitiveness of an achieved outcome. Given that the free-run, the back-test, the
stress-test, the forward-test, and the sensitivity-test are all forms of simulation,
they can be used as an underlying process for optimization (with an exception
that different goals of an outcome for each type of simulation are expected).

Multiagent simulation: All the mentioned types of simulations and optimiza-
tion can be performed on a single-agent model or a multiagent model. Typically,
a single-agent model implies that the model itself is the only active element in
the simulation that reacts to the stimuli generated by the simulation process. In
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a multiagent simulation, the model is an aggregate of the active elements being
active and reactive to the simulation process and the rest of the active elements
in the model.

4 SOFTWARE INFRASTRUCTURE FOR SOCIAL SCIENCES

The simulation classes identified in previous sectionmay, apart from the Hadoop
Technology Stack, require a broader software infrastructure support (e.g., for
information streaming, processing, simulation controlling, monitoring, or user
interaction). Such infrastructure is described below.

Effective large-scale analytics and simulation require sufficient software
infrastructure to support the intended statistical tasks. A variety of related work
concerning financial data and environmentswere identified in both academia and
the industry. They can be grouped into (a) Financial Data Streaming and Market
Information Services, (b) Complex Event Processing Engines, (c) Analytical
Tools and Business Intelligence, (d) Experimental and Simulation Environ-
ments, and (e) Trading Platforms for Manual and Algorithmic/Automated
Traders. These are reviewed below.

4.1 Financial Data Streaming and Market Information Services

Anumber of papers survey the data sharing services, such as themarket informa-
tion services, or the messaging systems, and the large-scale live data streaming
of financial data (e.g., Ainsworth, 2009; Andrade et al., 2009). The major
academic platforms for financial and economic data are the Wharton Research
Data Services,8 which provides web-based, terminal-based, and programmatic
access to its resources for data mining.

The major commercial platforms for financial data are the Bloomberg9 and
the ThomsonReuters10 platforms. Both are capable of streaming large quantities
of data in either live or historical mode, and both architectures provide big data
storage on the server-side and buffering capabilities on the client-side. Apart
from the data streaming, both platforms provide basic data analytics on the
client-side and charting functionalities for data visualization.

4.2 Complex Event Processing Engines

Complex event processing (CEP) engines are capable of processing events
organized in an SQL-style type of queries, constructed on the basis of table-like
buffers created and maintained in near-real time. CEP technologies can

8. https://wrds-web.wharton.upenn.edu/wrds.
9. http://www.bloomberg.com.
10. http://www.thomsonreuters.com.
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be considered general analytical tools best utilized for the purpose of the
on-the-fly monitoring and analytical calculations (e.g., Chandramouli et al.,
2010; Luckham, 2008).

Prominent commercial CEP engines include StreamBase11 and StreamIn-
sight.12 Both systems offer SQL-like languages to query events on-the-fly. Open
source systems also exist with Esper13 being well regarded.

4.3 Analytical Tools and Business Intelligence

Analytical tools are the mainstay of science and engineering, spanning sta-
tistical libraries, data mining frameworks and machine learning toolkits (e.g.,
Gangadharan and Swami, 2004; Khan and Quadri, 2012).

Well-known general-purpose analytical toolkits areMatlab, R,Mathematica,
SPSS, and SAS. Their design supports access to historical and live sources, and
quantitative data manipulations on the processed data. Matlab, R, and Mathe-
matica can be considered lower-level platforms, providing rich environments
consisting of libraries of application-specific analytical functions where users
can code in the platform-specific languages. R and Mathematica focus mainly
on historical data analytics, although limited event analytics is also possible.
SPSS and SAS can be considered higher-level analytical platforms with a strong
support for machine learning and data mining functionalities.

Well-known analytical libraries include the Numeric Algorithms Group14

which provides a variety of numerical libraries, compilers, and visualization
tools for engineering, scientific, and research applications. Likewise, machine
learning frameworks, usually available on an open-source basis, includeWeka15

and Encog.16

4.4 Experimental and Simulation Environments

Computing clouds, grids, and clusters are often utilized as experimental environ-
ments for running simulations, to model data and to calibrate models, especially
for large-scale financial analytics (e.g., Bullock, 2011). Various commercial
environments exist, with the most prominent being Google Cloud Services,17

Amazon Web Services,18 and Microsoft Azure Cloud.19

11. http://www.streambase.com.
12. http://msdn.microsoft.com/en-us/library/ee362541.aspx.

13. http://esper.codehaus.org.
14. http://www.nag.co.uk.
15. http://www.cs.waikato.ac.nz/ml/weka.
16. http://www.heatonresearch.com/encog.
17. http://www.google.com/enterprise/cloud/index.html.
18. http://aws.amazon.com/.
19. http://www.windowsazure.com/en-us.
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All major universities provide experimental environments of these types. For
example, UCL currently hosts three research computing facilities: the Legion
Cluster, the Unity SMP, and the Condor Pool.20

4.5 Trading Platforms for Manual and Algorithmic Traders

Trading platforms are systems capable of supporting manual and algorithmic
traders. Such systems typically support data provision, visualization and data
analytics, and the forwarding of trades to exchanges. More sophisticated trading
platforms also support risk management and posttrade analysis and provide
an API for implementation of trading models. Major banks and hedge funds
typically have proprietary trading platforms. There are also vendor platforms,
such as MetaTrader, TradeStation, and X-Trader among others, and even open
source systems, e.g., Marketcetera.

The majority of academic research on algorithmic trading (AT) is devoted
to data analytics, algorithms for forecasting, pricing, and risk. Significantly
less academic work investigates the trading platforms and the trade-support
infrastructure (e.g., Galas et al., 2012).

4.6 Social Media Platforms for Sentiment Analysis

Social media platforms are analytic systems designed to aggregate, process,
and analyze large quantities of publicly available social data including, i.e.,
RSS feeds and web blogs. These types of platforms are capable of supporting
analysis of data, data modeling and monitoring as well as model simulation and
evaluation. This includes social pattern recognition, data mining, and predictive
analytics. Platforms and services for social analytics are being provided by
Thompson Reuters, Google, and SAP among other vendors.

Academic research investigates numerous areas of social analytics.While the
early research focused on the basic relationships between social features, e.g.,
brand recognition and its relationship with financial performance of companies
(e.g., Yoon et al., 1993) later research focuses on sentiment detection and anal-
ysis (e.g., Vovsha and Passonneau, 2011), technologies that support sentiment
analysis (e.g., Chua et al., 2009), and predictive influence that social data may
have, for example, on trading (e.g., Vincent and Armstrong, 2010).

When considered individually, the systems and technologies summarized
above are capable of providing partial, limited functionality for computational
simulation environment. Their strength, however, may be really appreciated
when combined together, as features of a large-scale experimental computa-
tional simulation environment for, e.g., social sciences.

20. http://www.ucl.ac.uk/isd/common/researchcomputing/services.

http://www.ucl.ac.uk/isd/common/researchcomputing/services
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5 MARKET SIMULATORS FOR FINANCIAL ECONOMICS
MODELING

When considering experimental computational simulation environments from
the perspective of simulation logic, one element appears to be central to most
of such simulations. The following section will discuss Market Simulators, the
central point in financial economics.

Within computational simulation environments an electronic market sim-
ulator (EMS) (e.g., Galas, 2014) can be defined as a software system that
provides a selection of functionalities of a physical exchange for the purpose of
transaction simulation. The selection of functionalities depends on the purpose
of simulation.

The users of such systems are interested in the simulation of individual
transactions or groups of transactions, for the modeling of action flows of such
systems, or for the modeling of behavior of the entire agent-trading ecosystems.
They may also be interested in improving the software architectures of trading
exchanges or in investigating the theoretical basis of the exchange theory (e.g.,
investigating game theory that may improve the process of the exchange of
goods or improve the management of systemic risk). Such systems allowed the
aspiring traders (e.g., students), to trade virtually and gain experience, without
losing real funds. AT institutions are using the simulated trading exchanges to
“fine-tune” their algorithms, before enabling them for real trading. Simulations
of exchanges provide users the chance to participate in a market, receive live
feeds, and monitor their profit or loss without the burden of bearing risks
associated with the real market trading.

The remaining part of this section will focus on the design and implemen-
tation of EMS architecture and a software service capable of providing such
functionality. It will introduce a simulation model that embodies the key features
of the electronic market exchange.

5.1 Simulation Types and Applications

Given all the various scenarios and applications, in which the EMS can be
utilized, we can differentiate four key models of simulators:

LIVE EMS for multiagent transaction simulation: The live, on-the-fly
exchange simulator that enablesmatching and execution of the participant–issued
order–instructions against the real or synthetic price quotes. The simulator
typically respects a major part of the standard communication protocol,
including the key types of the order instructions, the price quotes, and the
execution reports. Such a simulator is characterized by utilization of the
simplified version of the order validation and clearing functionalities, the lack
of logging functionality, the lack of auction functionality, and the simplified
version of accountancy and the P&L clearing modules. The order book and the
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price marker functionalities are also simplified. The key focus in the design of
this type of the EMS simulator is shifted to the exchange protocol.

EODEMS for end-of-daymultiagent transaction simulation: The end-of-day
model of the exchange simulator is similar to the live model in that it is able to
receive and send the on-the-fly events, indicating intent for transaction against
the real or synthetic price quotes. The execution model, however, is significantly
different in that the process of clearing, matching, and execution of all the
orders, accepted in a given day, is scheduled to happen only at the end of
the day. The only processing that happens live, in the on-the-fly mode, is the
process of order-parameter validation. At the end of the execution process, the
exchange generates the execution reports, indicating the state of transaction. One
significant difference here is the fact that only the full-order fills are possible.
Another significant difference is the fact that the orders are matched against the
one-day candle representation of an average price, rather than against the price
quotes (ticks).

While considering the case of the EOD EMS, a simplification in the execu-
tion protocol of that type of simulator is to enable the approximation of daily
execution. This is particularly useful for portfolio managers who seldom trade
intraday but are instead interested on a longer investment horizons. Furthermore,
this simulator is expected to not contain the auction functionality at all.

HISTORY-TEST EMS for single-agent historic transaction simulation: The
exchange simulator for back-tests differs significantly from the two previous
models in that it is designed to run on the historical time-series of price quotes
(ticks or higher granularity data, e.g., candlestick—open/high/low/close data
pattern) and is typically designed for a single participant/agent only. During,
e.g., the back-test process, the back-test manager retrieves (from a database) the
time-series of price quotes for required securities and feeds it synchronously
to both the participant’s API and the exchange simulator. The participant’s
API contains an AT strategy that is submitted to the back-test. The back-test
manager feeds individual quotes to both the functionalities and waits, after every
quote, for notification in case the strategy logic is to issue any orders. In case
orders are issued, the order instructions are entered to the exchange simulator
for immediate execution (during the execution, it is assumed that all the steps
in the exchange communication protocol are respected). After the matching
process is finished and the strategy receives order execution confirmation in
a form of an execution report, the back-test manager moves to the next feed
cycle, providing subsequent quote to the strategy and the simulator. This process
continues up until the point where the entire anticipated history of quotes is
exhausted.

The key simplification in this type of market simulator is the fact that the
feed cycles are executed on single threads and the threads are responsible for
running all the calculations in the simulator and the API (each simulation cycle
starts after the orders and the prices are provided for processing in the cycle).
The accountancy functionality requires only one account for the current user and
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no authentication is necessary. The utilization of any messaging functionality is
also minimized and the strategy is coupled directly with the exchange simulator.

LIVE EMS for multiagent financial system simulation: This is an order
vs. order simulator, which focuses on modeling and measuring responses of
trading agents to changing market circumstances (rather than focusing on
strictly following exchange protocol, as in case of the previously described
simulators). Consequently, the order book and the matching engine of the
simulator contain additional functionalities allowing introduction of market
shocks (e.g., Subrahmanyam and Titman, 2012), regime changes (e.g., Ang and
Timmermann, 2011), or influence of changes of trading parameters on an agent
behavior. This enabled themultiagent exchange simulations to supportmodeling
of large-scale group behavior of market participants. Since the number of
actively trading agents can be as high as a few hundred thousands, the simulator
needs to be able to handle large amounts of highly concurrent connections at
the same time. The authentication functionality however, as well as the range
or handled securities and order types, is significantly simplified. As latency
is not considered a key issue, the P&L calculation and tracing functional-
ities can be extended to provide more sophisticated methods of evaluating
participants.

HISTORY-TEST EMS for multiagent financial system simulation: this order
vs. order type of simulator is designed to model the entire ecosystem of
agents and exchanges over time. Rather than using one exchange simula-
tor, the back-test system utilizes a few exchanges with different execution
regimes, different execution parameters and with a possibility of introducing,
e.g., endogenous and exogenous shocks (e.g., Johansen and Sornette, 2010) to
the system. The entire system is submitted to either a back-test (over historic
data sets of price quotes stored in the database) or a stress-test (over a multiset
of synthetic time-series of price quotes), all to observe evolution of the system.

The accountancy functionality of the utilized simulators is significantly
simplified to hold basic trading statistics. The clearing or authentication func-
tionalities are also minimalistic. The order book and the matching engine
functionalities support only the most basic order instructions. In most cases, the
utilized simulators support only the end-of-day mode, since trading cycles may
be simplified not to incur overcomplicated functionalities. On the other hand,
such simulators can contain sophisticated stop functionalities or global risk and
market stability measures to support evaluation of the state of the ecosystem.

6 STATISTICAL SIMULATIONS OF AT MODELS

With an appropriate software infrastructure (supporting (a) various types of
simulation templates, and (b) access to large amounts of data and market
simulator functionality), we can now consider examples of models that are to be
submitted to the process of simulation. The following section is focused on the
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AT, which the author considers a great case study for socioeconomic-financial
modeling, due to its strong relations to statistics, machine learning, computer
science, and finance.

In electronic financial markets, AT (e.g., Treleaven and Galas, 2013;
Treleaven et al., 2013) is a field of computational finance that combines
different analytical techniques, among others (from statistics, machine learning,
physics, and economics) to create algorithms capable of taking, executing,
and administering investment decisions with optimal levels of profit and risk.
AT aims to automate one or more stages of the trading process, where the
stages can be defined as (a) pretrade analysis (data analysis, state of the world
analysis); (b) signal generation (decision-taking process, policy formation);
(c) trade execution (execution of actions, policy execution); and (d) posttrade
analysis (evaluation of results, utility analysis). Trade execution is subdivided
into two broad categories: agency/broker execution, when a system optimizes
the execution of a trade on behalf of a client, and principal/proprietary trading,
where an institution is trading on its own account. Historically, AT draws from
cybernetics and control systems by introducing one or more feedback loops into
the process; typically between posttrade analysis and pretrade analysis. Two
stages that are typically part of such feedback loops are money management
(asset allocation) and risk management.

A typical AT process may execute as follows: (1) during the pretrade analysis
stage, the trading model acquires and abstracts the information about the current
state of the financial markets and retrieves the most indicative (with respect to a
predefined utility function) set of features of analyzed data; (2) such indicators
are then utilized in the signal generation step, where the features are filtered by
a set of rules that define circumstances when a trading signal should occur; (3)
every time new market information arrives, it is streamed through the pretrade
analysis process and signal generation process; (4) in an instance the signal
generation process indicates that tradable opportunities exist in the model, a
signal is sent to the trade execution element responsible for generation of a set
of instructions to trade particular securities defined in the strategy; (5) to be
able to evaluate the utility of the executed transaction, the algorithm performs a
posttrade analysis.

Apart from the described stages, the more advanced strategies also utilize the
money management and the risk management elements, where (6) the money
management element allocates a specific amount of assets to each transaction
with an aim to maximize a utility of the model, (7) while the risk management
is responsible for minimizing risk of a loss and can also be expressed in a form
of a utility function.

The pretrade analysis: This aims to help trading strategies to take the most
optimal action at a specific time, given all the available information. Such
analysis forms a first step in the creation of trading decisions in a model. It
is a process of analysis of input data properties that leads to identification and
quantification of a set of data features on the basis of which strategies can take
their trading decisions. Such data features can be used to predict the future
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behavior of financial instruments (that the algorithmic system is intended to
trade), can be used to evaluate the levels of exposure/risk associated with the
financial instruments, and can be also used to calculate potential costs associated
with trading the financial instruments.

During this phase, the strategy may identify exploitable relationships
between various assets (rather than just features of one of the assets alone)
on the basis of which it may generate profitable transactions. Identification of
comovement patterns, in securities the strategy trades, can be considered one
type of data relationship that can be exploited to generate profit in AT.

The pretrade analysis is intended to improve indicativeness of the input data
in AT. Raw input data are assumed to seldom carry a desired degree of infor-
mation to support the decision-taking process. To improve the quality of data,
the pretrade analysis stage may be further divided into preprocessing, feature
selection, feature extraction, and feature cross-validation. The preprocessing
stage ensures that the raw data are denoised, detrended, normalized, etc., before
being considered further. The feature selection stage ensures selection of a set
of relevant statistical features of the preprocessed data. The feature extraction
stage ensures calculation and retrieval of the selected statistical features. Finally,
the feature cross-validation stage ensures that only the most indicative features
in a set are being used. Given such a list of strong indicators, a trading
algorithmmay start to form patterns out of the selected data features. The formed
patterns may then be utilized in signal generation and other decision-taking
processes. Formation of trade-exploitable patterns is often based on recognition
of co-relations between different features of the input data.

Data mining is a method of discovery of useful information in data and
is particularly applicable to this building block of an AT strategy. Finding
nonobvious patterns in data sets is comparable to identification of indicative
features relevant to trading strategies. The processes used for feature selection
and cross-validation are often similar in both fields.

The signal generation: stage is another building block of AT strategy. It is
responsible for generation of signals that define the behavior of a trading model,
on the basis of themost indicative features identified during the pretrade analysis
process. Trading strategies can be defined in terms of tasks (actions) they are to
perform. Such tasks are constrained by the given information, or more precisely
by the sets of features of the given information identified as influential during
the pretrade analysis process. When a given set of constraints is met, it defines
a signal for the execution of particular task of the strategy process, e.g., signal
for issuing orders or maintaining, closing, and rebalancing market positions.
Furthermore, the stage may also be responsible for the generation of support
signals for, e.g., risk management and money management.

There are two approaches to the process of the definition of behavior of
models that drive execution of risk management, money management, and
trade execution blocks of AT strategies, in the next time horizon. These are
the static and dynamic approaches. In the static approach, the behavior of a
model is defined once, typically in a form of a set of logic rules with thresholds,
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where the values of the thresholds can be optimized when the model no longer
passes the fitness test of its utility function. In the dynamic approach, the
definition of the behavior of a strategy is defined in a continuous manner during
a learning process.

From the perspective of the signal generation stage, Artificial Neural Net-
works and Support Vector Machines are able to model complex, nonlinear
relationships in data and therefore are particularly suitable for mapping data
inputs (in the form of the most indicative features identified during the pretrade
analysis process) to data outputs (in the form of signals that define the trading,
the risk and money management behavioral policy). Furthermore, Evolutionary
Algorithms are particularly suitable to the process of optimization of parameters
of static strategies. In case of a dynamic control system, the machine learning
approaches, i.e., the Reinforcement Learning methodologies, are particularly
applicable.

The trade execution: stage can be viewed as a process that defines optimal
execution of order instructions and transactions. After the trading signal has been
generated, the risk and transaction costs estimated and accepted, and the assets
allocated for a specific investment horizon, the execution functionality issues a
set of order instructions (of a specific type and with required parameters) and
manages the execution of orders (until successful or unsuccessful completion of
transactions). For best execution and to minimize the market impact, advanced
trading platforms provide a smart order routing functionality that allows the
division of large instructions into small, more optimal orders.

The posttrade analysis: stage is responsible for generation and evaluation
of results of the trading activity, such as the final execution price, the account
profit & loss (P&L), and the remaining margin. The results of such analysis are
then fed back to the pretrade analysis process and can be used to improve the
future actions of the strategy.

Themoneymanagement: (asset allocation) stage is a decision process respon-
sible for the division and assignment of available funds. The process can
be applied to a portfolio of orders, a portfolio of trading models managing
the orders, a portfolio of accounts managing funds of the trading models, a
portfolio of institutions managing the accounts, etc. Consequently, the process
is applicable to multiple levels of the AT abstraction.

The risk management: stage in some respects is similar to the asset allocation
approaches, where multiple levels of risk are identified and the risk features are
monitored to influence behavior of trading algorithms according to the generated
risk signals.

7 DRACUS

At this stage, the reader should have a clear view of the elements of experimental
computational simulation environment for financial economics, including an
overview of the structure of a potential AT model that can be submitted to
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simulation. The following section will describe UCL’s DRACUS environment,
an example implementation of the abstract idea of experimental computational
simulation environment.

DRACUS (DistRibuted Analytics, Control, & Utilities System) is an ana-
lytic environment, supported by a Hadoop-based computer cluster, designed
to run a set of simulation classes on social, financial, and economic data. The
environment is utilized in UCL for experiments in AT and Risk. UCL is now
extending DRACUS to support a range of single and multiagent simulations for
financial-economic experiments (e.g., simulations of systemic risk of banking
systems).

The remaining part of the section describes how a DRACUS simulation is
configured with use of a graph of models. It then describes how the internal
components of DRACUS support experiments with such configured simulation
and how different components interact together to make large amounts of
independent simulations possible.

The key elements of DRACUS ecosystem (Fig. 2) include (a) a Soft-
ware Development Kit (SDK) that provides (b) a set of predefined simulation
templates containing default models that users can customize, (c) a general
graph-based definition of simulation which involves various models being
connected to for a simulation, (d) a simulation executor that forms a test bed for
each instance of simulation and plays a role of information traffic control within
a simulation, (e) a job dispatcher for optimal utilization of cluster capabilities,
(f) data handlers, (g) compression, buffering, and conveying mechanisms, and
(h) distributed data storage and collocated job execution.

FIGURE 2 DRACUS ecosystem.
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7.1 Model Implementation and Deployment

To effectively use the DRACUS environment, the users are provided with a
library of abstract block models which they can customize. Particular instances
of blocks can be then linked together according to user’s needs. The environment
provides two types of models. The first type enables the model to generate
generic output in a form of time-series of information. The second type enables
the model to both generate output time-series and consume input-time series.
The DRACUS API defines a set of abstractions that enables the user to write
custom logic of such models. When the logic is ready, the user can utilize the
environment’s SDK to deploy such model to the cluster. The model then waits to
be organized in a simulation, together with othermodels. Eachmodel committed
to DRACUS has a unique ID that can be used in simulation definition.

7.2 Simulation Definition and Control

In order to start a simulation in the environment, the user needs to, firstly,
define the elements of the simulation and their interconnections as part of the
simulation. This may be perceived as a graph containing, but not restricted to a
data source, the model, or models that are to be simulated, an evaluator, and
a reporter. Such graph, when fully described and parametrized, can then be
deployed to the environment via the SDK. After deployment, the user is able
to control the state of the simulation by programmatically issuing commands to
the environment. This enables to start the simulation, stop it, pause it, or restart
it. The SDK also enables the user to check the progress of the simulation, or in
the instance where the simulation finished, to retrieve the summary report.

The environment is highly customizable, enabling the user to incorporate
(as part of the simulation definition graph) either the default versions of the
above described models or custom versions. This may, for example, enable the
user to have a custom version of the evaluator module, with its own simulation
evaluation statistics, or a custom version of data source with a specific way to
generate, e.g., synthetic data.

7.3 Simulation Executors

Every simulation in the environment can be described as an acyclic directional
graph of nodes (where directional edges describe the flow of information from
one node to another and nodes can be either roots, with only outflow edges, or
normal nodes with both inflow and outflow edges). This representation provides
a twofold benefit, it enables easy configuration for either single or multiagent
simulation execution, and it is an extremely flexible and reconfigurable way
of defining simulations. In order to execute such simulation in the cluster, the
graph requires a “simulation bed” that will allow the information to be sent and
received according to the definition of the graph, and even more importantly that
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will enforce the flow of time only in one direction. Such simulation bed, called
executor, can be considered an information traffic control during the course of
the simulation.

The DRACUS environment currently supports two types of executors: a
single-threaded executor and a multithreaded executor, with one thread per each
node. To enable communication between the nodes, each leave is represented as
a blocking queue, with the node threads reading and writing to/from it.

7.4 Job Distribution in the Cluster

All simulations committed by the user to SDK (to be executed in the DRACUS
system) reach the job manager at the cluster entrance point, which queues
simulations prior to dispatching them to a particular node on the cluster. The
role of the job manager is to ensure optimal utilization of the cluster so that all
the simulations can benefit from most of the available resources. This includes
management of available processing power, memory and access to stored data.
Given that most simulations are designed to run on long time-series of data, the
manager benefits fromMapReduce capabilities of the cluster to optimally locate
jobs with data.

7.5 Connectivity Engine and Compressed Data Transition

An ability to work with large amounts of data often requires wide range of data
sources which then needs to be aggregated. Apart from accessing new sources of
data, the system also utilizes conveyor functionality that enables fast transition of
data from its source to a 24-h buffer. The buffer is a central, persistent data point
that can be then easily accessed by individual data readers of the environment
that stores the data to its final destination. This is particularly important in the
instance of node failures (during, e.g., writing to the aggregation storage space)
in the cluster and aims at preventing data loss during individual cluster node
downtimes. Furthermore, since large amounts of data are transferred every day,
the conveyor functionality enables data compression and data clustering during
transition, which further increases transfer speeds.

7.6 Data Aggregation in the Environment’s Cluster

In order to perform analytic tasks in the environment, its users need large
amounts of data in the system. For that purpose, the environment utilizes a set
of connectors to stream live information from its source as it appears. Such
streams are aggregated into larger chunks of data, compressed and stored at
high-speed in a 24-h buffer facility hosted on one of the servers surrounding
the environments cluster. Aggregation elements of the cluster are then able to
retrieve the necessary information from the buffer and store it at their own speed
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to a particular cluster node. DRACUS uses Hadoop Distributed File System
(HDFS) as a main storage engine.

Stored data can be then accessed in simulations via data source abstractions.
Each data source can be parametrized to retrieve a specific period of time of a
selected information item and stream through the simulation until exhaustion of
the data source. Thanks to theMapReduce capabilities, the executed simulations
are optimally collocated with the necessary data.

8 SUMMARY

Social scientists and professionals need environments that will allow them to
efficiently perform large-scale experiments and analytical tasks rather than sim-
ply store and search through large volumes of data. Consequently, experimental
computational simulation environments that logically extend functionalities of
BDA (to enable modeling and simulation of, e.g., financial economics phenom-
ena) are being now extensively adapted. Such Environments are predominantly
designed for testing, optimization, and monitoring of algorithms running in
virtual or real mode and can complement academic efforts to organize publicly
available data for research. One can identify a set of simulation templates
suitable for modeling with socioeconomic-financial data in such Environments.
Furthermore, effective large-scale analytics and simulation require sufficient
software infrastructure to support the intended statistical tasks. When consid-
ering the experimental computational simulation environments from the per-
spective of simulation logic, the market simulators are central to such financial
economics simulation. Finally, AT can be perceived as an interesting case study
for socioeconomic-financial modeling.
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ABSTRACT
While the past decade has witnessed an unprecedented growth of data generated and col-
lected all over the world, existing data management approaches lack the ability to address
the challenges of Big Data. One of the most promising tools for Big Data processing is
the MapReduce paradigm. Although it has its limitations, the MapReduce programming
model has laid the foundations for answering some of the Big Data challenges. In
this chapter, we focus on Hadoop, the open-source implementation of the MapReduce
paradigm. Using as case study a Hadoop-based application, i.e., image similarity search,
we present our experiences with the Hadoop framework when processing terabytes of
data. The scale of the data and the application workload allowed us to test the limits
of Hadoop and the efficiency of the tools it provides. We present a wide collection
of experiments and the practical lessons we have drawn from our experience with the
Hadoop environment. Our findings can be shared as best practices and recommendations
to the Big Data researchers and practitioners.

Keywords: Big Data, Hadoop, MapReduce, Image search, Multimedia retrieval, Smart
deployment, SIFT, HDFS, Hadoop deployment, Hadoop configuration, Hadoop perfor-
mance, Map waves

1 INTRODUCTION

In the past several years, Big Data has become ubiquitous in our society. The
scale at which data is generated has grown greater than ever before. According
to the 2011 Digital Universe study of International Data Corporation (IDC), the
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information produced in 2011 all over the world has gone beyond 1.8 Zettabytes
(ZB), marking an exponential growth by a factor of 9 in just 5 years. Such data
explosion has enormously raised the bar for both industry and research: existing
systems that acquire, store, and process the data collections do not possess the
hardware and software capacities to accommodate the data. In this context, “Big
Data” is becoming a hot term used to characterize the recent explosion of data.
Big Data describes the unprecedented growth of data generated and collected
from all kinds of data sources. This growth can be in the volume of data or
in the speed of data moving in and out data-management systems. It can also
be the growth in the number of different data formats in terms of structured or
unstructured data.

A massive amount of data produced all over the planet belongs to the
multimedia type. Continuously growing multimedia collections come from
social networks: in 2012, Facebook reported that 300 million images were
uploaded every day, accumulating to 7 petabytes of photo content every month
(Gigaom, 2012). These huge streams of images coming from all over the
Web render multimedia content a significant instance of Big Data. Multimedia
collectionsmatch all the points in the “5V’s” list. Big Volume is clearly a feature.
Usually, there are more than a fewways to represent multimedia content, so here
Variety goes. Due to numerous scenarios and use cases, BigVariability, Velocity,
and Value are important factors in multimedia processing. For instance, in a
copyright detection scenario, obtaining the right result is as important as the
time it takes to get it.

This increase in the amount of multimedia data over the past years is
partially an effect of the quality of information that is contained in the data,
quality of content that is captured through a high number of dimensions. High
dimensionality of data represents a major challenge in information retrieval.
Among applications that require efficient high-dimensional image retrieval,
we count face recognition (with a direct application in the security industry),
medical image retrieval, and video retrieval (where the video is viewed as a
sequence of frames).

Current state-of-the-art technologies developed for Big Data analytics can
be applied to analyze extremely large multimedia datasets now available on the
Web. MapReduce (Dean and Ghemawat, 2008) is currently the most efficient
and popular tool for processing and analyzing large amounts of information
using commodity machines. Although it has its limitations, the MapReduce
programming model has laid the foundations for higher-level data processing
and is definitely a first step to answering many Big Data challenges. In this
chapter, we focus on the Apache Hadoop project (http://hadoop.apache.org/),
an open-source implementation of the MapReduce paradigm. By the means
of a specific multimedia application, i.e., image similarity search, we present
our experiences with Hadoop when processing terabytes of data. The scale
of the data and the application workload have tested the limits of Hadoop
and the efficiency of the tools it provides. Our findings could be useful for

http://hadoop.apache.org/
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researchers and practitioners working on such applications as regular image
search, general image categorization, product image search, object recognition
(e.g., detecting texts, logos, vehicles, people, structures, etc.) in image or
video collections/streams, face recognition,medical image analysis, and satellite
image processing.

Our first contribution is adapting the Hadoop environment to multimedia
retrieval application workloads, where default Hadoop settings are no longer
efficient. We list the parameters and values that delivered best performance for
us. The second contribution is addressing the cluster heterogeneity problem by
proposing a platform-aware configuration of the Hadoop environment. The third
contribution is introducing the tools, provided by the Hadoop framework, useful
for a large class of application workloads, in which a large-size auxiliary data
structure is required for processing main dataset. Finally, we present a series
of experiments conducted on a very large image dataset (the biggest among
reported in the literature). In contrast to a number of Big Data reports describing
experiments with either small or synthetic data, we report our findings and
lessons obtained from a real-life use case, namely, finding images potentially
violating copyrights in terabyte-sized collections.

We structured this chapter as follows. Next section briefly lists the challenges
of Big Data analytics and presents current trends in this area, with a focus on
the Hadoop framework. Section 3 gives an overview of MapReduce-based
high-dimensional indexing scheme we designed and implemented for the
Hadoop runtime environment. Section 4 presents the results of running the
application in the default Hadoop environment. How we achieved further
optimizations through various mechanisms is discussed in Section 5. Section 6
concludes.

2 BIG-DATA PROCESSING

In this section, we focus on Big Data challenges and the current trends in Big
Data analytics.

2.1 Challenges

Scale. The need for efficiently managing rapidly increasing volumes of data has
always been there, and it was addressed for the most part. Parallelism is the key
to adjusting to the data size challenge.Whether it is achieved on a single machine
through multiple computing units, or across many machines in a distributed
fashion, large data sets are nowadays efficiently handled. However, in the Big
Data context, scalability continues to be a challenge. Infrastructures such as
clusters (notably HPC clusters), Grids, Clouds (Nimbus (Keahey and Freeman,
2008), Amazon EC2 (Jackson et al., 2010), OpenNebula, OpenStack (Wen et al.,
2012)), andmulticore servers with largememory represent a major step forward,
but still have their limitations when accommodating Big Data.
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Speed. In practice, the size of the data gives rise to real challenges, espe-
cially when considering the rate at which data needs to be ingested and
analyzed. Performing actions such as data acquisition, storing, analyzing, and
visualizing becomes a problematic issue that needs dedicated approaches. It is
obvious that the volume of data is the most immediate challenge for conven-
tional data-management and processing frameworks. A fundamental change is
required in the architecture of systems capable of delivering high throughput.

Heterogeneity. Big Data is also about the growth in the number of different
data formats in terms of structured or unstructured data. Usually, a preprocessing
step is required to bring the data to a form that is understood by the processing
framework. Efficient representation, access, and analysis of semistructured data
require further work.

2.2 Trends

MapReduce (Dean and Ghemawat, 2008) is currently the most widely
adopted tool used for Big Data analytics. There are several implementations
of the MapReduce paradigm, e.g., Apache Hadoop (Bhandarkar, 2010),
Twister (Ekanayake et al., 2010), and Disco (Mundkur et al., 2011), on top
of which specialized higher-level frameworks were developed.

Computer vision-wise, the Mahout (Owen et al., 2011) project uses Hadoop
to provide an extensive list of machine learning algorithms. In the area of
content-based image retrieval, there are systems that can handle several million
images (Jégou et al., 2012; Lejsek et al., 2009), billions of descriptors (Jegou
et al., 2011; Lejsek et al., 2011), or address Web-scale problems (Batko et al.,
2010; Douze et al., 2009). Lastly, the ImageTerrier project (Hare et al., 2012)
provides a set of libraries for the Hadoop-based multimedia platforms.

The MapReduce programming model, its implementations such as Hadoop,
and all the aforementioned higher-level frameworks belong to the batch pro-
cessing approach for analyzing Big Data. However, in many contexts, Big
Data is so fast that most batch frameworks are simply not suitable. Trying to
overcome the shortcomings of batch processing with respect to ingesting data in
real time and providing results in real time, current Big Data solutions include
stream processing frameworks such as Storm (Storm, 2012), S4 (Neumeyer
et al., 2010), and Spark Streaming (Zaharia et al., 2013). Recently, a generic
architecture that supports processing of big and fast data has been proposed,
under the term of lambda architecture (Architecture, 2013). The goal of the
lambda architecture is to support workloads requiring low-latency I/O, while
guaranteeing fault tolerance. There are already quite a few systems that imple-
ment the lambda architecture with the means of batch frameworks (Hadoop,
Spark), stream frameworks (Storm, Spark Streaming), and query engines.



Terabyte-Scale Image Similarity Search Chapter | 12 283

2.3 Hadoop

TheMapReduce programmingmodel has been implemented by the open-source
community through the Hadoop project (Hadoop, 2007). Maintained by the
Apache Foundation and supported by Yahoo!, the Hadoop project has rapidly
gained popularity in the area of distributed data-intensive computing. The core of
the Hadoop project consists of the MapReduce implementation and the Hadoop
Distributed File System (HDFS).

The Hadoop MapReduce framework (Bhandarkar, 2010) was designed
following Google’s architectural model and has become the reference MapRe-
duce implementation. The architecture is tailored in a master–slave manner,
consisting of a single master jobtracker and multiple slave tasktrackers. The
jobtracker’s main role is to act as the task scheduler of the system, by assigning
work to the tasktrackers. Each tasktracker consists of a number of available
slots for running tasks. Every active map or reduce task takes up one slot; thus,
a tasktracker usually executes several tasks simultaneously. When dispatching
“map” tasks to tasktrackers, the jobtracker strives at keeping the computation
as close to the data as possible. This technique is enabled by the data-layout
information previously acquired by the jobtracker. If the work cannot be hosted
on the actual node where the data resides, priority is given to nodes closer to
the data (belonging to the same network rack). The jobtracker first schedules
“map” tasks, as the reducers must wait for the “map” execution to generate
the intermediate data. Apart from data splitting and scheduling responsibil-
ities, the jobtracker is also in charge of monitoring tasks and dealing with
failures.

The HDFS (Shvachko et al., 2010) was built with the purpose of providing
storage for huge files with streaming data access patterns, while running on
clusters of commodity hardware. HDFS implements design concepts commonly
used by distributed file systems: data is organized into files and directories;
a file is split into fixed-size blocks that are distributed across the cluster
nodes. The blocks are called chunks and are usually of 64MB in size (this
parameter specifying the chunk size is configurable). The architecture of HDFS
consists of several datanodes and a single namenode. The nodes in a HDFS
cluster that store the chunks are called datanodes. A centralized namenode is
responsible for keeping the file metadata and the chunk location. HDFS handles
failures through chunk-level replication (three replicas are kept by default).
When distributing the replicas to the datanodes, HDFS employs a rack-aware
policy: the first copy is always written locally, the second copy is stored on
a datanode in the same rack as the first replica, and the third copy is shipped
to a datanode belonging to a different rack (randomly chosen). The namenode
decides and maintains the list of datanodes that store the replicas of each
chunk.
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3 APPLICATION WORKLOAD (DISTRIBUTED INDEXING +
SEARCHING)

Our workload is based on the scalable, MapReduce-oriented, high-dimensional
indexing scheme initially presented in Moise et al. (2013a). The indexing
algorithm uses at its core a hierarchical unstructured quantization scheme,
quite similar to the approach proposed by Nister and Stewenius (2006). In a
nutshell, high-dimensional descriptors are clustered around randomly picked
representative points that are hierarchically organized. The clustering process
is done in two phases, detailed in Section 3.2. The first step is to choose how
many clusters will be built and which are the centroids of each cluster (cluster
representatives). A simple Java program chooses randompoints from the dataset
to act as cluster representatives. Further, to be able to efficiently cluster points
around these representatives, an index tree is built. This tree contains cluster
representatives organized in a tree hierarchy (see Moise et al., 2013a for more
details on how the tree is built). The second step is to use MapReduce and
Hadoop to assign all the points in the data collection to the cluster representatives
previously chosen. This is done by traversing the index tree and assigning each
point to the closest (Euclidean-distance wise) cluster representative.

3.1 Dataset Preparation

Our datasets, the collections of high-dimensional descriptors, were converted
to Hadoop Sequence Files. A SequenceFile is a special file format in Hadoop,
utilized to efficiently store binary data and provide fast access to it. The benefits
of using SequenceFiles are support for block compression (reducing data size
on disk) and efficient implementation of file seek operation. In the case of our
dataset, each raw descriptor becomes a sequence file record. A record in this
file has a key (an image identifier) and a value (a high-dimensional descriptor).
Hadoop scatters across many machines the blocks of the sequence file in its
distributed file system, HDFS. Thus, the entire descriptor collection is stored as
a set of HDFS sequence files; this set of sequence files also represents the input
data to the applications described further.

3.2 Distributed Index Creation

To be able to index a huge collection of descriptors using MapReduce, we first
perform a phase of building auxiliary data required by the distributed process.
This preliminary phase, which we execute on a single machine and usually only
once, consists of building the index tree, a hierarchically organized collection
of cluster representatives. The tree is created by randomly picking from the
descriptor collection C points, i.e., the representatives of the visual vocabulary
dictionary eventually created. These representatives are organized in a hierarchy
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of L levels for efficiency. Each point in the index tree will become a cluster
representative; clusters will be created in the next phase, i.e., the MapReduce
phase, when each descriptor in the dataset will be assigned to a single point in
the index tree. The index tree is serialized to a file on disk and sent to all the
nodes involved in the distributed index creation.

Creating an index from a very large collection of descriptors is a very costly
process. Distributing it with MapReduce involves designing the map and reduce
phase of the indexing application. Each map tasks receives at startup time (i) a
block of input data (a chunk of aHadoop sequence file) and (ii) the file containing
the index tree. The mapper further assigns the descriptors in its data block
to the correct representative discovered by traversing the tree. The resulting
assignments are sent to reduce tasks that write to disks high-dimensional
descriptors grouped by cluster identifier. This eventually creates one or more
indexed fileswhich contain clustered high-dimensional descriptors. The number
of such files is defined by the number of reduce tasks.

The indexing application is highly data-intensive, both in the map phase
when reading the descriptors to assign them to cluster representatives and
in the reduce phase when writing the clusters to disk. The application also
generates a substantial amount of output data, slightly larger than the input set.
The map stage is CPU-intensive as well, by performing distance calculations
for every input record. The shuffling step intensively utilizes the network, as
the intermediate data is sent from mappers to reducers. Finally, distributed
indexing is a long-running application on account of its data- and CPU-intensive
nature.

3.3 Distributed Search

Using the MapReduce paradigm to search through indexed data enforces some
constraints on which type of queries one can execute. Since MapReduce is a
batch processing model, employing this paradigm to answer a single query is
not efficient: MapReduce will read all the data from disk and match it against
the query. To better adjust to the paradigm, we focus on answering a batch of
multiple queries, which is a scenario representative for many applications in dif-
ferent domains. Among such applications are regular image search (e.g., image
search systems like Google Images or TinEye), general image categorization,
product image search, object recognition (e.g., detecting texts, logos, vehicles,
people, structures, etc.) in large collections of images or videos, face recognition,
medical image analysis, satellite image processing, etc.

Search phase is geared toward throughput as it processes very efficiently
large batches of queries, typically 104–107 query descriptors. The search also
requires a preliminary step, the creation of a lookup table, where all query
descriptors of a batch are grouped according to their closest representative
discovered from traversing the index tree. This lookup table is written to the local
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disk of all the nodes that will perform search. The MapReduce implementation
of the search process is detailed further. Each map task receives (i) a block of
data from one of the previously created index files and (ii) the file containing the
lookup table. The mapper processes only the descriptors in its assigned chunk of
data, which are relevant for the queries. Distance calculations are computed for
those descriptors and queries assigned to the same cluster identifier. k-nn results
are eventually emitted by the mappers and then aggregated by reducers to create
the final result for the query batch.

Our implementation of the distributed search (Shestakov et al., 2013) is
data-intensive in the map phase where indexed files are read from disk. Unlike
the indexing application, the distributed search is short-running since only a
part of the indexed descriptors are compared to the queries. This also renders
the search application unbalanced, as the workload of each mapper depends
on whether the chunk they process includes clusters required by the queries.
Another aspect that differs in this application as opposed to the index creation
refers to the data shuffled by mappers and generated by reducers, which is
insignificant in size, compared to the input data.

3.4 Dataset

In our experiments, we used the dataset provided by one of our partners in
the Quaero project, http://quaero.org/. The dataset consists of around 30 billion
SIFT descriptors (approximately 4 terabytes of data) extracted from 100 million
images harvested on the Web. Besides using this entire collection, we also used
a subset of it containing 20 million images, i.e., 7.8 billion descriptors (about
1 terabyte). To the best of our knowledge, these datasets are among the largest
collections presented to the multimedia community. Details on evaluation of
indexing quality and the quality results themselves can be found in Moise et al.
(2013a).

3.5 Observations

Several comments are in order. First, the indexing and searching schemes briefly
described above perform approximate k-nn searches, trading result quality
against dramatic response time improvements. Second, the schemes use quite
a lot of auxiliary data, both during the creation of the index (this is the index
tree) and during the search phase (this is the lookup table). Particularly, the
index tree has to be loaded by each Map-task when processing each block
of (not yet indexed) descriptors at assignment time, and the lookup table is
required by each Map-task to process each block of (clustered) descriptors at
search time.

While our experiences pertain to these two applications, their characteristics
are general enough so that our findings are easily applied to many other Big Data
analytics problems (Moise et al., 2013b).

http://quaero.org/
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4 HADOOP IN PRACTICE

Although the Hadoop framework is now widely adopted, processing and ana-
lyzing terabyte-sized datasets require to reconsider many of its design, imple-
mentation, and execution aspects. The Hadoop framework has been shown
to scale and efficiently process hundreds of terabytes of data on thousands
of machines: e.g., in Yahoo!, Facebook, etc., but only a few works actually
reported Hadoop at such large scales, data- and platform-wise. In fact, one
can hardly find real-life recommendations on Hadoop parameter configuration
or suggestions on Hadoop techniques to be used for handling such amounts
of data. The experiments presented further were conducted based on real-life
problems and on real datasets. In contrast to the typical Hadoop benchmarking,
real applications raise complex problems and challenges.

We present here our experience with Big Data analytics using Hadoop in a
grid environment. Based on the challenges and problems we were faced with,
we recommend best practices (Hadoop cluster configuration tuning, tools) for
dealing with them.

The application workload described in Section 3 was integrated into a
framework for ease of use and automation. We developed this framework to be
able to configure the compute environment, deploy a Hadoop cluster, transfer
input data to HDFS from external storage, run indexing and searching jobs and
optionally, retrieve the results, and analyze logs.

4.1 Experimental Platform

To reach the point where we could process terabytes of data on a Hadoop cluster
instance, we have performed a large series of experiments on the Grid’5000
(Jégou et al., 2006) platform. The Grid’5000 project is a widely distributed
infrastructure devoted to providing an experimental platform for the research
community. The platform is spread over nine geographical sites located on
French territory. We conducted our experiments on machines belonging to three
clusters of the Rennes site of Grid’5000. The cluster configurations are shown in
Table 1. A Hadoop instance is deployed on these nodes as follows: the namenode
and jobtracker are each launched on a dedicated node, while the datanodes and

TABLE 1 Cluster Configurations

Cluster #Nodes #CPU@Freq
#Cores

RAM
Local

/CPU Disk

Cl1 64 2 Intel@2.50GHz 4 32GB 138GB
Cl2 25 2 Intel@2.93GHz 4 24GB 433GB
Cl3 40 2 AMD@1.70GHz 12 48GB 232GB
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tasktrackers are co-deployed on the remaining nodes; we also allocate a separate
machine to act as Hadoop client for job submissions.

Although this automated process is necessary to facilitate experimentation
on Grid’5000, it is not sufficient to overcome the challenges of running at large
scale, platform, and data wise. While our experiences pertain to the Grid’5000,
the challenges we have encountered are also relevant to grid environments in
general. We typically faced the three following problems:

● Heterogeneity of resources. Resource heterogeneity in a grid becomes a sig-
nificant limitation when setting up the Hadoop environment. Since Hadoop
settings can only be specified globally and not in a per-node manner, the
Hadoop deployment is configured according to the least equipped node, at
the expense of wasting resources on more out-fitted nodes. To be specific,
heterogeneity of resources across clusters on the grid influences the number
of map/reduce slots per tasktracker and the amount of RAM memory allo-
cated to each task; these parameters have to be set to the lowest available
values, which degrades jobs’ performance.

● Node failures. Node failures represent the daily norm in grid environments.
Even though Hadoop is designed to cope with failures in a transparent
manner, machine deaths can severely impact the whole deployment. On
Grid’5000, we experienced from one to five node failures during a 60-h run,
some failures requiring a complete redeployment to exclude the failed nodes.
The worst failure outcome is losing the data on the machine. To avoid this,
we replicated data twice or thrice. However, this is not always possible for
very large datasets; factors such as storage and replication time add up to
substantial costs.

● Deployment overhead. The deployment overhead for each experiment is
substantial when running at large scales. Since the grid is a shared tool, it
operates using reservations that allow users to employ resources for a certain
time slot. After the reservation expires, all deployment data and setup are
deleted. Consequently, creating the experimental environment, setting up the
Hadoop cluster, and making the data available in HDFS have to be repeated
for every experiment.

4.2 Experiments with Default Hadoop Settings

In a first round of experiments, we performed indexing with the default Hadoop
configuration parameters. This gave us a baseline for assessing any improve-
ments we could further obtain through various means.

What we refer to as the default Hadoop deployment is the basic configuration
shipped with Hadoop, to which we applied some adjustments, based on the
guidelines provided for dealing with Big Data. The first obvious adjustment
was to set the map and reduce slots to accommodate the platform capacities:
eight slots for mapping and two slots for reducing per node. We set these values
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based on our clusters computing power and following the recommendations
in Hadoop’s tutorial. The second parameter we modified is the HDFS chunk
size; the default value of 64MB is not suitable for Big Data, as it entails larger
pressure on the namenode (because of filesystem metadata) and a large number
of map tasks be executed. After some experiments with varying chunk sizes, we
discovered the right chunk size for our workload to be 512MB. At the level
of HDFS, we kept the default replication factor of 3 for the input data. The
replication factor is a crucial parameter for performance, not only because it
enables fault tolerance but also because it favors local execution of map tasks,
minimizing the amount of data read remotely. The output data, however, was
written only once, to avoid the substantial overhead of writing replicas remotely.
Given the size of our dataset, this cost is considerably high.

With these three basic configurations, indexing 1 TB of data on 106 nodes
took 95min, while 4 TB on 100 nodes were indexed in 10 h in the same
environment (Table 2). There are several reasons to explain the significant
difference in runtime between indexing 1 and 4 TB. In addition to the obviously
larger number of tasks to be executed, there is also a larger computational work
done by each map task. The tree of representatives built for indexing 4 TB is a
lot larger than the one covering 1 TB: 1.8GB as opposed to 461MB. The size
of the index tree has two consequences. First, each mapper has to perform more
distance calculations to assign each point to the closest cluster. Second, the index
tree takes up more RAM in each map slot; thus, we had to reduce the map slots
to 4 per node.

4.2.1 Analysis of Job Run
We focus further on understanding the indexing process in both default and tuned
configurations, by looking into each of the map and implementation reduce
phases. Table 3 shows some statistics on building the index on 1 TB of data on
106 nodes with both default and tuned Hadoop configurations. The number of
map tasks to run is defined by the number of chunks in the input data. In the case
of processing 1 TB of input data with a chunk size of 512MB, Hadoop creates
2050 map tasks to be executed by the tasktrackers. Line 1 of Table 3 shows
larger numbers of total map tasks that were actually run by Hadoop because
these numbers also include the failed tasks. Lines 2 and 3 of the table show that

TABLE 2 Indexing Time

Nodes Default Hadoop Tuned Hadoop

1TB
50 202min 174.7min

106 95min 75min

4TB 100 10h 1min 8h 27min
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TABLE 3 Map Statistics

Default Hadoop Tuned Hadoop

#Total map tasks 2456 2357

#Remote map tasks 431 212

#Failed map tasks 406 307

Duration of average map task 23min 17min

Default conf

Tuned conf

0  10 20 30 40 50 60 70 80 90 100

Time (min)

Map
reduce

FIGURE 1 Map and reduce phase durations for indexing 1 TB.

tuning Hadoop’s parameters reduces the number of maps that read data remotely
and also the number of failed map tasks. The last line of Table 3 gives the average
time of all successful map computations. By adjusting the map-side parameters,
such as the size of the map output buffer, the sort factor, and compression of
map output data, the tuned Hadoop framework executes map tasks faster than
the default configuration.

In Fig. 1, we plot the overall runtime of the same 1TB experiment, breaking it
down into the execution time of themap and reduce phases. The impact of tuning
Hadoop parameters can be observed on both map and reduce steps (shuffling is
a part of the reduce phase).

4.2.2 Analysis of Map Waves
For the indexing process, the map phase is both data- and computationally
intensive. Understanding the way Hadoop executes this phase is essential for
optimizing the overall process. To index 1 TB of descriptors on 106 nodes,
Hadoop creates 2050 map tasks and schedules them on the 848 map slots made
available by the 106 tasktrackers (configured with 8 map slots each). The map
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tasks are executed inwaves: two complete waves of 848 maps and a final shorter
wave of 354 tasks.

The number of waves to fully execute the map phase is adjustable by
changing the number of map tasks, i.e., by changing the chunk size in HDFS.
Discovering an optimal number of map waves is not, however, a significant goal.
The mapper waves are rather means for assessing how well a Hadoop job is
mapped to the platform. For example, a single incomplete wave would mean that
the platform is being underutilized; on the other hand, having a large number of
waves of short-running map tasks is also not recommended due to the overhead
implied whenever Hadoop launches a JVM to execute a task.

The time progress of map phase for both default and tuned runs is shown
in Fig. 2, where two plots, top for default run and bottom for tuned run, are
mirrored along the X-axis (time in seconds). Thus, map phases for default and
tuned runs can be directly compared. In both runs, the first wave of map tasks
is launched in parallel within first 3 s. One can observe that performance of
default and tuned runs during the first map wave is almost identical. However,
during second and third waves, this pattern changed as duration of map tasks
in default run significantly surpassed of those in tuned run. For convenience,
we depict two lines following the average time of map task for each wave in
both runs.

Since mappers run on nodes with different performance, there is some
variance in map duration times which eventually leads to the degradation of
mapper waves. Also, the spikes show that some map tasks are significantly
slower than the rest of the wave. This is an effect of the default Hadoop settings
that do not accommodate the large amount of data being processed. Some tasks
have to spill their output to disk and wait for network to send the data to

FIGURE 2 Time progress of map tasks for indexing 1 TB using default (top) and tuned (bottom)
configurations.
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the reducers. Adjusting low-level Hadoop parameters (increasing the size of
memory buffers, compressing the map output, etc.) can prevent this behavior,
as seen in the bottom plot of Fig. 2.

We also discovered that many of the spikes in Fig. 2 (top) describe tasks
that failed and were reexecuted one or more times. The failure of the tasks is
caused by using the default configuration that does not correspond to the scale
of the experiment. Hadoop automatically reexecutes failed tasks, with each such
task consisting of possibly several failed attempts and one successful final one.
Many of such long-running tasks are seen in the top plot of Fig. 2 (second wave).
To illustrate, we depict the last/successful attempt for the longest map task in
Fig. 2 (top).

4.2.3 Underutilization in Reduce Phase
Lastly, we analyzed the performance of reduce tasks in indexing 1 TB (default
run). With eight reducers configured per node, the maximum amount of reduce
tasks is 848. Assuming the start of reduce phase at 0 s (then the indexing job
started at −716 s), all 848 reducers were running within the next 26 s. At 3926 s
(when the fastest reducer finished), the number of running reducers started to
decrease from 848 to one reduce task at 4976 s. Figure 3 depicts the overall
number of running reduce tasks at the end of reduce phase, from 3800 to 4976 s.
As one can see, during the time frame 3926–4976 s, resources of nodes with

FIGURE 3 Number of running reduce tasks during indexing 1TB (default run)
at the end of reduce phase.
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finished reduce tasks were underutilized. For example, the last 50 reduce tasks
(finish time within 4809–4976 s) were run on just 7 nodes, leaving the rest 99
nodes completely idle.

5 LARGE-SCALE HADOOP

5.1 Adjusting to the Data Size

Understanding the application workload and accurately assessing the scale at
which the application runs are key steps to achieving optimal performance. We
present here a brief analysis of our workload,which helped us pinpoint the issues
to further improve.

Indexing 4TB of data with Hadoop involves storing 16 TB of data (input
replicated three times plus output written once), shuffling 4 TB of intermediate
data, and executing approximately 8000 map tasks. Platform-wise, we dispose
of 100 nodes, i.e., 800 map slots (400 for 4 TB) and 200 reduce slots, organized
in 3 clusters connected to the same network switch. Based on these observations,
several optimizations are in order. Since a substantial amount of data is shuffled
from the mappers to the reducers, compressing the map output can be beneficial,
as it also reduces network usage. Rack-awareness is not useful in this case, since
the nodes connect to a single switch; however, if it is the case, configuring
rack-awareness according to the network topology is necessary as it allows
Hadoop to optimally place tasks on nodes for execution.

Table 4 sums up these optimizations by listing the Hadoop parameters and
the values we used in the indexing process. As mentioned above, enabling map
output compression reduced the amount of shuffled data by 30% (from 1 to
740GB). Other low-level parameters refer to the shuffling phase, when the data

TABLE 4 Hadoop Configuration Tuning

Parameter Default Value Tuned Value

#Map slots/tasktracker 2 8
#Reduce slots/tasktracker 2 8
Input data replication 3 3
Output data replication 3 1
Chunk size 64MB 512MB
JVM reuse Off On
Map output compression Off On
Reduce parallel copies 5 50
Sort factor 10 100
Sort buffer 100MB 200MB
Datanode max. receivers 256 4096
Namenode handlers 10 40
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is sorted on the mapper’s side, copied to the reducer and then merged and sorted
on the reducer node. The last two lines of Table 4 show options configured
on the HDFS nodes: the maximum number of chunk requests (read/write)
each namenode can simultaneously handle, and the number of connections the
namenode can serve at a time.

Table 2 shows a comparison of the indexing time using the default Hadoop
configuration as well as the optimized one. On the same testbed and with
the same slots for mapping and reducing, the customized Hadoop parameters
deliver a much faster indexing time. The results in Table 2 show that setting the
right parameters for the Hadoop framework can drastically improve Hadoop’s
performance. Tuning the parameters of the Hadoop framework is a rather
complex task that requires good knowledge and understanding of both the
workload and the framework itself. Given the performance gains obtained,
tuning the parameters listed in Table 4 is worthwhile; nevertheless, the values
delivering best performance are highly dependent on the workload, and thus,
tweaking them in order to discover the best values is advisable.

5.2 Hadoop on Heterogeneous Clusters

Large-scale processing of Big Data is most commonly performed in a het-
erogeneous environment. Resource heterogeneity can impact the performance
since most data-processing systems are designed for homogeneous platforms
(Ahmad et al., 2012). This is also the case for the Hadoop framework: the
configuration settings can be specified only globally, not in a per-cluster manner.
The consequence is that the Hadoop deployment is configured according to the
least equipped node, at the expense of wasting resources on more out-fitted
nodes. Parameters such as the number of map/reduce slots per tasktracker and
the amount of RAM memory allocated to each task have to be set to the lowest
available values. The advantage of having a single configuration for the whole
platform is that it is easy to manage; the considerable downside, however, is that
the platform is underutilized.

To fully exploit the computing power of our three cluster environments, we
developed a simple mechanism that configures tasktrackers parameters on each
cluster based on the cluster’s capabilities. This mechanism consists of three
steps:

● deploy Hadoop on all the nodes using the global configuration settings, i.e.,
adjusting to the lowest available values;

● create cluster-specific configuration files; and
● restart tasktrackers with the new configuration files.

Specifically, considering the clusters description in Table 1, we deployed
Hadoop with 8 map slots and 2 reduce slots per node and then restarted
tasktracker processes on Cl3 to use 20 map and 4 reduce slots. With this
platform-aware Hadoop deployment, indexing 1 TB of data on 107 nodes
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finished in 65.4min, 30min faster than the default Hadoop run and 10min
faster than the tuned Hadoop run (see Table 2).

Figure 4 shows the map tasks in time when indexing 1TB with the
default Hadoop deployment (Fig. 4a) and when configuring Hadoop per-cluster
(Fig. 4b). The figures basically depict how the map phase progresses in time.
There are about 2050 map tasks to be launched on the 100 node platform. With
the default Hadoop run, we could set 8 map slots per tasktracker, giving us a
total of 856 slots for mapping at a time. As Fig. 4a shows, the first wave on
map tasks is launched in parallel. Since mappers run on nodes with different
performance, there is some variance in map duration times which eventually
leads to the degradation of mapper waves. Also, the spikes show that some
map tasks are significantly slower than the rest of the wave. This is an effect of
using the default Hadoop settings that do not accommodate the large amount of
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data being processed. Some tasks have to spill their output to disk and wait for
network to send the data to the reducers. Adjusting low-level Hadoop parameters
(increasing the size of memory buffers, compressing the map output, etc.) can
prevent this behavior, as can be seen in Fig. 4b. In addition, configuring each
cluster according to its true capabilities provides 1192 slots for mapping in
parallel, and finally, faster execution time.

5.3 Dealing with Large-Size Auxiliary Data

As discussed in Section 3, both indexing and searching applications use auxiliary
information to process the input data. In the case of the distributed index
creation, the mappers load the tree of cluster representatives and traverse it for
every input point to assign it to the closest cluster.Whereas the search application
is concerned, the auxiliary data consists of the batch of query descriptors to be
processed. In both cases, the additional information can amount to significant
sizes: the index tree corresponding to 1 TB of data is 461MB in size, while for
4 TB of data, 1.8GB of auxiliary data is required. We focus here on tools we
found useful in managing auxiliary data.

5.3.1 Multithreaded Mappers
Loading the same piece of information in every mapper is a requirement
commonly encountered inMapReduce applications. The way Hadoop addresses
this issue is to allow users to adjust the RAM dedicated to each mapper so that
it accommodates the size of the resource to load. However, by doing so, one
has to take into account the machine’s capacity, i.e., the total available memory:
having more RAM per mapper means having less map slots per node, less map
operations executed simultaneously, and finally, longer execution time. A way
to avoid wasting CPU cores while still allocating more RAM is to make use
of multithreaded mappers. Implemented in Hadoop, the multithreaded mapper
spans a configurable number of threads, each thread executing map tasks as a
normal mapper would. The threads of a mapper share the same RAM memory;
thus, auxiliary data can be loaded only once and read simultaneously bymultiple
threads during the map phase. The map computations are executed in parallel,
each thread working on different (key, value) pairs. By setting the right number
of threads per mapper, the CPU capacity can be fully utilized. The downside of
this mechanism is that multithreaded mappers use synchronization when both
reading the input data and then writing the map output: the threads synchronize
when reading each (key, value) pair from the input chunk of data allocated to
the mapper; running the map function on that pair is done in parallel by all the
threads; however, writing the output of each map operation to the same map
output buffer is again synchronized.

The optimal configuration of map slots and number of threads per each slot
strongly depends on the application workload. Obviously, the combination of
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map slots × threads per slot has to fully utilize the machine’s processing power.
The synchronization steps in the multithreaded mapper implementation incur an
inherent overhead when using this mechanism over the normal Hadoop mapper.
Thus, the performance gain of using multithreaded mappers is only partially
dependent on the workload and the configuration.

Our indexing application provides a suitable case for using multithreaded
mappers. For this approach to be beneficial performance-wise, we have to
discover the configuration that allows us to overcome the synchronization
overhead. In the normal mapper case, the index tree is loaded by each map task,
while in the multithreaded mapper, the tree is loaded once and then shared by
all the threads. In both cases, there is an overhead that cannot be avoided: index
tree loading versus synchronization. To discover the optimal number of map
slots × threads per slot, we initially performed a small-scale experiment using
13 nodes belonging to the same cluster of the Rennes site. Disposing of eight
cores per node, Hadoop tasktrackers were configured with various combinations
of map slots and threads. In each setup, we performed indexing on 45GB of data
using the multithreaded mapper implementation; the index in this experiment
was 460MB in size. The results are displayed in Table 5.

In addition to these multithreaded mapper runs, we also ran the indexing
with the default mapper implementation on the same dataset and on the same
platform; in this case, the indexing took 40min to complete. It is fair to assume
that this is the optimal execution time in the given setup; furthermore, we can
use it as baseline to compare against. The slowest run is the configuration in
which eight threads are spawned within the same map slot; this is a clear effect
of the reading/writing synchronization implemented in Hadoop’s multithreaded
mapper. As we increase the number of slots and reduce the number of threads
per slot, the indexing time decreases. The best configuration that also achieves a
running time comparable to the baseline is fourmap slots× two threads per slot.

The benefits of multithreaded mappers are revealed when processing 4 TB
of data. With the default mappers, the size of the index tree (1.8GB) compelled
us to increase the RAM to 6GB and limit the map slots per tasktracker to 4,
underutilizing the node’s CPU power. With the multithreaded mappers, we took

TABLE 5 Small-Scale Indexing with Varying
Number of Map Threads

Mapper Slots Threads per Mapper Time (min)

1 8 87

2 4 68

4 2 41

8 1 42
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full advantage of all the CPU cores, while sharing the memory between the
threads of a mapper. Based on the small-scale experiment above, we configured
the tasktrackers with four mapper slots, each mapper running two threads.
This setting delivered the best execution time for the distributed indexing:
6 h and 8min.

5.3.2 MapFiles
In some applications, the mappers require auxiliary data related only to the data
chunks they process. In this case, we can avoid loading all the auxiliary data by
loading only the necessary part. This partial loading of auxiliary information can
be achieved by the means of MapFiles. Hadoop’s MapFiles can be regarded as
common map structures, sets of (key, value) associations that persistently store
the data in binary format, as HDFS SequenceFiles. In addition to the data file
that contains the (key, value) mappings in order, a MapFile also has an index file
storing keys and for each key, its offset in the data file. The index file can be
configured to store only a fraction of the key set.

MapFiles are an efficient tool to load auxiliary data and reduce RAM usage,
since only the index file is loaded into memory, while the data file is read from
disk whenever necessary. Accessing a MapFile, i.e., getting the value associated
to a key, consists of (1) searching the key in the in-memory index and getting
the offset of the key on disk and (2) seeking in the data file to the key’s offset
and reading the corresponding value.

We usedMapFiles to store the batches of queries in the searching application.
We performed searches on 1 TB of data in two scenarios: when the batch of
queries is entirely loaded from disk into memory by each mapper, and when
the batch is stored as a MapFile and only its index is kept in the main memory.
Using a MapFile key interval of 1, we searched over 1 TB on 100 nodes, using
three batches of different sizes. The search times shown in Table 6 prove that
MapFiles are an efficient tool for managing auxiliary data. Apart from delivering
comparable performance, MapFiles also reduce RAM usage. For instance,
instead of loading approximately 500MB of queries, each mapper keeps in

TABLE 6 Search Times over 1 TB on 100 Nodes

Query Batch(#Images) Time (s)

Complete loading
3000 382
12,000 521
25,000 755

MapFiles
3000 343
12,000 607
25,000 932



Terabyte-Scale Image Similarity Search Chapter | 12 299

memory a 4.6MB index of the keys. This canmake a significant differencewhen
the query batch is very large. If the query batch is of the order of gigabytes in size,
loading it into memory by each mapper is inefficient and sometimes unfeasible.
Even if the total available RAM memory is able to accommodate the size of
the batch, this would impact the number of mappers running simultaneously.
Although using MapFiles takes longer to process queries, it still allows all the
mappers to run at the same time; thus, the overhead of reading from disk is
eventually outweighed.

5.4 Observations

Among other tools that Hadoop provides to facilitate data distribution, we found
particularly useful the distributed cache, which transparently transfers auxiliary
data to the local disks of all the nodes.

Overall, Hadoop is helpful for achieving scalability. However, the size of the
data puts a significant load on the framework. We observed that tasks often fail
because of insufficient disk space, communication timeouts, etc. These failures
can be avoided or at least minimized through parameter configuration. On the
other hand, we encountered a few Hadoop errors that we were hard to localize
and fix. At this point, the framework’s fault tolerance mechanisms are crucial
for completing the job, which Hadoop manages to achieve, on average.

6 CONCLUSION

We presented our experience with processing terabytes of multimedia data
through the Hadoop MapReduce framework. We also described a wide collec-
tion of experiments and the practical lessons we have drawn from our experience
with the Hadoop environment. We have shown the performance benefits of
understanding the application workload and of tuning Hadoop configuration
parameters accordingly. In addition, we addressed issues commonly found in
Big Data processing: resource heterogeneity and management of large auxiliary
data. The tools we employed are existing tools implemented in Hadoop, that,
despite the lack of documentation, prove to be very efficient once one under-
stands how and when to use them. Specifically, our experiments are proved
the benefits of using multithreaded mappers and MapFiles in reducing memory
usage while maintaining the same degree of parallelism.

Although the tools provided by the Hadoop framework to accommodate
great data scales are critical for the performance of image search applications,
there is still a room for improvement. For example, the multithreaded mappers
synchronize when reading and writing a single key/value pair, negatively affect-
ing the performance. One way to minimize the number of synchronization steps
is to have each thread use a separate buffer for reading and writing. While this
mechanism is easy to implement for writing, for reading it is less trivial, since
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it requires modifications in the Hadoop’s input data splitting process. Another
interesting direction for future work is to implement our applications using other
distributed frameworks and compare them to the Hadoop’s performance. Since
our experimental platform can accommodate our dataset into main memory, we
plan to look into in-memory distributed frameworks, such asMainMemoryMap
Reduce (M3R) (Shinnar et al., 2012), a Hadoop variant that maintains the data
in the cluster’s main memory.

The implementation and the experiments presented in this chapter are
practical applications conducted on real-life datasets. The lessons drawn from
our work can be shared as best practices and recommendations in the unceasing
task of rising to the Big Data challenge.
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ABSTRACT
User engagement is a key concept in the design of websites, motivated by the observation
that successful websites are not just used, but are engaged with. Engagement metrics
enable us to perform large-scale web analytic studies to understand how users engage
with a website. Many large online providers (e.g., AOL, Google, Yahoo) offer a variety
of websites, ranging from shopping to news. Standard engagement metrics are not able
to assess engagement with more than one website, as they do not account for the user
traffic between websites. We therefore propose a methodology for studying inter-site
engagement by modeling websites (nodes) and user traffic (edges) between them as a
network. Our methodology reduces the complexity of the data, and hence metrics can be
efficiently employed to study user engagement within such networks. The value of our
approach was demonstrated on 228 websites offered by Yahoo and a sample of 661M
online sessions.

Keywords: User engagement, Network of sites, Metrics, Inter-site engagement,
Large-scale web analytics

1 INTRODUCTION

User engagement refers to the quality of the user experience associated with
the desire to use a website (O’Brien and Toms, 2008). In the online industry,
engagement is measured through online behavior metrics aiming at assessing
users’ depth of interaction with a site. Widely used metrics include number
of visits, click-through rates, time spent, and page views on a site. Since
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these metrics are able to process large volumes of data in real-time, they are
extensively used by the web analytics community and Internet market research
companies such as comScore as proxy for online user engagement. In this
chapter, we also study user engagement using online behavior metrics, which
we refer to as engagement metrics, but with respect to a network of sites.

Many large online providers (e.g., Amazon, Google, Yahoo) offer a variety of
sites, ranging from shopping to news. The aim of these large online providers is
not only to engage users with each site, but with as many sites as possible. These
providers spend increasing effort to direct users to various sites, for example
by using hyperlinks to help users navigate to and explore other sites in their
network; in other words, they want to increase the users traffic between sites.
In this context, although the success of a site still largely depends on itself, it
also depends on how and whether it is reached from other sites in the network.
This leads to a strong relationship between site engagement and site traffic: each
reinforces the other. We refer to this as the network effect.

When assessing the engagement of a site, accounting for user traffic is not
new. For instance, search engines are major sources of referrals, as are social
media sites. Knowing how users arrive at a site is used to optimize the site,
e.g., by choosing better keywords (search engine optimization). Web analytic
companies such as alexa.com produce statistics about the incoming and outgoing
traffic of a site. However, the focus is the traffic to and from a site, and not the
traffic between sites and its effect on user engagement.

In addition, engagement metrics cannot measure such online behavior, as
they do not account for the traffic (interactions) between sites. They were
designed to measure engagement at site level, and how to apply or adapt them to
measure engagement in a provider network is not obvious.We therefore propose
a methodology for studying inter-site engagement; user engagement within a
network of sites. We model sites (nodes) and user traffic (edges) between them
as a network, and employ inter-site metrics to measure the engagement with
respect to a whole provider network of sites. Since it is unknown whether
and how the traffic between sites influences user engagement, we also employ
inter-site metrics at node (site) level to study the relationship between site
and inter-site engagement. Some of the metrics are borrowed from the area of
complex network analysis (Newman, 2003), for instance, density at network
level, and page rank at node level. We then perform a large-scale study that
shows how these metrics can be used and how they enhance our understanding
of user engagement within a network of sites.

Our approach allows us to study user engagement at a large-scale while
accounting for the relationships between sites. First, we reduce the complexity
of the browsing data by transforming it into a network. Second, we can
efficiently calculate inter-site metrics using a single processor machine,
because the resulting network is usually small. In case of a large network,
approaches performing large-scale complex network analysis can be used
(e.g., Xue et al., 2010).

alexa.com
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We start by covering previous work in Section 2. The inter-site metrics used
in our work are introduced and evaluated in Sections 3 and 4, respectively.
Section 5 analyses how returning traffic (users leaving the network but returning
within the same session), the loyalty of users, and other aspects affect inter-site
engagement. The network effect is investigated in Section 6. Section 7 analyses
how hyperlinks influence inter-site engagement. The chapter ends with conclu-
sions and thoughts for future work.

To the best of our knowledge, this is the first study looking at user engage-
ment from a network perspective, and at possibilities to measure it.

2 RELATED WORK

Our work spans across several research areas. We discuss them, and position our
work in their context.

2.1 Web Analytics and User Engagement

User engagement is the quality of the user experience associated with being
captivated by an application, and so being motivated to use it (O’Brien and
Toms, 2008). Users do not just use an application, they engage with it. The
web analytics community and the online industry have studied user engagement
through online behavior metrics that assess users’ depth of engagement with
a site. Several reports (e.g., Peterson and Carrabis, 2008) contain studies on
existing online behavior metrics and their usage. Widely used metrics include
click-through rates, number of page views, time spent on a site, how often users
return to a site and number of users per month. Only online behavioral metrics
are scalable to millions of users, and are commonly employed as a proxy for
user engagement to websites. Two million users accessing a site daily is a strong
indication of a high engagement with that site. Our work adds to online behavior
metrics, which we refer to as engagement metrics, metrics accounting for user
behavior within a provider network of sites.

2.2 Browsing Behavior

User traffic on the Web has been studied in a number of contexts, for exam-
ple looking at the general browsing characteristics of users (Cockburn and
McKenzie, 2001; Kumar and Tomkins, 2010;Meiss et al., 2010), how users visit
websites (Bucklin and Sismeiro, 2003), the return rate to a website (Dupret and
Lalmas, 2013; Lehmann et al., 2013), or how users discover and explore new
sites (Beauvisage, 2009). From these and other studies, several user navigation
models were developed (Chmiel et al., 2009; Meiss et al., 2010; Simkin and
Roychowdhury, 2008), for example accounting for the usage of bookmarks,
back buttons, teleportation, etc. These models, based on formalisms such as
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branching processes, aimed to understand how users access sites and pages
within them, and its effect on, for instance, link traffic and site popularity (Meiss
et al., 2010; Simkin andRoychowdhury, 2008), and loyalty to a site (Beauvisage,
2009; Cockburn and McKenzie, 2001).

Several studies focused on the browsing behavior across sites and how to
support such browsing behavior (Koidl et al., 2014). Jiang et al. (2012), Johnson
et al. (2004), and Park and Fader (2004) analyzed cross-site navigation in the
context of online shopping, and showed, for instance, that online shoppers do
some research on products they wish to purchase (e.g., on social media sites)
before actually purchasing them and that the more active shoppers tend to
visit more shopping sites. The PEW Research Center (2010, 2012) studied the
reading behavior across news sites. The studies found that 57%of users routinely
obtain their news from between two to five news sites. Moreover, social media
and search sites are playing an important role in the consumption of news.
Dellarocas et al. (2013), DeMaeyer (2010), and Roos (2012) even advocate that
hyperlinks to other news sites can increase profits in a costless way, because
doing so provides a more interactive, credible, transparent, and diverse news
reading experience.

The main focus of our work is the development of metrics that are able
to capture various aspects of cross-site navigation behavior, but between sites
belonging to the same provider.

2.3 Network Analysis

In this work, we propose to incorporate user traffic into the study of user
engagement by modeling sites and the traffic between them as a network. We
usemetrics from the area of complex network analysis (Newman, 2003) together
with engagement metrics to study inter-site engagement. Additionally, we study
the impact of the hyperlink structure in the provider network on inter-site
engagement. Many types of complex networks have been studied (Newman,
2003); those closer to our work are user traffic networks (Chmiel et al., 2009;
Meiss et al., 2008; Wu et al., 2011) investigating the traffic between web
elements (pages, hosts, and sites), and hyperlink networks (Barabási et al., 2000)
studying the topological (link) structure of the Web. Research on user traffic
networks has looked at the structure of the networks (using metrics such as
degree distribution) and evolution (Chmiel et al., 2009;Meiss et al., 2008). Some
studies also considered engagement metrics (Chmiel et al., 2009).

There are many ranking algorithms that incorporate the browsing behavior
within a network or its hyperlink structure to rank pages (Liu et al., 2008; Page
et al., 1999), images (Trevisiol et al., 2012), news articles (Trevisiol et al., 2014),
etc. A famous ranking algorithm is PageRank (Page et al., 1999), which ranks
pages using the structure of the hyperlink network. However, Liu et al. (2008)
showed that incorporating the time that users spend on a page is outperforming
the solely link-based approaches. We extend existing research by developing a
measure that ranks sites in a provider network according to how much users
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engage to the network after visiting that site. This can be compared to the
problem of influence maximization (Chen et al., 2009; Cheng et al., 2013;
Kempe et al., 2003), i.e., the identification of the nmost influential nodes in, for
instance, social or epidemic networks. In our context, we identify nodes (sites)
that maximize the engagement to the network of sites. The measure itself is an
adaption of the downstream metric of Yom-Tov et al. (2013) to our network
model.

3 DATA, NETWORKS, AND METRICS

Our study is based on anonymized browsing data (tuples of browser cookie,
URL, referring URL, and timestamp) collected over a period of 12 months
(August 2013 to July 2014) from a sample of users who gave their consent
to provide browsing data through the toolbar of Yahoo. The user activities
were split into sessions, where a session ends if more than 30 min have
elapsed between two successive activities, a common way to identify the end
of a session (Catledge and Pitkow, 1995). We extracted a sample of 661M
sessions. Each session consists of page views on Yahoo and other sites (e.g.,
facebook.com, cnn.com). The browsing activity of a user on Yahoo during a
session was used to create several provider (in our case Yahoo) networks as
described in the following subsection.

To handle the large volume of browsing data, we used the Hadoop Map/
Reduce framework1 to preprocess the data and extract the provider networks.
After preprocessing the data, each reducer job created a subnetwork based
on a chunk of browsing data. Finally, the subnetworks were merged into one
network. Since the resulting provider networks were small, we then used R2 in
conjunction to the igraph3 and tnet4 packages to calculate the metrics for each
of the networks.

3.1 Provider Networks

Our aim is to provide insights into user engagement with respect to Yahoo’s
network of sites. We created two provider networks using a total of 228
sites encompassing diverse services such as news, mail, and search.5 The first
provider network consists of a selection of 73 sites based in the Unites States,
whereas the second network is based on sites from five countries from the same
continent. We selected the 31 most popular sites that have a counterpart in all of

1. http://hadoop.apache.org/
2. http://www.r-project.org/
3. http://igraph.org/r/
4. http://toreopsahl.com/tnet/
5. We consider all subdomains in Yahoo (e.g., mail.yahoo.com), and other domains that belong to
Yahoo (e.g., flickr.com).

http://hadoop.apache.org/
http://www.r-project.org/
http://igraph.org/r/
http://toreopsahl.com/tnet/
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the countries, resulting in 155 sites in total. The provider networks are weighted
directed networks G = (N,E), where the set of nodes N corresponds to sites
and the set of edges E to the user traffic between them. The edge weight wi,j
between node (site) ni and node (site) nj represents the size of the user traffic
between these two nodes, which we define as the number of clicks from ni to
nj. Whereas the nodes in the network are fixed, the edge weights depend on the
selected browsing data. This allows us to create different network instances.

3.1.1 Network Instances
The network instances are listed in Table 1. We defined various network
instances of the INT network to evaluate the metrics described at the end of
this section. The metrics characterize the inter-site engagement between nodes
or within the whole network. The metrics are evaluated in Section 4. We
extracted browsing data from each day between August 2013 and July 2014.
The browsing data were used to create 365 networks (INT01/08, …, INT31/07),
each representing the traffic of the INT network on a certain day (here 08 refers to
August, 07 to July, etc.).We also defined a network INTFeb based on the browsing
data of February 2014 to study the differences of inter-site engagement between
sites. Finally, five country-based networks were created (INTc1,..,INTc5), where
each contains the sites and traffic of one country of the INT network. Looking
at specific countries enables us to compare the inter-site engagement, on a per
country basis.

In the remaining sections, unless otherwise started, we study theUS network,
more precisely, the network instances based on the browsing data of February
2014 (USFeb), and the daily networks (US01/08, …, US31/07).

TABLE 1 Network Instances Based on Five Countries in One Continent
and the US Network

Network Number of Instances Clicks Per Network

Monthly-based networks (February 2014)

INTFeb 1 16M

USFeb 1 235M

Daily-based networks (August 2013–July 2014)

INT01/08, …, INT31/07 356 577K|230K
US01/08, …, US31/07 356 8.6M|2.9M
Country-based networks

INTc1, …, INTc5 5 3.2M|3.6M

For each network, we provide the number of network instances and the average and standard
deviation of the number of clicks per instance.
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3.1.2 Site Categories
We annotated the sites in the networks using an adapted version of the schema
described by Lehmann et al. (2013):

● 24 front pages and site maps (e.g., yahoo.com, everything.yahoo.com) [Front
page]

● 46 service sites (e.g., mail.yahoo.com, calendar.yahoo.com) [Service]
● 73 news sites (e.g., news.yahoo.com, finance.yahoo.com) [News]
● 32 leisure and social media sites (e.g., tumblr.com, games.yahoo.com)

[Leisure]
● 53 provider sites (e.g., account.yahoo.com, help.yahoo.com) [Provider]

Two examples of network instances are displayed in Fig. 1. The nodes represent
the sites colored by their category. On the left side, we can see the very densely
connected US network. The more central a node is the higher its connectivity
to other nodes in the network. We notice that there is no site category that
predominates the center in the network, i.e., each site category has densely and
loosely connected nodes. On the right side, the INT network is displayed. We
observe five densely connected modules, each representing a country. However,
we can see connections between the modules implying that some users access
sites from different countries.

ServiceFront page News ProviderLeisure

INT networkUS network

FIGURE 1 The US and INT provider networks based on browsing data of February 2014. The
edges are not weighted for confidentiality reasons. The Force-Atlas algorithm is used for the
visualization.6

6. https://gephi.github.io/

https://gephi.github.io/


310 PART B Applications and Infrastructure

3.2 Network-Level Metrics

Network-level metrics are concerned with the browsing behavior within the
whole provider network, which we refer to as the provider engagement. We
employ three metrics of provider engagement. These are listed in Table 2, and
can be of two types. The network popularity (first type) is measured by the
number of sessions in which a site in the network was visited (#Sessions).
The browsing activity (second type) in the network during an online session
is described by the average time users spend in the network (DwellTime) and
the number of sites visited (#Sites).

To measure the inter-site engagement, i.e., the traffic between sites, we
employ standard graph metrics and add to them metrics that provide us with
further information about the network structure. We refer to them as inter-site
metrics. Numerous graph metrics exist. In this chapter, we focus on a subset of
them, which are sufficient for our purpose. We discard metrics that could not
be used to measure user engagement, and metrics for which we observed a very
high correlation to those selected. This process resulted into the following five
inter-site metrics. When describing them, we specify how they can be used in
the context of user engagement.

TABLE 2 Network-Level Metrics: Metrics Used to Analyze the Browsing
Behavior Within a Provider Network

Engagement

Metric Description Low High

Inter-site engagement

Flow Extent of the inter-site engagement 0 (|N| − 1)/|N|
Density Diversity of inter-site engagement 0 1

Reciprocity Homogeneity of traffic between
sites

0 1

EntryDisparity Variability of in-going traffic to the
network

1 0

ExitDisparity Variability of out-going traffic from
the network

1 0

Provider engagement

[POP] #Sessions Total number of sessions in the
network

0 ∞

[ACT] DwellTime Avg. time per session in the network 0 ∞
[ACT] #Sites Avg. number of sites per session in

the network
0 |N|

|N| refers to the number of nodes in the network.
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3.2.1 Flow
The flow measures the extent to which users navigate between sites. It is defined
as follows: ∑

i,j wi,j∑
i vi

where wi,j is the total number of clicks between node ni and nj (i.e., the edge
weight) and vi is the total number of visits on node ni. For example, a network
with 6 visits, 3 on a service and 3 on a news site, can have different levels of flow.
If there are 6 users, 3 solely visiting the service and 3 solely visiting the news site,
the flow will be 0/6 = 0. If two of the visits belong to one user accessing both
sites, there will be traffic in the network, and the flow value will be 1/6. A high
value indicates a high inter-site engagement; users navigate often between sites
in the network.

3.2.2 Density
The density (Wasserman, 1994) describes the connectivity of the network. It is
the ratio between the number of edges compared to the number of all possible
edges. In Fig. 1, we see that the density of the US network is much higher than
in the INT network, as there are few connections between nodes of different
countries. A high connectivity (or density) means that the inter-site engagement
is highly diverse; users navigate between many different sites.

3.2.3 Reciprocity
The reciprocity measures the homogeneity of traffic between two sites, i.e., the
percentage of traffic between two sites that is in both directions. We use the
definition of Squartini et al. (2013) for the reciprocity of weighted networks:

∑
i<jmin[wi,j,wj,i]∑

i �=j wi,j

where wi,j is the weight of the edge from node ni to node nj. There are two
reasons why a high reciprocity can be interpreted as a high engagement. First,
the traffic from site i to j is from a different user group than the traffic from site
j to i. In this case, a high reciprocity implies that the two user groups engage to
the same extent on both sites. Second, the traffic between the sites comes from
the same users. In this case, users do not only navigate from one site to another,
they also return to the previously visited site.

3.2.4 Entry Disparity and Exit Disparity
The disparity refers to how the traffic to and from the network is distributed over
the sites. For instance, a high entry (exit) disparity indicates that there are only
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few sites used to enter (leave) the network. We use the group degree measure
of Freeman (1979) and adapt it:∑

i(g
∗
max − g∗

i )

|N| ·∑i g
∗
i

Here, |N| is the number of nodes in the network, gini is the number of net-
work visits that started at node ni (user entered the network), and gouti is
the number of network visits that ended after visiting node ni (user left the
network). The maximum values of gini and gouti are defined by ginmax and goutmax,
respectively.

We hypothesize that a low disparity (all nodes are equally used to enter and
leave the network) reflects a high inter-site engagement. The network itself is
less vulnerable, as the outage of one node (e.g., a front page) will not affect
users entering the network. Moreover, it suggests that users do not need a front
page to access other sites in the network; they know the site and go to it directly
(maybe through a bookmark or a search site).

3.3 Node-Level Metrics

Node-level metrics measure the browsing behavior on a site within the network.
Table 3 contains a list of all such metrics used in our work, their description,
and their value range. We use two metrics that describe the engagement of
users on the site (site engagement). The popularity of a site is measured by the
number of sessions in which the site was visited (#Sessions), and the browsing
activity on a site is characterized by the average (median) time users spend on
the site during a session (DwellTime). We additionally employ two multitasking
metrics defined in Lehmann et al. (2013): the number of times a site was visited
during an online session (#Visits), and the cumulative activity (CumAct) which
accounts for the absence time between visits within a session. Many visits and a
long absence time between the visits is an indication of high loyalty to the site,
i.e., the user is returning to the site to perform some new tasks within the same
session (Lehmann et al., 2013).

We also employ four inter-site metrics, each accounting in a different way
for the traffic to and from a site. All metrics consider the edge weights (number
of clicks) between sites.

3.3.1 PageRank
The importance of pages in the Web is measured by PageRank (Page et al.,
1999). The original definition considers the hyperlinks between pages, more
precisely, the links leading to a page. Applied to our context, given the traffic
between sites, PageRank corresponds the probability that a user randomly
navigating through the network will arrive at any particular site.
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TABLE 3 Node-Level Metrics: Metrics Used to Analyze the Browsing
Behavior on a Site in the Provider Network

Engagement

Metric Definition Low High

Inter-site engagement

PageRank Probability that a user will visit the site 0 1

Downstream Avg. number of sites visited after visit on
site

0 ∞

EntryProb Probability that a user enters the
network in this site

0 1

ExitProb Probability that a user leaves the
network in this site

1 0

Site engagement

[POP] #Sessions Total number of sessions on site 0 ∞
[ACT] DwellTime Avg. time per session on site 0 ∞
Multitasking

[MT] #Visits Avg. number of visits per session on site 0 ∞
[MT] CumAct Cumulative activity for the time between

visits
0 ∞

3.3.2 Downstream Engagement
Whereas page rank measures the probability that a random user will visit any
particular site, we analyze here the browsing behavior of a random user through
the network who starts at a certain site. Motivated by Yom-Tov et al. (2013),
we define downstream engagement in the context of traffic networks as follows.
We use a discrete-time Markov process to simulate the browsing behavior in
the network. Hence, the sites correspond to the states and the edge weights
correspond to the transition probabilities. Additionally, we assign to each site
its exit probability (the definition is given later in this section), i.e., at each step
in the simulation there is a certain probability that a random user will leave the
network.

For each site in the network, we now simulate the navigation of users through
the network when starting on that site. The simulation ends when all users have
left the network. Based on the simulated navigation paths of the users, we are
able to compute several metrics; such as the time users spend in the network
(i.e., sum of the dwell time of the visited sites), or the number of sites they
visited (i.e., the path length). Each metric shows which sites are maximizing
the engagement to the network. Since the focus of our work is on interactions
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(traffic) between sites, we define downstream engagement as the average number
of sites a random user visited according to the simulation.

3.3.3 Entry Probability and Exit Probability
The two metrics measure the probability that users enter or leave the network
from the site under consideration. EntryProb is the percentage of visits to a
site in which the user entered the network. ExitProb is the percentage of visits
to a site from which the user leaves the network afterwards and thus does not
continue browsing in the network. A high entry probability indicates that a site
plays an important role in promoting inter-site engagement, whereas a high exit
probability refers to a site with a negative effect on the inter-site engagement.

We next evaluate the value of these network- and node-level metrics in the
context of user engagement, more precisely, in measuring inter-site engagement
in a network of sites, such as those offered by Yahoo. Since our data do not
follow a normal distribution, and thus to avoid the influence of heavy outliers,
we do not use the metric values per site, but the corresponding ranks.

4 EVALUATING INTER-SITE METRICS

We evaluate the applicability of inter-site metrics, defined in the previous
section, to measure user engagement. The metrics at network level enable us
to compare provider networks, for instance, from different countries, showing,
for instance, that some provider networks have a higher traffic than others.
Additionally, the metrics at node level enhance the understanding of how users
engage with a single site and how the traffic between sites affects this. First, we
compare inter-site metrics with standard engagement and multitasking metrics.
Second, we present two case studies showing how inter-site metrics can be used
to enhance our understanding of user engagement. We restrict ourselves to the
INT network. This network is especially interesting, as it enables us to compare
engagement between provider networks from different countries.7

4.1 Site and Provider Network Rankings

We use the daily networks introduced in Section 3.1, namely INT01/08, …,
INT31/07. We calculate the network-level metrics for each network, and the
node-level metrics for all nodes in each network. We rank networks (nodes)
according to each metric and then evaluate the similarity between these rankings
using Spearman’s rank correlation coefficient ρ. If two metrics produce the
same ranking, they are equivalent and hence one is redundant. However, similar
rankings may point to interesting dependencies between the engagement and
traffic characteristics of a node or thewhole network.We only report correlations
that are statistically significant (p value < 0.01).

7. Similar results were reached for the US network.
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4.1.1 Network-Level Metrics
The correlations between the network-levelmetrics are presented in Table 4. The
density of a network is increasing (more sites become connected) with the
number of sessions (ρ = 0.92). This means that the more users are visiting
the network, the more diverse is the inter-site engagement; users visiting the
network for many different reasons since they access different groups of sites.
The metrics Flow and #Sites are moderately correlated (ρ = 0.65). The more
sites are visited during a session, the higher the flow of traffic. However, the
correlation is not high enough to suggest that one of the metrics is redundant.
Whether the traffic between two sites is unidirectional or not (Reciprocity) does
not depend on any of the other considered metrics. We even cannot report a
correlation to DwellTime, as the p value is above 0.01.

Finally, we observe a strong correlation between the two disparity metrics,
EntryDisparity and ExitDisparity (ρ = 0.84), indicating that the volume of in-
and out-going traffic of the nodes depend on each other. The two metrics also
correlate negatively with the density and the number of sessions of a network.
This suggests that low engaging networks have some nodes that are used to enter
(leave) the network (e.g., front pages), whereas in high engaging networks users
enter (leave) the network over many nodes. However, both metrics are needed,
as the correlations are only moderate.

To conclude, the metrics flow, reciprocity, and disparity capture distinct
aspects of how users engage with a network of sites. The density, on the other
hand, relates to the popularity of a network.

TABLE 4 Correlations Between Network-Level Metrics

Flow Density Reciprocity Entry
Disparity

ExitDisparity

Density –

Reciprocity 0.15 0.48

EntryDisparity 0.23 −0.61 −0.38

ExitDisparity 0.30 −0.60 −0.32 0.84

[POP]
#Sessions

– 0.92 0.42 −0.54 −0.55

[ACT]
DwellTime

0.35 −0.45 – 0.33 0.38

[ACT] #Sites 0.65 −0.25 0.25 – 0.20

Correlations with a p value <0.01 are not reported (–), and correlations above 0.5 or below −0.5
are highlighted in bold.



316 PART B Applications and Infrastructure

4.1.2 Node-Level Metrics
Table 5 reports the metric correlations at node level. There are no correlations
between the inter-site metrics, and the activity or multitasking metrics (all
correlations are below 0.4). We therefore focus on the correlations between the
inter-site metrics and the popularity metric #Sessions.

We observe that popular sites in the provider network (e.g., front pages),
are also visited frequently when browsing through the network (ρ(#Sessions,
PageRank) = 0.85), but users do not visit many other sites after visiting the site
(we have ρ(#Sessions, Downstream) = 0.17).

The strong correlation between EntryProb and ExitProb (ρ = 0.79) suggests
that nodes used to enter the network are also frequently used to exit the
network. The fact that these two metrics do not correlate with the other inter-site
metrics indicates that entry and exit points of a network do not correspond
to nodes that play an important role in directing traffic to other nodes (e.g.,
ρ(EntryRatio,Downstream) = −0.27), and to nodes that are visited frequently
when browsing through the network (e.g., ρ(EntryRatio,PageRank) = −0.10).

In conclusion, downstream engagement, and the entry/exit ratio of a node
bring new insights regarding the engagement at site level, whereas the page rank
relates to sites that are very popular.

4.2 Case Studies

We present two case studies that demonstrate how using inter-site metrics can
enhance our understanding of user engagement. First, we compare different
provider networks with respect to their inter-site engagement. Then, we use
node-level metrics to analyze how the traffic differs between sites.

TABLE 5 Correlations Between Node-Level Metrics

PageRank Downstream EntryProb ExitProb

Downstream 0.30

EntryProb −0.08 −0.27

ExitProb −0.10 −0.22 0.79

[POP] #Sessions 0.85 0.17 0.12 0.08

[ACT] DwellTime 0.06 0.04 −0.19 −0.18

[MT] #Visits 0.08 0.02 0.13 0.18

[MT] CumAct 0.31 −0.02 0.35 0.32

Correlations above 0.5 or below −0.5 are highlighted in bold.
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4.2.1 Comparing Provider Networks
The objective is to show that provider networks vary in their inter-site engage-
ment. We compare the five country-based networks (INTc1,…, INTc5) with each
other. Using network-level metrics we compare engagement between networks,
as we do it when comparing sites using node-level metrics. Figure 2 depicts
the differences between the networks using four selected inter-site metrics.
To capture the engagement to the provider network, we employ one provider
engagement metric: DwellTime. The metrics are normalized by the z-score,
hence the figure shows the extent to which the standard deviation of a metric
rank is above or below the mean. The countries are ordered by decreasing Flow.

The highest inter-site and provider engagement can be observed for the
first provider network (Country1). The network has the highest flow, and dwell
time. Also the reciprocity is above average. This shows that users spend a lot
of time in that network, and while visiting the network they navigate often
between many sites and do so in both directions. Although the network has the
highest engagement, the density is only average compared to the other networks,
indicating that users do not navigate between many different sites.

We look now at the second provider network (Country2). In this network,
the flow is high and homogeneous (high Flow and Reciprocity), and also the
diversity of the inter-site engagement is high (high Density), but the dwell time
is below average (low DwellTime). This indicates that users access many sites
in the network, but they navigate quickly between them.

The opposite can be observed for the fourth network (Country4). The flow is
below average, indicating a low inter-site engagement, but the dwell time per
session is above average. We hypothesize that each user visits only a small
subset of sites in the network, but spending a lot of time on it. The low value
of EntryDisparity and the high value of Density suggests that still all sites in the
network are visited, but from different users.

The last provider network (Country5) has the lowest inter-site and provider
engagement. We can see that users enter and leave the network over a subset of
nodes (highestEntryDisparity). The users hardly navigate to other nodes (lowest
Flow and lowDensity), or spend much time in the network (lowest DwellTime).

Country2Country1 Country3 Country4 Country5

Flow Reciprocity EntryDisparityDensity DwellTimeBars from left to right:

0.0

1.0

−1.0−1.0

0.0

1.0

−1.0

0.0

1.0

−1.0

0.0

1.0

−1.0

0.0

1.0

FIGURE 2 Comparing provider networks from different countries using network-level metrics.
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In this section, we demonstrated that network-level metrics enhance our
understanding of how users engage with a whole provider network. Inter-site
and provider engagement of a network can differ, implying that both metric
types should be employed when analyzing the engagement of a network of sites.
Indeed, we saw that some networks have a high provider engagement, but a low
inter-site engagement, and vice versa.

4.2.2 Engagement Patterns at Site-Level
We study the different engagement patterns at site-level. Our goal is to show
that inter-site metrics provide additional insights to those coming from assessing
user behavior within a site. The engagement patterns are determined based on
several node-level metrics, PageRank,Downstream, EntryProb,DwellTime, and
CumAct values. Each site is represented as a 5-nary vector, each dimension
corresponding to one such metric. We cluster the vectors using k-means. The
number of clusters is determined by a minimal cluster size such that each cluster
contains at least 20% of the sites under consideration (155 of them). We use the
network constructed for February 2014 (INTFeb).

We obtain four clusters, shown in Fig. 3, each representing an engagement
pattern. The first row contains the cluster centers normalized by the z-score, and
the second row presents the number of sites within each cluster. The last row
shows statistics related to the site categories per cluster. We define p(c) as the
probability that a site belongs to category c, and p(c|cl) as the probability that
a site in cluster cl belongs to category c. We then define the difference in the
probability PD as follows:

p(c|cl) − p(c)

max(p(c|cl), p(c))
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This corresponds to the likelihood that a category occurs in a given cluster with
respect to its likelihood that it occurs at all. Each cluster, a pattern, is given a
name reflecting its main characteristic.
Traffic Hub. This cluster contains sites with a high inter-site engagement. The
sites are important for the network, as they forward traffic to other sites. Users
visit these sites when entering the provider network (high EntryProb) to access
many other sites in the network (highDownstream).While browsing through the
network, users regularly return to these sites, even after a long period of absence,
to access further sites (high PageRank and CumAct). We also observe the lowest
DwellTime for this cluster, which indicates that users do not spend much time
on the sites; they quickly navigate to their target site. Front pages and service
(e.g., search) sites belong to this cluster.
Supporter. Sites belonging to this cluster are sites on which users do not
spend much time (low DwellTime), and do not return after a longer period
of absence (low CumAct) during the session. The low PageRank indicates
that the sites are not very important (central) for the network, and hence they
are not visited frequently. Provider (e.g., info.yahoo.com) and service (e.g.,
address.yahoo.com) sites belong to this cluster. Users only visit the sites when
specific information is required. As a result, users do not access these sites
directly when entering the network (low EntryProb), but from other sites in the
network. After they have found the required information, they are done, although
they may visit a few other sites in the network (low Downstream).
Focused Engagement.Many leisure sites belong to this cluster. We observe that
users visiting leisure sites (game and social media sites) spend a lot of time on
them (high DwellTime), and also return after a longer period of absence within
the same session (high CumAct). It is also less likely that a user navigating
through the network will arrive at a leisure site (low PageRank), and that a
user that is visiting a leisure site will navigate to other sites in the network (low
Downstream). Users access leisure sites directly (highEntryProb), and then they
are solely engaged in their leisure activities. The same can be observed for some
provider sites (e.g., messenger.yahoo.com), which are visited to download an
application provided from Yahoo.
Shared Engagement. Mainly news sites belong to this cluster, which is char-
acterized by the highest inter-site engagement. Although the sites have the
lowest entry probability, they are well connected to many other sites (highest
PageRank). We hypothesize that users enter the network over front pages,
and then visit a news site. Although they dwell long on the news site (high
DwellTime), it is very likely that they continue browsing to other sites in the
network (highest Downstream).

To summarize, we observe that sites exhibit different engagement patterns.
For leisure sites, the attention of users is mostly focused on the site, whereas
when reading news, users exhibit a high inter-site engagement (e.g., visiting sev-
eral other sites). Then, there are sites that have the function to forward traffic to
other sites (e.g., front pages) or to support users in the network (e.g., help sites).
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5 STUDYING INTER-SITE ENGAGEMENT

We study inter-site engagement with the metrics we have proposed and showed
to bring different insights than standard engagement metrics. Our aim is to
analyze how inter-site engagement differs depending on the loyalty of users,
whether the user visits the network on a weekday or the weekend, and the
upstream traffic. We also investigate the effect of users leaving the network, but
returning within the same online session. We do so by defining further network
instances and compare them with each other.

The network-level metrics Flow, Density, Reciprocity, EntryDisparity,
DwellTime, and #Sites are used to characterize the inter-site engagement with
respect to the whole provider network. The node-level metrics PageRank,
Downstream, EntryProb, DwellTime, and CumAct bring additional insights
about the inter-site engagement with respect to a site. To study the difference
between a metric value v1 from one network with the metric value v2 from
another network, we measure the relative difference as:

d = v2 − v1

max(v1, v2)

where d is a value between−1 (decrease of -100%) and+1 (increase of +100%).
The results for each study are presented in a Figure (e.g. Fig. 4). The top

part displays the differences of the network-level metrics, and the bottom part
depicts the average differences of the node-level metrics per site category. The
differences for each node-level metric are presented in a bar chart where a bar
corresponds to a site category.

We start with comparing the network instances constructed to study how
inter-site engagement is affected by user loyalty.

5.1 User Loyalty

We group users according to a loyalty criteria, measured in this chapter, by
the number of active days within February 2014. Following Lehmann et al.
(2012), we define three loyalty levels: Casual (1 active day), Engaged (2–14
active days), and Loyal (more than 14 active days). We then use the browsing
data of February 2014 of the Casual, Engaged, and Loyal users to create three
user-based networks.

We first analyze the differences at network level (Fig. 4 (top part)). We see
that Engaged users navigatemore often (Flow:+17.8%), and betweenmore sites
(Density: +43.1%) than Casual users. The values increase again from Engaged
to Loyal users. This shows that when the inter-site engagement increases, the
more loyal the users are. Although we reported in Section 4.1 a weak positive
correlation between the reciprocity and the density of a network (ρ = 0.5),
we observe here that the reciprocity decreases with increasing loyalty of users
(e.g., from Engaged to Loyal: −38.9%). This indicates that, with loyal users,
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the traffic in the network becomes more directed, more users go from one site
to another but return less to the previous site. We speculate that, for instance,
Engaged users always return to the front pages to access other sites in the
network (e.g., frontpage → news → frontpage → leisure). Loyal users, on the
other hand, are “aware” of links that allow them to access other sites directly
(e.g., frontpage → news → leisure). We also observe that the engagement on
the network increases with the loyalty of users. Loyal users spend more time on
sites (DwellTime increases), and they also visit more sites (#Sites increases).

We analyze how the inter-site engagement differs at site level. Figure 4
(bottom part) compares the Engaged and Loyal networks. As already observed
at network level, loyal users browse more through the network. This is fur-
ther accentuated at node level by the increase in downstream engagement.
For provider-related sites (e.g., help and account setting sites) we observe a
significant decrease for page rank value, and also for the entry probability, and
dwell time. This indicates that Loyal users are rarely visiting provider-related
sites. They do not need to access help sites very much, likely because their
account-related settings have already been performed a while ago.

Finally, in terms of time spent on the network, Loyal users seem to spend a
considerable amount of time on leisure sites (increase inDwellTime), compared
to Engaged users. We also observe a significant decrease of dwell time for front
pages. Front pages can be compared to search sites; a low dwell time is a sign
of a good user experience, as these sites are used to navigate (quickly) to other
sites. We speculate that Loyal users know the front page well, and hence are able
to move quickly to the site they want to reach. Engaged users, on the other hand,
cannot find the hyperlink they are searching for immediately, and thus spend
more time on such sites. As such, they may get more distracted by what is on
offer on the front page.

5.2 Weekdays and Weekend

Previous research showed that it is important to consider temporal aspects
when studying user engagement (Lehmann et al., 2012). We therefore compare
inter-site engagement during weekdays with that from weekends. We use the
daily networks (US01/08, …, US31/07) and split them depending on whether the
network refers to traffic during a weekend or a weekday.

Although the differences are not as high as for the user-based networks,
interesting observations can be made (see Fig. 5). During the weekend, many
metrics at network level (e.g., Flow: −4.7%, DwellTime: −10.0%), and site
level (e.g., decrease in Downstream and CumAct) are lower. This means a lower
site and inter-site engagement during the weekend. However, the reciprocity
is higher (Reciprocity: +4.3%). We speculate that many users, who visit the
network during the week, do it to perform specific goal-oriented tasks (e.g.,
checkingmails, or reading news to keep up-to-date), and therefore navigate only
from the front page to their desired site (i.e., the traffic is unidirectional).
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The tasks during the weekend differ, as shown when looking at the statistics
at node level. During the weekend, users may not have to or do not wish to
perform these goal-oriented tasks (lower PageRank and CumAct for front pages
and news sites), and therefore they have the time to engage in leisure activities
(higher PageRank), to do account-related settings and to try out applications
offered by Yahoo (higher DwellTime and CumAct for provider sites).

5.3 Returning Traffic

During their online sessions, users engage in multitasking (Lehmann et al.,
2013), and as a result, they revisit sites several times, after a short or long time,
with the same session. While doing so, users access sites outside the provider
network, for instance, navigating from Yahoo mail to Facebook, and then back
to Yahoo mail. In our data, we observed that on average 20% of the page views
during an online session belong to sites that are not part of the provider network.

We analyze how this behavior affects the characteristics of the networks.
We therefore define a second type of edge, which we call “return edge,” which
corresponds to users navigating from a site in the provider network to external
sites, but returning to another site in the network within the same online session
(returning traffic). Figure 6 compares the internal traffic and the returning traffic
of the US network of February 2014 (USFeb), where for the latter network, return
edges are added to the original network. Thereby, traffic returning to the same
site ni is represented by an additional edgewi,i. Note that as our engagement and
multitasking metrics do not consider the traffic between sites, their values are the
same for the two networks. The reciprocity and closenessmetrics do not consider
traffic returning to the same site, as the two metrics are used to characterize the
traffic between distinct sites. However, the metrics are still useful for analyzing
the change in the traffic in the network when accounting for returning traffic.

The results show that leaving the network does not necessarily entail less
engagement. Users often return to the network (Flow: +59.9%) and more sites
become connected through returning traffic (Density:+10.3%).A higher density
indicates that users leave the network from one site and return to some other
site in the network, but hardly ever navigate directly between the two sites.
This might point to missing hyperlinks in the provider network. Adding these
hyperlinks could increase site and inter-site engagement, as they may help users
browse through the network, and thus stay longer. How hyperlinks can influence
the engagement in the network is investigated in Section 7.

The value of the entry disparity metric increases significantly (+67.0%),
indicating that there are some sites that are less frequently used to enter the
network when accounting for returning traffic; these sites are often used to
return to the network within the same session. Interestingly, when looking at
the entry probability per site category (node-level metrics), we are not able to
identify a site category for which the entry probability decreases significantly
more or less. The downstream engagement also increases to the same extent for
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all site categories. This suggests that whether the user is leaving the network
and returning to it afterwards does not depend on the site category. In fact, the
returning traffic is equally distributed over all categories of sites.

The only difference we can see is with respect to the PageRankmetric. When
we consider the returning traffic, the importance of service and leisure sites
increases (higher PageRank), i.e., these sites become more connected through
returning traffic.

5.4 Upstream Traffic

It was shown by Trevisiol et al. (2012) that user browsing behavior within a
network depends on where the user is coming from when entering the network
(i.e., the upstream traffic). We investigate whether the upstream traffic has an
effect on inter-site engagement. First, we define the upstream type (e.g., search,
mail) of an online session. Using the referring URL and the schema from
Lehmann et al. (2013), we annotate the sites from which users are coming
from when entering the network. Additionally, we added the site category “Int”
which refers to Yahoo sites that are not in the considered provider network
(e.g., hk.yahoo.com when dealing with the US network). If the user accessed
the network by using a bookmark, or entering the URL in the address bar, no
referring URL is defined. In this case, the upstream type is “Tele,” to refer to
teleportation. This resulted into the following upstream types:

● 87.95% of teleportation [Tele]

● 4.32% of internal traffic (e.g., hk.yahoo.com, uk.news.yahoo.com) [Int]

● 1.42% of search (e.g., google.com, bing.com) [Search]

● 0.51% of social media (e.g., facebook.com, twitter.com) [Social]

● 0.19% of shopping (e.g., coupons.com, booking.com) [Shopping]

● 0.10% of news (e.g., cnn.com, forbes.com) [News]

● 0.07% of mail (e.g., live.com, mail.google.com) [Mail]

In total, 5.44% of the sessions could not be assigned with one of the defined
upstream types and are discarded in the following analysis. We now create a
network for each upstream traffic type and calculate the network- and node-level
metrics per network. Since there are many different types of upstream traffic,
we do not compare the upstream traffic networks with each other. Instead, we
compute the average value of each metric and analyze the difference between
the metric value and the average metric value.

Users frequently enter the network using teleportation (87.95% of the
sessions). Teleportation is a sign that users are highly engaged with the network,
as they use bookmarks, remember the domain name and enter it directly, or
simply start typing the URLwhich then get autocompleted. This is also reflected
by the network-level metrics in Fig. 7 (top part) by the high values of density
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(+56.0%), traffic flow (+35.1%), and the average number of visited sites during
a session (+8.5%). Interestingly, the dwell time in the provider network is below
average (−16.5%).

A dwell time above average can be observed for users coming from news,
mail, or social media sites. However, we can also see that the Density is below
average, indicating that users do not navigate between many different sites. We
know from Section 4.2.2 that news and social media sites inside the network also
have a high dwell time. We speculate that users coming from such sites continue
reading (socializing) on news (social media) sites inside the provider network.
In doing so, they are highly engaged, as shown by the high value of dwell time.
Users who come from external news sites (e.g., cnn.com) even visit many news
sites inside the provider network (Flow and #Sites are above average).

We can see in the bottom part of Fig. 7 (node-level metrics) that users who
arrive from mail sites frequently visit leisure sites in the network, and that they
spend a lot of time on them. The page rank and the dwell time is above average.
Users might have received a notification via email from a leisure site, which
led them to visit the site. We also observe that mail users focus much less on
service sites, as all five metrics are below average (except PageRank which is
on average).

The lowest engagement is observed for users who are coming from search or
from other Yahoo sites. The flow and the two engagement metrics (DwellTime
and #Sites) are low. However, the entry disparity is also below average (Search:
−27.8%, and Int: −58.3%), showing that users enter and leave the network
from all sites. We speculate that users access directly the sites they are inter-
ested in (front pages are not used), to perform a quick task, and then leave
again.

This section shows that inter-site engagement depends on many factors such
as the loyalty of users and the day of the week. Accounting for multitasking
(i.e., the returning traffic) also leads to a better understanding on how users
engage with sites. In addition, considering where users are coming from pro-
vides information about what else the users are doing in the network after-
wards. We have shown all these using metrics brought in to measure inter-site
engagement.

6 THE NETWORK EFFECT

Liu et al. (2008) showed that the popularity of pages depends on the traffic
between them, and we already observed in Section 4 that there is a strong
correlation between site popularity and the inter-site engagement in the network.
In this section, we demonstrate the effect of the network (the traffic between
sites) on site engagement. We show that the traffic between sites affects the
site popularity, and even slightly the activity on sites. Afterwards, we identify
patterns that describe how the traffic is distributed over the network.
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We use the daily US networks (US01/08, …, US31/07) and removed networks
modeling weekend browsing behaviors. This is to ensure that our observations
are not caused by the difference in browsing behaviors between weekdays and
weekends (see Section 5.2).

6.1 Dependencies Between Sites

We start by investigating the dependencies between sites in the provider network,
to demonstrate the extent of the network effect. We want to see whether sites
change their daily popularity (activity) in the same way. Based on the remaining
261 networks, we represent the daily popularity (activity) of a site by a vector
vn = (c1, . . . , c261), where ci is the number of sessions (average dwell time
per session) on day i, for site n. We then compare the sites by calculating the
Spearman rank correlation coefficient ρ between its vectors. Only statistically
significant correlations are reported (p value< 0.01). A high positive or negative
correlation between two sites indicates that changes in the network are affecting
both sites.

We study the strength of the network effect by grouping sites that are affected
in the same way by changes in the network. We group all sites that have
correlations above or below a given threshold θ . For instance, if |ρ(a, b)| ≥ θ ,
and |ρ(a, c)| ≥ θ , we create a group containing the sites {a, b, c}. We continued
this process until all sites were compared with each other. Our results show
that there is one large group, both in terms of popularity and activity of sites.
Figure 8a shows the number of sites belonging to the largest group for increasing
values of θ .

As expected, the size of the largest group decreases by increasing θ . How-
ever, when looking at the number of sessions, we still observe that 43.84%
of the sites affect each other with θ = 0.7 (i.e., only considering correlations
that satisfy |ρ| ≥ 0.7). We can also report that only 2.93% of the correlations
are negative (ρ ≤ −0.7). This means that there is a significant positive net-
work effect in terms of site popularity; sites become more or less popular
together.

The effect on the activity metric DwellTime is weaker. Only 14.67% of the
sites belong to the largest group with θ = 0.7. This implies that the activity on
a site depends more on the site itself (e.g., users always spend more time on
mail, but less on search). This was already observed in Lehmann et al. (2012).
However, in this case 50% of the correlations are negative (ρ ≤ −0.7). This
shows that there are negative dependencies with respect to the time users spend
on sites: an increase of dwell time on one site often leads to a decrease of dwell
time on another site. We hypothesize that users have a limited amount of time to
spent on the network instead of per site. Therefore, users switch from one site to
another site (e.g., from Yahoo Sport to Yahoo Finance) within that limited time,
thus more time spent on one site means less time spent on another site of the
network.
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6.2 Network Effect Patterns

We now study how the traffic between sites affects the site engagement. In
other words, we analyze the spread of traffic through the network. We do so
by looking at the dependencies between the edges as opposed to between the
sites (as presented in the above section) to identify network effect patterns that
describe how sites in the network exchange traffic with each other.

Similar to the first part in this section, we characterize the daily popularity
of an edge by a vector ve = (c1, . . . , c261), where ci is the number of clicks on
day i, for edge e. We then compare the edges by calculating the Spearman rank
correlations ρ between its vectors.8 Finally, if the correlation is above or below a

8. We excluded all edges with less than 30 clicks, to avoid the effect of minor fluctuations (e.g.,
[1,1,2] and [10,10,200] would have a correlation of 1). Using a threshold of 20 or 40 yields to
similar results.
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given threshold θ , we says that the two edges are related in terms of the relative
amount traffic passing by them.

Based on the resulting correlations, several patterns can be identified. If we
observe a correlation |ρ| ≥ θ between the edges a → b and a → c, we create a
“network effect pattern” containing the sites {a, b, c} and the two edges. The
pattern reflects that site a forwards traffic to site b and c. If there is also a
correlation between a → c and a → d, we add the site d and the edge a → d
to that same “network effect pattern.” We continue this process until all edges
are compared with each other, and select all patterns that consist of at least three
sites. We note that this approach enables us to analyze different network effect
patterns involving the same site. For instance, if there is a correlation between
a → b and a → c, and a → d and a → e, two “network effect patterns” can be
observed. One pattern shows how site a forwards traffic to sites b and c, and the
other one represents how the same site a directs traffic to sites d and e.

We study the number of patterns and the percentage of sites in the largest
pattern for various threshold values θ (see Fig. 8b). By increasing the threshold,
the number of identified patterns increases, but the size of the largest pattern
decreases. This means that parts of the largest pattern are divided into smaller
patterns. We observe a peak of 48 patterns at θ = 0.7 . However, even with a
threshold of θ = 0.7, 71% of the sites are part of the largest pattern. We can
conclude again that the network effect is significant. Changes in the network
(e.g., increase of popularity of a site) affect many sites and the traffic between
them, as shown by the largest network effect pattern. However, there are also
smaller patterns that describe the network effect to smaller groups of sites. We
can also report that the network effect is mainly positive (i.e., varies in the same
direction), as only 1.3% of the correlations are below −0.7.

6.3 Examples of Patterns

We focus on the patterns with correlations |ρ| ≥ 0.7. We divide the patterns
in three groups, shown in Fig. 9. For each, we report the average number of
sites, the average reciprocity, and the average transitivity (see Newman, 2003).
We recall that the reciprocity describes the probability that the traffic between
two sites flow in both directions, whereas the transitivity corresponds to the
probability that two randomly selected neighbors of a site exchange traffic with
each other. A low transitivity indicates that the pattern has a star-like structure;
one site exchanges traffic with many other sites, and the other sites do not
exchange traffic directly. A high transitivity reflects that all sites exchange traffic
with each other. We refer to this as cluster-like structure.

The first two groups consist of network effect patterns with a star-like
structures (Trans = 0). Simple star-like patterns have one focal site responsible
for most traffic exchange, whereas complex star-like patterns have more than
one focal site. In Fig. 9, we see three examples of simple star-like (1,2,3) and
two examples of complex star-like patterns (4,5). Surprisingly, other sites than
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FIGURE 9 (First row) Examples of network effect patterns. (Second row) Number of patterns
belonging to that group. (Third row) Median of interquartile range of the number of sites (|N|),
reciprocity (Recip), and transitivity (Trans) in each group.

front pages are responsible for the traffic exchange. In our examples, service (1),
provider (2), leisure (3,4), and news sites (4) are focal sites.

In addition, focal sites are not necessarily connected with each other. In
example (5), there are two provider sites that inject traffic to the focal sites
(i.e., two edges of the type {provider} → {frontpage}), and two news sites that
exchange traffic with the focal sites (i.e., two edges of the type {news} ↔
{frontpage}). We also observe that the traffic often flows in both directions
between two sites (e.g., complex star-like patterns have a median reciprocity
of 0.76). This suggests that if a focal site increases the traffic to other sites, it is
very likely that the other sites are also returning more traffic back.

On the right side of the figure, we see the largest network effect pattern,
containing 52 sites in total. This pattern has a cluster-like structure; many
sites exchange traffic directly with each other (Trans = 0.52), and also in
both directions (Recip = 0.91). All site categories (e.g., mail, service, leisure)
exchange traffic with each other.

In conclusion, the extent of the network effect in a provider network is
significant; the traffic in the network affects the engagement of many sites. Next,
we look at whether and how hyperlinks between the sites of a provider network
influence this.

7 HYPERLINK PERFORMANCE

Yom-Tov et al. (2013) demonstrated that hyperlinks help directing users to other
sites in a provider network. Motivated by this, we analyzed the different types of
links on the sites of a provider network, andwhether these influence the inter-site
and site engagement.

For each site from the US provider network, we selected a random sample
of pages accessed during February 2014 (USFeb). We only considered pages
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that were accessed at least 10 times. In total, we sampled 43K pages. We
downloaded the HTML content of the pages and extracted their hyperlinks.9

We distinguished whether a link10 points to a page within the provider network
(internal link), or to somewhere else on the Web (external link). For the first
case, we also differentiated between links to pages within the same site (on-site
links), and links to pages to other sites (inter-site links) of the provider network.
For each site, we then calculated the average percentage of on-site, inter-site, and
external links per page. We did not consider the position and style of hyperlinks
(we leave this for future work); our focus was the relationship between links and
inter-site engagement.

7.1 Variations in the Link Structure

We first study whether sites differ in their hyperlink structure. Figure 10 shows
the distribution of on-site, inter-site, and external links per site category. We
report the median values.

Front pages have the highest percentage of inter-site links (62.1%). This is
to be expected as they are used to access other sites in the network. However,
the percentage of external links is also the highest compared to the other site
categories (27.5%). A manual inspection shows that front pages are also used
to direct users to sites outside the provider network. There are pages linking to
Yahoo sites of other countries (e.g., everything.yahoo.com/world), or to sites of
partnership providers (e.g., att.yahoo.com).

With service and news sites, on-site and inter-site links exist in the same
frequency. Sites of both categories have around 40% on-site and around 40%
inter-site links. This results in 20% of external links.

The highest on-site connectivity is given by leisure sites (68.11%). The
on-site and inter-site hyperlink structure differs significantly among leisure sites.
The interquartile range is between 38.5% and 90.1%, and 3.9% and 44.9%,
respectively. Some leisure sites have many links between their pages, whereas
others havemany links to other sites in the provider network.However, all leisure
sites do not link much to sites outside the provider network (8.7%).

Finally, provider sites do not have many in-site links, as many of them
consists only of a few pages (e.g., info.yahoo.com). We observe as well that
some provider sites have a high percentage of external links (the interquartile
range is between 9.9% and 34.6%). These provider sites are also used from
non-US users as an entry point to Yahoo (e.g., messenger.yahoo.com) and as
such they link to the sites users are searching for (e.g., fr.messenger.yahoo.com
for users from France).

9. Pages from several sites were not considered, as signing in on the sites was required before
downloading the pages.

10. We use link and hyperlink interchangeably.

everything.yahoo.com/world
att.yahoo.com
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Overall, this section shows variations in the link structure of a provider
network, such as Yahoo US. We investigate next whether the link structure of a
provider network has an effect on inter-site engagement.

7.2 Effect of the Link Structure

We investigate how the hyperlink structure of the provider network affects the
browsing behavior of the users within the network. We model sites (nodes) and
hyperlinks (edges) between them to form a hyperlink network. The edge weight
is defined by the number of hyperlinks from one site to another.

We compare the hyperlink with the traffic network using the node-level
metrics PageRank andDownstream.11 Since the site engagement metrics cannot
be employed on the hyperlink network, we also investigate how the composition
of external, on-site, and inter-site links of a site affects the browsing behavior
of users when visiting that site. The browsing behavior on a site in the traffic
network is described by the average percentage of traffic to pages of the same
site (on-site traffic), to other sites of the provider network (inter-site traffic),
or to somewhere else (external traffic).12 We then rank sites according to each
measure in the traffic and hyperlink network and compare these rankings using
the Spearman rank correlation coefficient ρ (p value < 0.01). The results are
presented in Table 6.

We observe in Table 6a that the importance of sites measured by PageRank
is similar in both networks (ρ = 0.54). This suggests that if many hyperlinks
lead to a certain site, it is also likely that users will visit that site. Interestingly, if
a site has a high downstream engagement in the hyperlink network, it does not

TABLE 6 Spearman’s Correlation Between Site Metrics Using the Link and
Traffic Network

(a) PageRank and Downstream

Traffic

PageRank Downstream

Hyperlinks

PageRank 0.54 −
Downstream − −

(b) On-site, Inter-site, and External

Traffic

On-site Inter-site External

Hyperlinks

On-site 0.54 −0.45 −0.38

Inter-site −0.40 0.50 −
External − − 0.39

In case the p value is above 0.01, we do not report the correlation (–).

11. The exit probability in the hyperlink network is defined as the percentage of external links.
12. The percentage of external traffic is the same as the node-level metric ExitProb.
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imply that users also navigate deeply into the network when visiting that site
(p value > 0.01).

In Table 6b, we can see that the likelihood that a user continues browsing
within the same site depends on the percentage of on-site links (ρ = 0.54). At
the same time, a high percentage of on-site links leads to less navigation between
sites in the provider network, and to external sites (ρ = −0.45 and ρ = −0.38,
respectively). On the other hand, sites with many links to other sites in the
network have a high inter-site engagement (ρ = 0.50) and a low site engagement
(ρ = −0.40); users navigate frequently to other sites in the network, but dwell
less on the site under consideration.

External links do not influence the site and inter-site engagement, but we
observe a weak correlation to the external traffic (ρ = 0.39). This suggests that
providing external links leads to more users leaving the network. However, as
we observed in Section 5.3, leaving the network does not necessarily imply less
engagement, as users often return to the network within the same session.

In conclusion, whereas downstream engagement differs between the hyper-
link and traffic network, the page rank applied to the hyperlink network can
be used to identify sites that are also visited frequently by users. Moreover,
providing more inter-site links and thus encouraging users to visit other sites
in the provider network has a positive effect on inter-site engagement. These
findings align with those reported in Yom-Tov et al. (2013). However, in doing
so, the site engagement decreases which suggests that users only have a certain
amount of time when being online. They use this time either mostly on one site,
or across several sites within the network. This shows that there are dependencies
between the inter-site and site engagement, and increasing both at the same time
is a complex challenge.

8 CONCLUSIONS

This chapter proposed a methodology to study user engagement in a network
of sites. We referred to this type of engagement as inter-site engagement.
Large internet companies (e.g. AOL, Google, Yahoo) operate a network of
sites, offering a variety of services, ranging from shopping to news. We model
sites (nodes) and user traffic (edges) between them as a network, and employ
metrics (at network and node level) from the area of complex graph analysis in
conjunction with standard engagement metrics to study inter-site engagement.
This enables us to analyze user engagement at a large-scale while accounting
for the relationship between sites.

Five network-level and four node-level metrics were used to capture the
inter-site engagement within the whole provider network and for individual
sites, respectively. In addition to these graph metrics, we defined new metrics
to study specific properties of inter-site engagement. For instance, we defined a
flow metric to measure the extent to which users navigate between sites in the
network. We also employ a metric that measures the downstream engagement,
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that is, how deeply users browse into the network after visiting a site. This metric
enables us to identify sites that maximize the inter-site engagement. This is
particularly important to know for front pages, as linking to themmight increase
the engagement to the network. We referred to all these metrics as inter-site
metrics. We demonstrated the value of these metrics by performing several case
studies.

First, we compared inter-site metrics with standard engagement metrics.
This brought various insights about inter-site engagement, which would not
have been possible with standard engagement metrics alone. For instance, we
observed that frequently visited sites lead users to access other sites in the
provider network. Using network-level metrics, we showed that whole provider
networks differ in their inter-site engagement. We could also identify networks
that are highly engaging (users spend a lot of time in the network), but where
the inter-site engagement is low (users do not visit many sites). In addition, we
used node-level metrics to identify typical engagement patterns. We could show
that users who visit the network for leisure activities stayed mostly on one site,
whereas users interested in reading news visited several news sites.

We also analyzed how returning traffic (users leaving the network but
returningwithin the same session), user loyalty, and other aspects affect inter-site
engagement. We saw that leaving the provider network does not necessarily
entail less engagement, as many users return later on. As already observed
in Lehmann et al. (2013), users often switch between sites and thereby access
sites several times within an online session, effectively engaging in online
multitasking. This suggests that providers should rethink about their “user
engagement” strategy, which often comes down to keeping users as long as
possible on their sites. Instead, it may be beneficial (long-term) to entice users to
leave the network (e.g., by offering them interesting off-network content in the
context of news sites) in a way that users will want to return to it (e.g., become
a reference site).

We investigated the dependencies between site engagement and traffic
between sites in the provider network, which we call the network effect. We
showed that there is a strong network effect with respect to site popularity, i.e.,
changes in the network affect the traffic (on edges) and hence many sites in the
network. Although the activity on a site depends more on the site itself, we still
observed that an increase in activity of one site can lead to a decrease in activity
on another site. This suggests that users will very often only have a limited
amount of time when online. If they have to visit several sites on the network,
they are likely to do so quickly, so that to keep within their available time.

Finally, we compared the traffic and hyperlink network with each other, and
showed that hyperlinks can influence the user browsing behavior in the network.
Whereas the downstream engagement in the two networks did not align, the
importance of sites measured by PageRank is similar in both networks; if many
hyperlinks lead to a certain site, it is also likely that users will visit that site.
We also found that more hyperlinks between sites lead to a higher inter-site
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engagement (users access more sites), but to a lower engagement on sites
(users spend less time on sites). This means that site and inter-site engagement
influence each other, and improving both at the same time may be difficult.

9 FUTURE WORK

Several lines of research can be pursued. We looked at the effect of several
dimensions on inter-site engagement separately. An important extension of our
work will be to combine these dimensions, for instance, studying the behavior
of loyal users in each country. Other dimensions should also be considered,
including demographics and in particular finer grained time analysis, such as
morning versus evening.

We also did not differentiate between the ways users navigate between sites,
whether clicking on hyperlinks, using browser tabs, or bookmarks. We could
build additional types of traffic networks that, for instance, account only for the
traffic produced by clicking on hyperlinks and compare it with the hyperlink
network. This can bring new insights into how hyperlinks influence inter-site
engagement, and which are the hyperlinks that are important in directing traffic
to other sites. In this context, one could also analyze how the position and style
of hyperlinks contribute to this.
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ABSTRACT
This chapter discusses the approaches integrated in GEMS (Graph database Engine
for Multithreaded Systems) for managing and querying datasets of RDF (Resource
Description Framework) triples. GEMS is a software stack that implements graph
databases on top of commodity, high-performance clusters. GEMS is composed of a
SPARQL-to-C++ compiler, a library of data structures and parallel graph methods, and
a multithreaded runtime library. Differently from other RDF databases, which resort
to more conventional relational databases approaches, and largely employ table-based
methods for query processing, GEMS mostly employs graph methods. Query processing
in GEMS is performed through the conversion of SPARQL queries into graph homomor-
phism routines, which then are directly executed on the graph database (resulting from the
RDF triples ingestion) through its runtime library. The runtime library, which implements
a Partitioned Global Address Space (PGAS), lightweight software multithreading, and
network message aggregation, mitigates some of the typical issues of graph processing
on modern commodity clusters, enabling scaling in performance and size while new
cluster nodes are added. In fact, although very powerful, these systems are built for regular
computation and easily partitionable workloads, while graph processing typically has an
irregular behavior. The chapter explains how SPARQL queries can be naturally modeled
as graph pattern-matching algorithms and details how GEMS performs the conversion
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to C++ routines. It briefly discusses the other components of GEMS and then shows the
results of the full stack on the Berlin SPARQL Benchmark (BSBM) and the SPARQL
Performance Benchmark (SP2B). We discuss effects of the automatic conversion and
present a comparison with a full custom appliance for data analytics (YarcData Urika).

Keywords: RDF, SPARQL, Big data, Graph analytics, In-memory processing,
Multithreading

1 INTRODUCTION

Many fields are experiencing an explosion in the availability of data. Areas such
as security, communication, transportation and social networks, open govern-
ment, healthcare, environmental science, biomedical research, and finance are
now collecting inordinate amounts of data, with exponentially growing volumes,
at increasingly faster rates, and more and more heterogeneous in nature. This
creates problems not only in storing and managing, but also in fully exploiting
the value of the data itself (i.e., performing queries on data that return relevant
results in reasonable times).

The ResourceDescription Framework (RDF) (Klyne et al., 2004) is a flexible
data model originally proposed by the World Wide Consortium (W3C) for
the Semantic Web that has recently seen a significant uptake for publishing/
integrating the data from all these areas. RDF organizes the data in the form
of subject–predicate–object triples. A set of RDF statements naturally maps
to directed, labeled graph (Fig. 1). Thus, RDF triples represent a convenient
way to organize and store graph databases. An analyst can query a RDF dataset
through ad hoc languages such as SPARQL (W3C SPARQL Working Group,
2013). In SPARQL, the fundamental query operation is graph matching. Hence,
a SPARQL query on a RDF dataset could potentially be performed through
(nested) graph walks.

Graph databases appear well suited to organize the data of these emerging
fields. Graph databases exploit graph structures, with nodes, edges and prop-
erties to represent and store data. They provide index-free adjacency, meaning
that every element contains a direct pointer to its adjacent element. Thus, no
index lookups are necessary. Data manipulation is expressed by graph-oriented
operations and type constructors. Graph databases well fit these new emerging
network-like datasets, which expose a large number of interconnections among
their elements. In contrast to relational databases, they can manage ad hoc and
changing data with evolving schemas, they can represent and explore more
easily the relationships among the data, and they can naturally scale to large
datasets, because they do not require space and time expensive join operations.

Graph methods based on edge traversal are inherently parallel: a system may
generate a concurrent activity for each edge to be traversed. High-Performance
Computing clusters are an interesting target platform for in-memory crawling
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PERSON1 has_name BOB .

PERSON1 has_address ADDR1 .

PERSON1 owns CAR1 .

CAR1 producer LAMBORGHINO .

CAR1 year 2014 .

PERSON2 has_name JOHN .

PERSON2 has_address ADDR2 .

PERSON2 owns CAR2 .

PERSON2 owns CAR3 .

CAR2 producer FERRARA .

CAR2 year 2014 .

CAR3 producer ONDA .

CAR3 year 1997 .

PERSON3 has_name Mary .

PERSON3 has_address ADDR2 .

PERSON3 owns CAR3

RDF Dataset

A

FERRARALAMBORGHINO

PERSON1

CAR1

owns

BOB

has_name

ADDR1

has_address

PERSON2

CAR2

owns

CAR3

owns

JOHN

has_name

ADDR2
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PERSON3
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has_namehas_address

producer

2014

year produceryear

ONDA

producer

1997

year

B

Graph Representation

FIGURE 1 Example RDF dataset. (a) RDF dataset and (b) graph representation.



342 PART B Applications and Infrastructure

of big graphs. They present fast and powerful multicore processors, increasing
availably of memory per node, and fast network interconnections. However, they
are not perfectly suited for the type of operations performed by graph algorithms.
Graph methods generally are irregular: depending on the characteristics of
the input datasets, they exhibit poor spatial and temporal locality, perform
fine-grained data accesses, generally are memory bandwidth bound and syn-
chronization intensive, and may present load imbalance among parallel tasks.
Processors in modern clusters, instead, are designed to reach peak performances
with arithmetic/floating-point intensive workloads. They presents deep and
complex cache hierarchies and data prefetchers to exploit locality and regular
computations, reducing latency of predictable memory accesses. Furthermore,
network interconnections of modern clusters reach peak bandwidth only with
large, batched data transfers, while they are subject to significant overheads
for fine-grained traffic. We have addressed many of these shortcomings by
implementing GMT (Global Memory and Threading) (Morari et al., 2014), a
runtime library that implements a Partitioned Global Address Space across the
distributed memory of a cluster, integrates lightweight software multithreading
to tolerate fine-grained data accesses, and provides message aggregation to
maximize network bandwidth.

However, GMT only addresses shortcomings of graph explorations (and
irregular applications in general) on commodity clusters. On top the runtime
layer, we have developed a set of components to implement a complete graph
database. This complete software stack is called GEMS (Graph database Engine
for Multithreaded Systems) and, beside GMT, it includes a library of data
structures and related parallel graph algorithms to manage and explore the graph
database (SGLib), and a SPARQL-to-C++ compiler that converts SPARQL
queries to graph algorithms. A key difference with respect to other RDF triple
stores is in theway that GEMS performs the query processing. Currently existing
solutions usually store, retrieve and query triples on top conventional relational
databases, or still resort to relational approaches for some of their components.
GEMS, instead, primarily uses graph-based algorithms at all levels of the stack.
Although, approaching the query processing mainly as a graph-matching prob-
lem provides advantages in terms of memory space (because it does not need to
generate tables for storing intermediate results while performing conventional
joins) and, potentially, in terms of performance (because of the possibility to
exploit efficient graph algorithms tailored to the query), novel solutions with
respect to the preexisting databases are required to make it possible. From this
point of view, the SPARQL-to-C++ compiler plays a crucial role. In fact, it has
to provide full coverage of the language (which includes filtering, deduplication,
and optional patterns) and generate efficient graph exploration routines. Because
it mainly relies on generating graph walks, the selection of the staring points,
the ordering of the graph walks, and the selection of the walks to early prune
or to continue have a fundamental impact on the performance and on the
computational complexity of the query.
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In this chapter, we describe GEMS and focus our attention on the
SPARQL-to-C++ compiler, detailing how we approach the conversion of
SPARQL queries into graph homomorphism routines, and, subsequently, how
we can generate C++ code from these. After a brief introduction of the basic
concepts of our approach, we describe the GEMS stack and then delve into the
details of the compiler. We present an experimental evaluation of our approach
and discuss how it is different from other RDF databases. We compare our
results, in particular, to YarcData Urika (YarcData, 2014), which is a full
appliance (including hardware and software) for data analytics, on two of the
reference benchmarks for SPARQL engines: the Berlin SPARQL Benchmark
(BSBM) (Bizer and Schultz, 2009) and the SPARQL Performance Benchmark
(SP2B) (Schmidt et al., 2010).

2 SPARQL QUERIES AS GRAPH HOMOMORPHISM ROUTINES

SPARQL queries mainly consist of a pattern to match against the RDF data.
The information acquired through the matching, typically structured in form of
tables, is then processed to construct the final answers. Thus, queries may be
modeled as the composition of two main components: a pattern matching part
and the solution modifiers.

2.1 Graph Pattern Matching

The core syntax of SPARQL is a conjunctive set of triple patterns called Basic
Graph Pattern (BGP). A triple pattern is similar to an RDF triple, except that any
component in the triple pattern can be a variable (identified through a ? prefix).

BGPs basically describe subgraphs to match against the RDF data. Thus,
we can fully consider query processing as pattern-matching problem. Typical
techniques to solve this class of problems are based on the (structural) subgraph
isomorphism algorithm introduced in Ullmann (1976). The basic approach
enumerates all the possible mappings of the vertices in the graph pattern (P)
onto those in the graph-data (D) through a Depth First (DF) tree search. A path
from root to leaves in the DF tree denotes a complete mapping (Fig. 6). If all
vertices that are neighbors in the path are also neighbors in both P and D (i.e.,
they preserve adjacency), then the path represents a legal match. The resulting
solution space has exponential complexity; however, some subtrees in the DF
tree that do not lead to a feasible mapping can be pruned following three criteria:

1. Vertex degree. Given two nodes vP ∈ P and vD ∈ D, if out-degree(vP) >

out-degree(vD), then vD cannot map node vP.
2. One-to-one mapping. Each node of G cannot map more than one node in P.
3. Forward checking. Given that node vP ∈ P is mapped on vD ∈ D, if such

mapping cannot satisfy adjacency then the subtree rooted in vD is pruned.
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Even when pruning the DF tree, the algorithm has an exponential worst-case
time complexity. However, the particular structure of RDF queries and data
allow a substantial pruning of the search tree, making the adoption of similar
pattern-matching algorithms feasible and profitable in practice, also when
scaling the size of both P and D. First, both P and D are directed graphs (see
Fig. 6). Second, the data graph D is valued, and any element (subject, predicate
or object) of each triple in the BGP may be valued as well. Performing value
checks while exploring the solution space dramatically reduces the number of
legal mappings. Finally, languages such as SPARQL allow specifying filtering
constraints, i.e., conditions that must be satisfied for a match to be legal. An
early evaluation of such conditions allow further pruning of the solution space.
In GEMS, BGP matching is performed by exploring the solution tree in Breadth
First order. The traversal is composed of a sequence of Graph Walk Operations
(GWOs), each associated with a particular triple pattern, and with a specific
level of the solutions tree. In the simplest case, queries feature a single BGP,
as in the example proposed in Fig. 2. However, SPARQL allows describing
more complex patterns, obtained by combining BGPs. The most common
operators are:

● UNION. SPARQL allows specifying matching alternatives through the
UNION operator, as shown in Figs. 3 and 4. Patterns in union may be
matched separately, as distinct graph walks; however, if they have triple
patterns in common, these may be matched just once.

● OPTIONAL. Graph patterns may include optional components. Given the
pattern PA OPTIONAL{PB}, if PA matches and PB does not, then PA is still a
valid solution, and PB does not create any binding. This is useful to express
queries that allow information to be added to the solution where the infor-
mation is available, but do not reject the solution because some part of the
query pattern does not match.Wematch patterns such as PA OPTIONAL{PB}
through two different graph walks. The first one matches PA, generating
partial bindings. Then, a second graph walk resumes the first one: when

SELECT DISTINCT ?name

WHERE{

?person has_name ?name .

?person owns ?car .

?car producer FERRARA

}

SPARQL Query Graph Pattern

?person

?name

has_name

?car

owns

FERRARA

producer

BA

FIGURE 2 Example query Qa: names of the people owning a FERRARA. (a) SPARQL query and
(b) graph pattern.
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SELECT DISTINCT ?name

WHERE{

?person has_name ?name .

?person owns ?car .

?car producer ONDA .

?person owns ?car2 .

{?car2 producer FERRARA}

UNION

{?car2 producer LAMBORGHINO}

}
SPARQL Query

Graph Pattern

?person

?name

has_name

?car

owns

?car2

owns

?ONDA

producer

FERRARA LAMBORGHINO

producer producer

BA

FIGURE 3 Example query Qb: names of the people owning an ONDA and a FERRARA or a
LAMBORGHINO. (a) SPARQL query and (b) graph pattern.

SELECT DISTINCT ?name

WHERE{

?person has_name ?name .

?person owns ?car .

?car year ?year .

{?car producer FERRARA}

UNION

{?car producer LAMBORGHINO}

FILTER (?year>2010)

}

SPARQL Query

Graph Pattern

?person

?name

has_name

?car

owns

?year

year

FERRARA

producer

LAMBORGHINO

producer

B
A

FIGURE 4 Example query Qb: names of the people owning a FERRARA or a LAMBORGHINO,
produced after 2010. (a) SPARQL query and (b) graph pattern.

a match is found, the corresponding partial binding is marked. The overall
solution is obtained as the union between the complete matches (both PA and
PB) and the unmarked partial bindings.

● NEGATION. Negation allows specifying patterns that should not match for a
solution to be valid. In SPARQL, negation can be expressed in several ways,
e.g., with a NOT EXISTS operator or through closed world negation. The lat-
ter is obtained in patterns such as PA OPTIONAL{PB} FILTER(!bound(x)),
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SELECT (count(?person) as ?count)

WHERE{

?person owns ?car .

?car producer FERRARA

}

GROUP BY ?person

HAVING (count(?car)>3)

SPARQL Query

Graph Pattern

BA

?person

?car

owns

FERRARA

producer

FIGURE 5 Example query Qb: number of persons owning at least three FERRARAs. (a) SPARQL
query and (b) graph pattern.

A B C

FIGURE 6 Example data graph D (a), pattern graph P (b), and search tree for matching P against
D (c). Paths from root to leaves represent valid matches.

where x is a variable appearing in PB but not in PA. The matching procedure
is composed of two phases also in this case, like in optional patterns. The
second graph walk is associated with the pattern subject to negation. As in
the previous case, it is used to mark partial solutions. In this case, however,
the finalmatching solution is obtained by discardingmarked partial solutions.

2.2 Solution Modifiers

Solution modifiers process the information retrieved through pattern matching
in order to construct the final answers. These include aggregation (Fig. 5),
projection, distinct, order, limit, and offset. In our system, we organize matching
results in tables. For this reason, we refer to solution modifiers, as well as to
other operator, whichmanipulates tables, as Table Operations (TOs). As detailed
in Section 3.2, the library layer of GEMS (SGLib) provides efficient parallel
implementations of such TOs, which can be considered as building blocks:
queries are implemented by mapping SPARQL constructs onto GWOs and TOs,
and by composing them (Fig. 7).
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1 f3(person, has_name, name){

2 results.insert({name});

3 }

4 f2(person, owns, car){

5 forEach(person, has_name, ?name, f3);

6 }

7 f1(car, producer, ferarra){

8 forEach(?person, owns, car, f2);

9 }

10

11 query_Qa(){

12 //Graph Walk

13 forEach(?car, producer, ferrara, f1);

14 results.distinct();

15 }

16

137

Qa

C D

A

B

1 f5(person, producer, car_prod, args){

2 results.insert({args.name});

3 }

4 f4(person, owns, car2, args){

5 forEach(?car2, producer, FERRARA, args, f5);

6 forEach(?car2, producer, LAMBORGHINO, args, f5);

7 }

8 f3(person, has_name, name){

9 args={name};

10 forEach(person, owns, ?car2, args, f4);

11 }

12 f2(person, owns, car){

13 forEach(person, has_name, ?name, f3);

14 }

15 f1(car, producer, onda){

16 forEach(?person, owns, car, f2);

17 }

18

19 query_Qb(){

20 //Graph Walk

21 forEach(?car, producer, onda, f1);

22 results.distinct();

23 }

Qb

1 f4(person, has_name, name){

2 results.insert({name});

3 }

4 f3(person, owns, car){

5 forEach(person, has_name, ?name,f4);

6 }

7 f2(car, yr, year, f3){

8 if(year>2010)

9 forEach(?person, owns, car, f3);

10 }

11 f1(car, producer, car_prod){

12 forEach(car, year, ?year, f2);

13 }

14

15 query_Qc(){

16 //Graph Walk 1

17 forEach(?car, producer, FERRARA, f1);

18 //Graph Walk 2

19 forEach(?car, producer, LAMBORGHINO, f1);

20 results.distinct();

21 }

Qc

1 f2(person, owns, car){

2 results.insert({person});

3 }

4 f1(car, producer, ferarra){

5 forEach(?person, owns, car, f2);

6 }

7

8 query_Qd(){

9 //Graph Walk

10 forEach(?car, producer, ferrara, f1);

11 results.groupBy(?person);

12 results.aggregate(count, ?car, ?count);

13 results.filter(?count>3);

14 results.distinct();

15 }

16

17

18

19

20

21

Qd

FIGURE 7 Pseudo code for the pattern-matching routines of example queries Qa, Qb, Qc, Qd.
(a) Qa, (b) Qb, (c) Qc, and (d) Qd.
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3 GEMS: GRAPH DATABASE ENGINE FOR MULTITHREADED
SYSTEMS

Figure 8 schematically shows the structure of the GEMS software stack. As
previously stated, GEMS has three main components: the SPARQL-to-C++
compiler, the library of supporting data structures (SGLib, Semantic Graph
Library), and the custom Partitioned Global Address Space (PGAS) runtime
with lightweight software multithreading (GMT, GlobalMemory and Threading
runtime library). An analyst can use GEMS by loading RDF databases and by
writing/compiling SPARQL queries through a web client interface. Neverthe-
less, users are also allowed to write their custom data analytics applications,
using the APIs offered by SGLIB. In addition, the C++ implementation of
the queries generated by the query translator is accessible to the users: this
potentially allows hand tuning of the application, or introducing custom features
not supported by the SPARQL language.

Since each layer of the stack exploits features offered by the following lower
level layer, we describe the system bottom up, starting from the GMT runtime
system.

3.1 GMT

GMT (Morari et al., 2014) is the underlying runtime library that enables
managing and querying the graph database on top of a commodity cluster,
hiding most of the complexities. GMT is heavily customized to meet the
database requirements. It provides three main features: a virtual global address
space that spans the memories of all the nodes in the cluster, lightweight
software multithreading and network messages aggregation (a.k.a. coalescing).
We designed the runtime from the ground-up focusing on these features, in
order to address some of the typical shortcomings exhibited by graph algorithms
applied to large graphs on distributed-memory clusters. Exploring large graphs
usually generates fine-grained accesses (traversing pointers, or elements of
linked-list like data structures) to unpredictable memory locations, especially
for graphs that have very high edge degrees. This behavior does not cope well

FIGURE 8 Organization of the GEMS (graph database engine for multithreaded systems) layers.
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with the processors integrated in modern high-performance computing clusters
of commodity nodes, which focus on exploiting locality and regular computation
through deep cache hierarchies. Furthermore, the network interconnections of
commodity clusters reach their effective peak bandwidth only with large data
transfers, while small data transfers usually waste lot of bandwidth for headers
and control information. GMT employs lightweight software multithreading to
tolerate, rather than reduce, access latency, when an algorithm needs to access
data that are stored in the memory of a remote node. Furthermore, GMT aggre-
gates messages directed towards remote nodes to maximize network bandwidth
utilization. Partitioning large graph data structures, which do not fit in the
memory of a single node, on distributedmemory systems is usually difficult. Par-
titioning algorithmsmay have higher computational complexity than exploration
algorithms, and uniform partitioning is prone to load unbalancing, especially
for strongly interconnected graphs. GMT provides a Partitioned Global Address
Space (PGAS), which allows treating the distributedmemories across the cluster
nodes as a virtual shared address space, removing the requirement to partition
the data structures. However, it still allows providing locality hints to optimize
performance.

3.2 SGLib

SGLib offers several methods for loading/accessing the database, performing
graph exploration and manipulating data structures such as Tables. These
methods have been implemented exploiting GMT primitives, with the intent
of hiding any complexity to the upper levels, or possibly to users who wish to
develop their own application.

3.2.1 Graph and Dictionary Representation and Access Methods
The loading of the database consists in an ingest phase, which generates a
graph and the related dictionary starting from sets of RDF triples (for example,
in the N3 format). The dictionary associates string labels with unique integer
identifiers (UIDs). Each RDF triple is encoded as a sequence of three UIDs. Each
index is range partitioned so that each node in the cluster gets an almost equal
number of triples. The graph indexes RDF triples in subject–predicate–object
and object–predicate–subject orders. We do not currently use indices for predi-
cates, in order to reduce the memory footprint of the data structure and to scale
the size of the input RDF data. SGLib range partitions each index so that each
node in the cluster gets an almost equal number of triples. Subject–predicate
and object–predicate pairs with highly skewed proportions of associated triples
are automatically specially distributed among nodes by exploiting the PGAS
features of the GMT runtime, so to avoid load imbalance as a result of data skew.
We currently use a simple heuristic for testing skewedness of subject–predicate
(respectively object–predicate) pairs. Given the average count and the standard
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deviation of the count for such pairs (which we compute automatically before
building the indexes), we simply say that a pair that occurs more often than
threshold = average + stddev times is highly skewed (although the threshold
is configurable). For those pairs, we range partition the associated triples
across all nodes. In effect, there is a range partitioning for each highly skewed
subject–predicate (resp. object–predicate) pair, and then there is another range
partition over all the other triples that are not associated with a highly skewed
pair. SGLib exposes lookup methods for accessing the dictionary, e.g., for
retrieving elements values given their UID, or for UID–UID and UID-value
comparison. Graph exploration is supported through the forEach(S, P, O, [args],
CB) primitive. The primitive spawns several tasks, which match the S–P–O
triple in the data (performing value checking, if the elements are valued), and
executing one instance of the specified Call Back (CB) function. CB functions
may, for example, check for constraint satisfaction, buffer/update data for
composing temporary or result tables, proceed the graph walk through further
forEach calls. Each call spawns up to one task per matching triple: since the
size of the graph in a modern graph databases may well include several billions
of edges and/or vertices, there are large degrees of exploitable parallelism. This
is actually well suited to the lightweight multithreading software feature of the
GMT runtime.

3.2.2 Table Operations
SGLib defines parallel data structures such as arrays and tables and access
methods to support query processing. In addition to procedures to buffer, insert
or update the content of these structures, SGLib also implements solution
modifiers, which mainly act on tables. These perform deduplication (SPARQL
construct DISTINCT), sorting (ORDER BY), grouping (GROUP BY), aggre-
gation (e.g., count, max/min, sum, avg), projection (e.g., LIMIT, OFFSET,
HAVING), and join of tables.

3.3 SPARQL-to-C++ Compiler

Figure 9 shows the structure of GEMS’ SPARQL-to-C++ translation engine,
which mainly consists of two phases: front-end and back-end phases. The
front-end is responsible for the definition of an optimized execution plan for the
query, exposed to the back-end through a Low Level Internal Representation
(LLIR). The front-end is unaware of the underlying layers, producing an IR
independent from GEMS APIs. The back-end generates the output C++ code
by exploiting SGLIB primitives as building blocks. In turn, input language
details are hidden from the back-end. The clear separation between the two
components potentially allows supportingmultiple input languages/output APIs
by modifying only one of them.
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Front-end

Back-end

FIGURE 9 Automatic code generation flow.

3.3.1 Front-end
The first step of the process is the input query parsing, which generates a tree
representation aligned with the SPARQL algebra as defined in the standard. The
front-end purposely processes the algebraic representation to construct the query
plan. The plan is a Direct Acyclic Graph (DAG) that defines a partial ordering
among the basic operations composing the query. The planner identifies themost
promising ordering among several candidates, according to a cost model and
a cardinality estimator. The optimization process exploits an iterative dynamic
planning algorithm for ordering the triple patterns to traverse within a graph
walk; in the presence of multiple graph walks, it also identifies whether they
share components, allowing matching such patterns only once, within the same
graphwalk. An example is provided in Figure 10a, which shows a possible query
plan for the example query Qb. The first four triple patterns are matched once
through a single graph walk; after matching the subpattern, the walk proceeds
through the two alternative patterns. However, in some cases it results more
profitable to perform two completely disjoint graph walks, as for example for
query Qc. In this case, the first three patterns may be matched only once;
nevertheless, none of these triples feature a valued subject or object. Since in our
system we do not build indexes for predicates, starting a graph walk from any of
these triple patterns would result in exploring all the graph triples. Thus, a better
solution is to perform two distinct graph walks, starting from the alternative
triples, which both feature a valued object. The corresponding plan is proposed
in Figure 10b. Once the optimal plan is computed, it is represented as a sequence
of operations, in JSON (JavaScript Object Notation) format. Operations are
characterized by indicating used variables and references to previous operations.

3.3.2 Back-end
The backend processes the JSONLLIR to build the Call Graph (CG) of the query
procedure. The backend then analyzes the CG to identify:
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Begin

Graph Walk Graph Walk

?car producer FERRARA ?car producer LAMBORGHINO

Union

?car year ?year

Filter(?year>2010)

?person owns ?car

?person has_name ?name

Table

Distinct

B
Begin

Graph Walk

triple(?car producer ONDA)

triple(?person owns ?car)

triple(?person has_name ?name)

triple(?person owns ?car2)

triple(?car2 producer FERRARA) triple(?car2 producer LAMBORGHINO)

Union

Table

Distinct

A

Plan for query Qb Plan for query Qc

FIGURE 10 Example query plans for queries featuring UNION. (a) Plan for query Qb and (b) plan for query Qc.
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● portions of the procedure that may execute in parallel;
● the minimum set of variables that must be carried-on from call to call while

performing a graph walk; this reduces the amount of data passed as argument
to forEach functions;

● the minimum set of variables that must be stored in tables; this reduces the
memory footprint of temporary data structures;

● lifetime of data structures; this allows destroying them as soon as possible,
freeing the allocated memory;

● particular sequences of operations, whichmay be executed as a single SGLIB
operation (e.g., filtering and projection of a table).

After the analysis, the backend traverses the CG, mapping each operation to a
templated C++ implementation. It finally composes all the generated portions
of code, obtaining the final C++ implementation of the query.

4 RELATED WORK

The exponential growth in the availability of data, especially of datasets that
have significant amount of relationships among their elements (such as all kinds
of networks, from social, to security, to biomedical, or the internet at large
itself), has led to the development of a large number of database systems (both
commercial and at the research level) able to manage RDF datasets.

Some databases do not support named graphs. Most (if not all) RDF
databases support—to varying degrees—the standard SPARQL query language.
Open source RDF databases include: Jena SDB (Apache Jena, 2014) backed
by relational databases; Jena TDB (Apache Jena, 2014) backed by native,
disk-based storage; Sesame (SesameRDF, 2014) with support for layering on
top of relational databases or a native backend; Virtuoso Open Source edition
(Virtuoso, 2014); and 4store (Harris et al., 2009). Research-level RDF database
approaches include: RDF-3X (Neumann and Weikum, 2010), Hexastore (Weiss
et al., 2008), YARS2 (Harth et al., 2007), SHARD (Rohloff and Schantz, 2010),
BitMat (Atre et al., 2010), and SPARQL queries on PIG (Kotoulas et al., 2012).
Commercial RDF databases include: Bigdata (BigDataDB, 2014); BigOWLIM
(Ontotext, 2014) with a single-node edition (OWLIM-SE) and a replication
cluster edition (OWLIM-Enterprise); Virtuoso (Virtuoso, 2014), which has a
cluster edition; 5store (successor to 4store) implemented for clusters; Urika
(YarcData, 2014), a data analytics appliance featuring a graph database, built
on the Cray XMT.

Solutions that try to implement RDF databases on top of conventional
relational SQL-based systems usually incurs in overheads. Obtaining
feature-complete SPARQL-to-SQL translation is difficult, and may introduce
performance penalties. Translating SPARQL to SQL implies the use of relational
algebra to perform optimizations, and the use of classical relational operators
(e.g., conventional joins and selects) to execute the query. By translating
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SPARQL to graph pattern-matching operations, GEMS reduces the overhead
for intermediate data structures and can exploit optimizations that look at the
execution plan (i.e., order of execution) from a graph perspective. Many of
these solutions rely on front-ends running on Java that generate more or less
standardized representations and API calls. GEMS, instead, provides a full,
custom, software stack. Queries are translated to efficient C++ code with calls
and accesses to fully customized, and optimized, API and data structures. With
a typical high-performance computing approach, the code effectively executed
by GEMS is compiled, efficient, C++ code.

Some solutions process queries in-memory while others, instead, store
data on disks and perform swapping. Jena (Apache Jena, 2014) and Sesame
(SesameRDF, 2014), for example, provide libraries that natively implement
in-memory RDF storage and support integration with some disk-based, SQL
backends. OpenLink Virtuoso (Virtuoso, 2014) implements an RDF/SPARQL
layer on top of their SQL-based column store for which multi-node, cluster
support is available. GEMS adopts in-memory processing: it stores all data
structures in RAM. In-memory processing potentially allows increasing the
dataset size while maintaining constant query throughput by addingmore cluster
nodes. In-memory processing is, in general, the current approach of choice for
processing large graphs at the highest speed possible, given the high irregularity
of the data structures and the algorithms. Similarly to our system, Trinity.RDF
(Zeng et al., 2013), built on top of the Trinity graph processing platform (Shao
et al., 2013), operates in memory, processing queries through graph exploration
procedures. However, it mainly focuses on matching Basic Graph Patterns;
the primitives provided by SGLib instead, allow supporting various forms of
SPARQL queries, including solution modifiers or featuring complex graph
patterns.

Some of the mentioned approaches leverage Map Reduce frameworks
to achieve scalability on clusters. For example, SHARD (Rohloff and Schantz,
2010) is a native triplestore built on top of Hadoop, while YARS2 (Harth et al.,
2007) is a bulk-synchronous, distributed, query answering system. Both exploit
hash partitioning to distribute triples across nodes. Mapping SPARQL queries to
PIG (Kotoulas et al., 2012) abstracts operations over the PIG language, which
is compiled into MapReduce jobs. These approaches work well for simple
index lookups, but they also present high-communication overheads for moving
data through the network with more complex queries, as well as introduce
load-balancing issues in the presence of data skew. GEMS abstracts, instead,
operations at a lower level, using data structures and primitives from SGLIB,
which implement graph primitives and table operations.

4store (and its successor 5store) (Harris et al., 2009) directly interfaces
to low-level operations. 4store differentiates processing and storage nodes
(although processing backends can execute on the same node with storage
backends, they still incur in TCP/IP communication overheads). Segments of
the datasets are non-overlapping and uniformly distributed. However, segments
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for which there is significant dataskew can be replicated. There is not direct
communications among storage nodes. Processing nodes always send a single
request at a time to storage nodes. However, since a storage node may host
multiple segments, and there is a different connection per segment, a request
can be sent to all the segments and then all the replies aggregate. 4store has been
demonstrated to scale up to 32 nodes (and the authors used it up to 9 nodes). The
commercial successor, 5store, is projected to reach thousands of nodes, although
it appears that storage scaling, rather than query throughput, is the objective of
such approach. GEMS, instead, adopts a distinct, custom runtimes to implement
hardware-specific optimizations to enable scaling in size of the dataset while
also scaling performance. The runtime focuses on optimizing critical aspects
of the irregular behavior of graph methods applied to large graphs, while also
providing the features required for query processing.

Urika is a commercial sharedmemory system fromYarcData (2014) targeted
at big data analytics. Urika exploits a Cray XMT 2 machine, which implements
custom nodes with purpose-built multithreaded processors (barrel processors
with up to 128 threads and a very simple cache). Beside multithreading, which
allows tolerating latencies for accessing data on remote nodes, the system
has hardware support for a scrambled global address space and fine-grained
synchronization. These features allow more efficient execution of irregular
algorithms, such as graphmethods. On top of this hardware, YarcData interfaces
with the Jena framework to provide a front-end API. GEMS, instead, exploits
clusters built with commodity components. These are cheaper to acquire and
maintain, and evolve more rapidly than custom hardware. On the other hand, the
software layers of GEMS have been completely custom built to support query
processing. GEMS has a custom compiler and dedicatedAPI and data structures,
aiming at providing the most optimized path possible from query entry to result
return.

5 EXPERIMENTAL RESULTS

We evaluated GEMS on the Olympus supercomputer at Pacific Northwest
National Laboratory’s Institutional Computing center. Olympus is a cluster of
604 nodes interconnected through a QDR Infiniband switch with 648 ports
(theoretical peak of 4 GB/s). Each of Olympus’ nodes features two AMD
Opteron 6272 processors at 2.1 GHz and 64 GB of DDR3 memory clocked at
1600 MHz. Each socket hosts eight processor modules (two integer cores, one
floating-point core per module) on two different dies, for a total of 32 integer
cores per node. A module includes a L1 instruction cache of 64 KB, two L1 data
caches of 64 KB, and a 2 MB L2 cache. Each four-module die hosts a shared
L3 cache of 8 MB. Dies and processors communicate through HyperTransport.
We compared our system against YarcData Urika (YarcData, 2014) (ver. 6.0.4).
As previously introduced, Urika is a multi-node system specifically designed for
data analytics that integrates the Cray XMT 2with a database front end based on
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the Jena framework. Like in our GMT layer, multithreading in the Cray XMT 2
provides latency tolerancewhen accessing remote data. The global address space
allows the database layer to be implemented as if working on a shared memory
system, without caring for partitioning the data or balancing the workload across
nodes. Our Urika system features 128 nodes and a total memory of 4 TB. Each
node has 32 GB of DDR2 memory with a data rate of 800 MHz. The custom
processors in the Cray XMT 2 run at 500 MHz. Because the system exploits
a shared memory abstraction, even when Urika executes on a single node, the
database and the queries can still use the memory of the entire machine. We
compared the two systems on two sets of benchmark queries, the first from
the Berlin SPARQL Benchmark (BSBM) (Bizer and Schultz, 2009) and the
second from the SP2B SPARQL PerformanceBenchmark (Schmidt et al., 2010).
We choose these query sets because they present a variety of features (e.g.,
different query patterns, operators, size of intermediate and final results, and
time complexity) which stress different components of the processing engines.
For all the experiments, we checked that both Urika and GEMS provided correct
answers to the queries. Since the SPARQL-to-C++ compiler presently does not
yet provide support for all SPARQL 1.1 features, we hand coded the BSBM
queries in a similar fashion as we would expect from a mature version of
the compiler. For this reason, we discuss experiments for the two benchmarks
separately. In both cases, we compiled the queries code using g++ version 4.6.2
with the -O3 optimization flag; GMT used OpenMPI 1.6.3.

5.1 BSBM: Hand-Coded Queries

The BSBM benchmark is built around an e-commerce use case in which a set
of products is offered by different vendors and consumers have posted reviews
about products. We evaluate the systems on queries 1–6 from the business
intelligence use case, which simulates different stakeholders asking analytical
questions against the dataset. The benchmark allows to specify values for some
of the triple patterns variables. We set these parameters in order to force the
queries to find legal matches on the data. Tables 1 and 2 report execution time
for running the queries against 100 million and 1 billion triples respectively,
on both GEMS and Urika. We don’t report the result sizes since most of the
queries feature LIMIT operators. For GEMS, we varied the number of allocated
nodes on the cluster according to the data size. Reported execution latencies do
not include the compilation time, which is of 5.2 s on average. For low-latency
queries, this cost is often higher than the actual execution time. However,
we assume that compilation time will ultimately be amortized to an almost
negligible value for high-latency queries and queries that will be used frequently,
since they need to be compiled once.

When comparing execution latencies only, in all the experiments GEMS
perform significantly better than Urika. Nevertheless, taking into account also
the cost of compilation, the two systems offer similar performance. Aside from
query time, there are other factors that can be taken into accountwhen comparing
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TABLE 1 Time (in Seconds) to
Execute BSBM Business Intelligence
Queries 1–6 Against 100M Triples

GEMS

Query 8 Nodes 16 Nodes Urika

Q1 3.35 2.65 4.245

Q2 1.71 1.70 6.754

Q3 3.44 2.26 5.266

Q4 1.35 1.69 4.571

Q5 1.02 1.30 7.483

Q6 0.238 0.316 5.649

TABLE 2 Time (in Seconds) to Execute
BSBM Business Intelligence Queries
1–6 Against 1B Triples

GEMS

Query 16 Nodes 32 Nodes Urika

Q1 9.89 6.41 7.775

Q2 2.99 3.01 25.62

Q3 12.8 7.21 11.133

Q4 2.54 2.50 7.717

Q5 1.87 1.99 10.048

Q6 0.358 0.482 7.091

with Urika. Commodity clusters are likely to be more affordable (in terms of
purchase and maintenance) and more available than specialized hardware. Also,
to our knowledge, the Urika appliance can run only one query at a time. On
the contrary, GEMS allows running multiple queries in parallel, potentially
achievingmuch higher query throughput.We evaluated also the scalability of the
proposed approach, varying the number of the allocated nodes. While in some
cases we report significant performance improvement, on average increasing the
number of nodes does not result in substantial speed-ups. On the contrary, for
low latency queries, such as Q6, we report a slight performance degradation,
mainly due to the higher relative cost of communication.
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5.2 SP2B Queries

We automatically generated the C++ implementation of SP2B queries 1–10
through GEMS’ SPARQL-to-C++ compiler. SP2B queries provide a complex
environment on which evaluating performance of RDF engines: they describe
different kinds of graph patterns, including long path chains, bushy patterns
(single nodes with many successors), and combinations of the above; they
present different selectivity, dramatically varying memory requirements and
time complexity, especially when increasing the dataset size.

Tables 3 and 4 show result counts and execution time for running the queries
against 100 million and 1 billion triples, respectively. On average, the C++ code
generation process required 0.12 s, while the compilation of the generated imple-
mentations required 3.86 s. While for BSBM queries, increasing the number of
nodes in the system did not lead to significant performance improvement, in
this case we observe better scalability. For complex queries, characterized by

TABLE 3 Number of Result Tuples and Time (in Seconds) to Execute
SP2B Queries 1–10 Against 100M Triples

GEMS

Query #Answers 8 Nodes 16 Nodes 32 Nodes Urika

Q1 1 0.041053 0.051353 0.127594 1.244

Q2 9050604 11.103515 7.191075 5.063025 9.909

Q3a 1466402 0.159287 0.108663 0.102876 2.348

Q3b 10143 0.141681 0.094862 0.099148 1.193

Q3c 0 0.139884 0.089665 0.100040 0.96

Q4 460135248 244.082552 149.840050 64.886178 62.575

Q5a – –a –a –a –b

Q5a+ 2016996 102.614320 60.674561 34.977476

Q5b 2016996 3.492491 1.993362 1.311534 2.437

Q6 9812030 24.896199 14.594010 10.430950 13.142

Q7 14645 13.882659 10.363371 8.919411 4.216

Q8 493 1177.359682 747.210641 473.620011 67.621

Q8+ 493 0.149563 0.216421 0.246394

Q9 4 12.250798 6.472046 3.496389 2.214

Q10 656 0.019665 0.033179 0.052079 0.718

aTimeout Reached
bMemory Exceeded
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TABLE 4 Number of Result Tuples and Time (in Seconds)
to Execute SP2B Queries 1–10 Against 1B Triples

GEMS

Query #Answers 32 Nodes 64 Nodes Urika

Q1 1 0.052522 0.088859 1.105

Q2 95481441 31.522307 18.305085 64.221

Q3a 10157400 0.308892 0.219484 7.165

Q3b 70613 0.291832 0.210325 1.594

Q3c 0 0.283186 0.200547 0.938

Q4 4509421916 671.622605 348.719 673.937

Q5a – –a –a –b

Q5a+ 9197350 341.864665 182.436236

Q5b 9197350 5.692948 3.746873 5.492

Q6 120405337 75.462789 57.318893 115.66

Q7 20441 286.427132 250.132178 12.841

Q8 493 5604.322 4510.38 814.554

Q8+ 493 0.229329 0.302651

Q9 4 35.869012 18.887735 9.614

Q10 656 0.048982 0.086379 0.942

aTimeout Reached
bMemory Exceeded

higher latencies, we report a quasi-linear speed-up when increasing the number
of nodes. This demonstrates the effectiveness of approach, since execution of
several SP2B queries (e.g., Q2 and Q4) is dominated by the pattern-matching
component, modeled as graph exploration and well supported by the custom
runtime layer. Again, for simple queries, GEMS did not provide significant
benefits when increasing the scale of the system; in three cases (Q1, Q8, and
Q10) we reported a slight performance degradation. When compared against
Urika, GEMS provides valuable speed-ups for most of the queries. In one case,
query Q7, Urika outperforms GEMS when scaling the data size to 1 Billion
triples. Query 7 mainly tests nested closed world negation, and offers several
opportunities for optimization, related in particular to the reuse of graph pat-
tern results (Schmidt et al., 2010). We do not currently exploit such type of
optimizations. For query Q5a, the Urika appliance quickly runs out of memory
for both the datasets. Similarly, GEMS is not able to complete the query as
automatically implemented by the code generator, within a time threshold of
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3 h. Q5a features a simple BGP constrained by a FILTER. What makes the
query challenging is that it is composed of two disjoint patterns, resulting in a
very high number of partial matches. In addition, the FILTER can be evaluated
only at the last levels of the graph walk, thus it does not allow effective pruning
of the solution space. We manually modified Q5a, splitting the original graph
walk in two distinct ones, associated with the disjoint patterns, and evaluating
the FILTER condition afterwards. The modified version of Q5a completed
execution, for all the datasets, in reasonable time. We are currently improving
the compiler for automatically applying these optimizations. Nevertheless, this
experiment demonstrates the value of allowing the user tuning or modifying the
generated code. We exploited the possibility of tuning the generated code for
query Q8 also. Q8 presents the UNION of two partially overlapping patterns,
characterized by triples with different selectivity. We modified the generated
code, merging the matching of the two patterns in a single Graph Walk, and
starting the GraphWalk by matching themost selective triple pattern. Exploiting
the selectivity has a tremendous impact on performance: the tuned query runs
thousands of times faster when compared to Urika, and even more when
compared to GEMS’ initial implementation. Currently, the code generator is not
able to estimate the selectivity of a single triple pattern. We are improving the
optimization process by considering statistics collected through data probing.
These may include, for example, the number of vertices in the graph with a
specific label. Exploiting this information will result in significant performance
improvement for all the queries characterized by triple patterns having highly
different selectivity, such as Q8.

6 CONCLUSIONS

This chapter discussed our approach for querying RDF triple stores, which
relies on the conversion of SPARQL queries to graph homomorphism routines.
Differently from other databases, these routines substantially are parallel C++
graph-matching algorithms generated by a SPARQL-to-C++ translator. The
routines execute through a library (SGLib), which provides methods to access
and manage the graph and the dictionary (i.e., the graph database) generated
from the ingestion of RDF triples. Underneath the database, a runtime library
(GMT) provides a Partitioned Global Address Space (PGAS), lightweight
software multithreading and network messages aggregation to enable more
efficient in-memory execution of the graph search algorithms on commodity
high-performance clusters, which usually present performance issues with these
types of workload. The runtime enables scaling the size of the database, while
maintaining near constant query throughput, when adding new cluster nodes.
We call the full software stack (SPARQL-to-C++ translator, SGLib, and GMT)
GEMS, Graph database Engine for Multithreaded Systems. This chapter briefly
presented the software stack, and detailed how the translation from SPARQL
to graph homomorphism routines is performed. We highlighted differences
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between completely automatically generated code and code that has been hand
optimized, and compared our system to a custom appliances for data analytics
such as the Cray Urika. We believe that GEMS is a significant step towards
providing a more efficient way to address the challenges brought by the “big
data” revolution, enabling more cost-effective analysis of the exponentially
growing amount of data in many application areas.
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