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For Inessa, Arabella, and Robin.

It is sobering to realize how profound the effects of environmental factors can
be on mental health, by themselves and more importantly by interacting with
the genetic makeup of an individual. However, it is at the same time a hopeful

realization, especially as parents, that an environment can be protective as well,
hence we dedicate this book to our children.



Preface

The idea for this book came several years
ago when we moved from Europe to New
Zealand to work at Victoria University of
Wellington and one of us started teaching a
fourth year honors course entitled “nature,
nurture, neuroscience” within the school of
psychology. The aim of the course was to
convey to the students both the fundamental
aspects of gene environment interactions as
well as teach them our current knowledge on
the role genetic and environmental factors
play in shaping our brain and in the aetiology
of major psychiatric disorders. While prepar-
ing for that course and during discussions
with the students it became clear that there
was no textbook available that covers both
the fundamental and the more applied as-
pects central to the course. Therefore, after
discussions with Natalie Farra from Elsevier
we decided to write this book.

The book consists of two separate parts,
with the first part focussing on the funda-
mental aspects. Chapter 1 gives a relatively
concise overview of the history of genetics,
starting with the ground-breaking experi-
ments by Gregor Mendel and leading up
to the discovery of the structure of DNA by
James Watson and Francis Crick. The chap-
ter finishes with a brief description of the his-
tory behavioral genetics. Chapter 2 give an
overview of the current knowledge of mo-
lecular genetics, including the structure and
function of DNA and RNA. The second part
of this chapter focusses on genetic altera-
tions. As alterations in the structure of DNA
are at the heart of all psychiatric disorders, it
is important to describe the different types of
genetic mutations. Much of our knowledge

ix

on the structure and function of our brain
derives from animal research. Therefore,
chapter 3 focusses on animal modelling. Af-
ter a general introduction on animal research
and animal modelling, the chapter also dis-
cusses ways to alter the genetic make-up
of animals. Chapters 4 and 5 then discuss
the role of environmental factors. Whereas
chapter 4 describes how environmental fac-
tors affects behavior, Chapter 5 details the
mechanisms underlying these effects. Within
this chapter we focus predominantly on two
factors, namely how environmental factors
alter the development of the brain and sec-
ondly how environmental factors influence
epigenetic mechanisms. Epigenetics is the
branch of research that focusses on how al-
terations in the three dimensional shape of
DNA alters the expression of genes.

After this general introduction, the sec-
ond part consists primarily of a description
of several major psychiatric disorders and
the role genetic and environmental factors
play: drug addiction (Chapter 6), affective
disorders (Chapter 7); childhood disorders
(Chapter 8) and schizophrenia (Chapter 9).
The basic structure of these chapters is the
same, starting with a short description of the
diagnostic criteria, symptoms and epidemi-
ology, the chapter then continues with a de-
scription of the neurobiology and treatment.
After this, we describe our current knowl-
edge on the etiology focusing on the genetic
factors and how these factors are moder-
ated by specific environmental factors. The
chapters then conclude with a description
of the most often used animal models, again
starting with a description of how disease



X PREFACE

specific features can be modeled, followed
by the most important genetic models in-
cluding models based on gene-environmen-
tal interactions. It is perhaps important to
note that our aim was not to be all inclusive.
Given the enormous number of papers be-
ing published in the field, this is already an
almost impossible task. Moreover, it would
make the book incomplete the moment it
is published. Rather we aimed to include
the most important current ideas and find-
ings within each of the disorders discussed.
Likewise, we deliberately left out a descrip-
tion of individual environmental factors that
have been implicated in each disorder (and
animal models based on only environmental
challenges) focusing rather on the interaction
between genetic and environmental factors.
The last chapter of the book is meant as a
summary chapter, as well as a look forward.
As will become clear in the individual chap-
ters, although we have made important prog-
ress, the role of genetic and environmental
factors in our major psychiatric disorders is
still largely a mystery. The chapter therefore
summarizes the reasons for this and formu-
lates possible alternative approaches.
Writing this book has been a major
undertaking for us and in the course of this
we have learned a great deal. Fortunately,
we have had many people help us, some
very concrete by reading and commenting
on specific chapters, others by listening to
us, discussing with us or by simply being pa-
tient with us when we (again) did not meet
a deadline. “Still writing the book eh?” was
a phrase we often heard (and admittingly

used ourselves too). We would therefore like
to thank all these people for their help and
patience. We would like to thank all the stu-
dents that have participated in the psyc 444
“Nature, Nurture, Neuroscience” course over
the years whose questions and discussions
have helps us in writing this book. Special
thanks goes to Anne Arola, Alana Oakly,
Peter Ranger, Charlotte Gutenbrunner, and
Kris Nielsen whose discussions and critical
comments have contributed greatly to the
final version of this book. We also would
like to thank our friends and colleagues
who were so kind to critically read several
of the chapters, especially Edwin Cuppen
who commented on Chapter 2, Tim Karl
on Chapter 3 and Clare Stanford who took
the time to read through Chapter 8. Laura
Anderson, Michaela Pettie, Katherine Vlessis
and Matthew Westbury helped us with
proofreading several chapters. We are grate-
ful to Natalie Farra and Kathy Padilla from
Elsevier, San Diego for their help and their
patience with us while we were writing the
book.

Finally, we hope our book will be helpful
for both (under)graduate and postgradu-
ate students that are interested in the field
of gene-environment research. However,
given the nature of our text, we think it also
contains a wealth of information useful for
scientists and psychiatrists that study how
genetic and environmental factors interact to
shape our brain and behavior.

Bart Ellenbroek and Jiun Youn
Wellington Jan. 2016
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Introduction

INTRODUCTION

It seems reasonable to state that the era of genetics started in February and March in 1865,
when Gregor Mendel gave two presentations at the monthly meeting of the “Naturforschen-
den Vereines” in Briinn (present day Brno in the Czech Republic). In his two-part paper enti-
tled “Ueber Planzenhybriden” (Experiments on Plant Hybrids), Mendel described the results of
his experiments on peas and laid the foundation for our understanding how traits are passed
on from one generation to the next (Mendel, 1866).

Of course scientists had wondered about this for many hundreds if not thousands of
years, but this had never culminated in a coherent theoretical framework. Indeed, it was
not even clearly understood which characteristics were inherited from parents to children
and which were not. Aristotle, around 300 BC (Box 1.1 for a timeline of important events)
already pointed out that some characteristics (both physical and behavioral, such as gait)
may reappear in the offspring while others (such as the loss of limbs or other body parts)
were not. Interestingly, although he acknowledged that he lacked a clear hypothesis of
inheritance, Aristotle did suggest that what is inherited is actually the potential of produc-
ing specific characteristics, or in modern day terminology, genes represent risk factors that
increase the vulnerability for developing specific (behavioral) traits. Charles Darwin on
the other hand, in his book “The variation of animals and plants under domestication” reported
a case in which all the children of a man who lost his little finger were born with deformed
fingers. He also suggested that many Jewish children were born without the foreskin of
their penis due to the fact that their parents were circumcised. For a more detailed descrip-
tion of the history of genetics, the reader is referred to the excellent book by Sturtevant
(2001).

Given the uncertainty about which characteristics are and which are not heritable, it is
not surprising that the overarching idea was that the characteristics of a child were ran-
domly determined from the range of homologous traits of the parents. This idea is (now)
generally referred to as blending inheritance. However, in the 18th and 19th century, it was
already well known that the blending inheritance idea had several significant shortcom-
ings. First of all, as illustrated in Fig. 1.1, if every child represented a blend between the
two “extreme” traits of the parents, over the generations, the range on the extremes would

Gene-Environment Interactions in Psychiatry. http://dx.doi.org/10.1016/B978-0-12-801657-2.00001-X
Copyright © 2016 Elsevier Inc. All rights reserved.

3



1. INTRODUCTION

+300 BC
1859
1866
1866
1869
1881

1900
1902
1905

1911

1928
1944
1952
1952
1953
1957

1972
1982
1983
2001
2002
2004

BOX 1.1

A CHRONOLOGY OF MAJOR MILESTONES

IN GENETICS

Aristotle on reproduction and inheritance

Darwin and Wallace publish on the principle of evolution

Mendel publishes “Uber Pflanzenhybriden”

Haeckel proposes that the cell nucleus contains the hereditary elements
Miescher publishes on “nuclein” an acidic compound in the nucleus

Kossel identifies nuclein as a nucleic acid and isolates the five bases that
make up DNA and RNA.

Correns, deVries, and Tschermak rediscover Mendel’s work

Boveri and Sutton propose that chromosomes are responsible for inheritance
Stevens identifies the X and Y chromosome as determinants for the sex of an
individual

Morgan describes linkage between genes depends on the nearness on the
chromosome

Griffith publishes his paper on the transformation of Pneumococcus

Avery shows that the transforming particle of Griffith is DNA

Chargaff shows that the ratio of A-T and C-G in DNA is close to 1

Hershey and Chase prove that DNA alone is responsible for heredity
Watson and Crick publish their report on the double helix structure of DNA
Crick proposes the central dogma (DNA — RNA — protein) and speculates
that three nucleotides code for a single amino acid

Berg creates the first piece of recombinant DNA

Human insulin based on recombinant DNA enters the market

Mullis invents the PCR method

The complete sequence of the human genome is published

The complete sequence of the mouse genome is published

The complete sequence of the rat genome is published

become smaller and smaller and resulting in more and more similar individuals. The sec-
ond obvious shortcoming of the blending theory is the failure to explain how certain traits
can disappear for one or more generations and then reappear again. For instance, blue eyes
or blond hair sometimes disappears for several generations in a family before reappearing

again.

Although these shortcomings were clearly recognized, scientific research into heritable
traits was not very widespread and usually confined to breeding two different species to-
gether and looking at their offspring. As the offspring of such breeding experiments is usually

infertile, the genetic information obtained is limited to a single generation.

I. GENERAL INTRODUCTION




GREGOR JOHANN MENDEL 5
A ——
L |
SRR T A

I | | 1
FIGURE 1.1 The blending theory. The blending theory of inheritance proposed that the characteristics of the

offspring were a blend between the characteristics of each of the parents. The ultimate consequence of this theory is
that over time all the offspring will become similar.

GREGOR JOHANN MENDEL

Gregor Mendel was born Johann Mendel, the son of Anton and Rosine Mendel on the 20th
of July 1822 in the little town of Heisendorf in Silesia (now known as Hyn"ice, in the Czech
Republic, close to the borders with Slovakia and Poland). Although, as the only son among
two sisters, he was destined to take over the farm of his father (which had been in the fam-
ily for over 130 years) his parents allowed him to enter the University of Olomouc to study
physics and philosophy. Upon the recommendation of his physics teacher, Mendel entered
the Augustinian abbey of St Thomas in Brno, and took the name Gregor. This allowed him to
study without having to pay for it. In 1851, he was sent to the University of Vienna to receive a
more formal training (where his professor of physics was the famous Christian Doppler, well
known for his discovery of the change in frequency of a wave moving towards an observer,
now known as the Doppler effect). He returned to the abbey in 1851 to teach physics and in
1867 when he became abbot.

Even though he predominantly studied physics and had a keen interest in astronomy
and meteorology (he was the founder of the Austrian Meteorological Society in 1865), he
is, of course, best known for his studies on heredity. Although he originally started his
research in mice, he switched to pea, mainly because his bishop was uncomfortable that
one of his monks was studying sexual behavior in mice. In retrospect, this switch was
probably the best thing that could have happened to Mendel, as he would unlikely have
been able to deduce the principles of heredity now laid down in his two laws from study-
ing mice.

I. GENERAL INTRODUCTION
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TABLE 1.1 The Characteristics of the Pea Plants Analyzed by Gregor Mendel (1866)

Characteristic traits Forms Dominant trait
Shape of the mature seeds Round or wrinkled Round

Color of the seed Yellow or green Yellow

Color of the flower Purple or white Purple

Shape of the mature pod Smooth or constricted Smooth

Color of the immature pod Green or yellow Green

Position of the flowers Axial or terminal Axial

Height of the principal stem Tall or short Tall

In fact, his research approach was brilliant, as he pointed out in the very beginning of his
paper (Mendel, 1866) that in order to understand the basis of inheritance, several conditions
need to be met, the two most important ones being: (1) the offspring in subsequent genera-
tion are themselves fertile, and (2) the characteristics are easily recognizable and exist only
in two different forms (Table 1.1). For these reasons, Mendel decided on peas from the genus
Pisum (especially Pisum sativum). He also, serendipitously, selected characteristics that were
themselves independent of each other. In addition to this, Mendel showed an extraordinary
patience and energy, cultivating and analyzing around 29,000 pea plants, and in doing so, laid
the foundation for our understanding of the principles of heredity.

MENDELS FIRST LAW OF INHERITANCE: THE LAW OF
SEGREGATION

The first observation Mendel made when he started his experiments was that all of the
first generation (F1 from Filial 1) hybrids showed only one of the characteristics traits, which
he called the dominant trait (Table 1.1). As a particularly interesting example he showed that
all the F1 hybrids of the tall (around 15 cm) and the short (2.5 cm) plants were themselves
between 15 and 17 cm tall. This was in clear conflict with the blending model, which would
predict that the offspring would be around 8-9 cm.

However, more interesting were the results of the next (F2) generation. When the F1 hy-
brids were subsequently crossed, both of the original traits were found again, and always in
a ratio of roughly 3:1. For example of the 253 hybrids Mendel analyzed for the shape of the
seeds, 5474 were round, while 1850 were wrinkled (even though the parent plants only had
round seeds). This, again, was in obvious violation of the blending model.

On the basis of these results, Mendel concluded that “In Pisum it is beyond doubt that for
the formation of the new embryo a complete union of the elements of both reproductive cells must
take place. How could we otherwise explain that among the offspring of the hybrids both original
forms reappear in equal numbers and with all their peculiarities?” (p. 41). Formulated slightly
differently this leads to Mendel’s first law of inheritance: “Each individual has two elements
of heredity which segregate during reproduction, with each offspring inheriting one element from
each parent.” Moreover, this is sometimes referred to as Mendel’s third law, one of the two

I. GENERAL INTRODUCTION
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FIGURE 1.2 Mendel’s first law. Mendel’s first law states that each individual inherits two elements one from
each parent. In the figure these are indicated by A and a. In many cases one of the element dominates, in our example
the dark green coat colour of the rat (indicated by a capital A). As all animals in the first generation (F1) inherit one
capital A from the dark green coloured father, all the offspring will be dark green coloured. However, in the second
(F2) generation, 25% of the animals will obtain both a lower case “a” from each parent and retain the original white
colour again. Thus, in contrast to the blending theory of Fig. 1.1, Mendel’s theory can explain why certain character-
istics may not occur for a generation but return afterwards.

elements may dominate the other. If this is the case, only the dominant trait will be visible.
This is illustrated in Fig. 1.2 showing how this leads to the ratio of 3:1. As the nondominant
element reappeared in the F2 generation, Mendel referred to this as the recessive element.
As we shall see in Chapter 2, with a few exceptions, Mendel’s laws are still valid as long as
the studied traits are inherited by a single element. Although Mendel reported on studies
with beans (Phaseolus vulgaris and P. nanus), he was careful enough to report that he only
did preliminary studies with small number of these plants. Nonetheless in most cases the
same results were obtained as with Pisum: One independent element was inherited from
each of the parents.

MENDELS SECOND LAW OF INHERITANCE: THE LAW
OF INDEPENDENT ASSORTMENT

In addition to experiments in which only one characteristic was varied, Mendel also
crossed plants with multiple different characteristics, for instance plants that differed
in both the shape and the color of the seeds. As he studied seven different character-
istics (Table 1.1), this could lead to in theory 27 = 128 different combinations, if all the
characteristics were independent of each other. In his experiments, he reported that indeed
all 128 different combinations were found. This led to Mendel’s second law of inheri-
tance: “Each element is inherited independently from other elements of inheritance.” Although
his experimental data are completely in line with this law, we now know that this is cer-
tainly not true for all traits. In fact, many traits do inherit together, as we will discover in
Chapter 2.

During his experiments Mendel carefully mirrored his experimental conditions, that is,
ensuring that the dominant and recessive elements were either present in the male or the
female plants. By doing so, he could conclude that both parents are equal in their transfer
of one element of inheritance. Again, we now how clear reason to believe, that there are
also some exceptions in which the male element is more important than the female, or vice
versa.

I. GENERAL INTRODUCTION
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THE LEGACY OF MENDEL'S WORK

It took until the turn of the century before Mendel’s works was rediscovered and appre-
ciated. Although it has been suggested that this was primarily due to the ‘obscurity” of the
journal, it should be realized that the Proceedings of the Briinn Society were sent out to more
than 120 libraries all over the world. In addition, Mendel himself sent copies to Négeli (pro-
fessor in Miinich) and Kerner (professor in Innsbruck). However, Négeli seemed not to have
understood the paper and Kerner is likely to have never even read it (Sturtevant, 2001). Until
1900, Mendel’s work was only cited four times and it seems more likely that people did not
understand it or failed to see its significance.

The rediscovery was independently done by the Dutch Hugo de Vries the Germans Carl
Correns, and Erich von Tschermak. All three reached the same conclusions that F2 hybrids
showed the characteristics of the parent plants in a ratio of 3:1. Especially de Vries recorded a
series of quite different genera of plants and concluded that the 3:1 ratio probably hold for all
discontinuous variations. As Sturtevant emphasizes, all three were quick to point out that it
was in fact Mendel who first developed this idea. As de Vries wrote “This [Mendel's] memoir,
very beautiful for its time, has been misunderstood and then forgotten.”

However, it was Williams Bateson who probably became the most vocal supporter of Men-
del. According to his wife, he read Mendel’s work on the train from Cambridge to London in
May 1900, on his way to give a paper at the Royal Horticultural Society. Apparently he was
so impressed that he immediately incorporated Mendel’s ideas as well as de Vries’ confirma-
tion. After that he became a fervent supporter of Mendel’s theory and built an active research
group in Cambridge. Together with others they set out to answer the most important ques-
tions that arose from Mendel’s work: how generally applicable are his findings (beyond peas
and beans); how are so-called compound characteristics explained; and how widespread is
the phenomenon of dominance. With respect to the first, it was Bateson and Cuenot in France
who definitely proved that Mendel’s principles also applied to animals (fowl in the case of
Bateson and mice in the case of Cuenot). Bateson also introduced many of the words we are
now so familiar with, including “genetics,” “zygote,” homozygote, and heterozygote. Bate-
son also introduced the terms F1 and F2 to indicate the different generations of hybrids.

CRITICISM OF MENDEL’'S WORK

Although these principles are now uniformly accepted in the scientific community, Men-
del’s work and especially his experimental evidence has also been criticized. This criticism
concentrates on two different aspects of his work. First of all it has been suggested that the
observed ratio of 3:1 of several of the characteristics is too perfect, especially in small sample
sizes. Secondly, the fact that the seven characteristics that Mendel analyzed (Table 1.1) are all
located on different chromosomes (which enabled Mendel to formulate his law of indepen-
dent segregation) was considered suspicious.

One of the most famous critics of Mendel’s work was Ronald Fisher, who contributed
greatly to quantitative genetics by introducing the concept of variance and developing math-
ematical tools for reconciling Mendelian genetics with population based quantitative traits. In
anow (in)famous paper published in 1936 he carefully analyzed the entire Mendel paper and

I. GENERAL INTRODUCTION
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came to the shocking conclusion “It remains a possibility among others that Mendel was deceived
by some assistant who knew too well what was expected. This possibility is supported by independent
evidence that the data of most, if not all of the experiments have been falsified so as to agree closely with
Mendel’s expectation (Fisher, 1936). This was, according to Fisher, most apparent for the results
of two series of experiments, which were in line with Mendel’s alleged erroneous expectation,
rather than with Fisher’s (alleged) correct interpretation. However, in recent years it has been
convincingly argued that, in fact, Fisher’s analysis is wrong, or at least, that his criticism of
Mendel'’s results was unfounded (Novitski, 2004a, 2004b; Hartl and Fairbanks, 2007).

THE SEARCH FOR THE MENDELIAN ELEMENTS

Around the time of the rediscovery of Mendel’s work, significant progress was also made
in identifying the physical location of the genetic information. It was already well known by
the end of the 19th century that each species had the same number of chromosomes in all its
cells. Moreover, the number of chromosomes was usually even, suggesting that equal num-
bers came from the sperm and the eggs. And it was generally assumed that, somehow the
chromosomes contained the hereditary information. In an interesting series of experiments
Boveri showed in 1902 that in sea urchins excess sperm could lead to cells with three sets of
chromosomes. Although these cells could divide several times, the resulting embryos were
all quite abnormal, suggesting that a specific number of chromosomes is crucial for normal
development.

However, it was thought at that time that after the resting phase of the cell, prior to cell divi-
sion, the chromosomes formed one single thread, a “spireme,” which then split into different
individual chromosomes. It was therefore assumed that the chromosomes were connected
end to end. Most importantly, however, it was at that time thought that all chromosomes were
identical, and the notion that chromosomes were present in pairs was completely unknown.
It was up to the cytologists to finally resolve these issues. Although there were several people
close to the correct solution, it was finally Walter Sutton who in 1902 showed that in the grass-
hopper, chromosomes occur in clearly distinguishable pairs. He finished his paper with the
remark “I may finally call attention to the probability that the association of paternal and maternal
chromosomes in pairs and their subsequent separation during the reducing division may constitute the
physical basis of the Mendelian law of heredity.”

However, there were some problems with this general idea. Most importantly, it was
well known that the total number of chromosomes was fairly small. In humans, there were
23 pairs of chromosomes (Fig. 1.3) and although the number of chromosomes differ between
different species (Table 2.1), it was usually relatively small. However, Mendel’s second law of
inheritance (the law of independent assortment) states that all traits and inherited indepen-
dently. As one would assume there are more than 23 traits in humans, this must imply that
there are more genes on a single chromosome, and that somehow the chromosomes must
split and recombine. It was de Vries who suggested that during meiosis genes were freely
exchanged between homologous regions. It was already known that during meiosis the num-
ber of chromosomes halved in each cell, but that there were actually two divisions during
meiosis. In the first division the number of chromosomes doubles and in the subsequent sec-
ond division the resulting four cells each have half of the original number of chromosomes.

I. GENERAL INTRODUCTION
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FIGURE 1.3 The human chromosomes. Like most other species, humans have two sets of chromosomes, consist-
ing of autosomes (22 pairs in the case of humans) and sex chromosomes. Females have the X chromosomes, males
have one X and one Y chromosome. Each chromosome has a short (p) and a long (q arm) and using special staining
techniques distinct bands can be visualized, allowing for detailed mapping of specific characteristics. The banding
pattern start from the centromere (p1, p2, p3, q1, q2, q3) with subbands receiving additional numbers). An example
is given for chromosome 12 (top right corner).

It was Janssens who subsequently explained the necessity of this two-step process. He showed
that longitudinally paired meiotic chromosomes each undergo a split, giving a quadripar-
tite structure made up of two daughter strands of each of the original members of the pair.
During the first meitotic division, two strands pass to each daughter cell (Sturtevant, 2001).
Moreover, Janssens suggested that during this process occasionally an exchange took place
between two strands (Fig. 1.4). He also suggested that the two strains need not always be sis-
ter strands. Thus this explains why there need to be two meiotic divisions (since only two of
the four strands undergo an exchange at any one level). Moreover, it could explain the law of
independent assortment, as genes may freely move from one chromosome to another.

At around the same time, however, the first indications that the law of independent assort-
ment was sometimes violated and that, in fact, different characteristics may actually be geneti-
cally linked. Correns was among the first to show linkage, in his experiments with two strains
on Matthiola (stock), one with coloured flowers and seeds, and hoary leaves and stems, and
one with white flowers and seeds, and smooth flowers and stems (Correns, 1900). The F1 had
coloured flowers and hoary leaves. In the F2 he expected to find many different combination
resulting from independent segregation, but instead he found only the original FO combina-
tions in the now well-known ratio of 3:1. This was a clear indication that flower colour and
leaves surface were linked to each other. Given the fact that combinations of white flower and

I. GENERAL INTRODUCTION
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FIGURE 1.4 Meiotic division. Meiotic divisions lead to the formation of gametes (male or female germ cells).
Several different stages can be identified, the most important of which are illustrated in the figure. First chromosomal
duplication takes place, after which the homologous chromosomes line up close together. This stage is followed by
the cross-over stage, during which part of one chromosome is exchanged with the homologous part of the second
chromosome. Next during the first meiotic division (meiosis I) the cells divide in two each carrying both an original

parental copy as well as a mixed (crossed-over) copy. During the subsequent second meiotic division (meiosis II),
each of the cells divides again and the haploid cells (carrying only a single set of chromosomes) gametes are formed.
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hoary leaves and coloured flowers and smooth leaves did occur in nature (confirming they
are the result of different genes), this clearly violated Mendel’s second law.

Since then, such linkage between genes have been shown regularly and the principle has
proven very useful in our genetic analyses, such as quantitative trait loci and genome wide
association studies (which we will discuss in more detail in later chapters). Using Fig. 1.4, the
difference between independent assortment and linkage can be easily demonstrated. During
meiosis cross-over events can take place (on an average 2-3 cross-over events occur between
each pair of human chromosomes during the first meitotic division. During this meitotic di-
vision, the two chromosomes begin to form a synaptosomal complex, aligning very closely
together, allowing for an exchange of chromosomal information. Crossing over (also referred
to as homologous recombination) involves the physical breaking of the two copies of the
DNA molecule (see below and the next chapter) and rejoining of the homologous (similar)
paternal and maternal ends. Through this process an almost unlimited number of genetically
different gametes can be formed. However, whether the genes from the paternal and maternal
chromosomes cross-over depends on the distance between the genes on the chromosomes. As
crossing over is in principle a random effect, the chances that two genes will end up separated
after a cross-over is larger if the genes are farther away from each other on the chromosome.
The theory of cross-over was first described by Thomas Morgan (relying heavily on Janssens
work discussed above). In his honor the distance between genes on the same chromosomes is
now measured in Morgan, or more commonly in centimorgan (cM). It is important to realize
that this is not actually an absolute physical distance (as in cm). Rather 1 cM is defined as the
distance between two chromosomal positions for which the average number of chromosomal
crossovers (in a single generation) is 0.01.

THE SEX CHROMOSOMES

Theories about what determines the sex (gender) of an individual were numerous even in
Aristotle’s time. However, most of these theories had little scientific basis and none convinc-
ingly explained why the ratio of males to females is around 1:1 in all species. The first sug-
gestion that genes may be involved in determining the sex differences came from studies in
the grasshoppers (McClung, 1901). Earlier work in insects had identified a so-called accessory
chromosome (now known as the “X”-chromosome) which only divided in one of the meiotic
divisions and thus was only present in two of the four sperm cells, a finding confirmed by
several others, including Sutton and McClung. Unfortunately, the analysis of female cells
proved difficult and Sutton and McClung counted 22 chromosomes in females and 23 in male
cells, and thus concluded that the X-chromosome was male-determining (Sturtevant, 2001).
Several years later the correct conclusion was drawn by Stevens who showed that in the
beetle (Tenebrio), female cells have two X chromosomes, while male cells have an X and a
Y. These findings were quickly replicated in several other kinds of animals, although con-
troversy existed for some time as it is not a universal principle. In fact, in birds (as well as
some reptiles and insects) the situation is reversed. Here the sex chromosomes are generally
referred to as Z and W and it is the females that is heterozygous (ie, ZW) while the males
are homozygous (ZZ). In addition, other sex chromosome systems exist, as well as several
systems for determining sex which are not genetically based. For instance, certain reptiles
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including alligators, certain turtles, and the very ancient tuatara (now only found in New
Zealand) use a temperature-dependent system. Within this system two different variant are
known: in variant I extreme temperatures on one side (ie, high) produce males and on the
other females, while in variant II both extremes produce animals from one sex and only at
middle temperatures animal from the other sex are produced.

BEYOND MENDEL: THE HISTORICAL DEVELOPMENT
OF MOLECULAR GENETICS

With his two laws, Mendel laid the foundation of the fundamental principles of
inheritance. However, it took almost another 100 years before the molecular mechanisms
underlying these principles were finally elucidated. It started with the discovery by
Friedrich Miescher of a long molecule from the nucleus of pus cells which he called nuclein
(Dahm, 2008). Although he submitted his paper in 1869, the editor (Hoppe Seyler who was
also the head of his department) apparently withheld the paper for 2 years as he repeated
some of the observations he thought improbable (a very special form of peer review). Un-
fortunately, some of the DNA preparations Miescher worked on were contaminated with
proteins (protamine, which will be discussed in subsequent chapters). So when in 1889,
Richard Altmann finally managed to isolate the two components, he called the nonprotein
substance nucleic acid, failing, however, to realize that it was not a subcomponent of nu-
clein, but the exact same substance (Altmann, 1889; Dahm, 2008). This molecule, he noted,
was peculiar since it was very large but while containing a lot of phosphorus it completely
lacked sulfur. And although the structure of this substance was far from elucidated, already
in 1896 Wilson hypothesized that “And thus we reach the remarkable conclusions that inheri-
tance may, perhaps, be effected by the physical transmission of a particular chemical compound from
parents to offspring” (Wilson, 1896).

It was Albrecht Kossel, also a former research assistant of Hoppe Seyler in Strasbourg, who
identified two different forms of nucleus acids from thymus and yeast cells. Consequently,
they were referred to as “thymus nucleic acid” and “yeast nucleic acid,” now known as de-
oxyribonucleic acid (DNA) and ribonucleic acid (RNA) respectively. In addition, he identified
the building blocks of nucleic acids (the purines and pyrimidines, sugars, and phosphates), as
well as the histones, proteins tightly connected to DNA (Dahm, 2008). For his work on nucleic
acids Kossel received the Nobel Prize for physiology and Medicine in 1910.

In the meantime, it was found by Levine that both forms of nucleic acid contained adenine,
cytosine, and guanine, while DNA also contained thymine, but in RNA this was replaced by
uracil. Levine also showed that the sugars in DNA and RNA were deoxyribose and ribose
respectively (Levene, 1919). However, the exact composition was largely unclear. In fact it
was thought that each DNA molecule contained equimolar amounts of the four bases, which
led to the so-called “tetranucleotide hypothesis.” According to the hypothesis, the basic unit
of DNA consists of a group of one of the four bases.

A major breakthrough, although it was not recognized as such at the time, were the experi-
ments performed by Fred Griffith (Griffith, 1928). He studied the effects of several different
strains of Pneumococcus bacteria. It was already known that some of the strains, such as the
rough, type II strains had lost their pathogenicity, while others, such as the smooth, type III
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FIGURE 1.5 Griffith “transformation” experiment. During these experiments Griffith first of all confirmed that
some strains of Pneumococcus such as the rough strain were nonlethal for animals: (A) while others such as the
smooth strain ere (B). He also confirmed that heating the smooth strain killed the bacteria making them nonlethal
(C). In the crucial experiment (D) he showed that mixing the heat-inactivated smooth strain and the alive (but harm-
less) rough strain led to the death in his animals. Thus, he proposed that some aspect of the dangerous smooth strain
could pass onto the harmless strain (even though the dangerous strain was itself already dead) and ‘transform’ it
into a dangerous strain.

strains were still very pathogenic (Fig. 1.5). In his experiments, Griffith first confirmed that
injecting the smooth but not the rough Pneumococcus strain into mice led to the death of all
the animals. Moreover, he showed that when he heat-inactivated the smooth strain, these bac-
teria lost their pathogenicity and all animals survived after inoculation. In the crucial experi-
ment, he then showed that when he combined the heat-inactivated smooth strain with the
normal (nonpathogenic) rough strain, the mice died, and from their bodies he could isolate
virulent type III bacteria. This was the first example of, what became known as, “transfor-
mation.” However, the mechanism behind this was completely unknown, and Griffith him-
self suggested that the rough strain must somehow have “ingested” the pathogenic factor of
the smooth strain, which he referred to as “pabulum.” In fact it took another 16 years before
Oswald Avery et al. (1944) solved the mystery. Using a systematic approach, they succes-
sively removed all the individual components of the smooth strain to identify which of the
components were responsible for the “transformation.” They showed that even after remov-
ing proteins, lipids and polysaccharides, the extract still retained the ability to transform the
rough strains. They subsequently moved on to show that it was DNA that was responsible
for transforming the rough strain. This then explained Griffith's results: heat inactivation left
the DNA within the chromosomes (more or less) intact. Part of this DNA was then incorpo-
rated into the DNA of the rough strain transferring the lethality of the original smooth strain.
Unfortunately, Avery’s results and interpretation were fiercely attacked by one of his direct
colleagues, Alfred Mirsky, who was convinced that DNA was much too simple a molecule to
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be able to be responsible for transferring genetic information. Instead, he reasoned, it must
be one or more proteins. It has even been suggested that his fierce opposition persuaded the
Nobel committee to deny Avery the Nobel Prize (White, 2002). However, Mirsky was proven
wrong, and in 1952 Alfred Hershey and Martha Chase proved that it was DNA and only DNA
that contained the genetic information (Hershey and Chase, 1952). Their ingenious experi-
ments involved the bacteriophage T2, a virus that infects bacteria thereby forcing the bacteria
to produce new bacteriophages. As the T2 bacteriophage consists of only two components,
they selectively labelled the DNA with radioactive *P, and (in a separate batch) the proteins
with *S. Next they allowed both type of T2 to infect bacteria, and subsequently analyzed the
progeny of the bacteriophages. The results showed that the progeny contained radioactive
P but not *S, thereby convincingly showing that only DNA is transferred from the bacte-
riophage to the bacteria and on to the next generation. For his work, Hershey would sub-
sequently receive the Nobel prize for medicine and physiology in 1969 (together with Max
Delbriick and Salvador Luria). In the conclusion of their original paper, Hershey and Chase
were very careful with their interpretation stating that “This protein probably has no function in
the growth of intracellular phage. The DNA has some function. Further chemical inferences should not
be drawn from the experiments presented.”

The final answer to the question how such a (relatively simple) molecule could perform
the most important function in any living creature came only one year later with the famous
paper by James Watson and Francis Crick (Watson and Crick, 1953).

The story of the race to identify the structure of DNA has been told in many popular books
(including “the double helix” by James Watson himself). One of the most interesting and
entertaining descriptions can be found in Michael White’s book “Rivals: conflict as the fuel of
science” (White, 2002). In the next chapter we will discuss the structure of DNA in much more
detail. Suffice to say that the Watson & Crick paper marks the end of the search for the mol-
ecule responsible for transmitting the genetic information, while at the same time marking
the beginning of the molecular genetic revolution.

A BRIEF HISTORY OF BEHAVIORAL GENETICS

We want to finish this introductory chapter with a brief overview of the history of behav-
ioral genetics. Behavioral genetics has been described as having a long past but a short history
(Loehlin, 2009). Indeed, that animals and humans inherit specific traits from their parents
was already known in ancient Rome, Greece, and Egypt. This was perhaps most explicitly
voiced by Plato, who suggested that like dogs and birds, the breeding of elite class of humans
should be based on the principle of matching the best with the best (Loehlin, 2009). However,
Plato also recognized that in addition to a good ancestry, proper education was also very
important, thus already emphasizing the interaction between nature and nurture. The nature
nurture discussion can also be found in Shakespeare’s the Tempest “a devil, a born devil, in
whose nature nurture never sticks.” The British philosopher John Locke was probably one of
the most explicit proponents of the nurture side of the nature — nurture debate. He suggested
that humans were basically born with a blank mind which was then “filled in” by experience.

With his famous work “on the origin of species” and even more so with “the descent of
man,” Charles Darwin concluded that humans (and their behavior) were governed by the
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same evolutionary principles as all other animals. This was made even more explicit by
Darwin’s younger cousin Francis Galton (1822-1911). In contrast to Locke and his follow-
ers, he was a clear proponent of the “nature over nurture” hypothesis stating that, as long as
nurture was within the normal limits, nature’s influence on our behavior was overwhelming.
Galton is probably most (in)famous for the introduction of the term “eugenics” (from the
Greek words “eugenes,” meaning well-born and “gernos,” meaning race). Eugenics aims to im-
prove the human race by the promotion of a higher reproduction of people with “desirable”
properties, while at the same time limiting the reproduction of people with “undesirable”
properties. Although Galton predominantly supported voluntary eugenics, his ideas have
been a constant source of heated debate (Graves, 2001). Galton’s eugenics rapidly spread to
the United Kingdom and United States championed by people like Charles Davenport and
Henry Goddard. The latter became famous with his book “The Kallikak family: A study in the
heredity of feeble-mindedness” (Goddard, 1912), in which he described the genealogy of Martin
Kallikak. The name Kallikak is a pseudonym, a combination of the Greek words “kallos”
(beautiful) and “kakos” (bad). Martin was a respectable man (a revolutionary war hero) mar-
ried with a Quaker woman with which he had a number of “wholesome” children without
any signs of mental retardation. However, on his way back from the battle, Martin had sex
with a “feeble minded girl” and a single (feeble minded) son (who later became known as
“old horror”) was born who went on to father 10 children, many of who also showed signs
of mental retardation. From these data Goddard concluded that intelligence, sanity and even
morality were genetically determined and hence that every effort should be undertaken to
prevent feeble minded individuals from procreating.

The ideas proposed by eugenics culminated in the racial theories that developed in Nazi
Germany during the 1930-40. Although these theories were predominantly developed by
figures such as Alfred Rosenberg, he was guided by psychiatrists such as Ernst Riidin and his
colleagues in Munich. As Propping formulated it “what had begun as a romantic ideal of eugenics
ended as an uncompassionate delusion of the need to attain a cleansed race” (Propping, 2005).

It can’t be a surprise that after this horrible period in our history the pendulum swung back
in the direction of nurture over nature. This was probably best illustrated by the behaviorists
such as John Watson and his student B. E. Skinner illustrated by Watson famous quote “Give
me a dozen healthy infants, well-informed, and my own specified world to bring them up
in and I'll guarantee to take any one at random and train him to become any type of special-
ist I might select—doctor, lawyer, artist, merchant-chief, and yes, even beggar-man and thief,
regardless of his talents, penchants, tendencies, abilities, vocations and race of his ancestors”
(Watson, 1930).

Although this rather extreme view has by now been abandoned again, behavioral genetics
still regularly leads to controversy, both in the general media as well as in the scientific com-
munity. Especially studies that found genetic differences in intelligence often lead to heated
public debate. Examples are Jensen’s studies suggesting that there are genetically determined
differences in IQ between Caucasian and African Americans (Jensen, 1969), and Herrnstein
and Murray’s book “The bell curve.” Although the authors only devoted a small part of their
book on racial differences in cognition, it was this aspect that received most attention in the
popular media.

Perhaps more interesting for our purpose is the continued discussion in the scientif-
ic literature about behavior genetics, especially between developmental biologists and
geneticists. The main controversy is illustrated by Richard Lerner, in a paper in which he
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asks: “Why do we have to keep reinterring behavior genetics or other counterfactual conceptual-
izations of the role of genes in behavior and development? Why is it still necessary to continue to
drive additional nails into the coffin of this failed approach” (Lerner, 2006). The main point of
controversy is related to the influence of environmental factors. According to Lerner, “genes
always function through interaction with the context” (p. 338), and therefore studying genes
in isolation is useless. As we will see in later chapters, we feel that this is a very important
point, and may indeed be one of the reasons why genetic findings in mental disorders are
notoriously difficult to replicate. However, as exemplified in a rebuttal of Lerner’s argu-
ment, Matt McGue convincingly argues that Lerner seems to give an incorrect description
of behavioral genetics (McGue, 2010). It would, indeed, be difficult to find a behavioral
geneticist these days who does not believe that genes function through an interaction with
the context. In fact, it is the aim of this book to illustrate how important the interaction
between genetic and environmental factors is and how it is essential to study the two in
unison, rather than as individual contributing factors.

References

Altmann, R, 1889. Ueber Nucleinsaeuren. Arch. f. Anatomie u. Physiol. 1, 524-536.

Avery, O.T., Macleod, C.M., McCarty, M, 1944. Studies on the chemical nature of the substance inducing transfor-
mation of pneumococcal types: induction of transformation by a deoxyribonucleic acid fraction isolated from
Pneumococcus type IIL. J. Exp. Med. 79, 137-158.

Correns, C, 1900. Mendels Regel ueber das Verhalten der Nachkommenschaft der Rassenbastarde. Berichte Der
Deutschen botanischen Gesellschaft 18, 158-168.

Dahm, R., 2008. Discovering DNA: Friedrich Miescher and the early years of nucleic acid research. Hum. Genet. 122,
565-581.

Fisher, R.A., 1936. Has Mendel’s work been rediscovered? Annals Sci. 1, 115-137.

Goddard, H.H., 1912. The Kallikak Family: a Study in the Heredity of Feeble-Mindedness. MacMillan, New York.

Graves, J.L.J., 2001. The Emperor’s New Clothes: Biological Theories of Race at the Millennium. Rutgers University
Press, New Brunswick.

Griffith, F, 1928. The significance of pneumococcal types. J. Hygiene 27, 113-159.

Hartl, D.L., Fairbanks, D.J., 2007. Mud sticks: on the alleged falsification of Mendel’s data. Genetics 175, 975-979.

Hershey, A.D., Chase, M., 1952. Independent functions of viral protein and nucleic acid in growth of bacteriophage.
J. General Physiol. 36, 39-56.

Jensen, A.R., 1969. How much can we boost IQ and scholastic achievement. Harvard Education. Rev. 39, 1-123.

Lerner, R.M., 2006. Another nine-inch nail for behavioral genetics! Hum. Dev. 49, 336-342.

Levene, P.A., 1919. The structure of yeast nucleic acid: IV. Ammonia hydrolysis. J. Biol. Chem. 40, 415-424.

Loehlin, J.C., 2009. History of behavior genetics. In: Kim, Y.-K. (Ed.), Handbook of Behaviour Genetics. Springer,
New York, pp. 3-11.

McClung, C.E., 1901. Notes on the accessory chromosome. Anatomischer Anzeiger 20, 220-226.

McGue, M., 2010. The end of behavioral genetics? Behav. Genetics 40, 284-296.

Mendel, G., 1866. Versuche ueber Pflanzenhybriden. Verhandlungen Naturforschender Vereines Bruenn 10, S3-547.

Novitski, C.E., 2004a. Revision of Fisher’s analysis of Mendel’s garden pea experiments. Genetics 166, 1139-1140.

Novitski, E., 2004b. On Fisher’s criticism of Mendel’s results with the garden pea. Genetics 166, 1133-1136.

Propping, P, 2005. The biography of psychiatric genetics: from early achievements to historical burden, from an
anxious society to critical geneticists. Am. J. Medical Genetics Part B 136B, 2-7.

Sturtevant, A.H., 2001. A history of genetics. Cold Spring Harbor Laboratory Press, New York.

Watson, J.B., 1930. Behaviorism. University of Chicago Press, Chicago.

Watson, J.D., Crick, FH., 1953. Molecular structure of nucleic acids; a structure for deoxyribose nucleic acid. Nature
171, 737-738.

White M, 2002. Rivals: Conflict as the Fuel of Science. Vintage.

Wilson, E.B., 1896. The Cell in Development and Heredity, first ed. The Macmillan company, New York.

I. GENERAL INTRODUCTION


http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0010
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0015
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0015
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0015
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0020
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0020
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0025
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0025
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0030
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0035
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0040
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0040
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0045
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0050
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0055
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0055
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0060
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0065
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0070
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0075
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0075
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0080
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0085
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0090
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0095
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0100
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0105
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0105
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0110
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0115
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0120
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0120
http://refhub.elsevier.com/B978-0-12-801657-2.00001-X/ref0125

CHAPTER

2

The Genetic Basis of Behavior

INTRODUCTION

“We wish to suggest a structure for the salt of deoxyribose nucleic acid (D.N.A.)” is the first sen-
tence of the famous paper by James Watson and Francis Crick (Watson and Crick, 1953). It
forms the culmination of a race between several groups, to identify the molecular structure of
the molecule responsible for transferring genetic information from one generation to the next.
The most important players were, in addition to Watson and Crick, Linus Pauling at Caltech
and Maurice Wilkins and Rosalind Franklin in London.

The basic ingredients of DNA were known since the beginning of the century: its acidic na-
ture, phosphate, the sugars (deoxyribose in DNA and ribose in RNA, see Fig. 2.1) and the four
bases: the purines adenine [A] and guanine [G] and the pyrimidines cytosine [C] and thymine
[T], the latter being replaced by the pyrimidine uracil [U] in RNA (Fig. 2.1). Perhaps the most
important characteristic of DNA was reported in 1952 by Erwin Chargaff, an Austrian bio-
chemist who had fled to the USA during the Nazi era. Although it had long been known that
different DNA molecules contain different amounts of the four bases, Chargaff found that the
ratio of A to T and C to G was almost always close to 1. This is now known as the Chargaff
rule, and suggested that somehow A and T (as well as C and G) were closely related (Chargaff
et al., 1952). The final piece of the puzzle came when Maurice Wilkins showed James Watson
the (now famous) X-ray crystallographic photo 51. The photo was taken by Raymond Gosling
while working as a PhD student for Rosalind Franklin. Apparently Franklin wasn’t aware of
this, but to Watson and Crick the diffraction pattern provided valuable evidence that DNA
has a helical structure.

THE MOLECULAR STRUCTURE OF DNA

DNA molecules are large polymers (Fig. 2.2) consisting of a sugar moiety linked together
by covalent phosphodiester bonds. The sugar moiety is a pentose (5-membered ring) called
deoxyribose (as the hydroxyl group of ribose on the 2’ position is removed), which is linked
to the phosphate groups either on the 3’ or the 5’ position, thus forming long linear chains.

Gene-Environment Interactions in Psychiatry. http://dx.doi.org/10.1016/B978-0-12-801657-2.00002-1
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FIGURE 2.1 Basic building blocks of DNA and RNA. The backbone of DNA consists of a phosphate coupled to
a deoxyribose sugar, while in RNA the backbone consists of a phosphate coupled to a ribose sugar. In addition, both
DNA and RNA contain the purines adenine and guanine, while DNA also contains the pyrimidines cytosine and
thymine. In RNA, thymine is replaced by uracil.

Due to this configuration, each DNA strand is said to have a 5" to 3’ polarity, the relevance of
which will be discussed later. In addition to the phosphate binding to the 3" and 5’ position,
deoxyribose is substituted at the 1’ with one of the nucleotide bases.

The beauty of DNA lies in the fact that the chemical structure of each nucleotide base
allows for binding to one (and only one) of the other nucleotide bases through hydro-
gen bonds. Hydrogen bonds are (fairly weak) electrostatic bonds between polarized parts
of a molecule such as between nitrogen (N) and oxygen (O). As is illustrated in Fig. 2.2,
adenine and thymine can form two hydrogen bonds with each other, while adenine and
guanine can form three hydrogen bonds. This then results in a double stranded form of
DNA (which is much more stable than the single stranded form) and at the same time ex-
plains Chargaff’s rule.

The stability of DNA is determined by the strength of the covalent binding between the dif-
ferent components, as well as the hydrogen bonds between the nucleotide bases on opposite
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FIGURE 2.2 The basic structure of DNA. DNA consists of a backbone of phosphate groups connecting deoxy-
ribose sugars at the 3" and 5’ positions. In addition, one of the four nucleobases is attached to the 1" position of the
deoxyribose. Due to the chemical structure of the nucleobases, adenine can only pair with thymine as they can form
two hydrogen bonds. Likewise, cytosine and adenosine pair with each other through three hydrogen bonds. Since
the backbones run in opposite directions they are said to be antiparallel.

strands. Although hydrogen bonds are relatively weak as mentioned previously, DNA mol-
ecules generally have millions of nucleotide bases which together form a formidable force.
Due to the large number of phosphate groups, DNA is a highly negatively charged molecule
and therefore dissolves well in water. DNA is further stabilized by globular proteins called
histones. These proteins are now known to play a very important role in determining the
overall functioning of DNA (which will be discussed further in Chapter 5).

The double-stranded DNA generally takes the form of a double helix (Fig. 2.3A) and sev-
eral different forms have been identified: A-DNA, B-DNA, and Z-DNA. A- and B-DNA are
right-handed helixes (in which the helix spirals clockwise) while Z-DNA is a left-handed
(counter clockwise) spiral. The difference between A- and B-DNA is the number of base-pairs
(bp) per turn (10 vs 11). Under physiological conditions, the vast majority of DNA adopt the
B-form with a pitch (ie, the distance occupied by a single turn of the helix) of 3.4 nm (Ghosh
and Bansal, 2003). The helical structure of DNA is further characterized by a major and a
minor groove.
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FIGURE 2.3 DNA replication. A: DNA forms a double helix, characterized by a minor and a major groove. The
most common form of DNA has a pitch of 3.4 nm (length of a single turn of the double helix). B: DNA replication
starts with the unwinding of the double helix after which each of the two strands is replicated. The process involves
a number of different steps and different proteins. See the text and Box 2.1.

As discussed before, each DNA molecule has one terminal sugar in which the 3’ carbon
is not linked to a phosphate (the 3’ end), and similarly one terminal sugar on the other side
where the 5’ carbon is not attached to a phosphate (the 5" end). The two strands of the double
helix are said to be antiparallel because they always associate (anneal) in such a way that
the 5" — 3’ direction of one DNA strand is opposite to that of its partner. As both strands are
complementary and thus essentially contain the same information, it is customary to write
the DNA sequence of only a single strand. For this, we normally use the 5" — 3’ direction as
this is the direction in which DNA is synthesized and in which RNA molecules are synthe-
sized. When a dinucleotide is described, it is customary to include a p (to indicate the phos-
phate bond). Thus CpG refers to a cytosine covalently linked to a guanine of the same strand.
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DNA SYNTHESIS AND REPLICATION

The unique structure of DNA with its complementary strands also explains one of the
great mysteries of genetics; namely how information can be faithfully transferred from one
cell and one generation to the next. Indeed, Watson and Crick already stated at the end of
their paper “It has not escaped our notice that the specific pairing we have postulated immediately
suggests a possible copying mechanisms for the genetic material” (Watson and Crick, 1953). Box 2.1
summarizes the main proteins involved in DNA replication.

The process of DNA replication starts with the unwinding of the double helix (Fig. 2.3)
by so-called DNA helicase proteins, (a class of motor proteins) as they travel along the phos-
phodiester backbone. There are a large number of helicases, and 95 different nonredundant
proteins have been identified in the human genome (Umate et al., 2011), of which 64 are
RNA helicases (aimed at unwinding RNA) and 31 are DNA helicases (aimed at unwinding
DNA). The existence of so many different helicases can be explained by the many different
processes that helicases are involved in, such as DNA replication, transcription, transla-
tion, and mismatch repair (see later). In addition, helicases are involved in processes such as
recombination and ribosome biogenesis.

BOX 2.1
DNA REPLICATION

DNA replication is a tightly controlled a short RNA primer sequence to the
process following several distinct steps: original DNA strands.

6. In the leading strand, DNA polymerase
d attaches new nucleotides to the grow-
ing daughter strand.

7. In the lagging strand, short Okazaki
fragments are formed. They are initiated
by the DNA primase induced attach-
ment of an RNA primer.

8. To this primer, DNA polymerase o binds
a short sequence of nucleotides, after
which DNA polymerase  attaches the
remaining nucleotides.

9. RPA and Fen-1 then attach to the RNA/
DNA stretch to allow the exact removal
of the RNA primer plus the DNA stretch
synthesized by polymerase o.

10. DNA ligase then connects the
5’ phosphate group to the free 3' -OH
group of the deoxyribose sugar.

1. DNA replication is initiated at many
different sites within the molecule
(origins of replication) by the binding of
the origin replication complex.

2. This multi-protein complex leads to
the recruitment of several additional
proteins and ultimately to the binding
of DNA helicase to the leading strand
of DNA.

3. DNA helicase functions to unwind the
DNA and separate the two strands.

4. To prevent overwinding of the DNA
in front of the separation, the enzyme
topoisomerase functions to relax the
DNA.

5. To initiate the synthesis of the daughter
DNA strands, DNA primase attaches
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DNA unwinding takes place at the replication fork within the so-called replisome com-
plex, with hexameric helicases forming a ring around the phosphodiester backbone of DNA
(McGlynn, 2013). This is thought to be important to ensure tight binding of the helicase to the
DNA molecule. Although the principle of helicase directed unwinding is similar in all organ-
isms, subtle differences exist. Thus in bacteria, the hexamer consists of 6 identical helicases
and binds to the 5" — 3’ strand, while in other organisms the hexamer consists of different
helicases and travels in the 3" — 5’ direction. While moving along the phosphodiesterase
backbone of DNA, the helicase complex uses ATP to break-up the hydrogen bonds that keep
the two strands of the DNA helix together. The number of base pairs unwound by a single
ATP molecule is not precisely known, but in bacteria there is evidence that two base pairs are
split by every molecule of ATP.

In addition to helicases another group of enzymes is essential for the unwinding of DNA,
the so-called topoisomerases. As the DNA unwinds and opens up due to the actions of DNA
helicases, the DNA tends to become overwound ahead of the replication fork, which would
severely inhibit (and ultimately stop) further unwinding and separation of the strands. Topoi-
somerases function to release the tension by temporarily cutting the phosphodiester back-
bone, allowing the DNA strand to uncoil and release the tension. Two different families of
topoisomerases can be delineated: type I cut only one single strand on DNA, either at the 5’
phosphate (type IA) or at the 3’ phosphate (type IB) while type II topoisomerases temporar-
ily cut both strands (Champoux, 2001). Unfortunately, the terminology of topoisomerases is
slightly confusing, as several different forms of topoisomerase III exist as well, which actually
belong to the type IA subfamily.

After the combined action of topoisomerases and helicases, the two strands of DNA are
separated allowing each strand to replicate, leading to two daughter molecules of DNA. As
each of these consists of one of the original strands and one newly synthesized strand, the
process is referred to as semiconservative. The process of synthesis of the new strands of
DNA is critically dependent on the enzyme DNA polymerase. This enzyme uses the four
different nucleotide triphosphates to add a single nucleotide monophosphate (the two ad-
ditional phosphates are discarded) to the growing DNA strand. As the base-pair rule strongly
favors A to bind to T and C to G, the new daughter molecule is an identical copy of the origi-
nal (although some replication errors can occur, see later). There are over 120 different DNA
polymerases, generally subdivided into three groups, of which the classical DNA-directed
DNA polymerases are the most important ones. However, all polymerases share two fun-
damental properties: [1] they can only add nucleotides to an existing chain of DNA; [2] they
can only attach nucleotides to the 3' -OH group of deoxyribose. Both these properties pose
a serious problem in DNA replication. First of all, if polymerases can only add nucleotides
to an existing chain, how does replication start? This problem is solved by attaching a short
sequence to the single stranded DNA. This short stretch is attached by a primase enzyme
and is in fact a short stretch of RNA rather than DNA, and is generally referred to as an RNA
primer. The RNA primer then provides the free 3’ -OH group for DNA polymerase to attach
nucleotides. The RNA primer is eventually removed by a so-called ribonuclease enzyme,
after which DNA polymerase fills in the gap. The gap is then closed by DNA ligase enzymes,
which catalyze the phosphodiester bond between adjacent 3’ -OH and 5’ -phosphate groups.

The second problem in DNA replication is illustrated in Fig. 2.3. Since the DNA strands
are antiparallel, only one of the new strands will have a free 3' -OH group, while the other
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must have a free 5" -OH group. If DNA polymerase can only attach new nucleotides to a free
3" —OH group, how can the second strand be copied? The answer is provided by the pioneer-
ing work of Reiji Okazaki and his colleagues. They showed that DNA replication is in fact a
discontinuous process, with short stretches of DNA being formed, now referred to as Okazaki
fragments. Each of these stretches starts again with an RNA primer attached by a primase, to
which DNA polymerase can then attach nucleotides. In bacteria only one DNA polymerase
(polymerase IlI) is active in the synthesis, while a second polymerase (polymerase I) removes
the RNA primers and allows ligases to close the gap between the individual fragments. In
contrast, in eukaryotic cells two different polymerases are involved in the synthesis of Oka-
zaki fragments. After the RNA primer (around 12 bases) is attached by the primase PriSL, the
first stretch of DNA (around 25 bases) is synthesized by polymerase o, while the remainder
is then synthesized by polymerase 6. In addition, as neither of these DNA polymerases can
remove the RNA primer by themselves, several nucleases and the single stranded binding
protein RPA are required to remove the primer. There are further differences between bacteria
and eukaryotic cells, including the speed of Okazaki fragment formation (about 1000 bases
per second in bacteria versus only about 50 bases per second in eukaryotic cells) and the
length of the fragments (about 1000-2000 bases in bacteria versus 150-250 bases in eukary-
otic cells). As a result, DNA replication is much faster in bacteria than in eukarya, although
the reasons for this are still unclear (Forterre, 2013). Although it has been suggested that
the involvement of a second polymerase might represent a further stage in the evolution,
this seems unlikely. In fact apart from slowing down DNA replication, the introduction of
polymerase o has the major drawback that it lacks endonuclease activity which is essential
for proofreading. Proofreading is important to ensure that the DNA molecule is replicated
faithfully. As polymerase 6 (and its bacterial counterpart polymerase III) can excise incorrect
nucleotides (through its endonuclease activity) and insert correct nucleotides at the same
time, the error rate of polymerase o is up to 100 times higher. It seems that the mechanism for
Okazaki fragment maturation has been designed to compensate for this. Thus the polymerase
8 of the previous Okazaki fragment synthesizes exactly the same number of bases to allow
the Fen-I endonuclease to remove not only the RNA primer, but also the part of the DNA
synthesized by polymerase 0, allowing the ligase to close the gap between the two fragments.

Given the complexity of the formation and maturation of the Okazaki fragments, and the
slow actions of the primases (compared to DNA polymerases) the two daughter strands are
synthesized at different rates and are therefore referred to as the leading (ie, the continuously
synthesized 5" — 3’ strand) and the lagging (ie, Okazaki fragments 3" — 5’ strand). However,
as the speed of synthesis is so different between the two strands, the primases also act as
a stopping signal, to prevent the lagging strand from falling too much behind the leading
strand.

A final important aspect of DNA replication that we have not yet discussed is the origin
of replication. Given the length of the DNA molecules (in humans up to 250 million base
pairs), replication of a single DNA molecule would be extremely slow. Thus in most organ-
isms, DNA replication starts at multiple sites within a single DNA molecule. These sites are
referred to as origins of replication and there can be hundreds if not thousands of these sites
per DNA molecule. The exact nature (ie, base pair composition) of these sites varies enor-
mously between species (and even within one species), but they all can bind to the so-called
origin recognition complex. This is a six-subunit complex which is remarkably conserved in

I. GENERAL INTRODUCTION



26 2. THE GENETIC BASIS OF BEHAVIOR

eukaryotic cells and the originator of replication. The binding of the origin recognition com-
plex triggers the subsequent binding of several other proteins including Cdc6 and Mcm2-7
leading to the so-called prereplicative complex. There is evidence to support the idea that
Mcm?2-7 (which is a hexameric protein complex) functions as a helicase, unwinding the DNA
(Bell and Dutta, 2002).

THE STRUCTURE OF THE GENOME

The genome is defined as the total amount of genetic material of a species (see Box 2.2 for
a summary of the most important terms used in this chapter). As can be expected this differs
dramatically between different species. Although more complex organisms generally have

BOX 2.2
DEFINITION OF THE IMPORTANT TERMS

Allele An alternative version of a gene. Diploid organisms carry two alleles of
each gene (although they may be identical)

Alternative The process whereby one gene (and one mRNA molecule) can produce

splicing multiple different proteins (isoforms)

Autosome All chromosomes with the exception of the sex chromosomes

Chromatin A complex of macromolecules consisting of DNA, RNA and proteins

Codon A sequence of three nucleotides coding for a single amino acid

Diploid Cells (or organisms) with two copies of all autosomes

DNA Deoxyribonucleic acid, the chemical substance that contains the genetic
material

Dominance An allele that produces a certain phenotype even in a heterozygous
individual

Exon A part of the DNA that codes for a specific (part of) a protein

F, F, The offspring in first and second generation after mating of the F,

Gamete Mature reproductive cell (sperm in males, egg or ovum in females)

Gene The basic unit of inheritance that codes for a specific product. Through
the process of alternative splicing, more than one isoform of a protein
can be formed from a single gene

Genome The total DNA sequence in an organism

Genotype The genetic composition of an organism or at a specific gene location

Heterozygosity =~ The presence of different alleles for the same gene on the two
chromosomes

Histones Globular proteins involved in packaging DNA (see Chapter 5)

Homozygosity =~ The presence of two identical alleles for the same gene on the two
chromosomes
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Intron A part of the DNA that does not code for a protein

mRNA Messenger RNA, a single strand molecule involved in DNA
transcription

Nucleobase The basic building blocks of DNA and RNA: adenine, guanine,
thymine, cytosine and uracil

Nucleoside Organic molecules consisting of a nucleobase connected to a
sugar: ribose to form ribonucleosides or deoxyribose to form
deoxyribonucleosides

Nucleosome A segment of DNA (about 147 bp) wrapped around a central core of 8
histone molecules

Nucleotide Organic molecules consisting of a nucleoside connected to a
phosphate group. They form the basic unit of DNA and RNA.

Phenotype A functional characteristic of an organism that results from genetic
factors (often in combination with specific environmental factors)

RNA Ribonucleic acid, a group of chemical substances involved in
transcription, translation and regulation of genetic information

rRNA Ribosomal RNA, critical for the formation of ribosomes which assists
in DNA translation

tRNA Transfer RNA, a macromolecule involved in protein formation in
ribosomes

larger genomes, there is not a simple linear relationship. For instance, the genome of mam-
mals is about 10°-10" bases, while some amphibians and birds have genomes close to and
above 10" bases. In all species the genomic information is stored in the chromosomes, with
the number of chromosomes again being very different between different species. Table 2.1
list a number of different species and their chromosomes, again illustrating that there is no
linear relationship between the complexity of the organism and the number of genes. It is
important to realize that whereas in eukaryotic cells the vast majority of chromosomes are
located in the nucleus, some chromosomes are also present in the organelles, most notably
the mitochondria in animals and chloroplasts in plants. These organellar chromosomes are
mostly circular and are much more tightly packed with genes (see later). As such, the organel-
lar chromosomes resemble bacterial DNA and it has been suggested that mitochondria (and
chloroplasts) were originally prokaryotic cells that were encapsulated by eukaryotic cells
forming a so-called endosymbiotic relationship (Thiergart et al., 2012).

Whereas the genome is the sum of all genetic material, a gene can be defined as the molecular
unit of heredity. It is generally identical to a stretch of DNA that codes for a single polypep-
tide (protein) chain. In most organisms, genes include both coding stretches of DNA (so-called
exons) but also intervening noncoding areas (so-called introns) as well as several regulatory
stretches of DNA. In the next section we will describe the structure of genes in more detail.
As Table 2.1 shows, the human genes are encoded in 23 pairs of chromosomes, 22 pairs of
autosomes plus the X and Y sex chromosomes. The two most often used animal species in bio-
medical research, mice and rats, have 20 and 21 pairs respectively. This implies that the same
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TABLE 2.1 Chromosomal Composition of Several Interesting Species

Species Official name No. of chromosome
Adders tongue Ophiglossum reticulatum 1260
Shrimp Penaues semiculcatus 90
Pigeon Columbidae 80
Dog Canis lupus 78
Cow Bos primigenius 60
Elephant Loxodonta africana 56
Zebrafish Danio rerio 50
Chimpanzee Pan troglodytes 48
Human Homo sapiens 46
Rat Rattus norvegicus 42
Mice Mus muculus 40
Cat Felis catis 38
Fruit fly Drosophila melanogaster

Jack jumper ant Myrmecia pilosula

genes are located on different chromosomes in different species. For instance, the gene for the
serotonin transporter [a protein that is crucially involved in regulating the extracellular concen-
tration of the neurotransmitter serotonin and which has been implicated in several psychiatric
disorders (see Section 2 of the book)] is located on chromosome 17 in humans, on chromosome
11 in mice and chromosome 10 in rats. Conserved synteny refers to the colocalization of genes
on chromosomes in different species. It is generally accepted that during evolution the genome
has become rearranged due to, for instance, chromosomal translocation. It follows that the larg-
er the conserved synteny, the more closely related the two species are (in evolutionary terms).

DNA TRANSCRIPTION

The expression of the genetic information stored in DNA involves two more steps namely
transcription (during which information from DNA is passed on to RNA) and translation
(during which information from RNA is passed on to proteins). Since virtually all organisms
use exactly the same flow of information, the principle is commonly known as the “central
dogma” of molecular biology (Fig. 2.5). It was first proposed by Francis Crick in a lecture
in 1956 and later reiterated in a paper in Nature in 1970 (Crick, 1970). In this paper Crick
already acknowledged that the simplest model DNA — RNA — protein (Fig. 2.4A) is likely
not correct and does not account for RNA replication (which occurs in many viruses) and for
the flow of information from RNA to DNA (Fig. 2.4B). This latter process occurs in so-called
retro-viruses but also in so-called retrotransposons.

DNA transcription starts with the binding of the enzyme RNA polymerase to a specific
sequence of DNA called the promotor region. However, in order to be able bind to DNA and
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FIGURE 2.4 The central dogma of molecular biology. (A) In its traditional form the central dogma states that
the flow of information is from DNA to RNA to proteins, while acknowledging that DNA replicates itself. (B) In 1970,
Crick adjusted the central dogma slightly, acknowledging that in certain circumstances the flow of information goes
from RNA to DNA and RNA can replicate itself too. There is even some evidence, albeit in very rare circumstances,
that information can flow directly from DNA to proteins.

initiate transcription, the RNA polymerase requires several other specific proteins to bind
[so-called transcription factors (TF)] which allows for a differential expression of genes per
cell. We will discuss this in the next section. There are several different RNA polymerases, the
most important for gene transcription being RNA polymerase II (Table 2.2). As RNA poly-
merases contain intrinsic helicase activity, the binding to DNA automatically unwinds the
double helix. Another crucial difference is that whereas DNA polymerase requires a primer,
RNA polymerase can start from scratch. Normally, the primary RNA nucleotide binds to the
3" — 5’ template strand of DNA in antiparallel fashion (Fig. 2.5). Thus, chain elongation oc-
curs by adding new nucleotides to the free 3’ prime -OH group of the ribose sugar. As with
DNA, this implies that RNA is also polarized, although as only a single strand of RNA is
generally synthesized, most commonly only the 5 — 3" RNA molecule exists, with the 5’ end
containing a free triphosphate group and the 3’ end containing a free ribose hydroxyl group.
Since chain elongation follows the same basic hydrogen-bond rule that governs DNA replica-
tion, the RNA strand is a copy of the 5" — 3’ strand of DNA. For that reason, this strand of
DNA is usually referred to as the sense strand, and the template 3’ — 5’ strand is referred to as
the antisense strand. However, it is important that the RNA is not an exact copy of the sense
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TABLE 2.2 The Different RNA Polymerases and their Function

Species Function

RNA polymerase I Involved in the synthesis of ribosomal RNA

RNA polymerase I Involved in the synthesis of messenger RNA, small nuclear and micro RNA

RNA polymerase I1I Involved in the synthesis of transfer RNA, ribosomal RNA and small nuclear RNA
RNA polymerase IV Involved in the synthesis of small interfering RNA in plants

RNA polymerase V Involved in the synthesis of small interfering RNA in plants

DNA strand. In addition to having a ribose-phosphate (rather than a deoxyribose-phosphate)
backbone, RNA contains the pyrimidine uracil rather than thymine (opposing adenine). The
reason why RNA contains uracil rather than thymine is not known. However, as thymine
and deoxyribose are more stable than uracil and ribose, one theory has proposed that over
the course of the evolution the primary source of genetic information changed from RNA to
DNA. In line with this, many viruses still only contain RNA and as mentioned earlier, many
rely on RNA replication.

Promoter

mm

@

Sense strand

-0H 3’

5’ PPP-

Antisense
(template)
RNA strand

FIGURE 2.5 DNA transcription L. Like DNA replication, DNA transcription starts with the unwinding of the
double helix. This occurs when RNA polymerase II binds to the promoter region of the gene in addition to specific
TFs. In contrast to DNA replication however, the RNA resulting from DNA transcription is a single strand, only
formed from the anti-sense (3’ to 5') strand of DNA. For more details, see the text.
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THE STRUCTURE OF GENES

While the genetic information is more or less the same in each cell in an organism (although
there are exceptions but this will be discussed later), there are large differences in which genes
are actually expressed and which are not. For instance, whereas all cells contain the genetic
code for voltage gated Na* ion channels, only neurons express them, and therefore only these
cells can actively initiate and propagate action potentials. But even within the neuronal cells
different genes (and their protein products) are differentially expressed. For example the en-
zyme dopamine-B-hydroxylase converts dopamine into noradrenaline. So in cells that use
noradrenaline as a neurotransmitter, this enzyme is highly expressed. However, dopamine is,
in itself also a neurotransmitter (involved in among others Parkinson’s disease, schizophre-
nia and drug addiction). Therefore, in dopaminergic cells, dopamine-B-hydroxylase cannot
expressed. Thus, each cell must have tightly controlled mechanisms in place to determine
which genes are and which are not expressed.

This differential gene expression is governed by the interaction between RNA polymerase,
general TFs, and additional regulatory proteins. As mentioned earlier, although RNA poly-
merase Il is responsible for the actual initiation and elongation of the RNA chain, a variable
number of enzymes called TFs need to bind to the promoter region of DNA in order for the
transcription process to start. Moreover, additional proteins can enhance or inhibit the tran-
scriptional process. The combination of RNA polymerase II, the TFs and regulatory proteins
together are referred to as the RNA polymerase II holoenzyme. These transcription and regu-
latory proteins are generally referred to as trans-acting elements, as they are coded by genes
on chromosomes different from the gene they regulate. They not only bind to the promoter
region of the gene they regulate but also to other parts of the chromosome such as enhanc-
ers or silencers, both short DNA sequences that are usually located upstream of the gene
they regulated. When regulatory proteins bind to enhancers, they alter the three-dimensional
structure of the DNA, enhancing interaction of the TFs or RNA polymerase binding to the
promoter region, resulting in enhanced transcription. Silencers are similarly short stretches
of DNA upstream of the promoter region. However, binding of specific regulatory proteins
to silencers inhibit the transcription of the gene. Since the promoter region, enhancers, and
silencers are all located on the same DNA as the gene they regulate, they are referred to as
cis-acting elements. It is important to realize that in contrast to the promoter region which is
mostly located directly upstream of the gene, enhancers and silencers may be located a con-
siderable distance from the gene they regulate.

Transcription starts with TFs binding to the promoter region of the gene. A large number
of different promoter regions have been identified which in vertebrates were originally sub-
divided into two classes: TATA and CpG types, and in mammals in TATA box enriched and
CpG-rich promoters. TATA box enriched promoters are characterized by a DNA sequences
consisting of TATAAA while the CpG type promoters contain a variable number of CG re-
peats. Analysis of mammalian DNA has found that the classical TATA box promoters actu-
ally represent a minority of the mammalian promoters (Carninci et al., 2006). A recent, more
detailed investigation of promoters in several different species (Homo sapiens, Drosophila me-
lanogaster, Arabidopsis thaliana, and Oryza sativa) has identified 10 different clusters (Gagniuc
and Ionescu-Tirgoviste, 2012), with CG based promoter again being the most common ones in
humans, while the other AT based promoters being more common in the other three species.
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During the first step of gene transcription (Fig. 2.6), the TATA box (about 25-30 base pairs
upstream of the start of the gene) is recognized by TF TFIID, which consists of the TATA
binding protein (TBP) and several transcription associated factors (TAF). This complex then
recruits TFIIB, allowing RNA polymerase and TFIIF to bind, after which several additional
TFs bind and transcription starts. It is important to realize that these TFs are also involved in
transcription of genes that do not contain a TATA box, hence they are usually referred to as
general TFs.

Promoter
F—
TATAA

m, d nmm{ﬁ

Binding of
TFIID (TBD and TAF)

Recruitment of
TFIIB and RNA polymerase

Binding of
TFIIF, TFIIE and TFIIH

Transcription
starts

FIGURE 2.6 DNA transcription II. DNA transcription critically depends on the binding of a series of TF to the
promotor region of a gene.
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mRNA PROCESSING

The result of RNA transcription with RNA polymerase II is a single stranded RNA se-
quence complementary to the entire length of the gene, usually referred to as the primary
(RNA) transcript or precursor messenger RNA (pre-mRNA). This transcript, in most cases,
contains both protein-coding and noncoding segments (Fig. 2.7), so-called exons and introns
respectively. The primary RNA transcript therefore has to undergo a series of splicing reac-
tions in which the RNA strand is cut on the boundaries between exons and introns (splice
junctions), after which the separate exons are fused together again. In the vast majority of
cases, an intron starts with a GT and ends with an AG. We therefore often speak of the GT -
AG (or in the case of RNA GU — AG) rule. However, although GT and AG are essential for
splicing they are not sufficient by themselves. In addition, introns generally have a branch
site, consisting of an adenosine located approximately 18-40 nucleotides upstream of the
3’ splice site (ss), and usually followed by a polypyrimidine tract. The introns are removed
in a two-step transesterification process: in the first step the 2" —OH of the adenosine in the
branch site carries out a nuclear attack on the 5’ ss, resulting in the cleavage at this site.
Subsequently the free 5’ end ligates onto the adenosine leading to form the so-called lariat
structure. In the second step, the 3" end is attacked by the free 3’ -OH of the exon leading
to the ligation of the 5’ of exon 1 and the 3’ of exon 2, thereby releasing the exon. Splicing is
catalyzed by a large complex of proteins and small RNAs called the spliceosome. In fact, in
eukaryotic cells there are two different spliceosomes: the more ubiquitous U2-dependent and
the much less abundant Ul2-dependent spliceosome. The conformation and composition of
the spliceosome are flexible and can change rapidly, allowing it to be both accurate and flex-
ible (Will and Luhrmann, 2011; Matera and Wang, 2014). The U2-dependent spliceosome con-
sists of 5 different so-called ribonucleoproteins (snRNP): U1, U2, U5, and U4/U6 as well as
numerous other non snRNP proteins. Each snRNP consists of a small nuclear RNA (or two in
the case of U4/U6) a common set of seven Sm proteins and a variable number of additional
proteins. This complexity is essential to ensure a perfect orientation of the splicing. Similar
to the DNA double helix, the spliceosome complex forms many relatively weak interactions
with the splice junction, resulting in a strong, highly precise splicing event. For instance, the
RNA part of Ul binds to the conserved 5’ ss via the normal base-pairing rule, while the RNA
part of U2 recognized the branch point (again binding via the base-pairing rule).

After the splicing out of the introns, two additional changes usually occur in the mRNA
(Fig. 2.7). First, a 7-methylguanoside (m’G) is linked to the first 5'nucleotide. It is thought that
this capping process serves several important functions, including protecting mRNA from
exonuclease attack, facilitating the transfer of mRNA from the nucleus to the cytoplasm, and
enhancing the attachment of the mRNA to the 40S subunit of the ribosomes, which is essential
for the final translation process (see later). Secondly, at the 3" end of mRNA about 200 ad-
enylate monophosphate (AMP) residues are added by the enzyme poly(A) polymerase. This
poly(A) tail is thought to serve similar functions as the 5’ capping process: facilitation of the
transport from the nucleus to the cytoplasm, stabilizing the mRNA molecule in the cytoplasm
and enhancing the binding to the ribosomes.

An important aspect of mRNA processing is alternative splicing, which refers to the inclu-
sion (and exclusion) of different exons in the final mRNA. It has been suggested that about
95% of all mammalian genes undergo alternative splicing. As a result, about 20,000 human
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FIGURE 2.7 mRNA processing. DNA transcription leads to pre-mRNA which contains all the exons and the
introns. Subsequently, through recruitment of the spliceosome the introns are excised leading to the mature mRNA.
However, in most cases mRNA is further processed by adding a 7 methylguanoside to the 5 side and a long AMP

tail on the 3" end.

I. GENERAL INTRODUCTION



mRNA TRANSLATION 35

protein coding genes can lead to between 250,000 and 1 million different proteins (de Klerk
and 't Hoen, 2015). An analysis of 15 different human cell lines showed that a single gene can
lead to 25 different mRNAs, with up to 12 expressed in a single cell (Djebali et al., 2012). It
is important to realize that isoforms are not always equally expressed. Some isoforms may
indeed be very rare (although this does not necessarily mean they are less important: a small
change in a crucial pathway may lead to big effects). Several different mechanisms can under-
lie alternative splicing. For example, the BDNF gene undergoes significant alternative splic-
ing due to alternative transcription initiation. Thus at least 11 different BDNF transcripts have
been identified as a result of different promoters (Aid et al., 2007). In addition, alternative
splicing can involve an alternative order of exons, or the exclusion of specific exons. Alterna-
tive splicing involves the recruitment of specific RNA-binding proteins that are not part of
the normal spliceosome, but can enhance or suppress splicing sites (Witten and Ule, 2011).

mRNA TRANSLATION

The final step in gene expression is the DNA translation, leading to the formation of pro-
teins, molecules that consists of sequences of amino acids. Although there are 23 proteino-
genic (protein-forming) amino acids, only 20 are found in all living species and are therefore
referred to as standard amino acids (Fig. 2.8). Of the remaining three, pyrrolysine only occurs
in some archaea and one bacterium, and N-formylmethionine occurs in bacteria, mitochon-
dria, and chloroplasts. The last of the proteinogenic amino acids is selenocysteine, which has
been found in many noneukaryotes as well as most eukaryotes. However, in contrast to the
20 standard amino acids, selenocysteine only occurs in about 25 human proteins.

In order for the DNA translation process to take place, the mature mRNA is transported
out of the cell nucleus into the cytoplasm, where it binds to ribosomes. These are large com-
plex organelles, consisting of both proteins and a special form of RNA called ribosomal RNA
(transcribed by RNA polymerase I and 111, rather than II). Ribosomes consists of two different
subunits, a large subunit (50S in prokaryotes and 60S in eukaryotes) and a small subunit (30S
and 40S respectively). The term S refers to the Svedberg unit, an indication of the rate of sedi-
mentation, rather than actual size. Ribosomes can be found freely around the cytoplasm or
bound to the endoplasmatic reticulum (forming the rough endoplasmatic reticulum). These
ribosomes are involved in different types of protein synthesis.

The process of RNA translation is illustrated in Fig. 2.9 and starts with the formation of
the ribosome around the mRNA (Fig. 2.9A). In most cases this initiation starts around the
5' m’G cap and the first part of exon 1. Since this part is normally not translated into amino
acids, it is usually referred to as the 5’ untranslated region (5'-UTR, a similar region occurs
at the 3’ site). Once the ribosomes are bound to the mRNA, a special type of RNA binds to
the start of the mRNA. This start sequence is referred to as the initiation codon recognition
sequence and often has the sequence GCCPuCCAUGG (known as the Kozak sequence with
translation starting at the AUG, where Pu can code for either of the two purines adenine or
guanine). This special type of RNA is referred to as tRNA (or transfer RNA, transcribed by
RNA polymerase III) and has a very characteristic cross-like structure. An amino acid is at-
tached to the 3’ site of tRNA through the enzyme aminoacyl tRNA synthetase, leading to a
covalent ester binding of the amino acid to the 2’ or 3’ -OH group of the terminal adenosine
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FIGURE 2.8 The major protein forming amino acids. There are 20 major protein forming amino acids that can
be subdivided into 4 groups: neutral nonpolar amino acids (yellow box), neutral polar amino acids (green box), posi-
tively charged amino acids (blue box), and negatively charged amino acids (orange box).

nucleotide. If the amino acid is attached to the 2" -OH it will ultimately be transferred to the
3’ —OH through a process called transesterification. The result of this process is a so-called
aminoacyl-tRNA. However, given that there are multiple amino acids (and hence multiple
aminoacyl-tRNAs), the question is how the ribosome determines which amino acids should
be attached to each other. This is determined by the nucleotide sequence of RNA (and ul-
timately the DNA). Given that we have 20 standard amino acids, only a sequences of 3 (or
more) nucleotides would have enough information to code for all amino acids. As there are 4
different nucleotides, a “sequence” of one would only code for 4 different amino acids, and a
sequence of 2 for 4* = 16. A sequence of 3 could code for 4° = 64 different combinations, more
than required for the 20 standard amino acids. It was again Francis Crick and his colleagues
who first proposed that amino acids were coded by a triplet (codon) of nucleotides (Crick
et al., 1961). As is evident from Fig. 2.10 there is considerable redundancy in the system and
many amino acids are coded for by a number of different triplets. It was long thought that
the nucleotide codes for the different amino acids were identical in all life forms and it there-
fore became known as the “universal code”. However, we now know that although highly
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FIGURE 2.9 RNA translation. Through RNA translation, the nucleotide sequence of DNA is translated into
amino acids. Translation starts with the binding of ribosomes to mRNA (A). Subsequently, tRNA binds to the triplet
codons of mRNA. Each tRNA is covalently bound to one specific amino acid (based on the triplet codon) and thus
each subsequent tRNA adds one amino acid to the growing amino acid chain until a stopcodon is reached.

conserved, there are some differences between species and also between cytoplasmic and
mitochondrial codes. For instance, the codon ATA codes for Isoleucine in cytoplasmic mRNA,
but for Methionine in mitochondrial mRNA.

The process of DNA translation therefore requires the aminoacyl-tRNA to bind to the RNA
strand based on the triplet (codon) nucleotide sequence. Hence the tRNA sequence holds
what is known as an anti-codon sequence. Although based on the triplet code one would
expect 64 different aminoacyl-tRNAs, in reality there are only about 30 types of cytoplasmic
and 22 mitochondrial aminoacyl-tRNA. The explanation for this is that the general base pair
rule for binding of tRNA to mRNA is strict for the first two nucleotides of the triplet codon,
but relaxed for the last one. For instance, a G in the third position of the anticodon of tRNA
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FIGURE 2.10 The triplet code. The triplet code of DNA (and thus of RNA) determines the amino acid sequence.
Mlustrated here is the DNA triplet code, with the first letter of the codon (5') in the center, the second codon in the
middle ring and the third and final codon in the outer ring (3').

can bind to both C and U on the mRNA strand. Likewise, a U can bind to both A and G on the
mRNA strand. This is generally referred to as the wobble hypothesis.

As the aminoacyl-tRNA binds to the mRNA, the 3’ terminal amino acid is linked to the
growing chain of amino acids by the formation of a peptide bond. The ribosome then re-
positions itself to allow the next aminoacyl-tRNA to bind to the next codon and the process
repeats itself. The end of protein synthesis is signaled by one of the so-called stop-codons
(UAA, UAG or UGA for RNA, or TAA, TAG or TGA for DNA see Fig. 2.10). These codons
do not have a corresponding tRNA but they are recognized by the release factor eRF1. This
protein, together with the ribosome dependent GTP-ase eRF3 leads to the release of the pep-
tide chain from the ribosome. The released polypeptide chain can then undergo a series of
post-translational modifications (such as phosphorylation, methylation, glycosylation etc.)
and adopt its final three dimensional structure.

GENETIC ALTERATIONS

The correct replication, transcription and translation of DNA is so fundamental to the sur-
vival of the species that it is accompanied by numerous quality control and repair mecha-
nisms. It would be beyond the scope of this book to describe this in detail, but some of the
mechanisms are being exploited in the creation of genetically altered animals (see Chapter 3).
Nonetheless, in spite of these extensive quality control and repair mechanisms, incorrect
DNA replication can occur and can lead to more or less serious problems, depending on the
nature of the replication error. In addition, environmental toxins and infections can cause ge-
netic alterations. In the remainder of the chapter we will discuss the most important genetic
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FIGURE 2.11 The most important genetic alterations. The most important genetic alterations include single
nucleotide variants (SNV) in which a single nucleotide is changed. Single nucleotide insertions (SNI) and deletions
(SND) generally lead to frameshift alterations (if they occur in exons) and involve the insertions or deletion of a
single nucleotide (upper part of the figure). Tandem repeats can either take the form of a triplet repeat, in which one
specific triplet is repeated, or variable number tandem repeat (VNTR) which involves repetition of larger nucleotide
sequences (lower part of the figure. Finally, in the middle part of the figure, insert (ins) and deletions (del) involve
the insertion or deletion of large nucleotide sequences.

alterations. They are illustrated in Fig. 2.11. There is no clear consensus about how genetic
variations should be classified and subdivided (Ku et al., 2010), however, we have chosen to
subdivide them based on the length of the nucleotide change, cognizant of the fact that this
also, is quite arbitrary.

SINGLE NUCLEOTIDE VARIATIONS

The simplest variations occur at the single nucleotide level (illustrated at the top part of
Fig. 2.11) and include single nucleotide variants (SNV), insertions (SNI) and deletions (SND),
A single nucleotide variant (SNV) is defined as a change at the nucleotide level where only
one single nucleotide is exchanged for another (Fig. 2.11).

SNVs are very common and are usually subdivided into three different types:

o Silent or synonymous mutations: These are mutations in which the single nucleotide
change either occurs in a noncoding segment of DNA, or where the change does not
lead to a different amino acid. Remember that the genetic code contains a large degree of
redundancy. As an example (Fig. 2.11) if the SNV would change the original triplet AAA
to AAG, the resulting amino acid would still be Lysine.
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* Missense or nonsynonymous mutations: These mutations, on the other hand, lead to a
change in the amino acid of the peptide. What the functional consequence of such an
amino acid change is, is difficult to predict. It can lead to a loss of function, a gain of
function or no change in function, depending on the amino acid change itself, as well
as the position of the amino acid change. For instance, most neurotransmitter receptors
belong to the family of the so-called G-protein coupled receptors. These receptors all have
the same basic structure with 7 transmembrane domains. As the membrane of cells is a
hydrophobic environment, the amino acids that make up these transmembrane domains
all belong to the nonpolar amino acids such as Leucine or Valine (Fig. 2.9). An SNV which
changes AUC to CUC leads to an exchange of Leucine for Isoleucine in a transmembrane
domain, and would likely have very little impact on the overall functioning of the
receptor. However, a SNV that changes the same AUC to AGC would change the neutral
hydrophobic Isoleucine to a polar hydrophilic Serine, which would likely have much
greater effect on the functioning. Indeed, we induced exactly such a SNV in the third
transmembrane domain of the dopamine D1 receptor in Wistar rats, which led to a
virtually complete loss of function (Smits et al., 2006).

* Nonsense mutation: these mutations also involve a single change in the triplet code.
However, rather than changing one amino acid for another, the mutation leads to
premature stop-codon. As a result, the protein either appears in a truncated form or gets
completely degraded through a process known as nonsense mediated mRNA decay. This
process is part of the quality control system of the cell and metabolizes nonsense RNA
in order to prevent potentially dangerous truncated proteins from being formed (Baker
and Parker, 2004). Nonsense mutations almost invariably lead to a (complete) loss of
function, basically creating what is known as a knock-out (see Chapter 3). As an example,
we induced a nonsense mutation in the serotonin transporter by changing the codon
from UGC (cysteine) to UGA (STOP). Detailed analysis showed that through nonsense
mediated mRNA decay, no mRNA and no protein was formed, creating a serotonin
transporter knock-out rat (Homberg et al., 2007).

In addition to these SNVs, single nucletoide insertions (SNI) and deletions (SND) can oc-
cur anywhere within the DNA. These changes can lead to frameshift mutations, depending
on the number of nucleotides deleted or inserted, as the reading frame (the codons) shifts
either to the 3’ or 5" end of the mRNA. As a result, from the mutation onwards virtually
all the amino acids change (Fig. 2.11) and premature stopcodons may also occur. As can be
imagined, such a frameshift mutation almost invariably leads to a loss of function (unless
the mutation is found close to the terminal amino acid in which case the consequences of the
frameshift might not be too dramatic).

TANDEM REPEAT SEQUENCES

A second class of genetic variations are the so-called tandem repeat sequences. This refers
to the insertion (or in rarer cases deletion) of a repeat sequence within a gene. We generally
distinguish between two different type of tandem repeats, namely trinucleotide (triplet) re-
peats or variable number of tandem repeats. Both are illustrated in the lower part of Fig. 2.11.
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TRIPLET REPEATS

These genetic alterations involve the insertion of triplet codes (as opposed to single nucleo-
tides). Although this does not lead to a frameshift this can have detrimental effects, especially
when large numbers are inserted. The triplet repeat can occur in both protein coding as well
as noncoding (including the 5'-UTR) regions and have been implicated in at least 22 heredi-
tary disorders (La Spada and Taylor, 2010), including Fragile X (where a CGG repeat occurs in
the 5" -UTR) and Huntington’s disease (where CAG repeat in exon 1 leads to the insertion of
additional glutamine residues). In the majority of these disorders (11 out of 22) the dysfunc-
tion involve a CAG repeat in the coding region of the gene, leading to the insertion of gluta-
mine (Fig. 2.10) and are therefore known as poly-glutamine or poly(Q) disorders. However,
other sequences such as CTG, CGG and GCC can also be replicated.

The most accepted mechanism thought to underlie the development and elongation of
triplet repeats involves the development of semistable hairpins and subsequent slippage of
the DNA (Mirkin, 2007). As illustrate in Fig. 2.12, semistable hairpins can spontaneously form
during DNA duplication, especially with triplet CXG or GXC (where X can be any nucleo-
tides), as the C from the first triplet can form a stable bond with the G of the second triplet
and vice versa. Although in the case of the CAG, the A of the first triplet only weakly binds
to the A of the second triplet, the hairpin is still stable enough, especially when there are mul-
tiple triplets. A characteristic of such semistable hairpins structures is that they often lead to
a similar, out of register realignment of the complementary repetitive strands, leading to so-
called “slip-outs” which can also fold into hairpins structures (Mirkin, 2007; Galka-Marciniak
et al., 2012). Such hairpin formations can lead to a stalling of DNA polymerases and can ulti-
mately lead to a reduction or an expansion of the repeats (depending on whether the stable
hairpin is formed on the nascent or the template strand).

An important characteristic of triplet repeat disorders is genetic anticipation, meaning that
the disorder starts progressively earlier and is progressively more severe in subsequent gen-
erations. This is due to the increase in the number of repeats with each generation. Studies
with several triplet repeat disorders have shown that a threshold exists, below which triplets
are fairly stably transmitted. However, once the triplet has crossed the threshold, the triplet
can increase massively from generation to generation. For example, in Huntington’s disease,
CAG repeats below 35 are fairly normal, generally stable and do not lead to any symptoms.
However, CAG repeats above 35 are inherently unstable and lead to the characteristic symp-
toms of Huntington’s disease. A major challenge in triplet repeat disorders is understanding
the switch between below-threshold stable and above threshold unstable triplet repeats (Lee
and McMurray, 2014).

VARIABLE NUMBER TANDEM REPEATS (VNTRs)

VNTR are structural regions of the DNA where a short sequence of nucleotides (longer
than 3) is repeated a variable number of times in tandem. VNTRs are commonly subdivid-
ed into microsatellites (repeat sequences shorter than 5 nucleotides) and minisatellites (re-
peat sequences larger than 5 nucleotides) and, like triplet repeats, are thought to be due to
DNA slippage errors during DNA replication. As the number of repeats is very individually
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FIGURE 2.12 The most likely mechanism underlying triplet repeats. Although the development of triplet re-
peats is not yet fully understood, the most likely mechanism involves the formation of stable hairpin formations
within the DNA. This then leads to an out of register realignment leading to so-called “slip outs” leading to hairpin
structure in the complimentary DNA strand and triplet replication.

determined (and generally differs between the maternal and paternal copy), analysis of
VNTRs is often used in forensic and paternal identity research. In neuroscience, VNTRs oc-
cur in several important genes. Often studied examples are the 40 nucleotide sequence in the
3’ UTR of the dopamine transporter (Vandenbergh et al., 1992) that can be repeated between
3 and 11 times, with the 9- and 10- repeat being the most common and the 17 nucleotide
sequence in intron 2 of the serotonin transporter that is repeated 9, 10 or 12 times (Lesch
et al., 1994). In several studies, the 12-repeat has been linked to increased aggression and
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mood disorders (Haddley et al., 2012). Finally, an often studied VNTR is within exon 3 of the
dopamine D4 receptor, with 2 to 10 repeats of a 48 nucleotide stretch (Van Tol et al., 1992). This
VNTR has been associated with drug addiction and ADHD (see Chapters 6 and 8).

SHORT INSERTIONS AND DELETIONS (INDELS)

As the words imply, these genetic variations refer to the insertions or deletions of short
nucleotide sequences as indicated in the middle of Fig. 2.11. A general, albeit arbitrary, rule of
thumb is that insertions or deletion have sizes between 100 and 1000 nucleotides, while ev-
erything above 1000 is referred to as a copy number variation. However, this does not encom-
pass the large number of indels with sizes below 100 nucleotides. It has been estimated that
the human genome contains about 1.6 to 2.5 million indels, although a full scale analysis has
yet to be undertaken. Indeed, a recent study identified almost 2,000,000 nonredundant indels
with about equal numbers of insertions and deletions (Mills et al., 2011), however, the sizes
of the indels were between 1 and 10,000 nucleotides, thus including SNI, SND, and CNVs,
although the majority were <100 nucleotides. These indels were found on all chromosomes
with a frequency of 1 indel per almost 1600 nucleotides. More than 800,000 indels were found
in known genes, although only 2123 indels actually affect exons. However, more than 39,000
indels were found in promoter regions of known genes and could thus affect gene expression.

In this respect, probably the best studied genetic variations in neuroscience is an indel
within the promoter region of the serotonin transporter (SERT), the so-called 5-hydroxytryp-
tamine transporter linked polymorphic region (5-HTTLPR). This region contains a 44 nucleo-
tide insertion/deletion region leading to a large (1) and short (s) variant (Lesch et al., 1996).
Although it was originally thought that the s-allele conferred lower SERT activity, further
detailed analysis has identified an additional SNV within the long variant (L, and Lg) with
the L, also having low SERT activity (Murphy et al., 2008). Hence, it is now thought that the
presence of the L genotype confers high SERT activity.

COPY NUMBER VARIATIONS (CNVs)

CNVs also represent insertion/deletion alterations. However, they are generally defined
as that are larger than 1000 nucleotides. It has been estimated that up to 12% of the human
genome is subject to CNVs and it can occur both during meiosis as well as during mitosis, as
evidenced by the fact that monozygotic twins can have different CNVs (Bruder et al., 2008).
It has been suggested that CNVs are as important as SNVs in determining individual differ-
ences. Although it was originally thought that CNVs can be advantageous as they induce
redundancy and can therefore protect against mutations, much of the variation in CNVs is
now considered to be detrimental, as they are involved in a multitude of diseases, including
various cancers (Valsesia et al., 2013) and CNS disorders (Morrow, 2010).

A change in CNV requires a change in chromosomal structure joining previously separate
strands of DNA. Detailed analysis of these junctions shows that most CNVs are located in
areas with high homology within the genome (Hastings et al., 2009). This suggests that CNVs
are the result of abnormal homologous recombination. In addition, CNVs can occur in areas
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with only a limited degree of homology (often referred to as microhomology). In such cases,
CNVs are unlikely due to aberrant homologous recombination.

Homologous recombination was already discussed in chapter 1 as the mechanisms un-
derlying the crossing-over event that occurs during meiosis. It requires extensive DNA se-
quence identity (up to 300 nucleotides in mammalian cells (Liskay et al., 1987)), as well as a
specific strand breaking protein (Rad51 in eukaryotic cells). HR underlies many DNA repair
processes by using identical sequences to repair a double stranded DNA. When the process
involves exchange of the homologous chromosomal position in the sister chromatid no struc-
tural change will take place. However, if the exchange involves a homologous segment from
another chromosome (a process referred to as nonallelic homologous recombination NAHR)
CNVs can occur. NAHR induces an unequal crossing over leading to a duplication in one,
and a deletion of a DNA segment in the other chromosome. Homologous replication is also
important for repairing broken replications and, if not performed accurately, can not only
lead to duplications or deletions, but also to translocations (ie, exchange of DNA sequences
between different chromosomes) or inversions (in which a stretch of DNA is reversely insert-
ed in the same chromosome). These latter two structural changes (translocations and inver-
sions) are generally known as copy neutral variations, in contrast to deletions and inversions,
as the total number of nucleotides per chromosome does not change.

In the field of psychiatry, CNVs have received increased attention, especially in autism and
schizophrenia (see Chapters 8 and 9) and it has been suggested that both disorders are prone
to de novo CNVs. In this respect, one of the most studied CNVs is the 22q11.2 CNV, involving
a deletion of 1.5 to 3 million basepairs and more than 25 different genes. Individuals with this
deletion show symptoms reminiscent of schizophrenia, autism, anxiety and ADHD (Jonas
et al.,, 2014). Another often studied CNV is a deletion of 15q11-13. The interesting aspect of
this CNV is that the functional consequences of this CNV depend on whether the deletion is
on the maternal or paternal copy. If the deletion comes from the mother, the child will suffer
from Angelman syndrome, whereas if the deletion is inherited from the father, the child will
suffer from Prader-Willi syndrome. The reason for this difference lies in the fact that the genes
of the paternal and maternal copies are differentially expressed (Mabb et al., 2011).

CHROMOSOMAL VARIATIONS

The last group of genetic variations we will discuss are alterations in the number of chro-
mosomes. Under normal circumstances, an individual obtains a single set of chromosomes
from each parent, thus leading to a so-called diploid genome. As discussed more extensive-
ly in Chapter 1, this results from the separation of the chromosomes during meiosis, when
sperm and egg cells become haploid (ie, carry only one set of chromosomes) and the subse-
quent fusion of the gamete cells during fertilizations.

However, in certain circumstances during meiosis the chromosomes fail to separate, lead-
ing to gametes with two sets of chromosomes or no chromosomes. When such a gamete is
subsequently fertilized, the resulting cells will contain an uneven number of chromosomes
(generally referred to as aneuploidy leading to either monosomy or trisomy). In the vast ma-
jority of cases, such embryos are not viable and in fact they are likely to constitute the major-
ity of miscarriages. However, a few exceptions exist, especially when the smaller autosomal
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chromosomes or the sex chromosomes are involved. The most common autosomal trisomies
are trisomy 21 (Down syndrome, occurring about 1 in 1000 live births) and trisomy 18 (Ed-
wards syndrome, about 1 in 6000 live births), although cases of trisomy 13, 9, 8, and 22 have
also been described. Trisomies can also occur in the sex chromosomes, leading to disorders
such as triple X (XXX), XXY (Klinefelter Syndrome) or XYY. These sex chromosome trisomies
all occur roughly in about 1 in 1000 live births, and compared to the autosomal trisomies pres-
ent a much more subtle phenotype. In fact, many females with XXX or males with XYY often
are not diagnosed at all.

Monosomies, that is, missing one copy of a gene appears much more detrimental than
having an additional copy. As a result, with the exception of Turner’s syndrome (X0) no other
monosomies appear viable. Partial monosomy (perhaps more accurately referred to as CNVs)
such as “cri du chat” (deletion of the end of the short arm of chromosome 5) and 1p36 syn-
drome (deletion of the end of the short arm of chromosome 1) have been described however.
Turner’s syndrome occurs when only an X chromosome is present (in the absence of another
X orY) and is found in about 1 in every 2000 live births (although about 99% of all cases re-
sult in spontaneous termination in the first trimester). The symptoms are quite varied from
patient to patient and often include short stature, gonadal dysfunction and sterility. However,
additional health problems including congenital heart disease, diabetes and cognitive deficits
are also frequently observed.
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CHAPTER

3

Animal Modelling in Psychiatry

INTRODUCTION

Research in animals, especially rodents (rats and mice) has been crucial for advancing
our understanding of the functioning of the human body. Likewise the development of new
drugs would be impossible without animal models, both for detecting potential therapeutic
effects as well as for identifying side effects and toxic liability. Nonetheless, especially in the
area on CNS disorders, the development of animal models has proven particularly difficult,
predominantly in relation to the translational value for clinical practice. In line with this,
developing new drugs for psychiatric and neurological disorders has proven particularly dif-
ficult. An analysis of the success rates of the major pharmaceutical companies a decade ago
showed that from all drugs that started in clinical phase I trials (see Box 3.1 for a description of
the various stages of drug development) only 8% make it to registration in the CNS area (Kola
and Landis, 2004). More recent analyses have shown that the situation has unfortunately not
improved (Arrowsmith and Miller, 2013). A careful analysis shows that the failure is mostly
due to lack of therapeutic efficacy (Arrowsmith and Miller, 2013), suggesting indeed that our
current animal models do not translate well into clinical practice. As an example, the selective
positive allosteric modulator of the metabotropic glutamate 2 and 3 receptors AZD8529 was
found to act like an antipsychotic in seven different animal models for antipsychotic activity.
However, clinical phase II trials against placebo and risperidone failed to show a significant
improvement in the patients treated with AZD8529 and further development was dropped
(Cook et al., 2014).

There are several obvious reasons why animal models for brain disorders are notoriously
difficult. First and foremost, the brain is undoubtedly the most complex organ in our body.
Not only does it contain about 80 billion neurons (and about an equal number of glial cells
(Lent et al., 2012)), but each of these neurons connect with about 1,000-10,000 other neu-
rons forming extremely complex networks. Thus, whereas we can (more or less) infer the
function of the heart, liver or kidney by studying a single cell from each organ, studying a
single neuron does not tell us much about how external stimuli are processed, how thought
processes are formed, or how behavior is initiated. Another major obstacle in animal model-
ling is that, again in contrast to most other organs, the brain shows large species differences.
Although at a fundamental (molecular) level the differences are likely to be less, on a more
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BOX 3.1

THE MAIN PHASES OF DRUG DEVELOPMENT

Drug development is usually subdivided
in two phases, a discovery (nonclinical) phase
and a development (clinical) phase. Whereas
the developmental phase is traditionally sub-
divided in well-defined clinical phases, the
subdivision of the discovery phase is less
clear. This is, in part, due to the fact that dif-
ferent approaches have been used in drug
discovery, such as the phenotypic vs the
target based approach (Sams-Dodd, 2005).
Using the latter, currently more popular, ap-
proach we can distinguish 4 different discov-
ery phases (Paul et al., 2010):

Target to hit During this phase a large
number of chemical
substances (often from
a compound library) are
screened for a specific
target (ie, a receptor or
enzyme). Those that show
an appreciable effects are
termed “hits.”

In this phase the “hits” are
further chemically altered

Hit to lead

to improve the (in vitro)
efficacy and selectivity. The
most promising candidates
are termed “leads”
Lead In the phase the “leads”
optimization are further optimized in
terms of in vivo profiling,
pharmacokinetics etc.
Preclinical
phase

In this final discovery phase
the best compound (or
compounds) is (are) tested
for their safety and potential
toxicological side effect
profile.

In the developmental phase of drug dis-
covery, the most successful candidate from
the discovery phase will be administered in
humans:

Phase I During this phase the
candidate drug is given

to healthy volunteers

to investigate the
pharmacokinetic properties
and to identify potential side

effects

Phase 1T In this phase the candidate
drug is given to a selected
group of patients to
investigate whether the drug
has therapeutic properties
and to identify potential side

effects.

Phase III In this phase the candidate
drug is tested in large

groups of patients, usually

in multi-center trials, often
investigating different patient

groups (acute vs chronic).

Launch In this final phase the results
of all the discovery and
development phase studies
are compiled in a portfolio
which is then submitted to the
regulatory office in order to
obtain registration as a novel

drug.
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global level there are clear and important differences. This is seen both in gross anatomy
(the cortex is highly folded in humans but smooth in rats and mice and the prefrontal cor-
tex is much larger in humans for instance) but also in functioning. An obvious but far from
trivial difference between rodents and humans is that rodents walk on four legs. Thus the
brain areas involved in motor coordination are obviously different. Likewise, in contrast to
humans, mice and rats rely heavily on olfactory cues and thus the olfactory bulb as well as
the other areas of the brain that process olfactory information are much more prominent
in rodents than in humans. On the other hand, rodents rely much less on visual cues than
humans do.

In spite of these (and other which we will discuss later on) limitations, animal research
offers a number of very important benefits. First of all, rodents such as rats and mice have a
very short life span. Their pregnancy lasts about 3 weeks and within about 2 months they are
(young) adults (see for a comparison between rodent and human development Chapter 4)
and in about another two months more they can give birth to the next generation. Much more
important, however, is the fact that it is much easier to keep experimental conditions as con-
stant as possible, varying only a single variable. This applies to environmental, genetic and
other factors. Thus, using for instance inbred strains of rats or mice, we can assure there is a
very strong genetic similarity between all animals (although recent studies have found that
inbred rats or mice are not 100% identical as is often thought). In addition, as we will discuss
later on in this chapter it is relatively easy to selectively modify the genetic make-up of mice
and rats and induce SNVs, CNVs (see Chapter 2), or other mutations and study the functional
consequences of these. Similarly, we can selectively manipulate one aspect of the environ-
ment, by injecting drugs or exposing animals to specific environmental challenges (this will
be discussed further in Chapter 4).

The importance of selectively manipulating one (or more) of the experimental factors can-
not be overstated. It allows us to study the causal relationship between these factors and the
behavior or other functional outcomes. In human studies this is very difficult for practical
as well as ethical and financial reasons. Although it is possible to study the (short term) out-
come of a pharmacological or environmental manipulation, most human studies rely on es-
tablishing a correlative relationship. For example, if we want to investigate whether a genetic
variation in the dopamine D2 receptor is involved in alcoholism, the traditional approach in
humans is to collect blood or saliva from large number of individuals that suffer from alcohol-
ism and from controls and study whether in the group of patients individuals with the short
allele are overrepresented. However, this does not automatically establish a causal relation-
ship as many other potentially relevant variables cannot be controlled for. The approach in
animals is more straightforward, we can use rats with and without the same genetic mutation
in the dopamine D2 receptor and give them access to alcohol. If the mutation is indeed linked
to alcoholism, animals with the mutation would drink significantly more than animals that
do not have the mutation.

Studies focused on the long term consequences of early environmental challenges are even
more difficult in humans. While it is relatively easy to expose rats or mice to environmen-
tal challenges, in humans we mostly rely on retrospective information from specific ques-
tionnaires. Although some studies have now used a prospective approach, these studies are
very expensive, and take a very long time, especially as major psychiatric disorders such as
depression, anxiety and schizophrenia generally develop after puberty. Moreover, even in
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prospective studies, we cannot, for obvious ethical reasons, selectively expose individuals to
environmental challenges.

A final important advantage of animal studies is the accessibility of the brain. Although
modern in vivo imaging techniques, such as functional magnetic resonance imaging (fMRI)
and magnetoencephalography (MEG) and more classical techniques as electroencephalog-
raphy (EEG) allow us to investigate changes in regional brain activity in humans they are of
limited use in analyzing changes in neurochemical processes. Although Single Photon Emis-
sion Computer Tomography (SPECT) does allow us to study changes in, for instance, neu-
rotransmitter receptor occupancy, its spatial and temporal resolution are relatively poor. In
contrast, in vivo techniques such as microdialysis and in vivo voltammetry allow us to study
neurotransmitter changes in very small regions of the animal brain and with a temporal reso-
lution in the order of minutes or even less. In addition, ex vivo techniques such as cFos allow
us to look at changes in neuronal cell activation at a cellular level.

ANIMAL MODELS

A very broad definition of an animal model is “the preparation in one species in order to study
phenomena in another species”. According to this definition testing a new veterinary product for
horses in a rat or a mouse would be considered an animal model. In the present context (and
indeed the vast majority of animal models described in the scientific literature), however,
animal models are developed to study the human species. Another often used definition was
originally coined by McKinney states: “In the case of animal models for human psychopathology
one seeks to develop syndromes in animals which resemble those in humans in certain ways in order
to study selected aspects of human psychopathology” (McKinney, 1984). Although intuitively, this
seems a valid and comprehensive definition, it is in fact limited to only one specific group of
animal models usually referred to as simulation models. However, there are other classes of
animal models as well. One useful way to subdivide animal models is illustrated in Fig. 3.1
and is based on the principle aim and focus of the model. Before discussing these models in
more detail, it is important to understand that the subdivision is somewhat artificial, and of-
ten one animal model can have multiple aims, and hence belong to different classes depend-
ing on how the model is used. This is indicated by the arrows linking the various models
together.

Screening Models

The principle aim of screening models, sometimes referred to as screening tests or mod-
els with pharmacological isomorphism (Matthysse, 1986), is to predict the pharmacological
properties in humans based on their properties in animals. Thus, the main focus of such
models is on pharmacotherapy. In its simplest form, they are based on the premise that
if two drugs produce similar effects in animals, they will also produce similar effects in
humans. In other words, in these models, a new drug is compared to a well-known drug,
generally referred to as the gold standard. The general steps in the development of screen-
ing models are illustrated in Fig. 3.2. Essential for this class of animal models is a strong
interaction between clinical and preclinical research, the starting point being a drug with
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FIGURE 3.1 Animal models. Although there are several different ways to subdivide animal models, based on
techniques, on species or disorders, a more theoretical subdivision is on the basis of the research question addressed.
Using this approach, we can distinguish between four different classes of animal models, which are discussed in the
text in more detail. It is important to realize, however, that these models often intersect and should not be viewed as
completely complimentary.

well-known clinical properties. Although there are no explicit criteria for selecting the gold
standard, the more information we have about the drug’s clinical effects, the better the
drug is suited. Likewise, as all drugs induce side effects, and we are primarily interested in
developing a model for the therapeutic effects, the less side effects a drug has, the better is
it suited to function as a gold standard. Moving from the clinical to the preclinical domain,
we next test the drug in an animal. Important in the selection of the experimental set-up is
that the drug induces a clear, discernible effect, ideally on an interval or ratio scale, so that
we can use parametric tests to evaluate statistical differences (which are generally consid-
ered to be more powerful than nonparametric tests). Although sometimes an experimental
paradigm is chosen that is (or is thought to be) related to the clinical effects, this is by no
means necessary. In fact, it could actually obscure the validity of the screening model. For
instance, one of the classical screening models for antipsychotic drugs is reversal of the apo-
morphine induced stereotypy, based on the idea that stereotyped behavioural patterns are
often seen in patients with schizophrenia. However, a closer inspection of the model shows
that it is actually not a very good model for the therapeutic effects at all (Ellenbroek, 1993).
The experimental paradigms may involve changes in normal “spontaneous”, drug or lesion
induced behavior, and may be focused on acute behavior or learned paradigms. Although
an acute paradigm allows for a faster throughput of new substances, with the right con-
trols, learned paradigms can also be very helpful. Another well-known screening model for
antipsychotics is disruption of active avoidance. In this paradigm, animals are first trained
in a two compartment shuttle box, where they learn to avoid a weak electric shock by
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FIGURE 3.2 Screening models. Essential for the development of any type of animal model is a close interaction
between the clinical (human) and the preclinical (animal) research domain. This is illustrated here for screening
models. These models are based on comparing new drugs with existing well-described drugs (usually referred to
as the Gold Standard). After establishing a specific change in animals, new drugs are investigated to see whether
they induce the same changes in animals. If so, it is assumed that the new drug will also induce the same changes in
humans, which can subsequently be tested in clinical trials.

jumping from one compartment to another once a tone or light is turned on. Although this
takes some time, once performance has reach constant levels (usually > 85% accuracy), the
animals can repeatedly be used for testing, as long as some wash-out period is taken into
consideration.

The next step in screening model development is probably the most important one, often
referred to as the validation phase. As mentioned before every drug has a number of different
effects in humans, and this phase is meant to ensure that the parameter modelled in animals
is as closely related to the desired clinical effect as possible. As illustrated in Fig. 3.2, this step
requires a combination of clinical and preclinical knowledge. More specifically a series of
validation criteria need to be developed based on clinical evidence. It would be beyond the
scope of this chapter to discuss these criteria in any great detail and obviously they are dif-
ferent for the different classes of drugs, for example, screening models for antidepressants

I. GENERAL INTRODUCTION



ANIMAL MODELS 53

(Willner, 1984) have (partly) different criteria from screening models for antipsychotics
(Ellenbroek, 1993). Nonetheless, several general validation criteria can be identified:

* Drugs from different chemical classes should be effective in the model. In all therapeutic
classes (ie, antipsychotics, antidepressants, anxiolytics etc.) substances from different
chemical classes are effective. If a screening model is to be useful, its effect should not be
limited to only one, or a few of the chemical classes.

* Related to this, the usefulness of an animal model increases when fewer false negatives
are found. False negatives are defined as drugs that do not act like the gold standard in
the model, but are therapeutically effective in the clinic.

* In addition, the usefulness of the model improves when the number of false positives is
low. A false positive is a drug which acts like the gold standard in the model, but does
not show the same therapeutic effect in humans. Obviously, it is impossible to evaluate
all potential false positives as there are thousands of substances, many of which have
not been properly evaluated in clinical trials. Hence, this criterion usually focuses on a
well-defined set of drugs that either show structural (chemical) similarity with the gold
standard or that is known to interfere with general motor control/coordination (such as
drugs that cause sedation).

* A last general criterion is that there is a positive correlation between the doses used in
the clinic and those in the model. It is important to realize that this correlation does not
necessarily have to be absolute. The dose required depends strongly on the way the drug
is metabolized, and it is well known that species differences can exist in metabolism.
Moreover, drug metabolism also depends in part on the route of administration, and
while in rodents intraperitoneal and subcutaneous injections are most common, in
humans the oral route is by far the most preferred route of administration. These species
differences are not only related to the speed of metabolism but may even involve the
production of active metabolites (ie, metabolites that by themselves have a therapeutic
effect) in one species but not in another. Nonetheless, the usefulness of a model will be
reduced if for instance drug A would be 1000-fold more active than drug B in humans,
but 1000 times less active in rats.

Once the usefulness of the animal model has been established, novel drugs can be evalu-
ated. If such novel drugs produce the same (or very similar) effects as the gold standard in the
model, they can be further evaluated in clinical tests (once it has been established that the new
drug is safe of course, see Box 3.1). The ultimate test of the quality of the screening model of
course is determined by how successful such novel drugs are in clinical trials.

Screening models, in spite of their (relative) simplicity, have been very successful in drug
development research in the past 50 years. Indeed the vast majority of drugs in the field of
CNS therapeutics have been identified on the basis of such screening models. However, there
are a number of inherent limitations to screening models. The most important limitation is
that all drugs are compared to a gold standard, and hence all drugs will be like the gold
standard. In other words, such models create “more of the same” kind of drugs. They may be
more potent, have a longer duration of action or perhaps less side effects, but a major break-
through such as a drug with a completely new mode of action is unlikely to be identified
in such models. Another obvious limitation of screening models is that it is very difficult to
develop drugs for a condition where so far treatment has been limited. For example, we have
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had very limited success in developing effective drugs for autism or Huntington’s disease
and thus there are no proper gold standards to which we can compare novel therapeutic op-
tions. As a result of these limitations [in combination with stricter rules from the regulatory
authorities such as the Food and Drug Administration (FDA) in the USA and the European
Medicines Agency (EMEA) in Europe] screening models have lost their prominent position
in the last decades.

Screening models do, however, have another purpose, namely as a model to understand
the mechanism of action of therapeutically effective drugs. Although most drugs such as an-
tipsychotics and antidepressants have been in clinical use for a long period of time, their exact
mechanism of action is still not completely understood. If we have a screening model which
faithfully mimics the therapeutic effects of a specific class of drugs (or even a single drug), we
can use it to probe the neurobiological substrate underlying this effect. Strictly speaking we
would then be using the test not as a screening model but more as a neuroscience bioassay
(as discussed later).

Pharmacological Bioassays

As discussed in many papers, the development of new drugs has seen an important shift
in strategy in the last 20 years from a more phenotypical to a more target-based approach
(Sams-Dodd, 2005). A phenotypical approach, in this respect, refers to strategy where drugs
are primarily selected on the basis of their physiological effect, that is, drugs that increase
heart rate, or decrease active avoidance, irrespective of which neurobiological mechanism
underlies this physiological effect. A target-based approach, on the other hand, focuses pri-
marily on the neurobiological mechanism of action, that is, drugs that selectively activate
the dopamine D, receptor or inhibit the histamine H; receptor. The advantages of the target-
based approach are obvious. Not only do we already know the primary mechanism of action
of the newly developed drugs, but most importantly from a drug discovery point of view,
identifying and optimizing drugs using a target-based approach is much faster. The basic
strategy is to artificially insert the DNA for the protein of choice (ie, the dopamine D;, hista-
mine Hj; receptor etc.) in a cell line and grow them in vitro. Using specific read-outs (such as
increase in cAMP production or decrease in Ca** concentration) we can then test whether our
drugs indeed have the desired action. Often, as most drugs need to be tested in rats or mice
as well, cell lines are prepared that express the human, the rat and/or the mouse protein. For
this strategy to work optimally it is important that the cells do not express these (and many
other receptors) under normal circumstance, and therefore laboratories often use special cell
lines such as the Chinese Hamster Ovary (CHO) or the Human Embryonic Kidney (HEK)
cells. Using this strategy coupled with special robotics allows for a very high throughput (up
to 100,000 compounds per day).

However, target-based approaches have several inherent limitations as well. First of all,
as we have very limited knowledge of the underlying pathology for most disorders (and es-
pecially CNS related diseases), the selection of the “correct” target is extremely difficult. Sec-
ondly, although the target based approach allows for (relatively) easy selection of drug with
high selectivity for a single target, it is much more complicated to develop drugs that bind
to multiple targets. In this respect it is important to realize that many very effective drugs do
bind to multiple sites, such as most of the second generation antipsychotics (like olanzapine,
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clozapine, and asenapine). These two limitations are inherent to the target based approach
and cannot be addressed properly unless one changes the approach itself (Sams-Dodd, 2005).
There is another limitation to the target based approach, due to the fact that the cell lines used
are rather artificial. Moreover, since drugs are selected in an in vitro assay, there is a need to
investigate whether the drugs are also active on the same target in vivo.

Pharmacological bioassays are the class of models focused on testing drugs with a known
biochemical mode of action. As with screening models, the type of behavior that is used is not
essential and it can even be a physiological change such as an increase in heart rate, or a char-
acteristic change in EEG. However, if a drug is developed for a CNS disorder, it is important
that the read-out parameter is related to changes in the CNS, to ensure that the drug is able to
cross the blood brain barrier. Table 3.1 list some of the more commonly used pharmacological
bioassays.

A special form of a pharmacological bioassay is the drug discrimination paradigm. This
approach can be used for instance when a specific class of drugs does not induce any overt
changes in behavior or physiology. In this paradigm, rats are trained in a two lever operant
chamber where they have to learn to press the correct lever in order to obtain a food reward
(Koek, 2011). Which of the two levers are coupled to the reward depends on whether the ani-
mal receives a specific drug or only the vehicle solution. Thus, when we for instance are de-
veloping selective dopamine D, receptor agonists, rats need to learn that when they receive
a standard D, agonist, pressing the left lever will be rewarded, whereas when they receive
vehicle, pressing the right lever will give access to reward. In other words, the rats are trained
to discriminate the interoceptive cue (the “feeling”) of a D; agonist from vehicle. Once ani-
mals have learned this, we can challenge them with newly selected drugs, which show high
in vitro activity for the D, receptor. If the drugs are also active in vivo, the animals will experi-
ence a similar interoceptive cue and will press the left lever. In principle this procedure works
with any drug that affects the brain, although some drugs have much stronger discrimina-
tive properties than others. Although this procedure requires the rats to be trained, once the
animals are trained they can be used for a prolonged period of time and can be tested with
many different drugs, as long as an adequate period of retraining with the original drugs is
maintained in the periods in between novel drug testing.

TABLE 3.1  Some of the Often used Pharmacological Bioassays

Receptor Assays

5-HT;s 8-OHDPAT induced lower lip retraction

5-HT,a 5-MeODMT induced head twitches

5-HTyc DOI induced deficits in prepulse inhibition

CB; Win-55,212 induced hypothermia, analgesia, catalepsy and hypolocomotion
D, Haloperidol induced catalepsy

D; 7-OHDPAT induced yawning

H; R-alpha-methylhistamine induced drinking behavior

NK; Foot tapping (only seen in gerbils)

NMDA Phencyclidine induced hyperactivity
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Neuroscience Bioassays

This is a very large class of animal models, which we will only briefly discuss as they are
not the most relevant ones for the current discussion. In these models, the neurobiology is
the central focus and the aim of these models is to identify the role of specific brain struc-
tures or neurotransmitters in behaviors or other physiological processes. Thus, these classes
of models would aim to answer questions like: “Does the medial prefrontal cortex play a role
in fear extinction?” or “What is the involvement of the histamine H; receptor in exploratory
behavior?” However, the output parameter does not necessarily have to be a behavior, as
long as it is an in vivo parameter. Thus, a model which assesses the role of the 5-HT;  receptor
in the regulation of the firing of dopaminergic cells would equally constitute a neuroscience
bioassay.

As mentioned above, screening models can be used to probe the neurobiological mecha-
nisms underlying the therapeutic actions of drugs. Likewise, simulation models (see next
paragraph) can be used as neuroscience bioassays. Thus, the same animal experimental set-
up can be used for different purposes and hence fall into different classes of models.

Simulation Models

The last class of animal models and for our current purpose the most important one is the
class of the simulation models. These models aim to mimic the human disorder in an animal
as closely as possible. They have also been referred to as animal models with construct va-
lidity or models with cross-species psychological processes (Willner, 1984; Matthysse, 1986;
Ellenbroek and Cools, 1990). In the most optimal situation, a simulation model mimics the
human aetiology, which should then lead to the same pathology and symptoms in animals.
However, developing simulation models is a very difficult task particularly for CNS disor-
ders for several reasons. First of all for the vast majority of CNS related illnesses neither the
aetiology nor the pathology is known. Thus, at best, we can only try to mimic a hypothesized
aetiology. Additionally, the majority of symptoms seen in patients with psychiatric disorders
are not behavioural in nature, and can only be determined by an interview with the patient.
Hence such symptoms (like for instance auditory hallucinations or suicidal ideation) cannot
be determined in animals. Secondly, the symptoms can be very different within the same
patient population. As we will see in later chapters, most patients are diagnosed on the basis
of a checklist of symptoms with individuals needing a certain minimum number of symp-
toms to receive the diagnosis. As an example see Box 7.1 (Chapter 7) where the symptoms for
the diagnosis of major depression are described (according to the Diagnostic and Statistical
Manual, DSM V). Since a simulation model aims to mimic “the disorder” one would in a first
instance expect that it should encompass all nine symptoms. However, only five are sufficient
for the diagnosis of major depression. In other words, one patient can have symptoms 1, 3,
5,7 and 9, while another can have symptoms 2, 4, 6, 8 and 9. It seems highly unlikely that
both patients have the same aetiology and pathology as they differ so widely in their clinical
symptoms. From a modelling perspective this raises the question of whether we need two dif-
ferent models (or, many more if we are to mimic all possible combinations of 5 out of 9). How-
ever, even if we were to try and incorporate all the symptoms in Box 7.1, we are faced with
another important problem: patients with major depression can have significant weight gain
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or loss (symptom 1c), insomnia or hypersomnia (symptom 1d) and psychomotor retardation
or agitation (symptom 1le). It is obvious that within the same simulation model an animal
cannot show both weight gain and weight loss. In other words, it is impossible to mimic all
the symptoms of the disorder (even if they lend themselves to be assessed in animals). This
clearly suggests that the currently used diagnostic systems (such as DSM V) lead to a very
heterogeneous group of patients with widely varying symptoms, pathology and aetiology,
and has led many researchers to suggest that rather than trying to model the entire disease, it
is more worthwhile to model specific aspects of the disease, such as specific symptoms, or, on
a more basic level, specific biomarkers or endophenotypes (Almasy and Blangero, 2001). We
will discuss these approaches in more detail in Chapter 10. However, as these approaches are
still relatively new, we will focus in the remainder of this section on the traditional simulation
models that aim to model specific (aspects of) disorders.

As discussed in previous publications, there are several different strategies how to de-
velop a simulation model, depending on the amount of information available (Ellenbroek
and Cools, 2000; Ellenbroek et al., 2000; Ellenbroek, 2010). As with screening models, de-
veloping, optimizing and validating simulation models requires a continuous interaction
between clinical and preclinical research. Fig. 3.3 shows a general approach to developing
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FIGURE 3.3 Simulation models. Given our limited knowledge on the cause and pathology of psychiatric disor-
ders, developing simulation models has been challenging. Several different approaches have been attempted. These
approaches have first attempted to mimic the (presumed) aetiology or pathology. When such approaches fail, one
can try to induce symptoms through pharmacological means, or finally, use alternative approaches such as selective
breeding. Once an approach has been identified, it is important to compare the outcome with our clinical knowledge
to establish the validity of the model before using it for testing.
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simulation models. The highest category of simulation models is that in which the aetiology
of the disease is mimicked. As mentioned before, very few models exist that encapsulate the
aetiology completely, as for most disorders this is not known. Exceptions are monogenetic
disorders, such as Huntington’s disease, which results from a triplet repeat (see Chapter 2)
in exon 1 of the huntingtin gene. This realization has led to a large number of different
mice and rat models, differing in whether the species-specific huntingtin gene is altered, or
whether the human mutated huntingtin gene (or only exon 1) is inserted into the genome
of the rat or mouse. All these models have advantages as well as disadvantages, but none
have been shown to completely replicate the human condition. In the case of psychiatric
disorders, aetiologically-based simulation models necessarily have to be limited to mim-
icking only a part of the aetiology (for instance one specific genetic mutation that has been
linked to the disorder or one specific environmental effect). We will discuss such models in
more detail in Chapters 6-9.

If it is not possible to mimic the aetiology (either because it is completely unknown or so
complicated that only very limited information is available), the next category of simula-
tion models aims to mimic the pathology. Such models have been quite successful in neuro-
logical disorders, such as Parkinson’s disease. In this disorder there is a fairly selective lesion
of the dopaminergic cells within the substantia nigra pars compacta (although pathological
inclusions such as Lewy bodies are also prominent in several brain areas). There are sev-
eral neurotoxic substances such as 6-hydroxydopamine (6-OHDA) and 1-Methyl-4-Phenyl-
1,2,3,6,-TetrahydroPyridine (MPTP) that more or less selectively destroy dopaminergic cells.
Administering these substances to animals indeed leads to Parkinson’s disease-like pathol-
ogy in the brain of animals, and in line with the symptoms in humans, to rigidity and bra-
dykinesia. However, these drugs do not lead to Lewy bodies and more importantly, in most
cases the drugs are given only once in doses that destroy 80 — 90% of all dopaminergic cells.
In Parkinson’s disease cell death develops much more slowly and thus the compensatory
mechanisms seen in patients will be very different from those seen in the animal models. In
addition, these models cannot be used to detect drugs that retard or even stop the progression
of the disease. As with the aetiological models, pathological models for psychiatric disorders
are rare, partly because the pathology is still far from fully understood, but also because
our current thinking about the pathology of psychiatric disorders is that it is much more
distributed across the central nervous system. As we will discuss later in this book, it is now
generally thought that most psychiatric disorders are due to disturbances in the communica-
tion between brain regions, rather than to one dysfunctional structure or neurotransmitter.
Obviously such network disconnections are much more difficult to mimic that a single neu-
rotransmitter or brain region dysfunction.

When neither the aetiology nor the pathology lend themselves for modelling in a simu-
lation model, we can try and use a pharmacological approach. In this approach we make
use of the fact that specific drugs exist that can mimic (aspects) of a disorder in healthy
volunteers and often exacerbate existing symptoms in patients. Examples of such drugs are
listed in Table 3.2. Based on the same principle as the screening models, the idea is that if
these drugs induce certain (aspects of) psychiatric disorders in humans, they will also do so
in animals. Although in most cases this is true to a certain extent, this category of simula-
tion models has an inherent weakness. In humans, these drugs induce only acute effects of
short duration (although the effects of reserpine can last for a few days, as it depletes cells
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TABLE 3.2 Examples of Drugs that can Induce Psychiatric Symptoms in Humans

Drug Effect

Amphetamine Psychotic symptoms

CCK Panic attacks

Cocaine Addictive behavior (also holds true for other drugs of abuse)
Phencyclidine Psychotic symptoms

Reserpine Depressive symptoms

of monoamines, which take time to replenish), whereas psychiatric disorders are likely to
develop over prolonged periods of time, and by definition symptoms have to persist for a
significant period of time (weeks to months). Thus such pharmacological models can, at
best, mimic the acute exacerbation of the disorder. In addition, most of the drugs mentioned
in Table 3.2 only mimic a subset of symptoms. Amphetamine, for instance, has often been
used as a pharmacological simulation model for schizophrenia, but in humans predomi-
nantly induces hallucinations and delusions, but none of the negative symptoms (such as
blunted affect and apathy).

When all the previously mentioned approaches are unsuccessful, some alternatives are
still possible. Such models usually start by investigating one (or more) of the symptoms of
the disorder we are interested in. One approach is to compare different strains of rats or mice
to investigate whether any of them “spontaneously” show this symptom. An example is the
Brown Norway rat (Feifel and Shilling, 2013) which was found to show at least one schizo-
phrenia-like deficit (ie, a reduction in prepulse inhibition of the acoustic startle response).
Alternatively, one can look for spontaneously occurring symptoms within one strain, and
assuming this occurs, selectively breed these symptom-exhibiting animals to produce selec-
tion lines. One example of this approach is the development of high and low anxiety lines
(Liebsch et al., 1998). These animals were originally selected from an outbred Wistar strain of
rats based on their response on the elevated plus maze. This is an often used animal test to
detect anxiety-like behavior consisting of two open arms and two arms with high walls. The
animals have to choose between the relative safety of two enclosed arms and the tendency to
explore all four arms (including the more aversive open arms). The selection led to a group of
animals that spent a relatively short time on the open arms (high anxiety) and a group of ani-
mals that spent relatively long time on the open arms (low anxiety). Subsequent breeding of
animals led to the High Anxiety Behavior (HAB) and Low Anxiety Behavior (LAB) rat lines.
Interestingly, subsequent testing of these animals in other models for anxiety confirmed that
HAB rats are indeed in general more anxious than LAB rats.

A special case of this alternative strategy for simulation models is the repurposing of ex-
isting strains or selection lines. With this we mean that rats that were originally selected on
the basis of one specific behavior or pharmacological response, are subsequently found to
represent an animal model for another disorders. One of the most well-known examples is
the Flinders Resistant and Flinders Responsive line. Originally selected on the basis of their
response to the cholinesterase inhibitor DFP, they are now regarded as an animal model for
depression (Overstreet and Wegener, 2013).
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VALIDATING ANIMAL MODELS

One of the most important stages in the developing of an animal model is the validation

stage. We already touched upon this in the description of the screening models. However,
validation is a complex process and can involve a series of different criteria. We generally
distinguish three different levels of validation:

1. Predictive validity: This level of validity is focused on how well the model predicts the

clinical effects of drugs. Obviously this validity is closely related to screening models
(where we have already discussed this is some detail) but it is equally important in simu-
lation models. In addition to the general criteria that we discussed above (false positives/
negatives etc.) we often identify additional criteria depending on the animal model. For
instance it is well known that antidepressants only work after chronic treatment and that
anticholinergic drugs inhibit the neurological side effect but not the therapeutic effects of
antipsychotics.

. Face validity: This level of validity focuses on the similarity between the model and the
disorder at the level of the symptoms. Again several different face validity criteria can be
identified, including false positives and false negatives. In this case, false positives would
refer to symptoms that occur in the model, but not in the patients, while the reverse holds
true for false negatives, these are symptoms that occur in the patients, but not in the
model. As we discussed in the previous section, it is highly unlikely (if not impossible) to
completely model all symptoms of a disorder, thus it is impossible to completely fulfil this
set of criteria. It is important to realize that face validity is not only related to the tradi-
tional symptoms (as they are assessed using DSM V) but also other signs and biomarkers
(when they are available). Likewise, certain (sets of) symptoms may not be required for
the official diagnosis, but may still be prominent in certain diseases. As an example, most
patients with schizophrenia suffer from cognitive deficits, such as disturbances in work-
ing memory and/or executive functioning. Although the presence of these symptoms is
irrelevant for the diagnosis, a good animal model should encompass these features.

. Construct validity: This level of validity is generally regarded as the highest and most
important one. It focuses on the similarity in underlying psychopathological construct. In
order words, whether or not the model faithfully represents the aetiology and pathology
of the disorder. We have already touched upon the relative lack of knowledge regarding
the aetiology and pathology of CNS disorders, and hence this validity is the most diffi-
cult to investigate. In general, we assume some degree of validation if the model at least
in part shows similarity with the clinical situation. For instance, we know that a sub-
group of patients with schizophrenia have a mutation in a gene called DISCI (disrupted
in schizophrenia 1). Thus, a mouse model in which this gene is disturbed can be regarded
as a model with a certain degree of construct validity, in spite of the fact that the majority
of patients with schizophrenia do not have a mutation in the DISC1 gene.

The description of the different sets of validating criteria already shows that not all animal

models aim to fulfil all the criteria. Thus screening models are unlikely to fulfil any aspect of
face or construct validity. Likewise the pharmacological and neuroscience bioassays are often
not validated for any of the above criteria. Nonetheless, it is important, especially for the simu-
lation models, that these criteria are assessed to ascertain the translational value of the model is.
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GENETIC MODULATION IN ANIMALS

In Chapter 2, we discussed a number of different genetic alterations that can occur in hu-
mans. Although similar alteration can (and do) “spontaneously” occur in animals too, they
are in general too random and unpredictable to be useful in the development of simulation
models for CNS disorders. Fortunately, if we want to model genetic factors in simulation
models a plethora of techniques are now available. Traditionally genetic approaches in animal
modelling have been subdivided into two categories, forward and reverse genetics (Fig. 3.4).

Forward Genetic Approaches

Forward genetics refers to the process used to identify genes responsible for a particular
phenotype. In other words, the starting point is the phenotype and from thereon we move
forward to the genes responsible. Before the advent of genetic manipulation, this was the
method of choice. It generally started with the identification of differences among animals (ei-
ther different strains or different individuals within a single strain of rats or mice) in response
to a challenge. This challenge can be a specific behavioural setup (such as exploration of an
open field), a specific learning paradigm (such as active avoidance) or the response to a par-
ticular drug (such as the response to the dopaminergic agonist apomorphine). Subsequently,
the extremes of the populations are selectively bred and the offspring again tested. As an
example, many years ago, we had found that within a Wistar rat population roughly about
40% was extremely sensitive to the stereotyped gnawing response induced by apomorphine
(ie, these rats gnawed more than 500 times within 45 minutes). On the other hand another
40% were completely insensitive (ie, gnawed less than 10 times in the same 45 minutes).
We selectively bred these so-called apomorphine susceptible (APO-SUS) and unsusceptible

Forward Reverse

genetics genetics

FIGURE 3.4 Genetic modelling in animals. Broadly speaking there are two different approaches to studying the
relationship between genetic factors and the phenotype. In the forward genetic approach the starting point is a dif-
ference in phenotype between animals, and from there moving forwards to identifying the gene(s) involved. In the
reverse genetic approach, the starting point is a genetic alteration (generally induced by specific random or targeted
techniques), and from there move backwards towards the phenotype.
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TABLE 3.3 Some Examples of Selection Lines and their Principle Characteristics

Abbreviation Name Principle selection criterion

APO-SUS/UNSUS  Apomorphine susceptible/unsusceptible Apomorphine induced stereotyped gnaw-

ing behavior
FSL/FRL Flinders sensitive /resistant Response to cholinesterase inhibitor DFP
HAB/LAB High anxiety/low anxiety behavior Open arm behavior in elevated plus maze
MR/MNR Maudsley reactive/nonreactive Defecation in a novel open field
RHA/RLA Roman high/low avoidance Active avoidance behavior
SHR Spontaneous Hypertensive High blood pressure
TMB/TMD Tryon maze bright/dull Spatial maze learning

(UNSUS) rats, carefully testing each generation for their apomorphine response (Ellenbroek
and Cools, 2002). This approach showed that indeed the apomorphine induced gnawing re-
sponse had a strong genetic component and after 20 generations we found that 80% of the
APO-SUS rats scored more than 500, and 80% of the APO- UNSUS rats scored less than 10
gnawing counts over a 45-min period. Similar selection procedures have been used by others
and have led to a large number of selection lines (see Table 3.3 for some examples).

Once the selection lines are stable, the process to find the underlying gene(s) can start, often
using a technique known as Quantitative Trait Loci (QTL) analysis. In short this technique uses
specific markers to identify regions on the DNA (the chromosomes) that differ in a quantitative
trait (ie, a phenotype). The principle behind this linkage technique was already discussed in
Chapter 1. During meiosis parts of each chromosome cross over from the paternal chromo-
some to the maternal chromosome. As a result the genes segregate independently (Mendel’s
second Law). However, the closer two genes are on the same chromosome, the smaller the
chance that the cross over happens between these two genes, hence they are considered to be
linked. By using genetic markers (that show high polymorphism), we can see which markers
are linked to the quantitative trait, and it is thus inferred that the gene (or more likely genes)
responsible for the trait is (are) located near these markers. More detailed analyses of these
regions can then be undertaken to narrow down the region and find the relevant genes.

A special technique for identifying genes responsible for behavior is the use of consomic
strains (also referred to as chromosome substitution lines). These are strains derived from two
original strains that show clear differences in one or more phenotypes. The procedure to de-
velop consomic strains is illustrated in Fig. 3.5 and starts with breeding an F1 generation from
a cross between the original lines. Next, this F1 generation is crossed back to one of the parent
strains (in this case the red strain). Although cross-over between the parent chromosomes
often occurs, there are occasions where a chromosome escapes cross over. In that instance we
will have animals with one pure chromosome from the original blue strain (in our example
chromosome 4) and mixed blue/red chromosomes (where cross over did occur). By repeat-
edly backcrossing to the original red strain, continuously selecting only those animals where
chromosome 4 did not undergo a cross over event, we can selectively breed in the red chro-
mosomes and ultimately end up with animals that have the complete genetic information
from the red strain, with the exception of one chromosome. Cross breeding these animals
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FO F1 F2 Fn Consomic

FIGURE 3.5 The development of consomic strains. The aim of consomic strain is to develop an animal that has
one intact chromosome of one strain of a background of another strain. It is based on the fact that although crossing-
over events can occur during meiosis, in some cases this does not happen. Thus when rats of two strains (blue and
red) are crossed the F1 generation will have one chromosome of each of the original strains. When this strain is mated
(backcrossed) with one of the original strains (the red strain in this case), most of the F2 chromosomes will be either
red (from the red parent) or a mixture of red and blue (due to the cross-over events). However, if one chromosome
does not show a cross-over event, a fully retained blue chromosome will be present. These animals will be selectively
backcrossed again, selecting in each generation only those animals that have a fully retained blue chromosomes. By
backcrossing for many generations, the entire chromosome will be from the red strain with the exception of the one
blue chromosome. When two such animals are then mated a homozygous consomic strain for this specific chromo-
some has been developed.

with each other will give us animals with two copies of the blue chromosome 4 on a com-
pletely red background. Using this procedure, it has been possible to generate panel of con-
somic or chromosome substitution strains (CSS) for both rats and mice (Cowley et al., 2004;
Wabhlsten, 2012). Martien Kas and his coworkers (de Mooij-van Malsen et al., 2009) used the
chromosome substitution panel between C57BL/6] and A/] mice to study exploratory and
anxiety-related behavior and found that the original C57Bl/6] mice showed significantly less
anxiety than CSS15 and CSS19 (in which chromosome 15 resp. 19 was substituted with the
corresponding A /] chromosome). Subsequent more detailed analysis led to the identification
of one specific gene on chromosome 15 that was related to avoidance behavior.

With the advent of molecular genetic techniques, such as the microarrays chips, it has now
become possible to directly link individual genes to phenotypic differences. Although differ-
ent types of microarrays exist, they are generally based on the PCR method (see Chapter 2),
but allow for the simultaneous identification of thousands of genes. For instance, we used
the cDNA microarray technique to identify gene expression differences between the APO-
SUS and APO-UNSUS rats and found a very large difference in one specific gene, the Aph-1B
gene. Subsequent analysis showed that this difference was due to a copy number variation:
Whereas APO-UNSUS rats have 3 copies of the Aph-1B gene, APO-SUS rats have only 1 or
sometimes 2 (Coolen et al., 2005).

Reverse Genetic Approaches

In the reverse genetics approach, we study the functional consequences of genetic altera-
tions. In the last several decades our toolbox for manipulating genes has increased enor-
mously and it would be beyond the scope of this book to describe all the techniques is detail.
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However, as many different techniques have been used in the development of genetic simula-
tion models, we will discuss the most relevant ones. In general, the techniques can be subdi-
vided into random and targeted techniques.

Random Techniques

As the word implies, these techniques lead to random alterations in the DNA and hence
require significant DNA analysis to identify where the alteration has taken place. Two of
the most often used random strategies are ENU mutagenesis and Transposable Elements (or
transposon).

N-ethyl-N-nitrosourea (ENU) is a chemical compound with a high mutagenicity (it is
sometimes referred to as a supermutagen). It acts as an alkylating agent, transferring its ethyl
group to either the nitrogen or oxygen of one of the nucleotide bases. Fig. 3.6 shows how
ENU transfers its ethyl group onto a thymine, leading to a mismatch with the adenine in
the complementary strand. There are two possible consequences of ENU: either the DNA
mismatch repair mechanisms complete remove the faulty ethyl-nucleotide base and restores
the original thymine adenine pair, or both the ethyl-nucleotide base and its complementary
base are excised and replaced by another pair leading to a point mutations. Studies in both
rats and mice (Justice et al., 1999; Smits et al., 2006) have shown that ENU primarily attacks
A/T pairs, although C/G pairs can also be mutated (Fig. 3.6). Moreover, ENU predominantly
targets spermatogonial stem cells that lead to sperm cells. The strategy is therefore to treat
male rats or mice and mate them with wild type (genetically unaltered) females. All the F1
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FIGURE 3.6 ENU mutagenesis. N-ethyl-N-nitrosourea (ENU) is a chemical mutagen often used in animal re-
search. It acts by alkylating the nucleobases in the DNA, transferring an ethyl group. This interferes with the normal
base pairing and generally leads to mismatch repair. This can either be complete and the original (T-A) basepair is
restored, or it can lead to a mutation. Although ENU is considered a random mutagen, it has a clear preference for
A/T base pairs as is evident from the table in the lower right hand corner.

I. GENERAL INTRODUCTION



GENETIC MODULATION IN ANIMALS 65

offspring can then be genotyped to identify the mutated gene. As ENU mutagenesis is a ran-
dom technique it is impossible to predict which genes are affected and how they are affected.
Therefore, the usual strategy is to select a number of target genes that are of particular inter-
est and sequence those, to investigate whether a mutation can be found. As we discussed in
the previous chapter, the mutations can either be a silent mutation (leading to no change in
the amino acid sequence), a missense mutation (leading to a single amino acid change) or a
nonsense mutation (leading to a premature stopcodon). Studies in rats have shown that ENU
produces about 1 mutation in 1 million basepairs (Smits et al., 2006), although it differs some-
what from strain to strain. Extrapolating this, it was calculated that about 50,000 offspring
would be necessary to obtain a 96% chance of having a missense mutation in each gene (as-
suming an average gene of about 1250 basepairs). Obviously, this is not a very feasible strat-
egy. Fortunately, other more targeted strategies are available.

Transposable elements (or transposons) are mobile genetic units, first identified by Bar-
bara McClintock in maize (McClintock, 1950). Transposons are DNA elements that can
change their location within the genome, which can lead to an insertion mutation. Initially
transposons were used to create insertional mutagenesis in plants and invertebrates, as
active transposons were thought to be absent in higher vertebrates. However, in 1997 a
fish transposon was identified, and although dormant for 15 million years the researchers
were able to activate it and called it “Sleeping Beauty” (Luft, 2010). Subsequently other
transposon systems such as PiggyBac have also gained widespread popularity. Transposon
mutagenesis is illustrated in Fig. 3.7 and requires a two-step process (Jacob et al., 2010). It is
based on the assumption that the random insertion of a transposon into a gene is likely to
cause a null mutation by disrupting the transcribed mRNA at the site of insertion. In order
to optimize this system, the transposon is usually linked to a so-called gene-trap insertion.
In its simplest form, a gene-trap consists of a splice acceptor, a reporter gene and a poly(A)
tail. When this gene-trap is inserted into a gene, the splice acceptor will force a fusion be-
tween the first part of the original gene and the reporter gene, thus disrupting the normal
mRNA and subsequent protein formation. By combining this gene-trap with the transpo-
son vectors, we can ensure the gene-trap can randomly insert into other genes. However,
for transposon to move along the genome, they need to be activated using an enzyme called
transposase. The standard procedure is therefore to create two transfected animals, one
carrying the transposon linked to the gene-trap, and one carrying the transposase gene.
Once these animals are mated up, the offspring (seed males) will have mobilized (jumping)
transposons in the spermatogonial stem cell. By outcrossing them with wild type females,
and subsequent DNA analysis, we can identify the gene that is disrupted. Compared to the
ENU mutagenesis technique, the transposon techniques have several advantages but also
disadvantages. Technically, the transposon technique is more complicated and involves the
generation of two different transgenic animals (which also implies that special laboratories
are required). As ENU is a mutagenic but not a transgenic technique (ie, no “foreign” DNA
is inserted into an animal) the procedures and the subsequently generated animals can be
housed in conventional laboratories. On the other hand, using special reporter genes in the
gene-trap cassette, identifying which gene(s) are affected by the transposon insertion can
be much easier and therefore widespread DNA sequences is not necessary. Moreover, only
a few transposon insertions are created in each animal (as compared to many point muta-
tions in ENU mutagenesis). Therefore, it is easier to isolate the mutation from potential
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FIGURE 3.7 The principle of transposon induced mutagenesis. Transposons are movable element that can, un-
der the correct circumstances move from one gene location to the next. The principle behind the mutation (A) is that
when the transposon is relocated to another position, it will likely cause a null (or nonsense)-mutation as it interferes
with the normal mRNA formation. To increase the chance, the transposon usually contains a splice-acceptor (SA),
which “forces” the spliceosome to create a fusion protein consisting of the upstream elements of the original gene (in
this case only exon 1) and the transposon reporter protein. For the transposon system to work, the transposon vec-
tor needs to be activated by a so-called transposases enzyme. Hence, the typical strategy is to develop two types of
animals: one in which the gene-trap/transposon is inserted in the genome and one which contains the DNA for the
transposase enzyme. By breeding these rats together a so-called “seed male” is created with an activated transposon
system. By breeding this seed male with wild-type females, a large number of offspring can be created that all differ
in the site of transposon insertion.

background mutations that might segregate with it. Finally, whereas ENU mutagenesis can
induce many missense and silent mutations, transposon mutagenesis almost exclusively
lead to nonsense (ie, knock-out) mutations.

Before moving to more targeted genetic approaches, it is important to realize that both the
ENU and transposon mutagenesis techniques can also be used in combination with forward
genetics. As both are random techniques, and hence we don’t know which genes are affected,
the F1 generation can also be studied for phenotypical differences before investigating the
genetic factor(s) involved. One complicating factor here is that all F1 animals only have het-
erozygous SNPs, and thus only strong effects can be identified.
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FIGURE 3.8 The principle of direct DNA microinjections. In the direct microinjection technique, foreign DNA
is directly injected in a pronucleus of a fertilized egg cells. As the male pronucleus is larger than the female pro-
nucleus, this one is usually selected for the injection. Once the DNA is integrated into the host DNA, the transfected
female is mated with the wild type males to produce offspring with the specific genetic transfection.

Targeted Techniques

Although the random techniques offer a number of advantages (such as speed of mutagen-
esis and a relative easy technology, especially ENU mutagenesis), the most important limita-
tion is that it is impossible to predict which gene will be affected, and thus if we are interested
in one specific gene, these techniques are unlikely to be very helpful. Fortunately, several
additional techniques have been developed which can be used to alter one specific gene. Such
targeted approaches can be subdivided into direct and indirect techniques.

In the direct DNA microinjection technique (Fig. 3.8), foreign DNA is directly injected into
a fertilized oocyte. When an oocyte (an immature egg cell) is fertilized, the male and female
pronuclei exist for a short period of time, before they merge into a single nucleus. During
this stage, DNA can be injected into the male pronucleus (because it is larger than the female
pronucleus). This DNA can then integrate into the host nucleus at specialized sites (called
nicks) and the fertilized transgenic cells are re-implanted into pseudopregnant females. This
technique is quite efficient in mice (up to 50% of microinjected mouse oocytes can lead to
transfected germline cells although the efficiency is much less in other species). The DNA
integration can happen immediately within the pronucleus, but it is more common that it
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does not happen until after one or two cell divisions. In that case only some of the cells will
contain the transgene and others do not. In other words, the individual mouse is made up
of two different type of cells with a different genetic make-up. As both cells originate from
the same strain, we refer to this as mosaicism. Another disadvantage of the direct approach
is that it is impossible to control where the foreign DNA will integrate into the host DNA. It
is therefore highly likely that it will not be at the position where the normal host copy of the
gene is located, which will affect its expression. Moreover, the cell, in addition to producing
the transfected (foreign mutated) gene(s) will also produce the same host (normal) genes,
which may interfere with the effects of the mutated gene. Finally, although this is not clear
from Fig. 3.8, the insertion of the foreign DNA is generally not restricted to a single copy, but
often multiple (up to 50) copies of the same DNA construct are inserted head to tail (CNVs)
leading to an abnormal overexpression of the gene(s) in the construct.

In order to overcome these limitations, an indirect method, using homologous recombina-
tion, has been developed. This is illustrated in Fig. 3.9. The procedure starts with isolating
cells from the blastocyst of pregnant female. The blastocyst is one of the earliest stages of
embryo development, starting at about day 5 in humans and day 3—4 in mice. The blastocyst
consists of an outer cell layer (trophectoderm) and an inner cell mass (of about 20 cells in
mice). Since these cells can develop into many different organs, they are called embryonic
stem (ES) cells. It is these ES cells that are isolated and grown in culture. These ES cells are
then transfected with foreign DNA. This transfection is based on the principle of homolo-
gous recombination. This is the same principle underlying the cross-over effect that occurs
during meiosis (see Chapter 1). Cross-over can occur between parts of chromosomes if the
DNA stretches are very similar. Using this principle, in order to successfully transfer a cell,
the foreign DNA is flanked on both sides with a stretch of DNA that is identical to the se-
quences of the host DNA. This ensures that the foreign DNA is inserted at the correct loca-
tion. Moreover, in contrast to the direct approach, this also significantly reduces the risk of
the insertion of multiple copies (unless of course this is the objective of the transfection). By
using this technique, we can insert a SNP, a premature stopcodon or a variety of other genetic
alterations. Next the cells are placed back into a blastocyst, which are then implanted in a
pseudopregnant female. This blastocyst will then develop into an adult. As the blastocyst
contains both normal cells (from the host mother) and transgenic cells from the donor mother
(from a different strain) the resulting animals is called a chimera (having DNA from two dif-
ferent strains of animals). When the foreign DNA is also found in the gametes, it will transfer
to the next generation, and from there on homozygous transgenic animals can be bred. This
technique is very powerful but also has several limitations. First of all homologous recombi-
nation is actually a very rare event, and thus many cells need to be treated. One strategy to
identify which cells are successfully transfected is to combine the transgene with the gene for
Neomycin phosphotransferase. This protein protects cells for the lethal effects of antibiotics
such as neomycin. Thus, when the cell culture is treated with neomycin, all cells will die, ex-
cept those that are successfully transfected. A second and more serious limitation is that the
technique only works if the ES cells that are transfected, can develop into all other cells, and
especially into gametes (ie, egg or sperm cells). In other words, the ES should be pluripotent
or omnipotent. For a long time, such omnipotent ES cells were only found in a few strains
of mice, especially the S129 mice. For that reason, the vast majority of transgenic animals are
mice. As the S129 mice are not the best strains for behavioural studies, the transgenic animals
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FIGURE 3.9 The principle of genetic engineering using homologous recombination. In this technique, plu-
ripotent (or omnipotent) embryonic stem cells are isolated from the inner cell mass of blastocyst. These cells are
subsequently transfected with the gene of interest. This is done by using a double stranded DNA with very specific
overlapping sequences (see lower right hand), and is based on the principle of homologous recombination, which
also underlies the cross-over events occurring during meiosis (see Chapter 1). If such a cross-over event occurs, the
endogenous section of DNA is exchanged for the foreign DNA. These transfected cells are then transplanted back
into the blastocyst of a host female. As these offspring will consist of cells from both the donor and the host, they are
referred to as chimeras. If the transfection is also found in the gametes, subsequent breeding of these chimeras will
lead to the development of a transgenic animal.

are usually back-crossed onto behaviorally more conducive animals such as the C57B/6 mice.
Fortunately, in more recent years, procedures have been developed to induce omnipotent
ES cells in other mice strains and even other species, such as rats as well (Blair et al., 2011).
Essential for this success was the recognition that the key players in determining whether
an ES cell will retain its pluripotency are subtly different between mice and rats. Thus, in
mice a cocktail of three inhibitors (3i) in the culture media was found to keep the cells in a
basal pluripotent state: 1. The FGF receptor inhibitor SU5402; 2. The MEK activation inhibitor
PD184352; and 3. The GSK3 inhibitor CHIR99021. Although this cocktail also was somewhat
effective in rat ES cells, it was subsequently found that the combination of a more effective
inhibition of MEK (using PD0325901) along with CHIR99021 but without SU5402 (2i) led to
much more stable pluripotent ES cells, especially when LIF (Leukemia Inhibitory Factor) was
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added (Jacob et al., 2010). Overall, 30%-60% of the blastocyst explants will grow and propa-
gate under these circumstances.

Although the targeted approach using homologous recombination is much more precise
than the direct pronuclear injection technique, it is time consuming and technologically chal-
lenging. Moreover, until recently, it was only feasible in mice. Several alternative targeted
approaches have therefore been developed, predominantly for producing knock-out animals,
but these techniques can also be used to produce knock-ins (where specific genes are inserted).

The Zinc finger nuclease (ZFN) technique is a direct technique based on the combined
effect of two different DNA binding proteins (see Fig. 3.10). Nucleases are enzymes that can
selectively sever the double stranded DNA molecule. The most often used endonuclease FokI
requires dimerization in order to induces a DNA double stranded break. As FokI has rela-
tively little specificity, applying just Fokl would lead to a (large) number of random breaks.
Zinc Finger (ZF) proteins, are proteins with a characteristic loop structure, stabilized by a
Zn* ion. In contrast to Fokl, ZF proteins are highly selective in their binding. Depending on
the protein sequence in the o-helix section of the molecule, they will bind only to a specific
triplet. Thus, by engineering different ZF proteins and combining multiple ZF proteins with
Fokl, we can selectively guide the endonuclease to cut the DNA double bond only in one
specific location. Since we need two different ZFNs an average of 4 to 6 ZF proteins on either
side gives enough selectivity to produce a very precise cut. Once the double stranded DNA
is broken, two different mechanisms are available to the cell to repair the break: Homology
dependent repair (HDR) and Nonhomologous end joining (NHE]). Whereas HDR leads to a
faithful repair (and hence a nonmutated DNA), NHE] is much less accurate and can lead to
the insertion or deleting of a single nucleotide at the repair site, thus leading to a frame-shift
and in most cases a nonsense protein. Although this technique has predominantly been used
to induce knock-outs, it has been adapted to produce other types of mutations as well (Geurts
and Moreno, 2010).

In addition to the ZNF techniques, several alternative techniques have also been devel-
oped, most of which are based on the same principles: that is, a two component process
combining DNA binding components with endonucleases. TALEN, transcription activator-
like effector nucleases are artificially generated fusions between DNA binding domains of
transcription activator-like (TAL) effectors and DNA cleavage domains of endonucleases (of-
ten Fokl). TAL effectors are proteins secreted by the gram negative bacteria Xanthomonas spp.
but it was not until the TAL effector-DNA code was uncovered that their application in gene
editing could be fully realized (Wright et al., 2014). One of the most recently published meth-
ods is the CRISPR/CAS technique (Doudna and Charpentier, 2014). This technique is based
on bacterial defense mechanisms against viruses and plasmids. CRISPS (clustered regularly
interspaced short palindromic repeats) constitute an RNA that normally binds to the viral
DNA and its associated endonuclease proteins Cas subsequently cleaving the double helix,
thus countering the viral attack. In contrast to ZFN and TALEN, the CRISPS/Cas system uses
guide RNAs to selectively bind to DNA (rather than proteins). Thus, by selectively engineer-
ing the guide RNAs, it is possible to precisely arrange the Cas protein (usually Cas9) over
the gene of interest. The guide RNAs are about 80 nucleotides, with the final 20 being used
to direct the RNA to the target of interest. Although the guide RNA and Cas9 protein can be
expressed separately, it is more efficient to place them together in a single plasmid (a circular
stretch of DNA). Its ease and versatility combined with its effectiveness in many different
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FIGURE 3.10 The principle of genetic engineering using zinc finger nucleases. Zinc finger nucleases are chem-
ically designed molecules that consist of two specific types of proteins: zinc finger proteins and nucleases. Zinc finger
proteins are unique in that they can selectively bind to specific triplets. By combining several different zinc fingers (6
are illustrated in the figure) the sequence specificity can be very high (ie, they bind selectively to a unique stretch of
18 bases. Nucleases, on the other hand, cut double stranded DNA. However, this cutting requires two nucleases that
attack both strands at the same time. Thus by chemical engineering, zinc finger nucleases can be developed to cut
only one specific site in the entire genome. Although DNA repeat mechanisms will aim to repair this double stranded
break, the most common mechanism of repair is the so-called nonhomologous end joining which often induces a
deletion, leading to a frameshift mutation. Zinc finger nucleases are generally injected into the male pronucleus of
fertilized egg cells and the mutated DNA can then be transferred to the offspring.

species (including nonhuman primates and human cells) has made the CRISPS/Cas9 system
one of the most exciting new developments in gene editing (Doudna and Charpentier, 2014).

In summary, in this section we have discussed the extensive genetic toolbox that is now
at our disposal to study the role of genes in regulating behavior and in the development of
psychiatric disorders. Originally, the mouse was the preferred species for genetic manipula-
tion, although the rat has been the model organism of choice for CNS disorders. However,
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the elucidation of the complete rat genome (Gibbs et al., 2004) and the developments of
newer techniques (including ZNF, TALEN and CRISPS/Cas9) have opened the door for the
return of the rat as the preferred species for studying the (long-term) consequences of gene —
environment interactions in neuroscience research (Abbott, 2004).
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CHAPTER

4

The Environmental Basis of Behavior

INTRODUCTION

In the previous chapters, we discussed how alterations in the genetic code can affect be-
havior in animals including humans, and there is no doubt that genetic factors play an es-
sential role in the aetiology of major psychiatric disorders. Indeed, in the chapters in part II
we will discuss this in more detail. However, it is equally clear that none of the major psy-
chiatric disorders are actually caused by genetic factors, but that these factors only increase
the vulnerability. The most compelling evidence in favor of this comes from family, twin and
adoption studies.

The aim of family studies is to investigate whether a specific phenotype (ie, a specific be-
havior) occurs more often in certain families, and based on the occurrence over generation,
how this condition is genetically transmitted. Fig. 4.1 shows two classical examples of family
trees, where only the phenotype or trait (ie, whether the individual is affected or not) is indi-
cated (in red). A comparison of the two traits shows that there are clear differences. The trait
in Fig. 4.1A occurs much more often and is seen in each generation, while the trait in Fig. 4.1B
occurs more rarely, and even disappears in some generations, only to reappear in the next. By
careful analysis, we can deduce the pattern of inheritance from the occurrence of the trait. The
trait displayed in Fig. 4.1B is similar to that originally found by Mendel in his experiments
with peas (see Chapter 1). Thus in the second generation all individuals are identical to one of
the parents, while in the second generation the famous 1:3 ratio is found: 1 individual has the
original characteristic of one grandparent while the other 3 have the characteristic of the other
grandparent (and of the parents). As Mendel explained this type of inheritance occurs when
the trait is recessive, that is it only occurs if an individual inherits the recessive gene from both
parents. As the trait in Fig. 4.1A is very different, the trait must be a dominant trait. However,
the exact genotype of the parents is slightly more difficult to deduce. As in the first generation
not all individuals are affected. The original affected male (1) and female (2) parent cannot be
homozygous for the trait, as this would mean that all the offspring should also be affected.
Thus detailed analysis of the family trees can help us determine the genotype. With the ad-
vent of modern genetic analyses, we can nowadays also identify the genotypes directly on the
basis of DNA analysis, and thus confirm that trait A is indeed a dominant trait (see Fig. 4.2A)

Gene-Environment Interactions in Psychiatry. http://dx.doi.org/10.1016/B978-0-12-801657-2.00004-5
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FIGURE 4.1 Family trees. Family trees can help identify the mode of inheritance. In fig A, we see that there many
more affected individuals (in red), while in B there are only a few, and in the second generation, there is actually no
affected individual. This suggests that the trait in A is a dominant and in B a recessive trait.

as one copy of the A is sufficient to display the trait and with both originally affected parents
being heterozygous for the trait, while trait B is a recessive trait and only occurs when two
copies of the recessive gene b are present (Fig. 4.2B).

Analyses of family trees are relatively simple for monogenetic traits as they normally fol-
low Mendel’s first law. However, there are a few exceptions, some of which we have already
encountered in Chapter 2. If a de novo (a new) mutation occurs, Mendel's first law is violated
(as the genetic information in the offspring is not 50% identical with each parent. However,
once the mutation has been inserted, it will be transmitted in a Mendelian fashion in the
next generations. Trisomies and monosomies (ie, the offspring inheriting either three or only
one chromosome from the parents), on the other hand are in direct violation of Mendel’s
law as are triplet repeats. As we saw in Chapter 2, triplet repeats (once they breached the
threshold) have a tendency to lengthen with each generation (leading to genetic anticipation,
see Chapter 2) and thus the offspring will have different genetic information. A special case
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FIGURE 4.2 Family trees with genotyping. Assuming the traits in Fig. 4.1A and B are due to a single gene, we
can use the family tree to deduce the genotypes of each of the family members, confirming that trait A is indeed a
dominant trait (as a single copy is enough to lead to a phenotype, while trait B is a recessive trait only occurring if
both b traits are present.

occurs when the gene responsible for a specific trait is located on the sex chromosomes. Al-
though in theory, such genes could be both on the X or the Y chromosome, in most cases sex
chromosome related traits originate from the X chromosome. This is not surprising if we real-
ize that whereas the human X-chromosome has about 2000 genes, the human Y chromosome
only has about 450. This clear difference between the X and Y chromosomes also explains
why traits linked to these chromosomes have a more complicated pattern of inheritance. The
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two main characteristics of X-chromosome related traits are that they occur more often in
males than in females, and may “skip a generation,” as illustrated in Fig. 4.3. Fig. 4.3A shows
the example of the transmission of a recessive trait from the maternal side. As each female
receives a recessive (a) X-chromosome gene from the mother but a dominant (A) gene from
the father, all females are heterozygous carriers but do not show the trait. However, as all

males receive a recessive (a) X-chromosome gene from the mother but a Y chromosome of
the father, all will exhibit the trait. In Fig. 4.3B we see the “skip a generation” effect that

(A)

(B)

sl ® B @

. Male affected . Female affected

I] Male carrier D Female carrier

D Male unaffected Q Female unaffected

FIGURE 4.3 X-linked mode of inheritance. Because in contrast to the autosomes the sex chromosomes (X and Y)
are differently expressed in males and females, the inheritance of X- and Y-linked traits is also different, as illustrated
in A and B. X-linked inheritance has two main characteristics, namely it occurs more often in males than females (A)
and it can “skip a generation” (B).
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occurs when the X-linked trait is transmitted from the father. If the mother is homozygous
for the dominant trait, all the sons and daughters will receive one dominant (B) gene from
the mother and either a Y chromosome of the father (sons) or a recessive (b) gene (daughters)
and therefore none will display the trait (although all daughters will be carriers). However, in
the next generation, sons (from female carriers) will have a 50% chance of inheriting the trait,
while the daughters will be 50% healthy and 50% heterozygous carriers (and therefore none
will display the trait).

Even though X-linked genetic traits are slightly more complicated than autosomal linked
traits, inheritance analyses for monogenetic disorders from family trees is fairly simple and
can generally be done even without molecular genetic analyses. Unfortunately, most traits
and disorders are not determined by a single gene, but by multiple genes, which makes the
relation between genotype and phenotype much more complicated. As illustrated in Fig. 4.4,
monogenetic traits have only three different genotypes and phenotypes (though in practice,
as one of the alleles is usually dominant only two phenotypes may be apparent). With 2 genes
involved, the number of genotypes becomes 9 and the number of phenotypes 5 (based on
the principle that each gene has only additive effects). With three different genes involves we
obtain 64 genotypes and 7 phenotypes. It is clear from Fig. 4.4 that with an increasing number
of genes involved, the trait becomes more and more normally distributed. This explains why
many traits have a strong genetic component (such as cognitive capabilities or height) and yet
are normally distributed in the population.

Given that the mode of inheritance becomes virtually impossible to deduce from family
studies if more than one gene is involved, researchers have looked for other methods, such
as twin and adoption studies. The rationale behind twin studies (Fig. 4.5) is based on the fact
that monozygotic (identical) twins share more or less 100% of their genes, while dizygotic
(fraternal) twins share, on average 50% of their genes (just as normal siblings). Thus, if a trait
(or disorder) has a genetic basis, the risk that both twins have the same trait should be higher
in monozygotic twins than in dizygotic twins. This shared risk is referred to as concordance
rate. Fig. 4.6 shows mono- and dizygotic concordance rates for a number of different psy-
chiatric disorders. The data clearly show that for all these disorders the concordance rate is
significantly higher in monozygotic twins compared to dizygotic twins. However, perhaps
equally important, none of the concordance rates in monozygotic twins equals 100%, indi-
cating that nongenetic factors also play an important role. The concordance rates allow us
to calculate the heritability. Heritability refers to the proportion of the total phenotypic vari-
ance that is attributable to genetic variation. However, the exact heritability is difficult to
calculate (see Box 4.1), especially since the contribution of nongenetic (environmental) factors
is difficult to quantify and isolate from the genetic factors. For instance, in calculating twin
heritability the assumption is usually that both monozygotic and dizygotic twins share the
same environment. However, this is not necessarily the case. In fact, the uterine environ-
ment of monozygotic twins is usually more similar than for dizygotic twins, as illustrated
in Table 4.1. In addition, the postnatal environment of monozygotic twins is often also more
similar than of dizygotic twins. Indeed in a recent study, equal-environment assumption in
twin studies in schizophrenia was assessed and the results clearly indicated that social adver-
sity was much more strongly correlated in monozygotic than dizygotic twins, in line with the
idea that shared environment is actually stronger in monozygotic twins (Fosse et al., 2015).
Hence, the exact contribution of genetic and environmental factors in twin studies is difficult
to ascertain.
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FIGURE 4.4 The relationship between genotypes and phenotypes. (A) In the simplest situation where a trait
is determined by only one gene, three different phenotypes are possible. (B) In the case of two genes the number of
possible phenotypes is 5 and (C) In the case of three genes this number increases to 7. More importantly, as indicated
by the histograms, the phenotypes become more and more normally distributed.
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FIGURE 4.5 Family relationships. Given that most of the traits in humans, and certainly those related to brain
functioning are determined by multiple genes, family studies are essential to determine the heritability of a trait,
especially if we can obtain information of a wide number of family members of the first, second and third degree.

Adoption studies are a kind of “natural” experiment to separate genetic and environmen-
tal factors, although it is certainly not a randomized controlled experiment. Indeed, one of
the main criticisms of adoption studies, is that they are likely to involve only extreme cases of
psychopathology in the parents, that is so severe that the offspring is at risk. Moreover, given
that most adoption agencies have very strict screening procedures for the host families, they
generally do not constitute an average environmental influence either. They are, in general,
older, better educated and wealthier than the average (and certainly than the biological) par-
ents. Moreover, the decision to adopt is a very intentional one, in general made after exten-
sive deliberations. In addition, adoption studies have often relied on official records of the
parents” medical history, rather than a personal diagnosis of the parents by the research team
itself. Finally, the prenatal and the postnatal environment until adoption will still be shared
by the child and the biological parents (Lynskey et al., 2010).

In spite of these limitations, many long-term adoption studies have been reported and many
prospective studies are still running. Many of these come from Scandinavian countries, as these
excel in their health record keeping. For instance the Danish Adoption Register covers 14,425
adoptions between 1924 and 1947 (Petersen and Sorensen, 2011a). This register has the advantage
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FIGURE 4.6 Concordance rates. Concordance rates refers to the risk of an individual to show a specific trait
based on the presence of that trait in a related individual. In traits that are (at least in part) genetically determined
concordance rates should be higher in monozygotic than dizygotic twins. As is evident from this figure, this is true
for many psychiatric disorders.
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that around 90% of the children were transferred to their foster parents within 2 years after birth,
thus reducing the shared environmental factor. Although initially this register was used in the
area of schizophrenia, it has now become a major source for many different phenotypes, includ-
ing criminality, IQ, psychopathy and mortality (Petersen and Sorensen, 2011b). A similarly large
register exists in Sweden with over 18,000 adoptees (as well as over 79,000 biological and 47,000
adoptive relatives). In a recent study this register was used to investigate criminal behavior.
The authors found that criminal behavior in either one of the biological or one of the adoptive
parents increased the risk of violent behavior in the adoptee, thus suggesting both genetic and
environmental factors (Kendler et al., 2014). Interestingly, a closer look at the risk factors showed
that whereas some were significant for both adoptive and biological parents (criminal behavior,
alcohol abuse and maternal divorce), others were specific only for adoptive parents (drug abuse)
or for the biological parents (low education). Likewise, whereas alcohol abuse in biological sib-
lings increased the odds risk of criminal behavior in the adopted child, alcohol abuse in the
adoptive siblings did not. Thus, although both genetic and environmental factors seem to play a
role in criminal behavior, there are differences in the extent specific environmental factors affect
criminality. The authors also distinguished between violent and nonviolent criminal behavior
but very few differences were found between these two categories. Another recent adoption
study also suggested that genetic and environmental factors are also involved in alcohol abuse
(McGue et al., 2014). In this study the authors investigated the similarity in drinking patterns
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BOX 4.1

GENETIC HERITABILITY

Twin and adoption studies allow for a
separation of genetic and environmental
factors. However, as discussed elsewhere
in the text, this separation is not complete.
Twins do share a womb, which is more iden-
tical in monozygotic than dizygotic twins,
and even postnatally, monozygotic twins
are treated more similarly than dizygotic
twins (especially if the latter is a mixed gen-
der twin). Nonetheless, twin studies have
been used to estimate the heritability of
specific traits.

Heritability is defined as the percentage
of the trait variance that can be attributed to
genetic factors. A distinction is often made
between additive genetic factors (referred to
as narrow-sense heritability estimates %) or
total genetic factors (broad sense heritability
estimates H?).

If we assume that a trait (T) results from
a genotype (G) and an environment (E) and
the variance is given by 6 then in its simplest
form:

(1]

o2 =02 +0}

2= C
o7
However, both the genetic and the en-

We can then calculate H? as

vironmental variance can be subdivided

into different components. Thus the genetic
variance is the sum of the additive (A), domi-
nance (D) and interactive (I) effects, while the
environmental variance can be subdivided
in individual (I) and shared (S) environment
(and generally a residual term is added as
well for any environmental influences not
accounted for).

As narrow sense heritability only relates
to additive effects we calculate this as

of
One major shortcoming of equation [1] is
that it assumes a lack of gene * environment
interaction, which, of course is generally not
in line with our findings. Therefore a more
correct description would be:

T=G+E+G*E
And the variance will then be:

0} =0%+0f+20%; +0%;

(2]

In which G, E is the gene environment
covariance and G*E the gene * environment
interaction. In most heritability calculations
these terms are ignored because they are dif-
ficult to calculate, leading to an inflation of
either of the first two terms.

TABLE 4.1 Characteristics of the Intrauterine Environment in Monozygotic (MZ) and Dizygotic (DZ) Twins

Placenta Chorion Amnion %DZ %MZ Timing of the MZ embryonic split
Separate Separate Separate 58 18 Before day 4 after conception

Fused Separate Separate 42 19 Between day 4 and 6 after conception
Fused Fused Separate 0 64 Between day 6 and day 10 after Conception
Fused Fused Fused 0 4 between day 10 and day 14 after conception
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between parent and siblings. They found that there was a clear correlation between the drinking
patterns of children and their adoptive parents indicating an environmental factor. However,
the correlation in drinking pattern was much stronger between nonadopted children and their
(biological) parents, indicative of an additional genetic component.

ENVIRONMENTAL FACTORS

The data from family studies clearly indicate that psychiatric disorders have a complicated
aetiology, with multiple genes interacting with each other. The relatively low concordance
rates in monozygotic twins adds further to this complexity and shows that heritability is
less than 1.0 and thus that nongenetic (environmental) factors are also involved. Although
the heritability calculated from adoption studies often differs from that calculated from twin
studies, the results nonetheless confirm that genetic and nongenetic factors both play a cru-
cial role in the aetiology of psychiatric disorders.

Research into the role of nongenetic factors is considerably more complicated and less
“specific” than genetic research. In contrast to genetic factors, environmental factors usu-
ally impinge upon the phenotype for only a short period, and often long before the disorder
becomes evident or the phenotype is studied. As discussed further, the pre- and early post-
natal period is, in this respect, probably the most important period, while many psychiatric
disorders do not develop until during or after puberty [(Paus et al., 2008), see also Fig. 8.1].
This implies that in most cases we have to rely on retrospective data, often using question-
naires, which always have the risk of being biased by the knowledge of the present day. In
some cases, such questionnaires can be supplemented by hospital, police or other official
records, thereby improving the reliability of the information. In only a few cases do we actu-
ally have prospective information. An important limitation of such prospective studies is the
aforementioned timing effect. If prenatal factors are involved in for instance schizophrenia
or depression, such prospective studies will need to span at least 25 to 30 years in order to
ensure that the majority of individuals are correctly diagnosed. Although there is evidence,
as we shall see in the next chapter that genetic factors can also impinge on the phenotype in a
time-critical manner, the genotype itself does not change after birth, and thus identifying the
genetic factors in a “retrospective” study is not a significant concern.

When studying the role of environmental factors, we often distinguish between population
studies and case studies, sometimes referred to as ecological and birth cohort studies (Brown
and Derkits, 2010). In population studies, different populations are compared, exposed to a
specific environmental condition, and one that is not. In case studies, individuals are com-
pared that are either exposed or not. Although this latter approach would seem to be the
more specific strategy, population studies have the advantage that the exposure to the envi-
ronmental factor is better documented. For example, the first studies that identified prenatal
exposure to influenza as a significant risk factor for schizophrenia were based on a population
design. In 1957, a severe influenza pandemic affected millions of people all around the world
in a short period of time. Known as the Asian flu, it was first identified in China, reaching
Hong Kong in Apr., the United States in Jun. and Europe in Sep./Oct. A study in Finland was
the first to provide evidence for a link between this pandemic and schizophrenia, by showing
excess births of children that later developed schizophrenia among people in the Uusimaa
county in Finland who were exposed during the second trimester of pregnancy (Mednick
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et al.,, 1988). This was followed by a similar study from the UK (O’Callaghan et al., 1991).
However, these studies used the population design, that is, they compared the entire popula-
tion of children born in the pandemic area in 1957 with those born in the years before and /or
after the pandemic. Although in itself a useful approach, it tends to underestimate the relative
risk of environmental factors as it ignores the fact that not all pregnant mothers will actually
have been exposed to the influenza virus themselves. Thus only very strong environmental
factors can be identified with this method and it may explain why subsequent studies failed
to replicate the original finding (Selten et al., 2010). As discussed by Brown and his colleagues,
using a case controlled design by analyzing hospital records of identified cases of influenza
and other infections during pregnancy has provided more robust support for the hypothesis
that prenatal infections enhances the risk for schizophrenia (Brown and Derkits, 2010).

Another important difference between the genetic and environmental factors relates to
the “specificity” of the effects. Although the effect of a mutation on the function of the gene
is not always exactly known, the normal function of the gene usually is, as well as the mo-
lecular pathway or network in which it is involved. It is therefore often possible to predict
the functional consequences of a genetic alteration (at least at the molecular level). However,
the functional consequences of an environmental effect are much harder to predict and it is
often even difficult to exactly pinpoint what aspect of the environmental challenge drives the
phenotypical changes. In the above mentioned example of the prenatal influenza infection,
it might be the infectious agent itself, it may be the maternal immune response or the treat-
ment of the infection. Likewise, many studies have investigated the long-term consequences
of the Dutch hunger winter of 194445 (as discussed later). Although the most parsimonious
explanation of these findings is that these long-term effects are due to malnutrition, they may
also (in part) be due to increased prenatal stress, eating less healthy food or a combination of
some of these factors. Thus, isolating the exact factor (or factors) related to the development
of psychiatric disorders is difficult, and of course the results are always, at best, correlative
and do not allow a firm conclusion on the causal relationship. Fortunately, studies investigat-
ing the effects of environmental challenges in animals have provided a wealth of information
on the issue of causality. We will discuss some of these studies below.

TIMING

Although the exact nature of the environmental risk factors is still mostly elusive, as dis-
cussed above, it has become clear that the time when an individual is exposed to the risk fac-
tor is of critical importance for the long-term consequences. We usually distinguish between
several different critical periods (see Fig. 4.7). However, even within each of these periods

Onset of illness
V—l—\

[ Prenatal [ PN | Early postnatal | [ Puberty | |

FIGURE 4.7 The different environmental time windows. Although environmental factor can affect an organism
throughout development, several critical time windows have been identified during which environmental chal-
lenges are particularly significant. These are the prenatal period, the perinatal period (PN), the early postnatal period
and the period around puberty.
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there is increasing evidence that the precise timing of the environmental challenge can de-
termine the nature of the long-term alteration. This evidence comes mainly from research in
animals, although there is also epidemiological evidence from human studies available. One
of the most compelling sets of data in this respect comes from studies on the Dutch Hunger
Winter (also referred to as the Dutch Famine). This took place at the end of the second world-
war from about Oct. 1944 until the liberation in May 1945, and resulted from a ban on (heavy)
traffic through the country. This was instigated by the German occupying forces as a retali-
ation to the national railway strike in Sep. 1944 aimed to further the allied forces attempts
at liberation the Netherlands. It is considered a unique event as it took place in a modern,
well-developed country. Moreover, it was very restricted in time as well as in area. As the
main agricultural eastern part of the Netherlands was very self-sufficient, only the western
part (around Amsterdam, the Hague and Rotterdam) was affected (in total about 4.5 million
people). In Nov. 1944, the average rations dropped to about 4000 kJ and were further reduced
to about 2000 kJ in Apr. 1945. Butter had already disappeared by Apr. 1945 and the weekly
ration consisted of 400 grams of bread and 1 kg of potatoes. Given these numbers it is not
surprising that the death toll was high, with estimates ranging from 18,000 to 22,000.

More important for our present discussion are, however, the long-term consequences of
the offspring of mothers pregnant during the hunger winter. As the famine was well localized
in time and space, it is possible to determine whether exposure during different periods of
development have different long-term effect (Kyle and Pichard, 2006). Inspection of Fig. 4.8
leads to a number of important conclusions. First of all, the Dutch hunger winter affected

| Dutch hunter winter |
l 1st trimester | 2nd trimester | 3rd trimester |

| Impaired glucose tolerance |

| Obesity |

| Coronary heart disease |

| Hypertension |

| Atherogenic lipid profile |

| Microalbuminia |

| Obstructive airway disease |

Schizophrenia |

Schizophrenia spectrum disorders |

Congenital CNS abnormalities |

Antisocial personality disorders

Affective disorders |

FIGURE 4.8 The Dutch Hunger Winter. The results of the Dutch Famine or Hunger winter are an excellent
example of how timing can affect the long-term consequences of environmental challenges. The results show that
although this environmental challenge had more effects early during pregnancy, it also affected the outcome later
during pregnancy and even during early childhood (not shown). Moreover, not only psychiatric disturbances, but
also more somatic symptoms can occur.
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many different organs, including lungs, heart, blood vessels as well as the brain. Secondly, the
timing of the hunger winter is a crucial factor in determining the long term consequences. For
instance, whereas the offspring of mothers exposed in the first trimester of pregnancy had an
increased risk of developing schizophrenia, those exposed in the second and/or third trimes-
ter had an increased risk of affective disorders such as depression or anxiety disorder. Thirdly,
the first trimester of pregnancy seems to be the most sensitive period, as most long-term
consequences are seen after exposure in this period. Finally, although not shown in Fig. 4.8,
exposure during (early) childhood also led to long-term problems, such as breast cancer or
endocrinological changes, including as early onset menopause or changes in reproductive
functioning (Elias et al., 2003; Elias et al., 2004).

THE PRENATAL PERIOD

The results from the Dutch hunger winter emphasize the role the environment can play
during the prenatal period. This is also supported by a large number of other studies. Perhaps
one of the most intriguing phenomena in this respect is the season of birth effect. Again, the
exact underlying mechanisms is not clear, but for certain diseases, there is an increased risk de-
pending on the date of birth (or, probably more correct) the period of pregnancy. This has prob-
ably most often been studied in schizophrenia where studies as early as the 1930s indicated
that children born in the first months of the year (in the northern hemisphere) had an increased
risk. An influential study in this respect was published in Nature where spring birth increased
the risk for schizophrenia by 7% and for bipolar disorder by 9% (Hare et al., 1973). Since then,
this has repeatedly been found (although failures to replicate have also been published). Over-
all, several meta-analyses have confirmed this season of birth effect. For instance pooled data
from 27 sites in the northern hemisphere (total of 126,196 patients and 86,605,807 healthy con-
trols) also indicated a 7% increased risk for winter/spring births (Davies et al., 2003). Interest-
ingly, this study found a positive correlation between the odds ratio for the season of birth
effect and latitude, indicating that the effect was larger, the closer the site was to the North
Pole. It is beyond the scope of this chapter to discuss in detail the various hypothesis devel-
oped to explain the season of birth effect in schizophrenia but they include seasonal variations
in vitamin D (which is mainly produced by direct sunlight), ambient temperatures, infectious
agents, geomagnetic field, and others (Kay, 2004; Tochigi et al., 2004).

A season of birth effect is by no means specific for schizophrenia and bipolar disorders, but
has also been found for a number of other psychiatric disorders, including major depression,
autism, and obsessive compulsive disorders. As Table 4.2 clearly indicates, a variety of non-
CNS related disorder, such as various form of cancer and cardiovascular disorders also show
a season of birth effect. It is important to note that not all findings in Table 4.2 are equally
robust, and some of the findings have proven difficult to replicate, especially as the effects are
sometimes rather small necessitating large numbers of participants. Another important issue
to note here is that a season of birth effect does not necessarily implies a prenatal risk factor,
and postnatal factors may also contribute to the increased risk.

However more specifically prenatal environmental risk factors have also been identified.
We can subdivide these in a number of different categories, such as pharmacological / toxico-
logical factors, infectious factors and more social/emotional risk factors. Much research has
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TABLE 4.2 A Summary of Major Findings of a Season of Birth Effect on Disorders. References with a Star
(*) Indicate Reviews and/or Meta-Analyses

Disorders Seasons of birth effect References

Adult onset glioma Excess in winter Efird (2010)*
Schizophrenia Excess in winter/spring Davies et al. (2003)*
Bipolar Disorder Excess in winter/spring Torrey et al. (1997)*
Schizoaffective disorders Excess in winter/spring Torrey et al. (1997)*
Nonmelanoma skin cancer Excess in winter/spring La Rosa et al. (2014)
Major Depression Excess in Spring Torrey et al. (1997)*
Autism Excess in Mar. Torrey et al. (1997)*
Cardiovascular mortality Excess in Mar./Apr. Ueda et al. (2014)
Multiple Sclerosis Excess in Apr./May Dobson et al. (2013)*
Non-Hodgkin Lymphoma Excess in spring/summer Crump et al. (2014)
Type I diabetes (+coeliac disease) Excess in summer Adlercreutz et al. (2015)
Obsessive Compulsive Disorder Excess in summer/autumn Cheng et al. (2014)
Melanoma skin cancer Excess in Jan., Mar., and Jun. La Rosa et al. (2014)
Infectious mortality Excess in Sep. Ueda et al. (2014)

focused on the long-term consequences of drug administration during pregnancy, especially
after the thalidomide disaster (Kim and Scialli, 2011). Thalidomide, originally marketed as a
sedative, was widely used to treat nausea in pregnant women in the late 1950s until it was dis-
covered that it leads to severe limb reduction, but also to congenital heart disease, malforma-
tion of the inner ear, and ocular abnormalities. A close examination of the data shows that the
effects of thalidomide critically depend on the time of administration (Kim and Scialli, 2011).
As exceptional as the thalidomide disaster was, it is now well recognized that many other
drugs may induce long-term abnormalities in the offspring when given during pregnancy
and requirements for systematic testing of new pharmaceutical products for developmental
toxicology were adopted as a direct consequence. Nonetheless, certain developmental abnor-
malities still occur, for instance as a direct consequence of addictive substance abuse during
pregnancy, and in addition subtler effect on the development of the brain and body may
occur that may go unnoticed during systematic testing in animals. Because these effects are
more subtle, it is often difficult to unequivocally attribute them to the use of specific agents,
especially as there are many environmental pollutants and potentially harmful substances
that, by themselves, or in combination can affect development.

Prenatal alcohol exposure is probably one of the most prevalent risk factors for somatic
behavioural and brain abnormalities. Depending on the severity (and probably the amount
of alcohol consumed) different terms have been used to describe the condition with Fetal al-
cohol spectrum disorder (FASD) representing the entire continuum of the disorder and Fetal
alcohol syndrome (FAS) being the most severe form (Dorrie et al., 2014). FASD and FAS are
characterized by abnormalities in the facial region (thin lips, flattened philtrum), growth defi-
cits, and structural and functional CNS changes, such as microcephaly, intellectual disability,
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language, psychiatric, and cognitive disorders. Other drugs of abuse have been less exten-
sively studied, although there is strong evidence that cocaine and (meth)amphetamine also
disrupt fetal development. The same holds true for smoking cigarettes, which is complicated
by the fact that cigarette smoking leads to the inhalation of a large number of chemical such
as carbon monoxide, cyanide, tar etc. in addition to nicotine itself, and has been associated
with short term changes such as low birth weight, preterm birth and sudden infant death.
Moreover, long term effects such as behavioural problems, hypertension, type II diabetes and
obesity have been linked to maternal smoking (Bruin et al., 2010). In addition, exposure dur-
ing pregnancy of drugs of abuse has been associated with increased risk of addiction and, in
the case of maternal smoking, also of ADHD and Autism Spectrum Disorder (see Chapter 8).

While one can argue that prenatal exposure to drugs like cocaine, alcohol or nicotine are
an avoidable risk (although addictive behavior is a very powerful drive as we will see in
Chapter 6), many pregnant females are also treated with therapeutic drugs for existing condi-
tions, some of which are increasingly recognized to be able to affect development of the fetus.
Examples of such drugs are selective serotonin reuptake inhibitors (SSRIs) and valproic acid
(VPA, also known as valproate). SSRIs are a class of antidepressant drugs, which compared
to more traditional tricyclic antidepressants and monoamine inhibitors have significantly less
side effects in patients (see Chapter 7). However, in recent years it is becoming increasingly
clear that SSRI treatment during pregnancy can lead to preterm delivery, smaller birth weight,
decrease in cortisol levels and disturbed psychomotor development (El Marroun et al., 2012;
Pawluski, 2012; Gur et al., 2013), as well as increased autistic traits (El Marroun et al., 2014).
Moreover, several markers for (neuro)development such as Reelin and S100B were signifi-
cantly lower at birth (Pawluski, 2012; Brummelte et al., 2013). interestingly, in a large Scan-
dinavian study, there was no evidence of an increase in stillbirth of infant mortality (Stepha-
nsson et al., 2013), suggesting that the effects of SSRI are a much more subtle than prenatal
alcohol or thalidomide treatment. However, on the positive side, SSRI treatment during preg-
nancy reduced the depressive symptoms in mothers as well as in their offspring (El Marroun
etal., 2014; Man et al., 2015), and the offspring actually had higher weight gain than offspring
from depressed mothers that were not treated with SSRIs (El Marroun et al., 2012), indicating
that whether to use SSRIs during pregnancy or not is a complex question to answer.

Like SSRIs, VPA is another commonly used drug that has been reported to increase the risk
of autism in the offspring when used during pregnancy (Bromley et al., 2008; Christensen
et al., 2013). VPA was originally used for the treatment of epilepsy, but has also been shown
to be effective as a mood stabilizer for the treatment of bipolar disorder and for the treatment
of migraine. In recent years it has even been proposed as a treatment for Alzheimer’s disease.
This surprisingly wide therapeutic effect is paralleled by an equally broad biochemical effect,
many of which we do not yet know in all its details.

In addition to pharmacological and toxicological agents, many studies have provided
strong evidence that prenatal infections influence the development of the unborn fetus and
can have long lasting effects on its behavior and emotional development. Above, we already
discussed the influenza pandemic of 1957 and its relation to schizophrenia. A similar pan-
demic occurred in 1917 and studies again suggested that it led to an increase in schizophrenia.
In the wake of the 1957 pandemic—schizophrenia studies, an increased risk for major depres-
sion (Cannon et al., 1996; Machon et al., 1997; Selten and Morgan, 2010) and bipolar disorder
was also reported (Parboosing et al., 2013). Another disorder which has often been associated
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with maternal infection is autism or autism spectrum disorder (ASD). This was confirmed in
a recent very extensive study from Denmark (Atladottir et al., 2010). Using the Danish Na-
tional Hospital Registry the authors investigated over 10,000 children with ASD (out of a total
of over 1.6 million). Combining the information with hospital records of the parents showed
a significantly increased risk of the offspring developing ASD when the mother was exposed
to either a viral infection in trimester one or a bacterial infection in trimester two. These data
confirm (in line with the data on the Dutch hunger winter) the impotance of the timing of
the adverse event. Although it also suggests that there may be differences between different
infectious agents, studies in humans are not entirely conclusive, and especially in schizophre-
nia, several different maternal infections have been linked to an increased risk (Brown and
Derkits, 2010). Studies in animals also suggest that although differences may exist between
different infectious agents they tend to be small and subtle (as discussed further).

The third and most diffuse category of prenatal adverse events can broadly be termed
social or emotional life events. Although technically positive social and emotional life events
during pregnancy can have a very beneficial influence on the unborn child as well, most
studies have concentrated on adverse (usually stressful) life events, such as the death of a
spouse, unwantedness of a pregnancy, maternal anxiety or other, more “external” stressful
events, such as natural or man-made disasters. Examples of this latter category include hur-
ricanes, earthquakes, war and such unique events as the Chernobyl nuclear plant accident
in 1986 and the terrorist attack on the twin towers in New York in Sep. 2001. Overall there is
overwhelming evidence that stressful life events cause long lasting alterations in brain and
behavior and enhances the risk of later life illnesses. As an example, a recent study using
the Swedish national registries, investigated offspring psychopathology following the death
of a first degree relative or spouse, either in the 6 months leading up to pregnancy, during
pregnancy or in the first two years after birth (Class et al., 2014). The results are summarized
in Fig. 4.9 and emphasize, on the one hand, that bereavement indeed can increase the risk of
psychiatric disorders and suicide, but also, on the other hand, that timing is again of crucial
importance. Thus, while bereavement stress only during term 3 of pregnancy increases the
risk of ADHD, the risk for ASD is increased both after stress during this period and in the
second year after birth.

Several studies have also investigated the long term consequences of the stress of a natural
disaster. Such investigations have the advantage that they are usually very short and well de-
lineated in space and that there is ample objective evidence of its severity (although objective
severity and subjective distress experienced by an individual do not necessary correspond).
In a very interesting study, Kinney and colleagues investigated the consequences of 10 severe
weather events in Louisiana (USA). The authors found an increased risk of autism as a func-
tion of prenatal exposures to storms rated severe by the National Weather Service (Kinney
et al., 2008). Interestingly, this increased risk was not only dependent on the timing, with ges-
tational weeks 17-24 and 33—40 being the most sensitive, but also on the severity of the storm
and there was even an interaction between these two variable (Fig. 4.10). Thus, in the low risk
prenatal period the intensity of the storm did not significantly alter the prevalence of autism.
However, in the high risk period the intensity of the hurricane was positively correlated to
the prevalence. Similar severe natural conditions that have been studied in detail are the lowa
Flooding (Yong Ping et al., 2015) and Project Ice Storm (Laplante et al., 2008). This latter one
refers to the worst natural disaster in Canada, when in Jan. 1998 several severe freezing rain
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FIGURE 4.9 The long-term consequences of bereavement. The results of an extensive study of the Swedish
national registries on the long-term effects of bereavement show that, depending on the timing of the bereavement,
the incidence of different psychiatric disorders can increase.

storms hit Quebec, depriving 3 million people of electricity for up to 45 days (and killing 30).
Recent studies have shown an increased risk of autistic like behavior and childhood asth-
ma (in girl) after prenatal exposure to the ice storm (Turcotte-Tremblay et al., 2014; Walder
et al., 2014).

THE PERINATAL PERIOD

The perinatal period is usually restricted to the period of delivery, although the boundar-
ies between prenatal, perinatal and early postnatal are rather fuzzy. The most studied risk
factor in this period is obstetric complications, which can take a number of different forms,
and include breech position (ie, the baby’s head is upwards, rather than downwards in the
birth canal), (emergency) caesarean section, preeclampsia (a condition characterized by high
blood pressure and large amounts of protein in the urine), bleeding, uterine atony, asphyxia
etc. A common factor of most of these conditions is that the fetus during the delivery suffers
from a lack of oxygen. The brain consumes about 20% of the body’s oxygen (in spite that it
only weighs about 2% of the total body weight), therefore a reduction is likely to have a major
impact of the function of the brain, especially during development.
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FIGURE 4.10 The influence of hurricanes on the risk of autism spectrum disorder. Kinney and colleagues in-
vestigated the relationship between severe weather events during pregnancy of the risk for developing autism spec-
trum disorder in the offspring. The results clearly show that the effects of storm intensity critically depends on the
vulnerability window. During the period where the unborn fetus is most vulnerable, severe hurricanes had the stron-
gest effect, while during less vulnerable period, the storm intensity did not influence the risk for autism very much.
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TABLE 4.3 The Apgar Scale

Characteristic Score 0 Score 1 Score 2

Appearance Blue or pale all over Blue in extremities Healthy pink colour

Pulse Absent <100 beats per minute >100 beats per minute

Grimace No response Grimace after intense stimulation  Cry after stimulation

Activity None Some flexion Flexed arms/legs that resist
extension

Respiration Absent Weak/ irregular Strong, regular

Obstetric complications have been reported to increase the risk of several major psychi-
atric disorders, including schizophrenia (Clarke et al., 2006), and autism spectrum disorder
(Guinchat et al., 2012), while data with respect to bipolar disorder, major depression or ADHD
are less convincing (Scott et al., 2006; Adamou et al., 2012).

One of the first assessments of a newborn baby is usually the Apgar score. Originally in-
vented by Virginia Apgar in 1952, the word Apgar can be regarded as a backronym (an acronym
created to fit a specific name) as it is also the abbreviation of Appearance, Pulse, Grimace, Activ-
ity, and Respiration. Each of these 5 aspects of a newborn baby are scored on a three-point scale
ranging from 0 to 2 (Table 4.3) and thus the Apgar score can vary between 0 and 10. The Apgar
test is usually done at 1 and 5 minutes after birth, and scores of 7 or higher are considered nor-
mal. Scores between 5 and 6 are regarded as relatively low, while scores below 5 are considered
critical. Although obstetric complications influence the Apgar scores, it is important to realize
that the Apgar score can also be influenced by what happened prior to delivery, during the
pregnancy itself. Nonetheless, low APGAR scores have been linked to autism spectrum disor-
ders (Larsson et al., 2005) and schizophrenia. For instance in a recent study the obstetric records
of 50 patients with first episode schizophrenia and 50 healthy volunteers were compared. Both
the Apgar scores at 1 minutes and at 5 minutes were significantly lower in the group of the first
episode patients (Kotlicka-Antczak et al., 2014). In line with this, the records also identified sig-
nificantly more obstetric complications during the birth of these patients.

THE POSTNATAL PERIOD

The postnatal period roughly equates to the first decade of life and, as with the prenatal
period, several different factors have been identified as risk factors for later-life psychiatric
disorders. The two most studied factors are early postnatal infections and stressful life events.
Although some studies have also investigated the effects of early postnatal drug treatment,
this type of research is much less prevalent compared to drug treatment during pregnancy,
presumably in part due to the fact that drug treatment (especially those that can affect the
brain) is much less common in children than in adults (including pregnant females).

Postnatal, like prenatal, infections have been implicated in several major psychiatric dis-
orders. For instance a recent study investigated pre- and postnatal antecedents of attention-
al problems in children born very prematurely (between gestational week 23 and 27) and
found that tracheal bacterial infection in the first 2-4 weeks postnatally increased the risk for
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attentional problems at 2 years of age (Downey et al., 2015). Obviously, such very premature-
ly born children do not represent a normally developing populations, therefore these data
should be repeated in normal term births. However, a population-based study in Western
Australia also found that discharges because of infections in the first 4 years of life occurred
much more often in children subsequently diagnosed with ADHD (Silva et al., 2014). Post-
natal infections have also been linked to schizophrenia (Khandaker et al., 2012) and autism
(Abdallah et al., 2012).

Stressful life events can take many forms, and similar to what we discussed with pre-
natal stress, can be due to external factors (such as natural disasters) or more social (pre-
dominantly familial) factors. Especially this latter category has been studied in great detail,
and we generally distinguish between stressful life events and trauma (mostly restricted to
abuse and neglect). Several different rating scales have been developed that focus on differ-
ent aspect of social stress. Most of these are self-rating scales for adolescents and adults, and
thus are retrospective and rely heavily on the objectivity and memory of the participant.
This is recognized as an important problem, especially as rating scales are designed by
adults and their ideas of what is stressful for children. In order to investigate how children
perceive stressful life events and how they correlate with parental information Bailey &
Garraldo investigated children between 7 and 12 years, using both an itemized question-
naire as well as a free recall session (Bailey and Garralda, 1990). The study showed that
children reported significantly more events and, more importantly, only two of six items
scored acceptable levels of agreement between children and parents (birth of a sibling and
moving school). Although the numbers of children and parents was relatively small, the
lack of agreement on items such as death of a relative, sibling or parent in a hospital or
death of a pet (all less than or equal to 20% agreement) is striking and illustrates the need
for well-validated questionnaires.

The Childhood Life Events Questionnaire (CLEQ) consists of 13 items including separa-
tion/remarriage of parents, death of a parent, friend or sibling, admission to hospital or jail
of a parent, suspended from school etc. and is measured as a retrospective self-report ques-
tionnaire on a yes/no scale (Upthegrove et al., 2015). Another often used scale for measuring
stressful life events is the Childhood Trauma Questionnaire (CTQ). This scale, in contrast to
the CLQE, focusses on neglect (emotional or physical) and abuse (emotional, physical or sex-
ual) using a five point Likert scale ranging from 1 never to 5 frequently (Bernstein et al., 1994).
In addition to these and several other validated rating scales (Bailey and Garralda, 1990) other
stressful events are occasionally studied, such as problematic teacher-pupil relation (Lang
et al., 2013) which was found to be related to higher levels of any psychiatric disorders at
3 year follow-up (especially conduct disorder).

Stressful and/or traumatic life events in childhood have been related to virtually all ma-
jor psychiatric disorders, including schizophrenia, affective disorders, ADHD and substance
abuse disorders, and has also been linked to personality disorders (especially borderline per-
sonalities), (attempted) suicide, externalizing disorders and aggressive behavior (Gregorows-
ki and Seedat, 2013; Schmid et al., 2013). However, childhood trauma has also been shown
to increase the risk for nonpsychiatric disorders. For instance in a study from Japan (Fuh
et al., 2010) it was found that physical maltreatment significantly increased the risk of both
depression as well as migraine both with and without aura (see Fig. 4.11).

Similar results have also been reported for other sexual abuse or violence (Cripe et al., 2011).

I. GENERAL INTRODUCTION



THE ADOLESCENT PERIOD 95

Incidence of migraine in relation to physical maltreatment
16

14

never rarely often

Incidence (%)
B (<)} oo B

N

Physiclal maltreatment

| H Migraine without aura M Migraine with aura

FIGURE 4.11 Childhood maltreatment and migraine. Physical maltreatment does not only lead to increased
psychiatric symptoms, but also enhances the risk for migraine as is shown in the study of Fuh et al. (2010).

Realizing the role childhood trauma plays in psychopathology it has been proposed to
identify “developmental trauma disorder (DTD)” as a separate diagnostic category (in anal-
ogy to post traumatic stress disorder). DTD is thought to comprise of three main compo-
nents: (1) the child (or adolescent) experiences multiple forms of persistent dysregulation
in response to traumatic reminders; (2) generalization to other nontraumatic stimuli; (3) be-
havioural changes centered around anticipation of and attempts to prevent recurrence of the
traumatic experience (Gregorowski and Seedat, 2013).

THE ADOLESCENT PERIOD

The adolescent period is another critical time in neuro- and endocrine development. Dur-
ing this period the reproductive organs mature and, consequently, sexuality and sexual
behavior develop. In addition, this period is characterized by significant changes in social
behavior and attachment, with increasing parent-child conflicts and a shift from familial to
peer relationships (Sturman and Moghaddam, 2011). As a result this is a very stressful period
in the life of a child. In addition, several functional and structural changes occur in the brain
(as discussed in Chapter 5), all emphasizing the sensitivity of this period in development.
Adolescence is usually defined as the period between the onset to puberty and adulthood,
and roughly equates to 10-17 years in girls and 12-18 in boys.

The adolescence period is also characterized by a much stronger and longer lasting re-
sponse to stressors compared to adulthood (McCormick and Mathews, 2010), and it is
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therefore not surprising that stressful experiences during adolescence can have long-term
consequences for an individual. A recent report from the TRAILS (TRacking Adolescents In-
dividual Lives Survey) performed in the Netherlands showed that the adolescent period was
a turning point in the response to adversities: Adversities before the onset of puberty (prena-
tal and postnatal until age 11) led to increased basal levels of cortisol, while during adoles-
cence (12-15) adversities led to reductions in cortisol levels (Bosch et al., 2012). In line with
this, it has been found that adolescence exposure to adversities significantly increases the risk
for personality disorders, especially borderline personalities as well as obesity and psychosis.
A recent study also investigated the relationship between modifiable environmental risk fac-
tors during adolescence and major depression (Cairns et al., 2014). In this dieting and dating
during adolescence were found to increase the risk of major depression, while a healthy diet
and relationship with positive peers was found to be significantly protective.

The adolescence period is also a time where many children start to experiment with illegal
substances, as well as tobacco and alcohol. Consequently much research has focused on the
long-term effects of such drugs use during this period. With respect to alcohol, significant
changes in brain anatomy and subsequent to that in cognitive capacity have been reported
in adolescents that meet the criteria for alcohol use disorder (Jacobus and Tapert, 2013). Both
frequency and quantity of alcohol use during adolescence has also been linked to major de-
pression in adulthood (Cairns et al., 2014), especially consumption during later adolescence
(15-18 years). Cannabis or marihuana is the most frequently used illicit drug in adolescents
and its use has also been associated with cognitive impairments in adulthood, as well as an
increased risk of developing psychotic depressive and anxiety disorders (Cairns et al., 2014;
Renard et al., 2014). However, it is also important to emphasize that studies have found that
high levels of depressive symptoms enhance the risk of poly-substance abuse. Thus, whether
the increased incidence of cognitive impairments or psychiatric symptoms seen in cannabis
users are actually causally related to cannabis use, or are an expression of a pre-existing con-
ditions (or indeed a combination of both) remains to be elucidated.

EVALUATING THE ROLE OF ENVIRONMENTAL
FACTORS IN ANIMALS

In the previous sections we discussed how environmental challenges can adversely affect
the development of behavior and can enhance the susceptibility for psychiatric (and other)
disorders in humans. We also discussed that there were several different “vulnerability win-
dows” during which humans are particularly susceptible. Finally, we showed that there is
evidence that within each of these vulnerability windows (for instance the prenatal period)
the same environmental challenge can have different consequences, depending on the tim-
ing of the event. However, studies in humans, as we discussed before, are almost invariably
correlative in nature. This most certainly goes for stressful life events, as it would be ethically
unacceptable to deliberately expose children or mothers to such stressors. Moreover, even
with such well-defined (and objectively quantifiable) life events such as project Ice Storm
(as discussed earlier), individuals may be differentially exposed, will have lived in different
houses and thus could be more or less protected against the consequences. This all leads to
increased variability and makes drawing firm conclusions on the causality between extreme
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weather events and subsequent psychiatric disorders complicated. Likewise although the re-
lationship between prenatal SSRI treatment and increased risk for autism spectrum disorder
may be more causally related (as discussed earlier), it is important to realize that mothers take
SSRIs for a reason (ie, they suffer from major depression) and thus it may be difficult to dif-
ferentiate between the effects of drugs and the maternal condition as such.

Therefore, in order to be able to study the causal relationship between early environmental
challenges and changes in brain and behavior, researchers have focused on animal models. To
mimic the situation in humans, a large number of different models have been developed dif-
fering in the type of challenge as well as the timing of the challenge. With respect to the latter,
animal research has the added benefit that we can very precisely time the challenge. Table 4.4
list a number of the most often used environmental manipulations and their