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The Sustainability of Economic
Growth
Geoffrey Heal

Is growth sustainable? There is probably not a more important or timely
economic question. As the chapters in this volume were completed, an
era of economic growth was coming to an end. It ended not because
of reasons related to the normal sustainability issues of environmental
degradation or climate change, but because of poor assessment of risks
and massive indebtedness in the United States. Nevertheless, its ending
showed that even without concerns relating to the environment, growth
may not be sustainable. But the focus of this book is on longer-term
issues, on the sustainability of growing living standards over the long
term, decades or even centuries. The focus is on problems that could
stop our economies even if we manage our macroeconomic policies
perfectly and avoid the errors that have traditionally brought periods
of expansion to a halt.

What are these problems that could harm our growth prospects? They
are related to the destruction of the natural infrastructure on which
our economies depend, of the natural capital that provides a flow of
ecosystem services that are essential to our long-run well-being. They
include the extinction of species, radical changes to Earth’s climate,
depletion of natural resources including soils, and many others. These
are often the unintended by-products of economic activity, external
costs inflicted by economic progress as conventionally measured, now
reaching unprecedented levels of destructiveness.

How serious are these external effects? Do we really need to change
the ways in which our economies operate to reduce them? And if so,
what are the institutional changes that are needed? The three groups
of chapters that follow address these three issues. There are two impact
studies, providing partial answers to the question “How serious are the
problems of environmental degradation?” Then there is a set of papers

1
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that define and measure and make operational the idea of sustainability.
Finally, there are chapters that study the institutional framework within
which we operate and ask how this affects sustainability and how it
should be revised.

Maureen Cropper, Kristin Aunan, Pan Xiaochuan, and Zhang Yanshen
present one of the first detailed studies of the impact of air pollu-
tion in China. Everyone knows that pollution in Chinese cities is bad,
and if you’ve been there you have personal experience of the chemi-
cal smogs that envelop urban Chinese populations. But how much do
these matter? Cropper et al. answer this in terms of health impacts, and
their answer is “a lot.” The authors use various methods for estimating
and monetizing the health impacts of urban air pollution, summarized
by PM10 data, and find that these could be as large as 3.8 percent of
Chinese gross domestic product.

Michael Roberts and Wolfram Schlenker look at the impact of cli-
mate change. While most scientists assume that climate change has the
potential to be seriously damaging to human well-being, we have few
quantitative studies that meet the highest statistical standards. This is
one of them, focusing on climate change and agriculture in the United
States. The answer again is that climate change poses a serious threat to
agricultural productivity, even in a temperate country like the United
States, which is generally thought to be one of the countries least likely
to be harmed by climate change. Roberts and Schlenker find that the
impact of climate change on US crop yields will be dramatic, reducing
them by in the range of 40–50 percent. And this is on the assump-
tion that there will be no reduction in precipitation, which is definitely
an optimistic interpretation of climate change scenarios. Driving these
results is a highly nonlinear response of plant behavior to ambient
temperature: positive up to a certain temperature and then abruptly
and sharply negative. Ambient temperatures will cross this threshold
in the main US agricultural regions during the 21st century. Roberts and
Schlenker point out that the consequences of a 40–50 percent drop in
US agricultural yields are far-reaching, even though agriculture is only
a small fraction of GDP. It is clearly a very important part of GDP as
far as human welfare is concerned, a part that we obviously cannot do
without. This is reflected in the fact that there is a vast consumer sur-
plus associated with the consumption of food in rich countries, and
that consumers’ willingness to pay for food greatly exceeds what they
actually pay. This is also reflected in the very inelastic demand for food,
which indicates that a small drop in food supply will drive prices up
very sharply. Roberts and Schlenker also make the point that the United
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States produces about 25 percent by calorific value of most of the world’s
basic food crops, so that a drop in US production will lead to global
shortfalls and price increases. There are now a growing number of stud-
ies for developing countries that also show a sharp negative response of
food production to climate change (Cline 2007; Guiteras, R. 2007).

These chapters suggest that the environmental impacts of economic
growth are serious, serious enough to call into question the appro-
priateness of continuing our current patterns of economic growth. In
other words, this growth may not be sustainable. But what exactly
does this mean? How do we measure sustainability? The chapters by
Kirk Hamilton; by Kenneth Arrow, Partha Dasgupta, Lawrence Goulder,
Kevin Mumford, and Kirsten Oleson; and by James Boyd begin to
address this question.

Hamilton develops a theoretical framework for defining and measur-
ing sustainability, based on earlier ideas of Pearce and Atkinson (1993).
This is the framework based on the “genuine savings” measure, also
known as “adjusted net savings.” The basic proposition is that an econ-
omy cannot be sustainable unless the total value of its capital stock is
increasing. Income comes from wealth, and income cannot be main-
tained unless wealth is constant, and cannot be increased on a long-term
basis unless wealth rises. This wealth measure or capital stock must be
very broadly defined to include all stocks that can affect human welfare;
so in addition to conventional items such as built capital it has to
include human capital and natural capital, the stock of environmen-
tal assets that can provide a flow of services (see Barbier and Heal for
more discussion). Such assets include obvious physical stocks such as oil
and gas reserves, and also less readily measurable but no less important
variables such as the state of the climate system.

Hamilton emphasizes an important point, which is that deciding
whether an economy’s growth is sustainable is making a judgment, a
forecast, about the future, in general about the quite distant future.
A sustainability measure must be forward-looking, a point that has been
noted since a paper in 1961 by Samuelson in which he conjectured that
the equivalent of national income in a dynamic economy would have to
look at the future flow of consumption; and indeed this is the basis for
the genuine savings measure (for a more detailed analysis see Heal and
Kristrom 2008). Capital stocks represent the capacity to produce in the
future, and their prices should in principle—and here is a real measure-
ment problem—reflect the value of their future products. In practice we
have market prices of some capital goods, but not of all, and in particular
not of most forms of natural capital. There is also a real doubt that the
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market prices of forms of capital that are traded fully reflect the values of
their future contributions to welfare. These problems notwithstanding,
the World Bank has done some remarkable work in evaluating genuine
savings for all countries in the world, and Hamilton summarizes these
results. According to these results, nonsustainability is mainly a problem
of very poor countries and resource-exporters.

Arrow et al. present the results of applying to China and the United
States the concepts that Hamilton discusses in his chapter. By restrict-
ing their attention to just two countries for which reasonable economic
statistics are available (though many would question the accuracy of
Chinese economic statistics), they are able to conduct a more detailed
implementation than the World Bank could in its study comparing a
large number of countries, including many developing countries for
which only limited environmental data is available. They use a more
sophisticated approach to the measurement of human capital and tech-
nological progress, and also to the measurement of the depletion of
natural capital, which would seem to be one of the main negative by-
products of economic growth, particularly in China given the results
of the study by Cropper and her colleagues. They also estimate the
consequences of the emission of greenhouse gases.

The conclusions reached with respect to the sustainability of growth
in the United States and China will surprise many people: both emerge
as highly sustainable, with total wealth per capita growing at 1.8 percent
annually in the United States and 5.05 percent in China. Perhaps in the
case of China this reflects a gross savings rate in excess of 30 percent of
GDP, a rate so high that it would take massive environmental degrada-
tion to overcome its contribution to wealth formation. Nevertheless,
massive environmental degradation is precisely what many environ-
mentalists associate with China. Either they were misjudging the sit-
uation or the Arrow et al. calculations are misleading. In the case of
the United States, widely regarded by many environmentalists as the
paradigm of unsustainable consumption paths, it is not so clear what
is generating the positive outcome. Certainly in the last 30 years, fol-
lowing a burst of environmental legislation during the Johnson and
Nixon presidencies, the United States has greatly improved the qual-
ity of its air and water, and shown greatly increased concern for species
conservation. And it is also the world’s main source of technological
innovation. But it is still a major emitter of greenhouse gases: indeed
there is an irony in the fact that Arrow et al. find the world’s two largest
emitters of greenhouse gases to be eminently sustainable by the com-
prehensive wealth criterion. They use rather conservative estimates of
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the impact of climate change on the United States, those of Nordhaus
and Boyer, which are quite at variance with the results of Roberts and
Schlenker in Chapter 2, and they also use a relatively low price for
greenhouse gas emissions, $50 per ton of carbon (equivalent to roughly
$14 per ton of CO2). These choices could explain some of the unex-
pectedly positive outcomes, but probably no more than a small part.
Either the results are basically correct in their implications, or there
is a more fundamental issue with the method chosen for measuring
sustainability.

What this might be can be seen in Hamilton’s remark that assess-
ing sustainability is forecasting the future. Central to the adjusted net
savings approach to sustainability is the proposition that a country’s
welfare is rising over a short interval of time if and only if at the start of
that interval the value of total wealth is rising. So rising wealth, which
is what Arrow et al. find, is an indicator that at the moment, or over
the near future, welfare is rising. But it is not an indicator that over
the next several decades this will continue to be true. One can only
judge whether this is the case by running simulations of models over
that time horizon. So it may be that while the United States and China
are currently meeting the criteria for sustainability, a continuation of
their present paths will lead them into unsustainable behavior within
decades. Maybe we ideally need a more forward-looking criterion for
sustainability.

Boyd’s chapter is a further contribution to the measurement of sus-
tainability. Natural capital is an important asset and provides as a return
a flow of services, ecosystem services. These contribute to human wel-
fare and to measure this contribution accurately we need to measure the
ecosystem services. We also need to be able to do this if we are to assess
whether the flow of ecosystem services is constant or is falling, impor-
tant in evaluating sustainability. Boyd points out that it is not obvious
what units we should use for ecosystem services, nor even what exactly
the services are. Manufactured goods come in neat well-defined units—
cars, DVDs, TVs, etc.—but ecosystem services do not. If we think of the
services provided by a watershed, water purification, and stream-flow
management (see Heal), then it is not immediately obvious how we
quantify these. Likewise for the ecosystems that contribute to climate
stability. Yet we need to do this if we are to measure them and assess
their trends over time. Boyd’s chapter is about constructing an index
of ecosystem services. He makes the important accounting point that
not all welfare-significant ecosystem services should be counted in the
total of such services provided by natural capital: some are final goods or
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services but others are intermediate goods and services that contribute to
something else that affects welfare and whose value is therefore captured
in the value of that other commodity. For example, some aspects of
climate stability contribute to food production and so they are interme-
diate goods, whose value is captured in the value of food. Other aspects
contribute more directly to human welfare and so are final goods that
need to be valued as public goods.

The final three chapters, by Elinor Ostrom, Brian Copeland, and Geof-
frey Heal, address institutional incentives for sustainable behavior. So far
we have discussed the impacts of environmental degradation on human
welfare, and the definition and measurement of sustainability. Now we
need to see what institutional frameworks will actually lead to more
sustainable outcomes.

Ostrom focuses on the management of common property resources,
which, of course, include many of the environmental resources that
constitute natural capital and whose depletion threatens the sustain-
ability of our economies. Fisheries, forests, water systems, and even
the climate system as a whole can usefully be seen as common prop-
erty resources. What we know about these is that with open access the
Nash equilibrium usage levels will be excessive, leading to depletion and
degradation. Ostrom contrasts this conventional theoretical wisdom
with results of experimental studies and of field studies of the man-
agement of common property resources, mainly fisheries, forests, and
irrigations systems. As she states, the standard game-theoretic model
is “value-free”: agents just act to maximize their utilities without ref-
erence to any social norms or institutional structures. In practice, she
notes, we rarely observe this outcome in either experiments or actual
management practices. People are smart enough that they recognize
the limitations of narrow self-interest and the gains from cooperation.
This occurred in the lab experiments that she reports, with subjects tak-
ing advantage of opportunities to meet and talk to devise collaborative
approaches and then sanctioning those who violate them. The same
is true in real-world management of common property resources: most
social groups have recognized the need to establish norms of behav-
ior that prevent overexploitation and also establish ways of sanctioning
noncompliance. What most of the field and lab studies make clear is
that achieving outcomes that improve on the Nash equilibrium depends
on there being a relatively stable population of resource users. In this
case they can internalize the norms and are vulnerable to sanctions: the
pressures of social groups do not so easily control transient or widely
dispersed populations.
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Copeland deals with another institution that has a great impact
on how we interact with the natural environment—the international
trading system. There has been extensive discussion of the effect of glob-
alization on trade, much of it not well based on the theoretical and
empirical literature on this issue. Copeland reviews this literature, and
makes clear the subtlety of questions about the impact of trade expan-
sion on the environment. A move to freer trade, as he notes, will have
many different consequences, each of which may affect the environ-
ment in several ways. He distinguishes the composition, technique, and
direct effects of trade on the environment. The composition of produc-
tion is altered in response to trade, the techniques used to produce a
given good may also change in the face of international competition,
and then trade has a direct environmental impact through the use of
fossil fuels to move goods internationally and the possible introduction
of exotic species. Changes in the composition of output and techniques
used in production can clearly have environmental impacts, positive or
negative.

A much-discussed topic in the area of trade and environment is the
“pollution haven” hypothesis, the suggestion that producers will relo-
cate to countries or regions with low environmental standards, or that
strong environmental standards put a country’s producers at a compet-
itive disadvantage. The former assertion is the strong version of the
hypothesis and the latter the weak one. Copeland reviews both theo-
retical and empirical support for these. Neither is overwhelming: the
prerequisites for these effects to happen in a theoretical model are
strong, and the empirical evidence is unclear, though with an emerg-
ing presumption in support of the weak version. This presumption is
based largely on studies of location choices within the United States.

An important question in analyzing the impact of trade is whether
economic activity merely pollutes, or whether it adversely affects the
stock of natural capital, thus degrading either production possibilities
or consumer welfare or both. This latter case leads to a richer and more
complex set of models, and in these an important issue is whether pollu-
tion is generated by production or consumption. This distinction affects
whether local producers gain or lose form tighter environmental stan-
dards: they do not lose and may even gain from stricter environmental
policies if pollution is consumption-based.

Copeland summarizes this complex topic as follows:

The evidence to date is that while growth and capital accumulation
put significant pressure on the natural environment, there is as yet
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little convincing evidence that openness to trade and investment per
se increase environmental damage, on average. However, it is impor-
tant to keep in mind that behind these averages lie many individual
cases where trade will have significant effects on local communities.
Trade can threaten the sustainability of renewable resources when the
management regime is weak, and the depletion of such resources can
have long-lasting negative effects on communities.

The final chapter of the volume is my own, which looks at the incen-
tives that corporations face to behave sustainably. Corporations are, of
course, the main actors in this drama. They mine, deforest, pollute,
and produce polluting goods. Generally this is not out of ill-will but in
response to the perceived demands of their customers. They are impos-
ing external costs on third parties because there is no legal restriction on
doing so and this is the least cost way of producing, allowing them to
keep prices down. In short, market forces rather than malevolence drive
them in their environmental impacts. My point of departure is that in
some cases this seems to be changing: in a growing number of cases,
corporations are voluntarily internalizing their external costs and incur-
ring costs to avoid environmentally damaging behavior. Several factors
could be contributing to this. One is a growing tendency for third par-
ties subject to external costs to sue for redress, invoking the polluter pays
principle. Another is the growth of socially responsible investment (SRI):
SRI funds avoid shares in corporations with poor environmental poli-
cies, potentially (and in some cases actually) affecting their stock market
performance. And to a growing extent, consumers are concerned about
the environmental provenance of their purchases. People are beginning
to bring their values to their investment and purchasing decisions. So
being green is to a growing extent being seen as a corporate virtue that
can pay for itself.

Overall the chapters in this book indicate that the costs of unsus-
tainable behavior are high, dangerously so, and that we know enough
about defining and measuring sustainability, and about the institutional
framework that can support it, to make moving to a more sustainable
economy a feasible imperative.
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What Are the Health Effects of
Air Pollution in China?∗
Maureen Cropper

1 Introduction

China’s rapid economic growth, accompanied by industrialization and
rapid urbanization, has come at a high environmental price: in 2003
over 50 percent of China’s urban population was exposed to annual
average PM10 levels in excess of 100μg/m3—twice the U.S. standard.
The problem of particulate air pollution in China is partly the result of
large reserves of high-sulfur coal. China has the world’s third largest coal
reserves, and over 70 percent of the energy consumed in China is from
coal. Approximately half of the coal consumed is burned by industry,
often in small boilers,1 which makes the problem of pollution control
difficult. It is also the case that meteorological factors predispose cities
in northern China to poor air quality (Pandey 2006).

Evaluating policies to control particulate air pollution through the
use of cost-benefit analysis requires that analysts be able to quantify the
health effects of air pollution. In the United States, regulatory impact
analyses are routinely prepared by the U.S. Environmental Protection
Agency (USEPA) to compare the benefits of reducing air pollution to
the costs. This requires measuring population exposures to air pollu-
tion, relating ambient pollutant concentrations to health endpoints and
valuing these endpoints. Specifically, regulatory impact analyses pre-
dict ambient population exposures with and without the regulation,
evaluate health impacts in both cases, and monetize the health gains
associated with the regulation.2

The purpose of this chapter is to calculate the health damages associ-
ated with particulate air pollution in urban areas of China and to mon-
etize these damages. The analysis is conducted for 660 cities in China,
and the results are aggregated to the provincial level.3 Specifically, we

10
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compare annual average PM10 levels in 2003 with a reference level
(15μg/m3) of pollution to compute the total health damages associated
with particulate pollution, in the spirit of Global Burden of Disease cal-
culations (Cohen et al. 2004). It should, however, be emphasized that
the methods presented in this chapter can also be used to determine the
benefits of smaller reductions in ambient PM10 from 2003 levels, such as
would be achievable by realistic pollution control measures.

Although our task would seem to be straightforward, finding appropri-
ate concentration-response functions for China is difficult. In the United
States, the majority of the health benefits associated with reductions in
particulate come from reductions in premature mortality. Reductions
in premature mortality typically comprise over 80 percent of the mon-
etized benefits of air pollution regulations and over 80 percent of
the quality-adjusted life years (QALY) associated with air pollution
regulations.4 The USEPA relies on a prospective cohort study by Pope
et al. (2002) to compute the impacts of long-term exposure to partic-
ulate matter (PM) on deaths in the United States. The World Health
Organization (WHO) has also relied on the Pope et al.’s study in comput-
ing the burden of disease associated with outdoor air pollution (Cohen
et al. 2004).

There is, however, a problem in extrapolating the relative risk func-
tion in Pope et al. (2002), which was estimated based on U.S. data, to
the much higher air pollution levels experienced in Chinese cities. The
WHO team dealt with this problem in their base case by assuming that
the risk of death because of PM exposure does not increase after a PM10

level of 100μg/m3—it is the same at 150μg/m3 as at 100μg/m3. This
assumption is implausible, and erroneously implies that there are no
health benefits from reducing PM10 levels from 150 to 100μg/m3. We
handle the problem, as did Cohen et al. (2004) in a sensitivity analy-
sis, by using a log-linear relative risk function reestimated using data
from Pope et al. for this chapter.5 This relative risk function has the
fortuitous property that it agrees with the results of Chinese epidemi-
ological studies at 150μg/m3 of PM10. Concentration-response func-
tions from the Chinese epidemiological literature are used to quantify
cases of chronic bronchitis and respiratory and cardiovascular hospital
admissions associated with PM10.

Valuing health effects presents a problem in China, just as it does
in the United States. The preferred economic approach to valuing mor-
tality risks is to estimate what people would pay for reductions in risk
of death. These estimates are typically summed over risk changes that,
together, add to one statistical life. Few estimates of the Value of a
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Statistical Life (VSL) are available for China. The official approach to
valuing mortality risks in China is the Adjusted Human Capital (AHC)
approach, which values an avoided death by the present discounted
value of per capita GDP computed over remaining life expectancy. This
represents an important departure from the traditional human capital
approach. Because the use of foregone earnings would assign a value
of zero to the lives of the retired and the disabled, the AHC approach
avoids this problem by assigning the same value—per capita GDP—
to a year of life lost by all persons, regardless of age. For this reason,
the AHC approach can perhaps be viewed as a social statement of the
value of avoiding premature mortality. We use both the AHC approach
and estimates of the VSL obtained by Krupnick et al. (2006) in valuing
mortality risks.

The chapter is organized as follows. Section 2 provides information
on ambient PM10 and SO2 levels in Chinese cities in 2003. Section 3
discusses the concentration-response functions used in our analysis and
uses them to calculate cases of premature mortality and morbidity asso-
ciated with ambient PM10 levels in Chinese cities. Section 4 values these
health effects. Section 5 concludes.

2 Population exposure to air pollution

Ambient particulate matter, nitrogen oxides and sulfur dioxide are
currently monitored in 341 Chinese cities. Table 1.1 classifies the
annual average readings in these cities in 2003 and 2004 according to

Table 1.1 Distribution of PM10 and SO2 levels in Chinese
Cities, 2003 and 2004

Distribution of PM10 levels % of Cities

2003 2004

PM10 ≤ 100μg/m3 46 47
100 < PM10 ≤ 150μg/m3 33 39
PM10 > 150μg/m3 21 14

Distribution of SO2 levels

SO2 ≤ 60μg/m3 74 74
60 < SO2 ≤ 100μg/m3 14 17
SO2 > 100μg/m3 12 9

Source: China Environmental Yearbooks 2004 and 2005.
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Chinese air quality standards. According to Chinese air quality stan-
dards, acceptable air quality (Class II or better) implies annual average
PM10 < 100μg/m3 (twice the U.S. standard), annual average SO2 <

60μg/m3 and NOx < 50μg/m3 (both more stringent than the U.S. stan-
dard). In 2003 46 percent of Chinese cities met either Class I (PM10 <

40μg/m3) or Class II (40μg/m3 <PM10 <100μg/m3) standards for PM10.
Thirty-three percent of cities had annual average PM10 levels between

100 and 150μg/m3 (Class III), and 21 percent of cities had worse
than Class III PM10 levels (annual PM10 > 150μg/m3). In contrast,
annual average ambient SO2 concentrations exceeded the Class-II stan-
dard (60μg/m3) in only 26 percent of the cities. Annual average NO2

concentrations in all monitored cities (not shown) met the Class-II
standard.

Table 1.1 suggests that PM10 is indeed the pollutant of greatest con-
cern in China. Appendix Table A.1 shows the percentage of the urban
population exposed to different classes of PM10 levels in the 30 provinces
of mainland China. Figure 1.1 maps the percentage of urban population
exposed to Class III and > Class III PM10 levels. Over half of the urban
population in China is exposed to annual average PM10 levels greater
than or equal to 100μg/m3. Over 11 percent are exposed to PM10 lev-
els in excess of 150μg/m3, which is three times the U.S. annual average
standard. The provinces with the largest percentage of people exposed
to PM10 levels greater than or equal to 100μg/m3 are generally in the
north and central parts of the country (Beijing, Tianjin, Ningxia, Shanxi,
Hebei). The provinces with the highest numbers of people exposed are
Jaingsu, Sichuan, Henan, and Hubei.

3 Quantifying the health effects of PM10

There is a large international literature showing associations between
particulate matter and mortality and morbidity. Time-series or episodic
studies have been used to measure the impact of short-term exposures
on mortality rates, on the incidence of heart attacks and strokes, and
on hospital admissions for respiratory and cardiovascular disease. Cross-
sectional studies use variation in air pollution levels across cities to
measure the effects of long-term exposures to air pollution on mortality
and on the incidence of chronic illness, such as chronic bronchitis.

Ideally, we would like to use studies conducted in China to exam-
ine the effects of long-term exposure to PM10 on mortality and chronic
illness (e.g., chronic bronchitis and asthma) and the impacts of short-
term exposures on acute illness. Although the literature on air pollution
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epidemiology in China is growing, it is necessary to rely on results
from the international, as well the Chinese literature. Our choice
of concentration-response functions for mortality and morbidity are
described below.

3.1 Concentration-response functions for mortality

3.1.1 Time-series studies

There are several dozen studies (Samet et al. 2000; Schwartz et al. 1996)
that relate daily variation in air pollution levels within a city to daily
deaths, including at least nine such studies in China (Chang et al. 2003;
Dong et al. 1995; Gao et al. 1993; Kan and Chen 2003; Kan et al. 2004;
Venners et al. 2003; Wang et al. 2003; Xu et al. 1994; Xu et al. 2000).
These studies correlate daily variation in the major air pollutants (PM10,
PM2.5, SO2, NOx), measured on day t − n, where n is the number of days
preceding death, with deaths on day t. Separate equations are often
estimated for specific causes of death—respiratory illness and cardiopul-
monary disease—and for separate age groups. In addition to controlling
variations in air pollution, the studies control daily variation in weather
conditions, as well as seasonal factors.

Time-series studies have the advantage of reducing problems associ-
ated with confounding variables. Since population characteristics (e.g.,
smoking habits, occupational exposures, and health habits) are basically
unchanged over the study period, the only factors that vary with daily
mortality are environmental and meteorological conditions. A disad-
vantage of time-series studies is that they capture only the impact of
short-term peaks in exposure on mortality. Thus, they cannot capture
the impact of cumulative exposure to pollution on premature mortal-
ity. For this reason, time-series studies have not been used, either by the
USEPA or by the WHO (Cohen et al. 2004), to measure the impacts of
exposure to air pollution on risk of death.

3.1.2 Cross-sectional studies

To study the impact of long-term air pollution exposures on health,
researchers rely primarily on cross-sectional variation in air pollution
levels across cities. Two types of long-term exposure studies have found
statistically significant associations between mortality rates and partic-
ulate matter levels. The first type uses an ecologic cross-sectional study
design in which mortality rates for various locations at a single point in
time are analyzed to determine if there is a statistical correlation with
average air pollutant levels. Such studies have consistently found higher
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mortality rates in cities (or parts of cities) with higher average levels of
particulate matter. Attempts are made to control confounding factors
that might be correlated with air pollution levels (such as occupation or
migration); however, concerns persist about whether these studies have
adequately controlled such factors.

A second type of long-term exposure study involves a prospective
cohort design in which a sample is selected and followed over time
in each location. Dockery et al. (1993) published results for a 15-year
prospective study based on samples of individuals in six U.S. cities. In
1995 Pope et al. (1995) published results of a 7-year prospective study
based on samples of individuals in 151 cities in the United States. The
Pope et al. study added measurements of air pollution levels (fine par-
ticles in 50 cities and sulfates in 151 cities) to data on approximately
500,000 individuals in a prospective cohort assembled by the American
Cancer Society. Associations were reported between all-cause mortality
and particles and between cardiovascular mortality and particles. The
results of this study, based on a longer follow-up period, also show an
association between PM and lung cancer (Pope et al. 2002).6

In the Chinese literature there are no prospective cohort studies
of the effects of air pollution on mortality and there are only two
cross-sectional studies that reflect the effects of long-term air pollution
exposure on mortality (Jing et al. 1999 and Xu et al. 1996), which were
conducted in Benxi and Shenyang. Tables 1.2 and 1.3 summarize salient
facts about the Dockery et al. (1993) and Pope et al. (1995, 2002) stud-
ies and the two Chinese studies. Because three different size fractions
of particles were used in the various studies (PM2.5, PM10, and total
suspended particulates (TSP)), we convert all measurements to PM10 for
comparability.7

Table 1.2 Summary of cohort studies in the United States

Authors Year Locations Pollutants Concentration
Ranges

Study
Design

Dockery et al. 1993 U.S. 6 cities PM10 18.2 ∼ 46.5μg/m3 Cohort
study

Pope et al. 1995 U.S. 61 cities PM2.5 9.0 ∼ 33.5μg/m3 Cohort
study

Pope et al. 2002 U.S. 61 cities PM2.5 Mean = 17.7μg/m3 Cohort
study

Source: Dockery et al. (1993); Pope et al. (1995); Pope et al. (2002).
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Table 1.3 Summary of ecological studies in China

Authors Year Locations Pollutants Concentration
Ranges

Study Design

Jing et al. 1999 Benxi TSP 290 ∼ 620μg/m3 Cross-sectional
ecological study

Xu et al. 1996 Shenyang TSP 353 ∼ 560μg/m3 Cross-sectional
ecological study

Source: Jing et al. (1999); Xu et al. (1996).

Table 1.4 Summary of results of long-term exposure studies (PM10)

Authors Health End Points Beta Std Error

Dockery et al. (1993) All Cause 0.82 0.28
Lung Cancer 1.11 0.94
Cardiopulmonary 1.11 0.37

Pope et al. (1995) All Cause 0.38 0.09
Lung Cancer 0.07 0.32
Cardiopulmonary 0.66 0.14

Pope et al. (2002) All Cause 0.24 0.10
Lung Cancer 0.47 0.21
Cardiopulmonary 0.34 0.13

Jing et al. (1999) All Cause 0.15 0.06
Chronic Obstructive
Pulmonary Disease (COPD)

0.43 0.17

Cardiovascular Disease 0.43 0.14
Cerebrovascular Disease 0.15 0.07

Xu et al. (1996) All Cause 0.12 0.01
COPD 0.13
Cerebrovascular Disease 0.12
Cardiovascular Disease 0.07

Note: Beta represents the percentage change in the health end point associated with a1μg/m3

change in PM10.
Source: Dockery et al. (1993); Pope et al. (1995); Pope et al. (2002); Jing et al. (1999); Xu et al.
(1996).

Table 1.4 summarizes the results of PM10 on premature mortality
reported in the five studies. In each study the relative risk (RR) of death
associated with a PM10 concentration of C1 compared to a concentration
of C0 is given by

RR = exp (βC1)/exp (βC0) = exp (β�C). (1)
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Figure 1.2 Relative risk from Pope et al. (2002) and truncated relative risk
Source: Authors’ calculations.

For example, in Pope et al. (2002), β = 0.0024 for all-cause mortal-
ity, implying that the relative risk of dying at PM10 level of 50μg/m3

relative to 40μg/m3 PM10 is 1.0243.8 β/100 (labeled Beta in Table 1.4)
is approximately the percentage change in the mortality rate associ-
ated with a 10μg/m3 change in PM10. Because (1) is approximately
linear in C1, the risk of dying at a PM10 level of C1 relative to refer-
ence level of 15μg/m3 PM10 appears as shown in Figure 1.2, where
the grey line plots the relative risk of death implied by the Pope et al.
(2002) function for all-cause mortality relative to a reference level of
15μg/m3 PM10.

Table 1.4 shows that—holding cause of death constant—the relative
risk estimated by U.S. cohort studies is higher than the relative risk esti-
mated by Chinese studies, which were conducted at much higher levels
of PM. A meta-analysis of the two Chinese studies implies β =0.0012 for
all-cause mortality, whereas the corresponding β =0.0038 for Pope et al.
(1995) and β = 0.0024 for Pope et al. (2002). Although the relative risk
function used in epidemiological studies (equation (1)) is approximately
linear in PM concentration, there are indications, from both cross-
sectional and time-series mortality studies, that relative risks decline
with PM levels. One problem in relying exclusively on the Chinese stud-
ies is that the air pollution levels at which effects were measured in these
studies are much higher than the air pollution currently experienced
in many cities; hence, using these studies at lower air pollution levels
may understate the impacts of PM10. On the other hand, reliance on
U.S. studies yields implausible results at the air pollution levels currently
observed in many Chinese cities.
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The implications of relying on U.S. studies are apparent from
Figure 1.2. The Pope et al. (2002) relative risk (RR) function reaches
1.38 at a concentration of 150μg/m3, implying (as explained below)
that 28 percent of deaths at this concentration (relative to 15μg/m3) are
attributable to air pollution. This is clearly an implausible result. WHO
(Cohen et al. 2004) dealt with this issue in their base case by assuming
that the RR function becomes horizontal at approximately 100μg/m3
of PM10, as shown in pink on the graph. This assumption, however,
implies that there are no health benefits from reducing PM10 from 150
to 100μg/m3.

A compromise solution is to assume that exposure is linear in the
logarithm of PM10 (Cohen et al. 2004; Ostro 2004), implying that the
relative risk function is given by

RR = exp (α + γ ln C)/exp (α+ γ ln15) = (C/15)γ. (2)

To estimate the implications of PM for mortality we use a log-linear rela-
tive risk function estimated using data from the ACS cohort study.9 The
all-cause mortality data from the ACS study (Pope et al. 1995, 2002) for
the 1982–2000 follow-up period were used to estimate a random effects,
Cox proportional hazard model with errors clustered by metropolitan
area. PM2.5, measured in 1979–82, entered the equation in log form. The
estimated γ = 0.073 (S.E. = 0.028).

This relative risk function (labeled Ostro RR) is plotted in Figure 1.3.
It coincides with the RR function based on (1) with β = 0.0012 at
150μg/m3 and yields higher relative risks at lower PM10 levels. Figure 1.3
compares this RR function with the RR function implied by equation (1)
with β = 0.0012. Equation (2) is used to compute the relative risks of
PM10 concentrations on all-cause mortality in this chapter.10

3.2 Concentration-response functions for morbidity

In estimating the impact of PM10 on morbidity, we rely exclusively on
Chinese studies and focus on endpoints—chronic bronchitis, respira-
tory hospital admissions, and cardiovascular hospital admissions—that
are examined in the international literature. Hospital admission stud-
ies are not easily transferred from one country to another as they
depend on country-specific features of the health care system. In
the case of chronic bronchitis, there are more Chinese studies than
are available to estimate the long-term impacts of PM exposure on
mortality.
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Source: Authors’ calculations.

3.2.1 Exposure-response coefficients for hospital admissions

Few studies have been carried out in China addressing hospitalization
associated with air pollution (Aunan and Pan 2004; HEI 2004). We apply
the functions derived in Aunan and Pan (2004) to estimate the number
of annual excess cases of hospital admissions for cardiovascular diseases
and respiratory diseases. The functions are based on two time-series
studies in Hong Kong and indicate a 0.7 percent (S.E. = 0.02) increase
in hospital admissions because of cardiovascular diseases per 10μg/m3

PM10 and a 1.2 percent (S.E. = 0.02) increase in hospital admissions
because of respiratory diseases per 10μg/m3 PM10. The relative risks
for hospital admissions are given by (1) with the values of β = 0.0007
and β = 0.0012, respectively. The number of workdays lost associated
with each hospital admission is calculated as the average length of the
hospital stay.

3.2.2 Exposure-response coefficients for chronic bronchitis

Aunan and Pan (2004) report an exposure-response coefficient of
4.8 percent (S.E. = 0.04) per 10μg/m3 PM10 for bronchitis in adults
and 3.4 percent per 10μg/m3 PM10 (S.E. = 0.03) for bronchitis in
children. Altogether, eight cross-sectional questionnaire surveys address-
ing a range of persistent/chronic respiratory symptoms and diseases
were included in Aunan and Pan (2004). All surveys were carried out
in Chinese cities, and covered both urban and suburban areas. The coef-
ficients for bronchitis are the result of a meta-analysis of the sub-sample
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of odds ratios estimated for this particular endpoint (given for Lanzhou,
Wuhan, and Benxi). In the studies, the definition of bronchitis was
not precise in terms of ICD-9 (or ICD-10) code, but was described as
“chronic” or “diagnosed by a physician.” We assume that the endpoint
approximates chronic bronchitis, and use the relative risk function (1)
with β = 0.0048 for chronic bronchitis in adults.

3.3 Calculating health effects attributable to air pollution

Although the relative risk functions in (1) and (2) can be used to cal-
culate the impact of any change in PM10 concentrations, including the
benefits of a reduction in PM10 achieved by specific pollution control
programs, we use them in this chapter to calculate the impact of current
ambient PM10 levels on health, relative to a threshold level of 15μg/m3.
This is the reference level used by the WHO in computing the burden of
disease attributed to outdoor air pollution (Cohen et al. 2004).

The number of cases of each health endpoint attributed to air pollu-
tion (E) is calculated as the size of the exposed population (Pe) times
the difference between the current incidence rate (fp) and the inci-
dence rate in a clean environment (ft) [equation (3)]. The latter is
calculated from the fact that the current incidence rate equals the
“clean” incidence rate times the relative risk, RR. Substituting (4) in (3)
implies that (e.g.) excess deaths are the product of current deaths (fpPe)
times the fraction of deaths attributable to air pollution—(RR − 1)/RR.
Formally,

E = (fp − ft)Pe (3)

fp = f ∗
t RR (4)

implying

E = ((RR − 1)/RR)fpPe. (5)

The details on incidence data used to compute cases of mortality and
morbidity attributable to air pollution appear in the Appendix.

3.4 Cases of premature mortality and morbidity attributed
to air pollution

By combining baseline cases of each health endpoint with the selected
relative risk functions, we arrive at estimates of the number of excess
cases of premature mortality, hospital admissions, and chronic bronchi-
tis attributable to PM10. These estimates are summarized in Table 1.5,
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Table 1.5 Health effects associated with outdoor air pollution in China, 2003
(000s)

Estimate Excess
Deaths

Morbidity In-Hopsital
Workdays
LostChronic

Bronchitis
Respiratory
Hospital
Admissions

Cardiovascular
Hospital
Admissions

95th %ile 628.3 341.9 286.0 324.3 12,970
Mean 394.0 305.3 223.6 216.3 9,210
5th %ile 134.6 265.6 156.5 99.2 6,108

which presents both mean estimates and the endpoints of a 95 percent
confidence interval for each health endpoint. We estimate that approxi-
mately 400,000 excess deaths were associated with outdoor air pollution
in Chinese cities in 2003, although the endpoints of the confidence
interval are wide (135,000 to 600,000). The interval estimates are nar-
rower for new cases of chronic bronchitis and for hospital admissions.

3.4.1 Premature mortality attributable to air pollution

Figure 1.4 presents the province-specific estimates of mean excess deaths
because of air pollution, indicating both the absolute number of deaths
and the percent of urban deaths attributable to air pollution in each
province. The results, in general, track the population exposures in
Appendix Table A.1.1. Excess deaths as a percentage of total deaths are
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generally highest in the provinces in which a high percent of the urban
population are in Class III and worse than Class III cities.11

As Figure 1.4 makes clear, the provinces with the highest percentage
of urban deaths because of air pollution are not necessarily the same
provinces in which total deaths because of air pollution are highest.
The provinces with the highest total deaths are Shandong, Jiangsu, and
Guangdong, which have large populations as well as high PM10 levels.
In percentage terms, however, Ningxia and Xinjiang have the highest
percent of urban deaths attributed to air pollution, indicating extremely
high pollution levels but low urban populations.

3.4.2 Morbidity attributable to air pollution

Table 1.5 indicates that over 300,000 new cases of chronic bronchitis
were attributed to ambient air pollution in urban areas of China in 2003,
together with almost 450,000 hospital admissions for either respiratory
or cardiovascular disease. The number of lost workdays incurred by
patients admitted to the hospital or by their families exceeds 9 million.
Figure 1.5 maps hospital admissions attributed to air pollution and asso-
ciated workday losses by province. As Figure 1.5 indicates, the highest
numbers of admissions and workday losses attributed to air pollution
occur in the eastern and central parts of the country.

4 Monetized health costs

As noted in the Introduction, we monetize the mortality costs of air
pollution using two approaches—the Adjusted Human Capital approach
(AHC) and an estimate of the Value of a Statistical Life (VSL) based on
a stated preference study conducted by Krupnick et al. (2006). These
approaches are briefly discussed in this section, which also discusses the
approaches used to value morbidity. We then present estimates of the
value of avoiding cases of premature mortality and morbidity computed
in Section 3.

4.1 Valuing premature mortality

4.1.1 Estimates of the Value of a Statistical Life in China

The approach to valuing premature mortality used in the United States
and many other Organization for Economic Co-operation and Develop-
ment (OECD) countries is to estimate what individuals will pay for small
reductions in their risk of dying. The sum of willingnesses to pay (WTP)
for risk changes that sum to one statistical life is termed the Value of a
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Figure 1.5 Excess hospital admissions and associated workday losses attributed to air pollution, 2003
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Statistical Life (VSL). In the United States, estimates of the VSL are based
primarily on compensating wage differentials in the labor market (i.e.,
on hedonic wage studies), although stated preference (e.g., contingent
valuation) studies are also used. Although two hedonic wage studies
have been conducted in Taiwan (Hammitt and Liu 1999; Liu et al. 1997),
similar studies have not been conducted in mainland China.

To our knowledge, four contingent valuation studies have been con-
ducted in China to value quantitative reductions in risk of death:
Hammitt and Zhou (2005), Krupnick et al. (2006), Wang and Mullahy
(2006), and Zhang (2002). The VSLs obtained in these studies, based
on mean WTP, are listed in Table 1.6. VSLs range from 250,000 to
1.7 million RMB Yuan, depending on the study and model used to fit the
data. Because contingent valuation studies ask hypothetical questions,
it is standard practice for these studies to include tests of internal and
external validity of responses. External scope tests vary the size of the
risk reduction valued across respondents to see whether WTP increases
with the size of the risk reduction. Failure of WTP to increase with
the size of the risk reduction suggests that respondents do not perceive
risk changes correctly, or are valuing a generalized commodity (“good
health”) rather than a quantitative risk reduction. Internal scope tests
check to see whether WTP increases with the size of the risk reduction
for a given respondent. Tests of external validity also include checking
whether responses vary, as expected, with income.

Only two of the studies in Table 1.6 performed an external scope test
(Hammitt and Zhou 2005 and Krupnick et al. 2006) and only respon-
dents in Krupnick et al. (2006) passed the test. We therefore focus on
this study.

Krupnick et al. (2006) conducted contingent valuation surveys
in Shanghai and Chongqing in the winter and summer of 2005,
respectively, with a second survey in Shanghai in the spring of 2006.

Table 1.6 Estimates of the Value of a Statistical Life in Chinese studies

Study Million RMB Yuan

Wang and Mullahy (2006) 0.3–1.25
Zhang (2002) 0.24–1.7
Hammitt and Zhou (2005) 0.26–0.51
Krupnick et al. (2006) 1.40

Source: Wang and Mullahy (2006); Zhang (2002); Hammitt and Zhou (2005);
Krupnick et al. (2006).



January 8, 2010 7:24 MAC/EGTS Page-26 9780230_232471_03_cha01

26 What Are the Health Effects of Air Pollution in China?

The survey questionnaire, with minor changes, was identical to those
administered in the United States, Canada, United Kingdom, France,
Italy, and Japan by Alberini et al. (2004). The target population was
persons 40- to 80-years-old. Respondents were asked how much they
would pay over the next 10 years for a product that would reduce their
risk of dying, over the 10-year period, by 10 in 1000 and by 5 in 1000
(i.e., by 10 in 10,000 and 5 in 10,000 per year). Bids were elicited by
either a double-bounded dichotomous choice (DC) method or a pay-
ment card (PC). The questionnaire was self-administered on a computer
with voiceovers.

Samples, stratified by community and neighborhood, were drawn at
random in each city. In Shanghai, 1920 persons were initially contacted
and invited to take the DC survey, and 1224 participated, an acceptance
rate of 64 percent. Another 600 accepted the PC version of the survey. In
Chongqing, 1250 persons were contacted and invited to take the survey;
1067 enrolled, a response rate of 85.4 percent.

The results pass some validity tests and not others. The external scope
test (in which the WTP for a 5-in-10,000 risk reduction by one group
is compared to that of a 10-in-10,000 risk reduction by another group)
was passed by the general population using the PC method, but only by
highly educated people in Chongqing using the DC method. The regres-
sion results are reasonably intuitive and conform to expectations. For
instance, those persons with more income, more education, and who
are in poorer health are willing to pay more for the risk reduction.

In valuing premature mortality because of air pollution, we use the
preferred VSL reported by Krupnick et al. (2006), 1.4 million Yuan, based
on pooled data from Shanghai and Chongqing, but adjusted to reflect
differences in income between Shanghai, Chongqing, and the rest of
China. Once the income adjustment is made, the Krupnick et al. (2006)
figure is approximately 1 million Yuan.12 We note that this falls within
the range of values reported in the other studies listed in Table 1.6. Fol-
lowing the practice used in the United States and Europe, we apply the
same value to all lives lost because of air pollution, regardless of location
(i.e., of per capita GDP). This practice is followed in the United States for
political, rather than economic, reasons.

4.1.2 The adjusted human capital approach

An alternate approach to WTP is to use the productivity loss associ-
ated with premature mortality (i.e., forgone earnings) to value loss of
life. This values an individual by what he produces and assumes that
this value is accurately measured by his earnings. The adjusted human
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capital (AHC) approach, which is widely used in China, represents
an important departure from the traditional human capital approach.
Because the use of foregone earnings would assign a value of zero to
the lives of the retired and the disabled, the AHC approach avoids this
problem by assigning the same value—per capita GDP—to a year of life
lost by all persons, regardless of age. For this reason, the AHC approach
can be viewed as a social statement of the value of avoiding premature
mortality.

In practice, the AHC values a life lost at any age by the present dis-
counted value of per capita GDP over the remainder of the individual’s
expected life. In computing the AHC measure, real per capita GDP is
assumed to grow at rate a annually and is discounted to the present at
the rate r. Adjusted human capital, HCm, is thus given by (6)

HCm = GDPpc0

t∑

i=1

(1 +α)i

(1 + r)i
(6)

where GDPpc0 is per capita GDP in the base year and t is remaining life
expectancy. In the base case calculations α = 7% and r = 8%, which are
official government values.

Equation (6) implies that HCm will vary with the age of the person
who dies and will vary by city or province, assuming that per capita
GDP varies by city or province. Remaining life expectancy, which does
not vary by province in the published data, is calculated using Chinese
life tables assuming that the age distribution of deaths because of air pol-
lution is identical to the age distribution of deaths because of respiratory
and cardiovascular diseases. As shown in Appendix Table A.1.2, the aver-
age number of life-years lost because of air pollution is approximately
18. Per capita GDP in the base year (2003) differs by city. Table 1.7 shows
the AHC measure computed for different cities, assuming r = 8% and
allowing a to equal 6%, 7%, and 8%. The central case estimates below
correspond to HCm in the second column from the right.13

4.2 Valuing morbidity

In principle, economists value avoided morbidity by the amount a per-
son will pay to avoid (the risk of) an illness, just as risk of death is valued
by what people will pay to reduce it. In the case of morbidity, WTP
should capture the value of the pain and suffering avoided, as well as
the value of time lost because of illness (both leisure and work time)
and the costs of medical treatment. If some of these costs are not borne
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Table 1.7 Adjusted Human Capital (HCm) measure for different cities with
different growth rates of per capita GDP (Base year: 2003)

Growth rate of GDP/capita (α, %) 6 7 8

Discount rate (r, %) 8 8 8

t∑

i=1
[(1 +α)/(1 + r)]i Value 15.14 16.50 18

Cities Per Capita GDP
(Yuan)

HCm (10,000 Yuan)

Beijing 32,061 48.55 52.89 57.71
Tianjin 26,532 40.18 43.77 47.76
Shijiazhuang 15,188 23.00 25.06 27.34
Taiyuan 15,210 23.03 25.09 27.38
Huhehaote 18,791 28.45 31.00 33.82
Shenyang 23,271 35.24 38.39 41.89
Dalian 29,206 44.22 48.18 52.57
Changchun 18,705 28.32 30.86 33.67
Haerbin 14,872 22.52 24.53 26.77
Shanghai 46,718 70.74 77.07 84.09
Nanjing 27,307 41.35 45.05 49.15
Hangzhou 32,819 49.70 54.14 59.07
Ningbo 32,639 49.42 53.84 58.75
Hefei 10,720 16.23 17.68 19.30
Fuzhou 20,520 31.07 33.85 36.94
Xiamen 35,009 53.01 57.75 63.02
Nanchang 14,382 21.78 23.73 25.89
Jinan 23,590 35.72 38.92 42.46
Qingdao 23,398 35.43 38.60 42.12
Zhengzhou 17,063 25.84 28.15 30.71
Wuhan 21,457 32.49 35.40 38.62
Changsha 14,810 22.43 24.43 26.66
Guangzhou 48,372 73.25 79.80 87.07
Shenzhen 54,545 82.59 89.98 98.18
Nanning 7,874 11.92 12.99 14.17
Haikou 16,730 25.33 27.60 30.11
Chongqing 8,077 12.23 13.32 14.54
Chengdu 18,051 27.33 29.78 32.49
Guiyang 10,962 16.60 18.08 19.73
Kunming 16,312 24.70 26.91 29.36
Xian 12,233 18.52 20.18 22.02
Lanzhou 14,540 22.02 23.99 26.17
Xining 7,110 10.77 11.73 12.80
Yinchuan 11,788 17.85 19.45 21.22
Wulumuqi 19,900 30.13 32.83 35.82

Source: Authors’ calculations.
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by the individual, and are therefore not reflected in his willingness to
pay, the value of the avoided costs must be added to WTP to measure
the social benefits of reduced morbidity.

In cases where WTP estimates are not available, analysts often rely
on cost-of-illness (COI) estimates as a lower bound to the theoretically
correct value of avoiding illness. COI studies estimate the lost earnings
associated with chronic illness that result from both reduced labor force
participation and lower earnings conditional on participation (Bartel
and Taubman 1979; Krupnick and Cropper 2000), and add to these med-
ical costs associated with the disease. The COI is a lower bound to WTP
because it ignores the value of pain and suffering associated with ill-
ness and the value of lost leisure time. In regulatory impact analyses
of air pollution regulations published by the U.S. Environmental Pro-
tection Agency (USEPA 1997); it is often the case that coronary heart
disease and stroke are valued using COI estimates, as WTP estimates are
unavailable.

In this chapter, we approximate WTP for chronic bronchitis using
benefits-transfer methods. For hospital admissions, we rely on COI
estimates.

4.2.1 Valuing chronic bronchitis

In the case of common illnesses, such as diarrheal disease, economists
usually value reductions in days of illness, treated as certain. For illnesses
that are rarer, such as chronic bronchitis, it is appropriate to view expo-
sure to pollutants as increasing the risk of serious illness and to value
reductions in risk of illness.

To value reductions in the risk of chronic bronchitis, one could ask
individuals directly what they would pay to lower their risk of experienc-
ing these conditions. An alternate approach that has proved successful
(Viscusi et al. 1991) is to ask individuals to make trade-offs between the
risk of contracting a serious illness and the risk of death (e.g., dying
in an auto accident). These risk-risk trade-offs establish an equivalence
between the utility of good health and the utility of the disease. For
example, in a U.S. study involving trade-offs between risk of contract-
ing chronic bronchitis and risk of dying in an auto accident, people’s
choices implied that the utility of living with chronic bronchitis was
about 0.68 of the utility of living in good health (Viscusi et al. 1991).
If good health is scaled to equal 1 and death is scaled to equal 0, then
this is equivalent to saying that living a year with chronic bronchitis is
equal to losing 0.32 of a year of life. This number can be converted to
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the value of a statistical case of chronic bronchitis by multiplying the
VSL by 0.32.

The risk-risk trade-off approach is closely related to methods used
in the public health literature to establish QALY weights for chronic
disease—the ratio of the utility of living with the disease to the utility
of living in good health (Miller et al. 2006).14 It is, therefore, possible
to draw on the QALY literature to establish the fraction of a year lost if
one has chronic bronchitis. Clearly, this equivalence will depend on the
severity of the case of chronic bronchitis. It is, therefore, not surprising
that the QALY weights reported in the literature for chronic bronchitis
vary widely.

Although one attempt has been made to estimate a QALY weight for
chronic bronchitis in China, we choose a value from the international
literature. In survey work in China, Hammitt and Zhou (2005) use both
risk-risk trade-offs and standard gambles to determine the utility lost
because of chronic bronchitis. However, the case of chronic bronchitis
they describe is a very mild one. We, therefore, appeal to the interna-
tional literature on QALY weights for chronic bronchitis, and select a
value in the middle of the range of weights reported by Miller et al.
(2006, Appendix A). Specifically, we assume that living a year with
chronic bronchitis is equivalent to losing 0.4 years of life.

When excess deaths are valued using the VSL from Krupnick et al.
(2006), the value of a statistical case of chronic bronchitis is computed
as 0.4∗VSL. When the AHC approach is used to value excess deaths, we
compute HCm using the expected number of years a person will live
with chronic bronchitis in place of t in equation (6) and multiply the
result by 0.4.

4.2.2 Valuing hospital admissions

For most acute illness episodes (restricted activity days, asthma attacks),
contingent valuation is the method most often used to value avoided
morbidity (Freeman 1993; Loehman and De 1982). In China, few con-
tingent valuation studies have been conducted to value acute illness.
Notable exceptions are Hammitt and Zhou (2005), who estimate WTP to
avoid a cold in Anqing and Beijing, and studies conducted in Taiwan to
estimate WTP to avoid a recurrence of acute respiratory illness (Alberini
et al. 1997). Unfortunately, we know of no studies in China that esti-
mate WTP to avoid a respiratory or cardiovascular hospital admission.
We, therefore, use the COI approach to value hospital admissions.

National surveys on health services were carried out in China in
1998 and 2003 in which medical costs were reported. The 1998 survey
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Table 1.8 Illness costs for hospital admissions in China in 2003 (Yuan/episode)

Cause of
Admission

Direct plus Indirect Costs Indirect Cost

Large-scale
city

Middle-scale
city

Small-scale
city

Respiratory 8,474 5,071 2,593 514
Cardiovascular 12,326 8,506 6,028 514

Source: Authors’ calculations based on the China National Health Survey 2003.

provided disease-specific medical cost information, whereas the 2003
survey provided only all-disease average costs. However, the 2003 report
calculated the increase in average medical cost from 1998 to 2003.
Assuming that each disease-specific cost increased by the same pro-
portion, we estimate the disease-specific costs in 2003, as shown in
Table 1.8. The direct costs of illness include all the costs in hospital,
including expenditures for medical examinations, drugs, and therapy, as
well as the cost of the hospital stay. Indirect costs include the patient’s
time lost from work, as well as the workdays lost by patients’ fami-
lies. In China, it is common that the family, colleagues, or friends of
the patients leave their work to visit the patients in hospital. The eco-
nomic loss from this kind of work absence has been valued as well.
Illness costs are broken down by city size, as well as type of hospital
admission.

4.3 Monetary health costs of ambient air pollution

Tables 1.9 and 1.10 summarize the monetary costs of ambient air
pollution. Table 1.9 summarizes the costs of ambient air pollution using

Table 1.9 Health costs associated with outdoor air pollution in China, 2003
Adjusted Human Capital Approach (Bil. Yuan)

Estimate Excess
Deaths

Morbidity Total
Costs

Chronic
Bronchitis

Direct
Hospital Costs

Indirect
Hospital Costs

95th %ile 178.7 47.7 4.82 0.670 231.8
Mean 110.9 42.5 3.41 0.470 157.3
5th %ile 35.8 36.9 1.88 0.264 74.9

Source: Authors’ calculations.
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Table 1.10 Health costs associated with outdoor air pollution in China, 2003
Willingness to pay approach (Bil. Yuan)

Estimate Excess
Deaths

Morbidity Total
Costs

Chronic
Bronchitis

Direct
Hospital Costs

Indirect
Hospital Costs

95th %ile 641.1 136.7 4.82 0.670 783.3
Mean 394.0 122.1 3.41 0.470 519.9
5th %ile 135.6 106.2 1.88 0.263 243.9

Source: Authors’ calculations.

the AHC approach to value both premature mortality and chronic
bronchitis. Table 1.10 repeats the calculations using the VSL to mon-
etize premature mortality and chronic bronchitis. The mean estimates
and 5th and 95th percentiles refer to the uncertainty bounds for the
number of cases of mortality and morbidity.

Several points are worth noting. The mean total health cost associated
with ambient air pollution in urban areas of China in 2003 is 157 billion
Yuan if the AHC approach to valuation is used, and 520 billion if WTP
estimates from Krupnick et al. (2006) are used. Use of WTP increases
total costs by a factor of 3.3, bringing health costs to 3.8 percent of
2003 GDP. Using the AHC approach, health costs are 1.2 percent of GDP.
As in many studies, the damages associated with premature mortality
dominate the total: they are 71 percent of health costs using the AHC
approach and 76 percent using the WTP approach. However, in both
cases chronic bronchitis costs are significant—over 20 percent of total
costs.

Health costs are broken out by province in Figures 1.6 and 1.7. Total
health costs, when valued using the AHC approach, reflect total cases of
illness and premature mortality, as well the cost per case avoided, which,
for premature mortality and chronic bronchitis, is proportional to urban
per capita GDP.15 If one examines total costs by province, Jiangsu,
Guangdong, and Shandong have the highest total costs, followed by
Zhejiang, Shanghai, and Liaoning (see Figure 1.6). Jiangsu, Guangdong,
and Shandong are the provinces with the highest number of excess
deaths and cases of chronic bronchitis because of air pollution. They
also have above average costs per case. Shanghai, on the other hand, has
only one-fourth of the excess deaths of Shandong, but has the highest
AHC cost per death.
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Figure 1.7 Health costs associated with outdoor air pollution, 2003
Source: Authors’ calculations.
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The ranking of provinces is quite different based on AHC costs per
capita. Figure 1.6 sorts provinces by the AHC health cost of air pollution
per person. AHC costs per person are proportional to ambient PM10 con-
centrations (which increases cases of illness and premature mortality)
and to per capita GDP, but do not depend on population. The three
provinces/municipalities with the highest health costs on a per capita
basis are Shanghai, Beijing, and Tianjin, which have the highest per
capita GDP and hence the highest AHC costs per premature death and
per case of chronic bronchitis.

Finally, the ranking of provinces based on health costs as a percent of
urban GDP reflects only population-weighted PM10 concentrations, not
total exposed population or per capita GDP. Shanxi, Xinjiang, Neimeng,
and Ningxia all have health damages in excess of 2 percent of urban
GDP. This reflects the high number of cases of premature mortality and
chronic bronchitis per person in these provinces, a result foreshadowed
by Figure 1.1.

Which of the measures of health damages is most relevant? From the
perspective of evaluating the net benefits of pollution control strategies,
the provinces with the highest total health damages associated with out-
door air pollution are likely to have the highest net benefits associated
with a given reduction in ambient PM10 concentrations, as long as the
per person costs of the strategy are roughly the same in all provinces.
From an equity perspective, high pollution costs expressed as a percent
of GDP suggest a high per capita physical burden associated with air
pollution. This may be a relevant consideration to policy makers, as
may high per capita monetary costs, which primarily reflect high per
capita GDP.

5 Conclusion

It would be a mistake to set environmental priorities based on the total
damages associated with air pollution, just as it would be a mistake to set
health priorities based on WHO’s Global Burden of Disease. Which pol-
lution control measures should be adopted in a country and where they
should be adopted should depend in part on a comparison of benefits
and costs. The analyses presented here are nonetheless interesting in
presenting a picture of the damages associated with air pollution in
China and their geographic distribution. More importantly, the meth-
ods presented here can be used to compute the benefits of pollution
control measures for use in benefit cost analyses.
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Appendix

Calculation of baseline incidence (fp)

Hospital admissions

The Health Statistical Yearbook (Ministry of Health 2004a) provides only
all-cause hospital admissions by province, and not hospital admissions
for specific diseases such as respiratory disease. Another problem is that
hospital admissions by province include both rural and urban areas,
whereas only the urban population is used to calculate the health costs
of air pollution. We estimate hospital admissions for respiratory disease
in urban areas in two steps. First, we estimate the number of hospi-
tal admissions because of respiratory diseases by multiplying all-cause
hospital admissions by the ratio of respiratory diseases to all diseases
by province. The percentage of respiratory disease to all diseases is
reported in the Analysis Report of the Third National Health Services
Survey (Ministry of Health 2004b). This is based on an assumption
that the share of patients being admitted to the hospital for respira-
tory diseases resembles the share of people suffering from respiratory
diseases among all people who are ill. Second, we estimate the num-
ber of hospital admissions because of respiratory disease in the urban
population from the ratio of the urban population to the total popula-
tion. This is based on an assumption that the hospitalization rate per
case of disease is the same in urban and rural areas, which is a crude
approximation.

Premature mortality

Current mortality rates, which vary by city size, are obtained from the
China Health Statistical Yearbook.

Chronic bronchitis

Calculating annual cases of chronic bronchitis associated with air pollu-
tion requires an estimate of the incidence of chronic bronchitis by city.
Because only prevalence rates are available, we approximate the annual
incidence of chronic bronchitis by dividing the prevalence rate by the
average duration of the illness (23 years). This yields an incidence rate
of approximately 0.00148.
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Table A.1.1 PM10 pollution exposure of the urban population (population in 10,000’s)

Provinces Item Class I Class II Class III > Class III Total
Population/%

PM10 < PM10: PM10: PM10

40µg/m3 40 − 100µg/m3 100 − 150µg/m3 > 150µg/m3

Beijing Population 0 0 1,079 0 1,079
% 0.00 0.00 100.00 0.00 100

Tianjin Population 0 0 759 0 759
% 0.00 0.00 100.00 0.00 100

Hebei Population 0 384 1,650 496 2,529
% 0.00 15.16 65.23 19.60 100

Shanxi Population 0 148 322 796 1,267
% 0.00 11.68 25.45 62.87 100

Neimeng Population 0 144 311 240 694
% 0.00 20.67 44.74 34.59 100

Liaoning Population 0 1,615 1,265 78 2,958
% 0.00 54.61 42.75 2.64 100

Jilin Population 0 807 473 407 1,687
% 0.00 47.80 28.06 24.14 100

Heilong Population 0 627 841 179 1,647
Jiang % 0.00 38.08 51.04 10.88 100
Shanghai Population 0 1,278 0 0 1,278

% 0.00 100.00 0.00 0.00 100
Jiangsu Population 0 639 3516 458 4,613

% 0.00 13.84 76.22 9.94 100
Zhejiang Population 0 1,532 1,782 0 3,314

% 0.00 46.22 53.78 0.00 100
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38Table A.1.1 (Continued)

Provinces Item Class I Class II Class III > Class III Total
Population/%

PM10 < PM10: PM10: PM10

40µg/m3 40 − 100µg/m3 100 − 150µg/m3 > 150µg/m3

Anhui Population 0 927 1062 0 1,990
% 0.00 46.61 53.39 0.00 100

Fujian Population 0 1,243 385 79 1,707
% 0.00 72.81 22.57 4.62 100

Jiangxi Population 0 448 800 159 1,407
% 0.00 31.85 56.85 11.30 100

Shandong Population 0 3,610 1,546 190 5,345
% 0.00 67.53 28.92 3.55 100

Henan Population 0 792 1,706 738 3,236
% 0.00 24.47 52.72 22.81 100

Hubei Population 0 1,520 2,351 0 3,871
% 0.00 39.26 60.74 0.00 100

Hunan Population 0 317 1,594 358 2,269
% 0.00 13.97 70.23 15.80 100

Guang Population 0 5,005 293 0 5,298
Dong % 0.00 94.47 5.53 0.00 100
Guangxi Population 204 473 689 254 1,619

% 12.57 29.20 42.55 15.68 100
Hainan Population 354 113 0 0 467

% 75.86 24.14 0.00 0.00 100
Chong Population 0 0 1,488 0 1,488
Qing % 0.00 0.00 100.00 0.00 100
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Sichuan Population 0 489 1,337 1,276 3,103
% 0.00 15.77 43.09 41.14 100

Guizhou Population 0 357 582 0 939
% 0.00 38.00 62.00 0.00 100

Yunnan Population 64 789 76 0 929
% 6.91 84.95 8.14 0.00 100

Xizang Population 0 14 0 0 14
% 0.00 100.00 0.00 0.00 100

Shaanxi Population 0 147 721 340 1,207
% 0.00 12.19 59.69 28.13 100

Gansu Population 0 124 339 272 735
% 0.00 16.92 46.04 37.04 100

Qinghai Population 0 0 107 12 119
% 0.00 0.00 89.92 10.08 100

Ningxia Population 0 0 72 157 229
% 0.00 0.00 31.34 68.66 100

Xinjiang Population 0 181 278 226 684
% 0.00 26.37 40.66 32.96 100

Total Population 622 23,720 27,422 6,716 58,480
% 1.06 40.56 46.89 11.48 100

Note: The PM10 pollution exposure is computed based on data from 660 cities. See note 3.
Source: Authors’ calculations.
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Table A.1.2 Average life years lost due to respiratory and cardiovascular diseases

Age groups Remaining Life
Expectancy

RD CVD CEVD

Deaths Lost life years
× Deaths

Deaths Lost life years
× Deaths

Deaths Lost life years
× Deaths

0– 78.79 1680.41 132393.79 266.69 21011.27 89.25 7031.41
1–4 78.51 518.07 40675.18 130.56 10250.80 21.93 1722.13
5–9 74.71 237.68 17756.99 68.13 5089.58 9.08 678.61
10–14 69.83 138.12 9644.70 138.12 9644.70 30.47 2127.51
15–19 64.92 195.99 12723.77 229.12 14874.26 99.38 6451.49
20–24 60.01 253.55 15215.41 548.45 32911.59 212.21 12734.64
25–29 55.15 480.56 26502.25 964.25 53176.60 436.88 24092.96
30–34 50.31 987.78 49696.39 2019.46 101601.51 1153.98 58058.01
35–39 45.50 1274.53 57991.06 3279.82 149232.08 2359.17 107342.37
40–44 40.73 1797.80 73231.00 4369.61 177990.75 4169.36 169833.60
45–49 36.07 3519.17 126930.67 7359.60 265448.36 8821.92 318191.93
50–54 31.49 4903.51 154393.74 8674.55 273130.10 10787.44 339657.12
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55–59 27.06 6598.43 178537.66 9180.92 248413.60 12547.36 339501.39
60–64 22.86 14205.99 324757.07 16643.19 380473.08 21818.92 498793.14
65–69 19.01 25778.30 489933.95 29385.85 558497.67 36225.79 688495.36
70–74 15.64 41228.53 644924.21 39312.80 614957.14 47827.45 748148.97
75–79 12.96 46403.88 601328.17 40830.47 529104.65 48111.39 623455.11
80–85 11.07 41399.67 458171.04 34687.21 383884.08 36150.15 400074.47
85– 10.72 36785.43 394314.94 31578.30 338497.99 25073.53 268771.30

Total 228387.42 3809121.98 229667.09 4168189.83 255945.66 4615161.51

Average lost statistical years 16.68 18.15 18.03

Note: Deaths are the product of the population in the survey report of the national 5th population census and the disease-specific death rates in the
Health Statistical Yearbook.
RD = Respiratory disease; CVD = Cardiovascular disease; CEVD = Cerebrovascular disease.
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Notes

∗This chapter was coauthored with Kristin Aunan, CICERO, Oslo, Norway, and
Pan Xiaochuan and Zhang Yanshen of the Public Health School of Peking
University, Beijing, 100083, China. The findings, interpretations, and conclu-
sions expressed in this chapter are entirely those of the authors. They do
not necessarily represent the views of the institutions with which they are
affiliated.

1. In 2000, approximately 44 percent of China’s coal was burned by electric
utilities, half by industry and the remainder by households.

2. See, for example, The Benefits and Costs of the Clean Air Act, 1990 to 2010
(USEPA, 1999).

3. Currently, air quality is monitored in approximately 340 Chinese cities. In
2003, PM10 was monitored in 228 of 341 cities. Estimates of PM10 were com-
puted for the remaining 113 cities based on readings of total suspended
particulates (TSP). Specifically, the ratio of PM10/TSP was computed for each
province, based on the cities in which both pollutants were monitored, and
applied to TSP readings in cities where only TSP was monitored. Pollution
levels in non-monitored county-level cities were estimated based on data in
their upper-level prefecture cities.

4. See, for example, USEPA (1997, 1999) and Miller et al. (2006).
5. We thank Rick Burnett for performing these calculations.
6. The Dockery et al. (1993) and Pope et al. (1995, 2002) studies are similar in

some respects to the ecologic cross-sectional studies because the variation in
pollution exposure is measured across locations rather than over time. They
rely on the same type of pollutant exposure data as that used in the ecologic
studies, which is based on average pollutant levels measured at stationary out-
door monitors in a given location. However, these studies use individual-level
data so that other health risk factors can be better characterized. Specifi-
cally, the authors of the prospective studies are able to control mortality risks
associated with differences in body mass, occupational exposures, smoking
(present and past), alcohol use, age, and gender.

7. Specifically, we apply a conversion ratio of 0.60 for PM2.5 to PM10 and a ratio
of 0.50 for PM10 to TSP. Aunan and Pan (2004) suggest that the conversion
ratio of TSP to PM10 is 0.60. In Dockery’s six-city study (Dockery et al. 1993),
the ratio of PM2.5 to PM10 is 0.60 to 0.64. In the recent Chinese four-city study
(Qian et al. 2001), the ratio is 0.51∼ 0.72. Wan (2005) found an average ratio
of 0.55 in 28 cities in China.

8. It should be noted that Pope et al. (1995, 2002) find no significant rela-
tionship between PM10 and mortality, only between PM2.5 and mortality. In
constructing Table 1.4, we assume that the Beta coefficients in Pope et al.
apply to the portion of PM10 that constitutes PM2.5. Assuming that � PM2.5 =
0.6� PM10 and because (1) is approximately linear in �C, we multiply the
Beta coefficients in Pope et al. by 0.6.

9. Personal communication from Rick Burnett, July 2006.
10. Ideally, we would like to estimate γ in equation (2) separately for each cause

of death and apply the U.S. results to China by cause of death. This is, how-
ever, impossible since estimates of death rates by cause are not available for
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individual classes of cities. For adults (the population to which (2) will be
applied), a comparison of death rates by cause in the United States (Miniño
et al. 2006) and China (He et al. 2005) suggests that the distributions of
death by cause are close: Deaths attributable to cancer are approximately
23 percent of total deaths in both countries. The percent of deaths because
of cardiovascular disease is 27 percent in the United States and 23 percent
in China, although cerebrovascular deaths are relatively more important in
China (21 percent) than in the United States (6 percent).

11. Note, however, that the shape of the relative risk function in Figure 1.3
implies that a given microgram change in PM10 has a larger impact on mortal-
ity between 50 and 100 micrograms than between 100 and 150 micrograms.
This explains why Guangdong has such a large number of deaths attributed
to air pollution.

12. This adjustment is made using the ratio of average disposable income
in China to average disposable income in Shanghai and Chongqing. The
income elasticity of 0.48 from Krupnick et al. (2006) is used to make the
adjustment.

13. It should be noted that the adjusted human capital values in Table 1.7
pertain to cities, whereas the results below are reported for provinces and
municipalities.

14. One such approach is the standard gamble approach, used by Hammitt and
Zhou (2005). This approach asks a person, were he to contract chronic bron-
chitis, what risk of death? he would accept to undergo an operation that
would cure the disease with probability 1 − ρ.

15. Total Health Costs = Cases of Premature Mortality∗Cost per Case + Cases of
Chronic Bronchitis∗Cost per Case + Direct Cost of Hospital Admissions +
Indirect Cost of Hospital Admissions.
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2
Why Climate Change Impacts
on Agriculture Could be
Economically Substantial
Michael J. Roberts and Wolfram Schlenker

For most of human history, agriculture accounted for the dominant
share of GDP and employed most labor. Johnson (1997) estimates that
in 1800 about 75–80 percent of the labor force in developed nations
were engaged in farming, and only 11 percent of the population lived
in urban settings (cities with more than 5000 inhabitants). For some
of the world, the industrial revolution changed everything. During the
19th century, labor productivity in agriculture (and everything else)
increased sharply. By 1980 a unit of labor produced 50–100 times
as much wheat or corn as compared to 1800. Productivity growth
initially came from machinery replacing human and animal work
effort. Since 1930, productivity gains came mostly from development
of high-yielding crop species and adoption of intensive farming prac-
tices, including use of commercial fertilizers and pesticides. Crop yields
(output per unit of land area) increased roughly threefold in the second
half of the 19th century, both in the developed and in the developing
world. This “Green Revolution” has been attributed more to the efforts
of a single man, Norman Borlaug, than to the entrepreneurial efforts of
all the world’s farmers.

As a result of these changes, many economists have come to believe
natural resource scarcity is no longer a constraint on human prosper-
ity. The argument is as follows: productivity gains have far outstripped
population growth, causing commodity prices for almost all kinds of
agricultural, mineral, and forest products to decline markedly, so that
today we consume far more of these naturally derived goods than ever
before while they comprise an ever-shrinking share of our economic
budget. Prosperity today is not constrained by natural resources, but
by physical and human capital, and by government institutions that

47
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imperfectly define and protect individual property rights. With pop-
ulation growth slowing, the future looks even brighter. In developed
countries, Malthusian predictions died long ago. Even in the poorest
countries, most researchers point toward failed institutions as misery’s
culprit, not toward natural resource scarcity.

Starting from this viewpoint (Johnson 1997, 2000), it is difficult for
some economists to surmise how global climate change might lead to
large economic consequences. The costs of climate change, according to
some, will accrue mainly to the less-developed world. Some authors see
the most ominous climate threats stemming from a possible 20-foot sea-
level rise that could sink nearly all of Bangladesh, the Nile River Valley,
and many small island nations (Arrow 2007). This would both create
catastrophic (though transitory) damages and cause massive migration.
But many expect climate change impacts on the aggregate costs of
producing most goods and services to be small. As Thomas Schelling
described the issue in his American Economic Association presidential
address:

Today very little of our gross domestic product is produced outdoors,
susceptible to climate. Agriculture and forestry account for less than
3 percent of GDP, and little else is much affected. [. . .] Manufacturing
rarely depends on climate, and where temperature and humidity used
to make a difference, air conditioning has intervened. [. . .] Finance
is little affected by climate; similarly for health care, or education,
or broadcasting. Transportation can be affected, but improvements
in all-weather landing and take-off in the last 30 years are greater
than any difference that climate makes. [. . .] Construction is affected,
mainly by cold, and if the average effect is in the direction of warm-
ing, construction may benefit slightly. [. . .] It is mainly agriculture
that is affected. But even if agricultural productivity declined by a
third over the next half century, the per-capita GNP we might have
achieved by 2050 we would achieve only in 2051.

Are the climate change threats to US and world agriculture really so
small? We believe it is possible that Schelling and others may be pre-
maturely dismissive about the potential role of climate change on US
and world agriculture. Although agriculture currently comprises a small
share of both GDP and consumption in the United States and the rest
of the developed world, these shares are much larger in developing
nations. In 1992, the fraction of consumer expenditures allocated to
food still ranged from 50 percent to 67 percent in India, Philippines,
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Sudan, and Sierra Leone (Johnson 1997). Moreover, food is an essential
good and its demand is highly inelastic. As we will argue below, small
shifts in supply or unexpected demand growth can exert large influences
on prices, and by simple extension, the share of GDP. Besides, GDP is no
welfare measure. As Adam Smith pointed out long ago using his “para-
dox of value,” the price of water is lower than the one of diamonds,
even though the former is essential for life while the latter is not. A low
price of water is due to its plentiful supply and it does not imply low
consumers’ surplus.

Recent events serve to illustrate the point as it relates to agriculture:
prices for corn, soybeans, wheat, and rice, arguably the world’s most
important agricultural commodities that supply the caloric basis of our
food, all more than doubled between 2005 and 2008. Markets did not
perceive these price spikes as temporary phenomena: prices on futures
contracts 3 years ahead increased by almost as much as spot prices.
Prime agricultural land in the United States doubled in value between
2006 and 2007. These price increases have been largely attributed to
US subsidy-induced growth in the demand for ethanol, demand growth
for meat in China and India, as well as adverse weather shocks in a few
countries, especially the drought in Australia. Still, the quantities at play
in these shocks are small relative to world production, so the large price
effects speak to the inelasticity of demand, and serve to illustrate the
extremely high consumers’ surplus associated with agricultural output.
In poorer parts of the world, high prices are already having a powerful
effect on what and how much people are eating.

Another important consideration is the distribution of worldwide
wealth and how it is likely to change over the next century. While
demand for agricultural commodities is understandably inelastic, it
also shifts out sharply with income growth. The income effect is tied
mainly to meat demand. As people become richer they substitute
meat consumption for rice, beans, grains, and tubers. Each calorie of
meat consumed translates to 5 to 10 calories of required feed grains
(mostly corn and soybeans). So basic natural resource demand will
grow more rapidly as some of the world’s poorer people become richer,
even if world population grows more slowly. With populous China
and India growing rapidly, per-capita meat demand is growing fast,
and with it, demand for feed grains. It is unclear whether a second
Green Revolution might serve to keep agricultural production growth
on par with aggregate demand growth. If yield growth slows (or does
not accelerate), commodity and food prices are likely to rise much
further.
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The economic implications might vary drastically across the world.
In developed countries, only huge price increases are likely to have
much influence on food consumption. The price people pay for food in
wealthy countries is comprised mostly of labor associated with retailing
and transportation and are not much affected by changes in commod-
ity prices (e.g., Leibtag 2008). Even as food prices rise in relation to
income, people initially cut back on food consumption away from home
(McCracken and Brandt 1987). Substitution of this kind would influ-
ence where food is consumed but not how much is consumed. The
picture looks different in developing countries: Equilibrium would likely
be reached through a decrease in food consumption as poorer people
would quickly reach their budget constraint.

It is the combination of a highly inelastic demand for food with large
wealth discrepancies between countries that could cause misery and
famine in some parts of the world. Climate-induced shocks to agricul-
tural output have the potential to significantly drive up prices which
would impact food consumption in poorer areas. How large might these
impacts be?

The major agricultural production regions can predominantly be
found in temperate climates. As a first proxy, one should hence expect
regions that are already warm today to suffer from continued warming
while colder regions in higher latitudes might benefit (Rosenzweig and
Hillel 1998). So while the impacts on temperate zones are still debated,
there is larger consensus that warming will likely be bad for hotter
areas. Since developing countries are predominantly found in hotter
areas and agriculture constitutes a larger share of GDP in these coun-
tries, one may be tempted to focus primarily on developing countries.
But this view overlooks the essential fact that world commodity markets
are global. Somewhat paradoxically, effects on US agriculture may be the
most important for world commodity prices because by almost any mea-
sure US agricultural production and exports are the world’s largest: the
United States produces about 23 percent of the world’s calories in the
four basic commodities: corn, rice, soybeans, and wheat.

The recent commodity price boom sheds some light on the global
importance of US agriculture. Many have attributed the boom to US
ethanol policies. These policies simultaneously tax foreign imports of
ethanol and subsidize domestic production. This has diverted a signif-
icant share of US crops toward the production of corn-based ethanol,
which has reduced exports of corn, soybeans, and cotton, thereby cre-
ating or at least heavily contributing to commodity price increases.
Ethanol policies also seem to have strengthened the link between energy
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prices and agricultural prices. High commodity prices, in turn, have
reverberated throughout the world, markedly increasing the cost of basic
food in places like Nigeria (New York Times March 9, 2008b), and the FAO
reported food riots in Guinea, Mauritania, Mexico, Morocco, Senegal,
Uzbekistan, and Yemen (New York Times January 19, 2008c). Similarly,
large climate impacts on US agriculture would likely to have substantial
implications for commodity prices worldwide (New York Times April 17,
2008a).

In summary: Those most at risk from large climate impacts are most
likely the poor who live in developing nations. But the largest poten-
tial impacts are not just those related to changes in climatic conditions
within these countries, but also repercussions from changes in climatic
conditions in developed countries because agricultural markets are glob-
ally integrated. Part of the calculus includes potential climate change
impacts on agriculture worldwide, and how those impacts will ulti-
mately influence commodity prices. Moreover, implications for richer
nations could be larger than historical agricultural shares of GDP sug-
gest, since modest production impacts could induce large commodity
price changes.

The remainder of this chapter is organized as follows. Section 1 gives
a brief history of agricultural production, including historic trends in
supply (area versus yield increases) and highlights the important role
of the United States as the world’s largest producer of the staple food
crops. Section 2 focuses on two particular features of food demand: a
substitution toward meat with growing income and the low price elas-
ticity of demand, which implies that small quantity changes can lead to
big price changes. Section 3 examines the potential impacts of changing
climatic conditions on agricultural output in the United States as well
as implications for developing countries before Section 4 concludes.

1 Agricultural production, past and present

About three-quarters of the food energy consumed worldwide is derived
from just four commodities: rice, wheat, corn, and soybeans. (Cassman
1999 attributes two-thirds of the energy in all human diets to wheat,
rice, and corn. Adding the calories for soybean production implies these
four crops account for approximately three-quarters of the energy in
human diets.) Total caloric production of these four crops from 1961 to
2006 is shown in Figure 2.1. Corn accounts for most calories followed
by wheat, rice, and soybeans. Rice is a staple throughout Asia and wheat
is used predominantly for bread. Corn and soybeans are used primarily
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Figure 2.1 Caloric production of the world’s largest four crops
Notes: The top plot displays the number of people that could be fed with the caloric produc-
tion of the world’s four largest crops assuming a 2000 calories per day diet. The bottom panel
shows world production (black lines) as well as production by the United States (grey lines).
The actual time series is shown as a dashed line, while a linear time trend is added as a solid
line.
Source: The time series of total production (tonnes) is taken from the Food and Agriculture
Organization (2008). The fraction of agricultural yields that is edible as well as the calories
per pound edible are taken from Williamson and Williamson (1942).
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as feed grains and thus the implicit source of most meat, eggs, and dairy
products. Corn meal is also a staple in lesser developed Central American
countries and used in a vast array of processed foods in developed coun-
tries. In recent years, a large share of corn produced in the United States
has been diverted to the production of ethanol which, besides fuel,
yields distiller’s grains, which may be fed to ruminant livestock.

1.1 Sources of supply growth: Area versus yields

World caloric production by the five largest producers as well as har-
vested area are shown in Figure 2.2. While total production shows a
strong upward trend over the last 40 years, total acreage has grown by a
much lesser amount. This implies that production increases are mainly
due to yield increases (output per acre) rather than an expansion of
cropped land area. Output growth happened on the intensive margin,
not the extensive margin. The exception is soybean production, partic-
ularly in Argentina, Brazil, and the United States over the last decade,
where acreage has expanded considerably. One reason is that soybeans
are used as a rotation crop with corn in the United States. The other rea-
son is that production increases in South America have been matched
by imports of soybeans into Asia, particularly China. These imports are
used for soybean oil and as feed for livestock, which has been expanded
considerably as shown in Section 1 below. The United States is among
the five largest producers for three of the world’s four largest crops.
Figure 2.2 shows that the United States is the largest producers of corn
and soybeans with a market share of approximately 40 percent, while it
is the third largest producer of rice with a market share of 9 percent.

Figure 2.3 shows average yield as well as area planted for the four
major staple crops in the United States from 1866 to 2007. Similar
to world agricultural trends, increases in yields outpaced increases in
acreage in the second half of the 19th century. For corn and wheat, the
harvested area was lower in 2007 than what it was in 1925, yet total
production was up due to a dramatic rise in yields. For rice the produc-
tion area continued to increase, but the growth in yields was faster than
the growth in acreage. The exception is, again, soybeans, a crop that
has become more popular as feed crop in recent decades and whose area
continued to increase throughout the 19th century. Soybean acreage,
however, still remains below that of corn and accounts for less calories
than corn (see Figure 2.1 above).

However, the story has been very different historically. While yields
improved slightly between 1866 and 1925 for corn, rice, and wheat in
the United States, production increases were driven largely by expansion
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Figure 2.2 Production and area by top five producers
Notes: Graphs display total production of the world’s five largest producers from 1960 to 2005 as shaded area, while the top area is the production of
all remaining countries. The total area is added as a dashed line.
Source: The time series of total production (tonnes) and acres planted (hectares) is taken from the Food and Agriculture Organization (2008). The
fraction of agricultural yields that is edible as well as the calories per pound edible are taken from Williamson and Williamson (1942).
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Figure 2.3 Average yield and growing area in the United States over time
Notes: Graphs display time series of average yields (black line) and growing area (grey lines) in the United States from 1866 to 2005. All time series are
normalized relative to 1945. Thin dashed lines display the time series, while thick solid lines show smoothed trends (using the Epanechnikov kernel
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Source: National Agricultural Statistics Service (2008a).
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of land devoted to these crops. Area harvested increased by roughly a
factor of three for corn and wheat between 1866 and 1925 and rice
between 1895 and 1925. Growth in output occurred mainly on the
extensive margin, through an increase in the production area. A simi-
lar pattern holds for other countries: Production increases initially were
driven primarily by expansion of the acreage. The Green Revolution in
the second part of the 19th century resulted in roughly a tripling of
output per area and hence most production increases occurred on the
intensive margin.

Future supply increases might come both from the intensive margin
(new crop varieties, e.g., genetically modified foods) or from the exten-
sive margin (expansion in growing area). Searchinger et al. (2008) argue
that diverting corn for ethanol production will drive up prices and lead
to a conversion of forests to agricultural land and this land conversion
will result in significant carbon emissions.

1.2 Production in the United States

As mentioned above, the United States is the largest producer of agri-
cultural commodities. It produced on average 23 percent of the world’s
calories in the years 1961–2006 as shown in the top panel of Figure 2.4
even though its share of the world population is only around 5 percent.
The larger portion of production is used domestically as the United
States consumes more than its population share of the four key com-
modity crops, mainly because of its relatively high consumption of
meat, where animals consume a multiple in calories than what they pro-
duce. Despite its high consumption, US predominance in agricultural
production makes it, by far, the world’s largest agricultural exporter of
agricultural commodities. The bottom panel of Figure 2.4 illustrates this
predominance for the four key crops. It displays the fraction of domes-
tic production that is exported. The United States exports slightly less
than one third of its corn and soybeans, and around half of its wheat
and rice production. The United States is also a leading producer and/or
exporter of many specialized crops, including cotton, oranges, tobacco,
strawberries, almonds, pistachios, wine grapes, and a host of other high-
value fruits and vegetables. We do not focus on these high-value crops
because they constitute a much smaller fraction of overall caloric input
and hence are less critical for global food supply in the long run.

US agricultural predominance stems from its large and rich land
resources, temperate climate, advanced production systems, and excep-
tionally large output. Thus, even while agriculture comprises a small
share of GDP in the United States, its production is critical to world
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Figure 2.4 US share of world calorie production (corn, rice, soybeans, and wheat)
Notes: The top plot displays the share of global calories in corn, rice, soybeans, and wheat
produced by the United States. The bottom panel displays the fraction of US production that
is exported.
Source: The time series of total production (tonnes) is taken from the Food and Agriculture
Organization (2008). The fraction of agricultural yields that is edible as well as the calories
per pound edible are taken from Williamson and Williamson (1942). Data on exports is taken
from the Foreign Agricultural Service (2008).
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food supply and agricultural prices. Indeed, the United States plays
about twice the role in world agricultural production than Saudi Arabia
does in world oil production: The United States produces 23 percent
of the world’s calories from the four basic commodities while Saudi
Arabia supplies about 12 percent of the world’s oil. The United States
is also a leading producer of a wide array of specialized crops like
oranges, strawberries, almonds, and pistachios, among many, many
others.

One notable feature of the data plotted in Figure 2.1 above is that
variability around the upward trend in world caloric production comes
predominantly from variations in corn production. A natural explana-
tion for this phenomenon is that corn production is more geographi-
cally concentrated than the other three crops. As mentioned above, the
United States accounts for about 40 percent of the world’s total corn pro-
duction. Within the United States, corn and soybean production (as well
as some wheat production) is concentrated in a confined geographic
area. Figure 2.5 displays a plot of the cropland area in the United States
from satellite scans. The Midwestern states of Iowa, Illinois, Indiana,
Ohio, and, to a somewhat lesser extent, Missouri, Wisconsin, Kansas,
and Minnesota, clustered together in the middle of the country, can
experience similar weather and yield outcomes, which give rise to some
aggregate variability. Since production of the other crops is more spread
out across countries and continents, weather-related yield shocks tend
to average out, resulting in less aggregate variability.

A consequence of US production being both large and geographi-
cally concentrated is that weather-related yield shocks in the United
States have powerful effects on worldwide output. This is illustrated
in Figure 2.6, which relates worldwide deviations in caloric production
from a linear time trend to deviations in US caloric production. The
correlation coefficient between the two is 0.80, and the regression coeffi-
cient is 1.01 (t-value 8.72), suggesting that there is a one-to-one relations
between US deviations and world deviations. Since the United States
produces around 23 percent of the world’s caloric output, a 10 percent
change in caloric production in the United States is predicted to change
worldwide caloric production by roughly 2 percent. Because of its size
and concentration, production shocks in the United States have impli-
cations for world supply. If climate change were to significantly alter
supply in the United States, we would expect it to have repercussions
for world prices. How much prices are predicted to increase depends not
only on supply but also on agricultural demand, which we examine in
more detail in the next section.
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Figure 2.6 Relation between US production shocks and world production shocks
Notes: Graph correlates total deviations of calorie production from a linear time trend in the
United States and the entire world as shown in the bottom panel of Figure 2.1. A regression
line (solid line) as well as the 95 percent confidence bands (dashed lines) are added. The
regression coefficient is 1.01 with a t-value of 8.72.
Source: The time series of total production (tonnes) is taken from the Food and Agriculture
Organization (2008). The fraction of agricultural yields that is edible as well as the calories
per pound edible are taken from Williamson and Williamson (1942).

2 Agricultural demand

Two features of agricultural demand are particularly important for food
scarcity in the future: the income elasticity of the demand for meat
(which requires a multiple of calories as an input than it produces) as
well as the price-elasticity of demand for agricultural goods.

2.1 Meat demand and income

As people grow richer, food demand shifts from an almost exclusively
vegetarian diet to one comprised increasingly of meat. The top panel
of Figure 2.7 shows a cross-country analysis in 2003: average meat con-
sumption is plotted against the log of GDP in a country, where the size
of a circle is proportional to the country’s population. Richer countries
consume far more meat per capita than poorer countries. This suggests
much of the world’s population, including China and India, are likely to
increase meat consumption further as their incomes grow. This growth
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Figure 2.7 Meat consumption and production as a function of income
Notes: The top panel displays average meat consumption across countries in 2001–2003 as a
function of log GDP per capita in 2003. The size of a dot is proportional to the population of
a country. A regression line (solid line) as well as 95 percent confidence bands (dashed lines)
are added. The bottom panel displays the increase in meat production in China (black lines)
and South Korea (grey lines). Total production is shown as a dashed line, while per-capita
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Source: Meat consumption is taken from the Food and Agriculture Organization (2007). Meat
production in China and Korea is taken from the Food and Agriculture Organization (2008).
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will be the largest source of commodity demand growth in the com-
ing decades. Meat requires far more caloric input than a vegetarian diet.
Animals consume feed crops (often corn and soybeans) while they are
raised. Most of the calories animals consume are expended before the
animals are slaughtered. Gerbens-Leenes et al. (2002) estimate that it
takes 3–5 times the land area for meat production than for a vegetarian
diet in the Netherlands. Others have estimated that it takes 5 to 10 calo-
ries of feed crops to produce a single calorie of meat. Continued growth
in meat demand will only increase demand for staple food crops.

A comparable relationship between meat demand and income holds
within countries over time. Worldwide meat production increased from
71 million tons in 1961 to 273 million tons in 2006. In China alone
meat production grew from 2.5 million tons to 82 million tons in this
time period (Food and Agriculture Organization 2008), which is mainly
consumed domestically. The large growth in production stems from its
massive population and rapidly growing income. Population growth,
however, is just a small part of the story. While total population doubled
over this period in China, total meat production increased 33-fold as
shown in the bottom panel of Figure 2.7. As a result, China produced
and consumed roughly 30 percent of the world’s meat in 2006. South
Korea’s meat production has increased over the same time period but
leveled off during the 1990s. In 2006, per-capita meat production (tons
of meat) in Korea was slight more than half the number in China.

It is important to note that if increasing demand for meat is not
matched by increased yield growth and commodity supply, growing
scarcity will drive up commodity and land prices. While higher prices
normally act to reduce the quantity demanded via the demand curve,
we will show below that demand is extremely inelastic. Thus, equilib-
rium would be reached with commodity and meat prices much higher
than they are now. In richer countries, higher prices may have a pos-
itive side effect of inducing healthier diets. With more modest meat
consumption, there should be plenty of food to feed the world’s pop-
ulation and there is no reason to expect that higher food prices would
lead to meaningful limits to continued economic growth. But continued
growth in meat consumption could increase the scarcity of staple crops
used as feed.

2.2 Price-elasticity of demand for food

While income-growth shifts out the demand for meat and meat con-
sumption requires more calories from staple crops than consuming
them directly, the price effect of the increased demand for staple crops
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crucially depends on the elasticity of demand. Since food is essential for
life, one would expect the demand to be inelastic. In wealthier nations
demand for food commodities is inelastic because they account for a
small share of income. Commodity price and quantity fluctuations bear
out the inelasticity of demand empirically.

The top panel of Figure 2.8 plots real prices for the four key commodi-
ties from 1961 to 2008 as well as the calorie-weighted average. Prices
for 2008 are preliminary, reflecting futures prices from April 1, the time
this chapter was written. The average price uses the average production
share of each crop in Figure 2.1 over the period 2000–2006. All prices
are in caloric units to match Figure 2.1 above. The vertical axis gives the
price of annual caloric need for one person (assuming 2000 calories per
day) if all calories were derived from consuming the raw commodity.
While the overall trend has been downward, commodity prices fluctua-
tions are large, and they tend to move up and down together. The large
price fluctuations bear a striking contrast to the relatively small quan-
tity fluctuations plotted in the bottom graph of Figure 2.1 above. Thus,
it would seem that relatively small quantity changes lead to big price
changes. The price fluctuations appear especially large given all four of
these commodities are highly storable, which means accumulation and
depletion of inventories smoothes consumption relative to production,
and thus should smooth prices as well. Because of storage, price changes
also tend to be very persistent, with near unit roots. Thus, the large
price fluctuations would seem to indicate that demand and/or supply
are extremely inelastic.

Since US fluctuations in production explain most worldwide varia-
tions, it seems reasonable to infer that much of the short-term fluc-
tuations in quantities are due to weather. Thus, we might reasonably
assume that deviations from trend aggregate production are transitory
and unexpected shifts in supply. Following this assumption, we can
obtain a crude estimate for the world demand elasticity by regress-
ing deviations from the trend in world caloric production (plotted in
the bottom panel of Figure 2.1 above) against changes in the average
caloric price. This regression and its associated scatter plot are given
in the bottom panel of Figure 2.8. Because prices are on the left-hand-
side of the regression and presumably random quantity fluctuations are
on the right, the relationship provides insight into the inverse demand.
The statistically significant slope is −3.17 (with a t-value of 3.69) and
the implied demand elasticity is the inverse, or −0.32.

Interpreting this regression line as a demand curve assumes all devia-
tions from the quantity trend are unanticipated supply shocks. If some



January 8, 2010 9:53 MAC/EGTS Page-64 9780230_232471_04_cha02

64

Corn

1965 1980 1985
Year

1990 1995 2000 20051970 1975

40
0

30
0

20
0

10
0

0P
ri

ce
 o

f 
ca

lo
ri

es
 (

$2
00

7/
p

er
so

n
/y

ea
r)

Rice Soybeans Wheat Avg

World calory production shock (log deviation from trend)

C
h

an
g

e 
in

 lo
g

 c
al

o
ry

 p
ri

ce

–.08 –.06 –.04 –.02 0 .02 .04 .06

–.
4

–.
2

0
.2

.4
.6

Figure 2.8 Prices and inverse demand function
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of the quantity deviations actually stem from demand shocks, or if
some of the deviations are anticipated (e.g., observed area expansions
at the time of planting), then the demand elasticity is biased upward in
magnitude. That is, the price response is too small relative to the true
inverse demand curve. More importantly, because most supply shocks
are buffered by accumulation or depletion of inventories, only a small
fraction of a transitory quantity shock will be accrued in the current
period. In Fisher et al. (2007) we show that nearly 100 percent of a
typical corn yield shock is buffered by accumulation or depletion of
inventories in the United States. As a result, the elasticity is biased
upward in magnitude if one does not account for storage, and hence
demand is less elastic than in our exercise. The inescapable conclusion
is that the underlying demand elasticity for basic commodity calories is
extremely inelastic. In Roberts and Schlenker (2009) we use the world-
wide sum of local yield shocks as a proxy for weather-induced supply
shocks, account for storage, and estimate a demand elasticity of −0.05.
Thus one can expect a doubling of prices from a 5 percent downward
shift in supply.

Another way to approximate the demand elasticity is to consider the
recent rise in prices. Around the year 2000, basic annual caloric need
could be bought for 39 dollars (production weighted average price in
Figure 2.8). At this writing, in April of 2008, the price of basic annual
caloric need has risen to $150 for rice, $117 for wheat, $96 for soy-
beans, and $67 for corn in 2008. The production-weighted average
price has risen to $106, more than twice the level in 2000. Much of
this increase has been attributed to ethanol subsidies. These subsidies,
together with high oil prices, have grown corn-based ethanol produc-
tion from almost nothing in 2000 to a projected 9.3 billion gallons in
2008/2009. Current ethanol production accounts for about 30 percent
this year’s US corn crop and is projected to account for about one-
third of the US crop over the next decade. Given US corn accounts for
about 40 percent of corn produced worldwide, and corn accounts for
roughly one-third of calories produced worldwide (Figure 2.1) in the
four essential crops, corn-based ethanol production will have soon dis-
placed about 4.4 percent of the calories that would have been directed
toward the food supply. Thus, the predicted increase in prices would
be 4.4/0.032 = 139 percent, which is nearly as high as the 175 percent
price increase we observed for the production-weighted average price of
a calorie between 2000 and 2008.

We note that these simple calculations do not account for supply
response induced by higher prices (i.e., movement along the supply
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curve). Less than perfectly inelastic supply would dampen the price
effect of growing ethanol demand. In Roberts and Schlenker (2009) we
argue that supply is more elastic than previous empirical estimates.

2.3 Implications for poor countries

Market mechanisms ensure that a scarce resources end up in the hands
of those most willing and able to pay for them, thereby ensuring Pareto
efficiency. Yet, there could be considerable distributional concerns if
some grow richer while others remain poor. Today about half the world
lives on less than $2/day or about $670/year. At the same time, many in
wealthy countries are willing and easily able to pay $670/year, perhaps
several times over, to satisfy preferences for a diet rich in meat. If some
grow much wealthier, consume more meat and commodity resources,
and thereby drive up commodity prices, we may find that those remain-
ing poor can no longer afford basic caloric requirements. Indeed, at
today’s rice prices it requires $150/year, a fourth or more of half the
world’s budget, just to satisfy basic caloric needs, not including retailer
markups, tariffs, or transportation costs. At this writing, the New York
Times and Washington Post are reporting that the high price of food sta-
ples is causing food riots in Yemen and Morocco and hoarding of rice
in Hong Kong, while governments of many less developed nations are
banning exports. While the current situation appears to stem in part
from the recent ethanol boom, it is easy to see how high prices might
be sustained or rise further from growing meat demand.

The possibility of high food prices leading to widespread famine
described here may seem Malthusian in nature. It is not. Malthus argued
that population growth would always exhaust economic growth in the
long run, leading most to live in misery on the brink of survival. Rather,
we believe it likely that if widespread famine were to occur it would
happen simultaneously with continued per-capita income growth. Pros-
perity would simply accrue to the richer half or two-thirds of the world
while poorest third struggle to survive. Moreover, it is not a misery
driven by population growth as much as growing income inequality
coupled with less-than-spectacular technological progress in agricultural
production.

3 Potential climate impacts

In the past two sections we have given a brief overview of agricultural
markets. Our goal was to provide some context for potential climate
impacts by characterizing global agricultural markets, how they have
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changed over time, and how they might be expected to change in the
future. While agriculture remains a tiny share of economies in devel-
oped nations, that tiny share, particularly in the United States, has large
potential welfare implications for those in developing nations. Specifi-
cally, the growing demand for meat is making basic staple foods (which
are used as feed stock in meat production) scarcer, as is the demand to
use these staple crops for biofuel production. Even though only a small
share of caloric production was shifted toward ethanol and meat in the
last few years, prices have more than doubled for these commodities. If
climate-induced yield declines would add further scarcity by reducing
output, prices might skyrocket even further with large consequences for
poorer countries where food constitutes a large share of income even at
today’s prices.

Most research to date suggests that anticipated climate changes will
harm agricultural production in the developing world (Lobell et al.
2008). The poorest countries also tend to be among the warmest coun-
tries, where soils and climates are already suboptimal for production
of agricultural staples. Further warming is likely to hurt productivity
in these countries. Research on the United States and similarly tem-
perate climates is mixed. Previous studies have found a wide range of
possible climate-change impacts on agriculture, ranging from signifi-
cant benefits to large damages (Mendelsohn et al. 1994, Darwin 1999,
Schlenker et al. 2006, Kelly et al. 2005, Timmins 2006, Ashenfelter
and Storchmann 2006, Deschênes and Greenstone 2007). Given the
large US role in world commodity markets, it is important to focus
research efforts on the United States in order to reconcile these mixed
findings.

Previous statistical studies differ on two key dimensions: (i) the sta-
tistical identification strategy used in the analysis (e.g., cross-sectional
variations in climate versus year-to-year fluctuations in weather), and
(ii) different functional relationships between temperature and precip-
itation variables and agricultural output or farmland values. It is our
view that differences in previous results are primarily due to the latter,
not whether one uses the cross-section or the time series as the source
of identification. If the weather variable is modeled adequately, both
a panel of yields and a cross-sectional analysis of farmland values give
comparable results.

In Schlenker and Roberts (2009) we show that the relationship
between yields and temperatures is highly nonlinear for corn, soy-
beans, and cotton. The study develops a new fine-scaled weather data
set that incorporates how much time a crop is exposed to each 1◦C
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interval during each day of the growing season to precisely estimate this
nonlinearity. Yields are increasing in temperature until about 29◦C for
corn, 30◦C for soybeans, and 32◦C for cotton, but become very harmful
above these thresholds. The slope of the decline above the optimum is
significantly steeper than the incline below it. While warming below the
threshold is hence desirable, it is very harmful if temperatures exceed
these thresholds. Given the difference in slopes, it is predominantly the
increase in very hot days that drives most of our impact estimates. The
predicted impacts at the end of the century are large and highly sig-
nificant ranging from a 39 percent to a 53 percent decline in yields
for the three crops in question under the B2-emission scenario in the
Hadley III model. The B2-emission scenario is a mid-range emission
scenario.

We obtain comparable results when we look at the pure time-series of
aggregate yields or the cross-section of average yields. The latter incor-
porates farmers’ responses to differences in long-run weather averages
(climates) as farmers in the south can expect that temperatures will be
warmer than in the north. The former relies on year-to-year weather
fluctuations that are unknown at the point of planting and hence are
difficult to adapt to. The fact that both give similar results suggests that
adaptation possibilities within a crop species are limited.

Another approach to measure adaptation possibilities (e.g., crop
switching) is to estimate a reduced-form relationship between farmland
values and average climate in a county. In an efficient market, farm-
land values will equal the discounted profits a farmer can obtain from
a piece of land if it is put to its best use. If it is more profitable to
grow oranges in a warmer climate than to grow corn, farmland val-
ues will equal the discounted profit from planting oranges. Hence, if
two plots of land of identical quality have different values in different
climates, the differences can be attributed to the difference in climate.
Such a hedonic regression is a partial-equilibrium analysis and hence
implicitly assumes that prices remain constant. Following our earlier
discussion this is a strong assumption, and the results should hence
be seen as the capitalized value of production changes under current
prices. The highly inelastic demand for food implies that farmers might
actually benefit if reductions in output are more than offset by price
increases.

The empirical challenge of the hedonic approach is to find two plots
of land that are identical except for differences in climates, that is, the
researcher has to account for other confounding factors. If an omitted
variable that influences farmland values is correlated with climate, the
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coefficient on the latter will be biased as it picks up the effects of the
omitted variable. We will show below that the results are fairly stable
under a wide set of sensitivity checks. While there is no test to show
that omitted variables are not a problem, the fact that the results are
insensitive to set of controls is at least partially reassuring. If an omit-
ted variable is correlated with one of the controls that is included in
the regression, the control variable will pick up some of the effect that
is attributable to the omitted variable. If coefficient estimates are stable
when controls are included and excluded, the omitted variable would
have to be correlated with climate but not one of the controls. Hence,
showing that the results are insensitive if one includes and excludes
certain controls (e.g., soil quality) reduces the set of possible omit-
ted variables that might bias the results, as these would now have to
be correlated with climate but uncorrelated with the control that was
included.

To check the sensitivity we estimate the cross-sectional relationship
between average farmland values in a county and climate for each of the
eight census years 1969, 1974, 1978, 1982, 1987, 1992, 1997, and 2002
by including/excluding each of the following eight control variables:
(i) latitude, (ii) income per capita, (iii) population density, (iv) average
water capacity of the soil, (v) k-factor of the top soil layer, (vi) min-
imum permeability of all soil layers, (vii) percent clay, and (viii) the
fraction that is classified as top soil. These are the controls used in
Schlenker et al. (2006). We also include/exclude the square of each of
these eight control variables and run the regression with and without
state fixed effects for a total of 8 × 28 × 28 × 2 = 1,048,576 permuta-
tions. Each permutation includes the same five climatic variables: three
degree days variables (explained below) and two precipitation variables,
but varies the set of control variables and the year in which the rela-
tionship is estimated. The kernel density of predicted climate change
impacts is shown in Figure 2.9 and the density of the regression coeffi-
cients on the five climatic variables is shown in Figure 2.10. Degree days
are truncated temperature variables to capture the nonlinear relation-
ship between temperature and agricultural output. For example, degree
days 8–32◦C are the daily degrees above 8◦C, but below 32◦C, that is,
a temperature of 10◦C would be 2 degree days, and any temperature
equal to or above 32◦C would be 24 degree days. Similarly, degree days
above 34◦C are temperatures in excess of 34◦C. In each of these two
figures the top row displays the results if we use the bounds of the
agronomic literature that were used by Schlenker et al. (2006) with
a degree days measure that was derived using monthly data. Thom’s
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rule is an interpolation routine that relates the standard deviation
between months to the daily variance in temperatures. In a follow-up
study we replace Thom’s interpolation method of monthly tempera-
tures with daily values (Schlenker and Roberts 2006). The second row
of Figure 2.9 and 2.10 replicate the analysis with daily temperature val-
ues but continues to use the same bounds. Finally, the last row uses
daily values with the optimal bounds for corn from Schlenker and
Roberts (2009).

Under all specifications and data sets predicted climate change
impacts by the end of the century under the B2-scenario are unam-
biguously negative. The 95 percent confidence interval of our roughly
1 million regressions spans from approximately 40 percent to 80 percent
among the three graphs in Figure 2.9. This effect is driven by the
predicted increase in extremely warm temperatures. The coefficient
on the degree days above the threshold is unambiguously negative
as shown in the left column of Figure 2.10. By the same token, the
coefficient on the two precipitation variables (last two columns of
Figure 2.10) does not switch signs for the intermediate 95 percent
of the values of our sensitivity checks. The sign on the degree days
variable capturing intermediate temperatures (8–32◦C and 10–29◦C)
appears less robust to the inclusion or exclusion of control vari-
ables, especially once we use daily values in the construction of the
variables.

While these production responses are large and significant given that
the United States produces 23 percent of the world’s calories, a word of
caution might be in order. First, our regression is based on past obser-
vations and cannot account for CO2 fertilization or new crop varieties.
Moreover, reductions in US production might be offset by production
increases in areas further north, especially Russia which has good soils,
but some authors argue that vast areas that are now frozen over will
become swamps after an increase in temperature that is ill-suited for
farming, Whether substitute production is feasible (through new crops
or new area) is key in determining whether foods will become more
scarce and expensive given the negative effects we have outlined. Poten-
tial impacts not only depend on the demand elasticity, but also the
supply elasticity. The more elastic the supply, the larger the produc-
tion response and the lower the price effect. However, the fact that
futures prices 3 years from now equal current spot prices suggests that
immediate supply responses through enlargement of the agricultural
area are not anticipated by the market, despite the recent run-up in
prices.
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Figure 2.9 Robustness of climate change impacts—Hedonic regression
Notes: Graphs display kernel densities of predicted climate impacts under 1,048,576 model
permutations. The 95 percent confidence interval is added as dashed lines. The top graph uses
the specification of the climate variables from Schlenker et al. (2006), that is, a quadratic in
degree days 8–32◦C and the square root of degree days above 34◦C as well as monthly data.
The middle graph uses the same climatic variables and bounds but uses daily data to derive
degree days instead of monthly averages (Schlenker and Roberts (2006)). Finally, the bottom
graph uses the optimal bounds obtained in Schlenker and Roberts (2009) for corn together
with daily data.
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Figure 2.10 Robustness of coefficient estimates—Hedonic regression
Notes: Graphs display kernel densities of regression coefficients under 1,048,576 model permutations. The 95 percent confidence interval is added as
dashed lines. The graphs in the top row use the specification of the climate variables from Schlenker et al. (2006), that is, a quadratic in degree days
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the optimal bounds obtained in Schlenker and Roberts (2009) for corn together with daily data.
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4 Conclusions

Research investigating potential climate change impacts on agricul-
tural production has generally found that a warmer climate will harm
yields throughout much of the developing world. While findings from
research in more temperate climates are mixed, our own research on
the United States, the world’s largest agricultural producer, indicates
potential impacts are both negative and substantial. If our predicted
climate-change impacts were to bear out, price and welfare effects would
likely be considerable, especially if worldwide income inequality persists
into the future. Large income inequality, coupled with highly inelas-
tic demand for food commodities, means that even modest negative
climate change impacts could make food unaffordable to the poor.
Widespread and persistent famine would seem plausible.

Although the more dismal possibilities laid out here may seem
Malthusian in nature, there are important differences. A critical piece
of the Malthusian view is unbridled population growth, which Malthus
argued would consume all wealth accrued via technological change.
However, population is not as critical to commodity demand growth
as individual demand for meat and how it is linked to income growth
in rapidly ascending countries like China. The Malthusian view also pre-
dicts subsistence living on brink of survival for the great majority of the
population. But here the most dismal possible outcomes are unlikely
to spread beyond the least developed countries with per-capita incomes
well beyond subsistence. One possible scenario is that the today’s poor-
est countries catch up with developed nations before any negative
climate change impacts might begin to set in. This seems only likely if
these countries switch from being food importers to food exporters. Ris-
ing commodity prices would then make them richer. We might expect
even higher commodity price increases, high enough to induce signifi-
cant substitution away from meat and toward less resource consumptive
grains and vegetables. Severe climate-change impacts could still have
significant welfare implications, because high prices would make agri-
culture a larger share of output. But widespread famine would seem
unlikely given enough substitution away from meat toward grains and
vegetables.

There are, of course, also good reasons to be optimistic. Emerging
biotechnologies may bring about a second green revolution that facili-
tates even greater crop yield growth. Monsanto, the leading agricultural
biotech company, has recently begun marketing “drought tolerant”
corn varieties that may prove to be more heat tolerance than corn
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grown since 1950. New genetically engineered strains of wheat, rice, and
soybeans might facilitate more yield growth for these crops too. More-
over, the prospect of adverse consequences could provide increasingly
powerful incentives (i.e., through higher prices) for innovations that
may aid or facilitate adaptation. There should be time for such adap-
tations, because climate impacts are likely to be realized gradually over
many decades. Compelling research showing the potentially devastat-
ing impacts of climate change serves to further enhance the incentive
innovate before any devastating impacts might be realized.
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Wealth, Saving and Sustainability
Kirk Hamilton

Deriving conceptually sound and useful indicators of sustainable
development has been a challenge, not least because sustainability is
inherently a concern about the future. Yet the question of indicators
is key: without some means to quantify progress towards sustainabil-
ity, all of the policy commitments by governments and institutions to
achieving sustainable development risk becoming empty promises.

Pearce and Atkinson (1993) pointed the way on measurement. Their
argument was largely intuitive – if gross saving in an economy is less
than the combined value of depreciation of produced capital and deple-
tion of natural resources, then future well-being must be at risk. They
assembled empirical estimates of the value of depreciation, depletion
and damage to the environment to show that many countries were
apparently on an unsustainable path in the 1980s.

The literature on measuring sustainable development overlaps with
the literature on the treatment of the environment and natural resources
within the System of National Accounts (SNA). This is important
because the SNA has a substantially incomplete treatment of resource
and environmental issues. Because depletion and damage to the envi-
ronment is ignored in the SNA measure of income, decisions to
exploit natural assets are captured only partially – in the most extreme
cases, asset liquidation gets accounted as income generation within
the SNA.

An important strand of the research on measuring sustainable devel-
opment since Pearce and Atkinson (1993) has treated the question more
formally, working within the framework of growth theory. But the link-
age between growth theory and national accounting is an intimate one,
as the seminal paper by Weitzman (1976) has established. What follows,
therefore, works within the growth-theoretic foundations of national
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accounting to highlight advances in the measurement of sustainable
development.

We first present some general ideas regarding wealth and social
welfare. Then the question of saving, the change in real wealth, is taken
up in two sections dealing with optimal and non-optimal economies.
Empirical estimates of saving and wealth from the World Bank are high-
lighted. And finally some issues and challenges are considered in the
concluding section.

Wealth and social welfare

When economists speak of ‘social welfare’ they are explicitly includ-
ing an inter-temporal dimension. The issue, of course, is that measuring
current well-being does not tell you whether this well-being can be
sustained in the future. To take a concrete example, during the first
half of the 1980s fish catch in Mauritania grew strongly from around
20,000 tons in 1980 to nearly 90,000 tons in 1987. Fisheries were
expected to provide a key source of growth, generating jobs, foreign
exchange earnings and budget revenues. But the fishery collapsed from
over-exploitation, with long-term consequences for growth – exports of
goods and services grew at a real 7.5 per cent per year over 1980–87, but
shrank by −2.3 per cent per year from 1987 to 2000. The well-being of
Mauritanians benefiting from the export fishery could not be sustained.
If economists had been measuring the total wealth of Mauritania, then
the impending collapse could have been foreseen in the asset account
for fish stocks.

The fact that income or consumption does not have a direct wel-
fare interpretation was highlighted in a seminal paper by Samuelson
(1961), who argued that the choice of a welfare measure has to be made
‘in the space of all present and future consumption . . . the only valid
approximation to a measure of welfare comes from computing wealth-
like magnitudes not income magnitudes’ (Samuelson 1961, pp. 50–57).
Irving Fisher (1906) provided the original insight that the most com-
plete measure of current wealth should be the present value of future
consumption.1 Fisher identified three types of assets: immovable wealth,
comprising land and the fixed structures upon it; movable assets or
commodities; and human beings.

In a recent paper Hamilton and Hartwick (2005) make these notions
explicit in a competitive economy with a constant returns to scale pro-
duction technology.2 Total wealth W is defined as the sum of asset
values,
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W =
N∑

i=1

piKi (1)

Here the Ki are the stocks of assets in the economy, and the pi are their
shadow prices. To measure sustainability it is important that the wealth
measure span as wide a range of assets as possible, including assets with
negative shadow prices such as pollution stocks. Hamilton and Hartwick
show that for interest rate r and consumption C,

W =
N∑

i=1

piKi =
∞∫

t

C (s) · exp

⎛

⎝−
s∫

t

r (τ )dτ

⎞

⎠ds (2)

This is just what Fisher made explicit: total wealth is equal to the present
value of future consumption, which in turn corresponds to Samuelson’s
notion of total wealth as a measure of social welfare.

Saving in optimal economies

If wealth measures social welfare, then changes in wealth should tell us
about changes in social welfare and – as will be made explicit below –
sustainability. Hamilton and Clemens (1999) grounded the insights of
Pearce and Atkinson (1993) in the theory of optimal growth. They show
that genuine saving G, defined as the change in real asset values,

G =
N∑

i=1

piK̇i (3)

is equal to the change in social welfare in an optimal economy. That is,
for utility U, social welfare V (here measured in utility units rather than
consumption units), marginal utility of consumption λ and constant
pure rate of time preference ρ:

G = λ−1V̇ for (4)

V =
∞∫

t

U (C, . . .) · e−ρ(s−t)ds. (5)

This says that social welfare is equal to the present value of utility, and
that genuine saving is equal to the instantaneous change in social wel-
fare measured in dollars.3 The utility function can include consumption
C and any other set of goods and bads to which people attribute value.
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Hamilton and Clemens (1999) go on to show that negative levels of
genuine saving must imply that future levels of utility over some period
of time are lower than current levels – that is, negative genuine sav-
ing implies unsustainability (the converse does not hold – Pezzey 2004
derives this result in a more general framework). This result links general
notions of social welfare to the question of sustainable development.

Because this result holds in an optimal economy, its usefulness can be
questioned. Hamilton and Hartwick (2005) provide a partial response
in the context of the Dasgupta-Heal economy characterized by fixed
technology, constant returns to scale and an exhaustible resource that is
essential for production.

A key result in Dasgupta and Heal (1979) is that the optimal path for
the simple exhaustible resource economy is not a sustainable path –
Figure 3.1 shows a typical optimal path, where consumption rises,
reaches a peak and then falls towards 0 asymptotically. This is driven
by the fact that the marginal product of capital falls along the optimal
path, until it is actually lower than the pure rate of time preference.

Hamilton and Hartwick (2005) establish that consumption and gen-
uine saving are related in the following way along the optimal path:

Ċ = rG − Ġ (6)

which can be solved to yield,

G =
∞∫

t

Ċ (s) · exp

⎛

⎝−
s∫

t

r (τ )dτ

⎞

⎠ds (7)

C(t)

$

Figure 3.1 Consumption path in the optimal Dasgupta-Heal economy
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This says that genuine saving is equal to the present value of future
changes in consumption, a result derived in a more general setting in
Dasgupta (2001, Chapter 9 Appendix A.7).

From expression (7) it is straightforward to see that if consumption
is initially rising along the development path, as shown in Figure 3.1,
then genuine saving will turn negative before the peak and subse-
quent decline in consumption is reached. Genuine saving, therefore,
gives ‘early warning’ that a decline into unsustainability is impending.
A hypothetical myopic social planner who is ensuring that the path for
the economy is optimal would see that a decline is imminent and could
opt for another policy to guide the economy.

Rules for sustainability in competitive economies

From a policy perspective the interesting question with regard to sus-
tainable development is whether there are any general policy prescrip-
tions which will ensure sustainability. For this it is necessary to look
at non-optimal economies, because rules for sustainability will in most
instances conflict with the necessary conditions for optimal growth –
this simply reflects the divergence between sustainability and optimal
growth as social objectives.

Dasgupta and Mäler (2000) offer one solution to this problem by
looking at non-optimal economies which are driven by an allocation
mechanism which determines the path of all future stocks and flows in
the economy. For a suitable definition of the shadow prices in the econ-
omy, Dasgupta and Mäler show that expression (4) will hold – genuine
saving in the non-optimal economy is proportional to the change in
social welfare.

One alternative to presuming either optimality or a full alloca-
tion mechanism is to assume that the economy is competitive –
roughly speaking, this implies that producers maximize profits over
time, while households maximize their utility. This is the key assump-
tion in Hamilton and Withagen (2007), who derive a generalization of
expression (6) in competitive economies:

U̇ = λG
(
r − Ġ/G

)
(8)

This relates the change in utility to the difference between the inter-
est rate and the growth rate of genuine saving and is the basis for the
following general rule.
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Rule for sustainability: In a competitive economy, a policy that ensures
that G > 0 and Ġ/G < r at each point in time in the future will ensure
that the economy is sustainable.

Hamilton and Withagen (2007) go on to show that if the pure rate of
time preference ρ is constant, then following this rule for sustainability
into the indefinite future will also ensure that social welfare V is also
increasing at each point in time.

Special cases of the rule for sustainability

The Hartwick rule. Perhaps the most famous rule for sustainability is
that of Hartwick (1977), who shows that if genuine saving is equal
to 0 at each point in time into the indefinite future, then utility will
be constant. This, it can be seen, is a special case of the general rule
for sustainability specified by Hamilton and Withagen (and foreshad-
owed in Hamilton and Hartwick 2005). Hartwick (1977) shows that the
zero genuine saving rule is feasible in the Dasgupta-Heal economy if (i)
the Hotelling rule holds, and (ii) the production technology is Cobb-
Douglas with β < α, where α and β are the elasticities of output with
respect to produced capital and natural resources respectively.

Constant genuine saving rate. Hamilton and Withagen (2007) show that
if F is production, R is resource extraction and p its shadow price, then

G = K̇ − pR = γ F for constant γ satisfying 0 <γ <α −β (9)

is a feasible policy rule for sustainability, yielding unbounded consump-
tion in the competitive Dasgupta-Heal economy.4 They go on to show
that the growth rate of net income (C + G) in this economy is given by

d
dt

(C + G)

(C + G)
= γ · r

α
. (10)

For a ‘typical’ developing country where resources are perhaps 30 per
cent of production (so α = 0.7) and the rate of return on capital r is 7
per cent, this expression implies that each increase in genuine saving by
10 per cent of gross production will yield a 1 per cent increase in the
growth rate of net income.

Constant level of genuine saving. Hamilton et al. (2006) show that if
genuine saving is held fixed at some constant level G satisfying 0 < G <

αF(K0,R(0)), then consumption is again unbounded in the competitive
Dasgupta-Heal economy.
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Testing the link between genuine saving and social welfare

Economic theory suggests that saving today and changes in future con-
sumption should be linked. Ferreira and Vincent (2005) use World Bank
historical data on consumption and genuine saving to test a basic propo-
sition linking current saving to future welfare. They start with a result
from Weitzman (1976): if the economy is optimal and the interest rate
is constant then,

G = r

∞∫

t

C(s)e−r(s−t)ds − C

Genuine saving is equal to the difference between a particular weighted
average of future consumption and current consumption. This relation-
ship is tested econometrically using per capita data from 1970 to 2000.
Ferreira and Vincent find that the relationship holds best for non-OECD
countries, and that there is a better fit as more stringent measures of
saving are tested, that is, when going from gross saving to net saving to
genuine saving (but excluding the adjustment for investment in human
capital, which performs very badly).

This empirical test of genuine saving has been deepened by Ferreira
et al. (2008), who analyze the wealth-diluting impact of population
growth on measures of net saving per capita. Using a more robust model
than Ferreira and Vincent (2005), Ferreira et al. show that only when net
saving per capita is adjusted to reflect depletion of natural resources and
wealth dilution is saving per capita correlated with changes in future
well-being.

Empirical estimates of wealth and saving

The foregoing theory suggests that total wealth is useful for measur-
ing social welfare, while changes in real wealth (genuine saving) can
measure growth in social welfare and provide the basis for rules for sus-
tainable development. This section of the chapter looks at the empirical
evidence on wealth and saving as presented in Where Is the Wealth of
Nations? (World Bank 2006).

This publication presents estimates of total wealth for over 100 coun-
tries by estimating the present value of future consumption over one
generation (25 years), as derived from expression (2). Independent
estimates of tangible assets (produced capital and stocks of natural
resources including agricultural land, forests, minerals and energy) are
then derived from national accounts data and data on physical stocks
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Table 3.1 Estimates of total wealth by region and income group in 2000 (US$ per capita and %)

Group Dollars per capita Share of total wealth (%)

Total
Wealth

Natural
Capital

Prod.
Capital

Intang.
Capital

Natural
Capital

Prod.
Capital

Intang.
Capital

Lat. Am. and Carib. 69,145 7,018 10,677 51,451 10 15 74
Sub-Saharan Africa 13,631 1,816 1,628 10,187 13 12 75
South Asia 6,906 1,749 1,115 4,043 25 16 59
East Asia and Pacif. 11,958 2,511 3,189 6,258 21 27 52
Mid. East and N. Africa 23,920 2,764 4,075 17,080 12 17 71
Eur. and Central Asia 41,964 3,795 8,446 29,722 9 20 71
Low Income 7,532 1,925 1,174 4,434 26 16 59
Lower Middle Income 22,674 2,970 4,187 15,517 13 18 68
Upper Middle Income 76,538 8,706 16,831 51,001 11 22 67
High Income OECD 439,063 9,531 76,193 353,339 2 17 80

World (excl. oil) 95,860 4,011 16,850 74,998 1 17 82

Oil exporters 22,952 12,656 7,937 2,359 55 35 10

World 90,210 4,681 16,160 69,369 5 18 77

Source: World Bank 2006.
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and flows, prices and extraction/harvest costs for natural resources. The
difference between total wealth and tangible wealth is derived residu-
ally and termed ‘intangible capital’ – Chapter 7 in Where Is the Wealth
of Nations? shows that 90 per cent of the variation in intangible capital
across countries can be explained by human capital and institutional
quality as measured by an index of rule of law.

Table 3.1 summarizes the wealth estimation results by region, income
group and for the world as a whole. High energy and mineral exporters
are treated as a separate group (denoted ‘oil exporters’) because of their
unique characteristics.

As Table 3.1 and Figure 3.2 below demonstrate, intangible capital
is the preponderant form of wealth, an insight that goes back to the
very origins of economic thinking.5 The share of intangible capital rises
across income classes, as expected.

The world’s poorest countries – particularly in South and East Asia –
depend heavily on natural resources (column 6 in Table 3.1). For low-
income countries overall, natural resources constitute 26 per cent of
total wealth, a share that is larger than produced capital. The natural
resource share falls to 2 per cent of total wealth in high-income
countries, but this is a fall in relative terms – figures in Where Is the

0%
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20%

30%

40%

50%

60%

70%

80%

90%

100%

Low income Middle income High income
OECD

Intangible capital

Natural capital
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Figure 3.2 Composition of wealth by income
Source: World Bank 2006.
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Wealth of Nations? show that the total value of natural capital per person
actually rises with income.

The oil exporters stand out as a special case in Table 3.1, with only
10 per cent of total wealth composed of intangible capital. As argued
in Where Is the Wealth of Nations? this almost certainly reflects the low
returns on all assets that characterize these economies – resource rents
of more than 20 per cent of gross national income (GNI) (in some
cases much more) are highly distortionary. The ‘resource curse’ literature
explores these issues more fully.

Saving estimates

Figure 3.3 shows the steps in calculating genuine saving for Bolivia, one
of the poorest countries in Latin America, with GDP per capita below
$1,000. Bolivia is endowed with a wealth of natural resources, including
minerals, oil and huge deposits of natural gas discovered at the end of
the 1990s.

The first column in Figure 3.3 shows the traditional measure of gross
national saving in Bolivia, 12 per cent of GNI in 2003. Deducting
the depreciation of produced capital reveals a much lower net saving
rate, less than 3 per cent. Investments in education are estimated to
be around 5 per cent of GNI, bringing the saving rate up to nearly
8 per cent as shown by the third column in Figure 3.3. Following this,

15
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resources
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Figure 3.3 Genuine saving in Bolivia (2003)
Source: World Bank 2006.
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adjustments are made for depletion of natural resources. Resource rents
from Bolivia’s extraction of oil and gas are deducted, as well as the rents
from gold, silver, lead, zinc and tin. Depletion of energy, metals and
minerals amounts to over 9 per cent of GNI. As a result of these deduc-
tions for resource depletion, Bolivia’s genuine saving rate is negative.
Finally, the deduction for pollution damages leads to a bottom-line esti-
mate of Bolivia’s genuine saving rate of −3.8 per cent of GNI. Bolivia is
currently on an unsustainable development path.

As Figure 3.4 shows, aggregate savings for the developing regions of
the world display distinctive levels and trends.
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Figure 3.4 Trends in genuine saving by region
Source: World Bank 2006.
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The Middle East and North Africa stands out for its consistently neg-
ative saving rate, reflecting high dependence on petroleum extraction.
Regional genuine saving rates are highly sensitive to changes in world
oil prices. This is clearly shown in Figure 3.3 – genuine saving rates
dropped in 1979, largely owing to the consumption of sharply increased
oil rents following the Iranian revolution.

East Asia and Pacific, and, to some extent, South Asia, stand in stark
contrast, with recent aggregate genuine saving figures nearing 30 per
cent, driven largely by China. The boom in economic performance from
the second half of the 1980s until the Asian financial crisis in 1997 is
reflected in the genuine saving numbers, largely driven by increases in
gross national saving.

Genuine saving rates have been hovering around zero in Sub-Saharan
Africa. Positive saving in countries such as Kenya, Tanzania and South
Africa is offset by strongly negative genuine saving rates in resource-
dependent countries such as Nigeria and Angola, which have genuine
saving rates of −30 per cent in 2003.

Latin American genuine savings rate have remained fairly constant
throughout the 1990s. The large economies in the region, Mexico and
Brazil, have positive genuine saving rates in excess of 5 per cent. How-
ever, like many oil producers, Venezuela’s genuine saving rate has been
persistently negative since the late 1970s.

This is the broad picture that emerges from the cross-country anal-
ysis of wealth and savings: Intangible wealth, including human and
institutional capital, is the most important share of wealth, and this
share increases with income; in low-income countries natural resources
are the next most important share of wealth; genuine saving rates
are negative in many of the most resource-dependent economies, and
have been effectively zero in Sub-Saharan Africa over the last three
decades.

Challenges, future directions and conclusions

These approaches to extending the national accounts, and the mod-
els that underpin them, are agnostic on the question of the degree
of substitutability between different assets, in particular between pro-
duced and natural assets. An important strand of the sustainability
literature, dating back to Pearce et al. (1989), looks at the question of
strong versus weak sustainability. Weak sustainability assumes that there
are no fundamental constraints on substitutability. If, however, some
amount of nature must be conserved in order to sustain utility – the
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strong sustainability assumption – then these saving models need to
be modified to incorporate the shadow price of the sustainability
constraint.

A formal approach to the strong versus weak sustainability problem
has been explored in the Hartwick rule literature. Dasgupta and Heal
(1979) and Hamilton (1995) show that if the elasticity of substitution
between produced capital and natural resources is less than 1, then the
Hartwick rule is not feasible – eventually production and consump-
tion must fall, implying that the economy is not sustainable under
the rule.

The question of environmental thresholds is potentially important in
measuring sustainable development. Crossing certain physical bound-
aries may produce catastrophic results, such as the loss of the Greenland
and Antarctic ice sheets as a result of global warming, or the death
of plankton in the ocean as a result of ozone layer destruction. In
environmental economic terms we may think of a threshold as a
point where the marginal damage curve is unbounded. As long as
marginal damages are smooth as a threshold is approached, the sav-
ing indicator will give correct signals concerning sustainability, since
approaching the threshold will eventually result in negative savings.
If the marginal damage curve is not smooth and becomes vertical at
the threshold, then the saving rule may not indicate unsustainability
as the threshold is approached. There is clearly an important question
of the science of threshold problems, since we do not know a priori
what the shape of the marginal damage curve is for many important
problems.6

There are important questions about the measurement of shadow
prices in this accounting work, particularly for natural resources.
If we assume that world prices for resources do reflect scarcities
and are therefore relatively undistorted, then the derived shadow
prices should be a reasonable reflection of the social costs associ-
ated with resource extraction. Dasgupta and Mäler (2000) perhaps
point a way forward with their suggestion that ‘accounting’ prices
should measure the marginal contribution of individual assets to social
welfare.

A related valuation problem concerns the treatment of capital gains
in valuing the depletion of exhaustible resources. Standard approaches
such as the ‘El Serafy’ method (El Serafy 1989) implicitly include holding
gains in the derivation of values of depletion, while the theory embod-
ied in expressions (3) and (4) above suggests that only changes in real
wealth can indicate changes in social welfare.
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These questions suggest a further range of issues where future research
will be required, including:

• Identifying thresholds and non-linearities in the natural world that
may not be captured in any simple way in measures of genuine
saving.

• Inventorying and valuing the environmental services that underpin
so much economic activity. While many of these values are captured
indirectly in other asset values – the value of farmland includes the
value of pollination services, for example – the fact that there is no
explicit valuation means that there are opportunities for unpleas-
ant policy surprises. Robust valuation of truly difficult-to-value assets
such as biodiversity is also a priority.

• Estimating elasticities of substitution for resources. The availability
of databases of natural resource stocks and flows, in quantity and
value terms, means that there should be more scope for exploring
this important question – World Bank (2006, Chapter 8) estimates
the elasticity of substitution between land and fixed capital to be
close to 1, an important result.

The foregoing theory tells us that genuine saving is the correct mea-
sure of the change in social welfare and that negative genuine saving
indicates that an economy is on an unsustainable path. This measure
of genuine saving provides the basis for a general rule for sustainable
development: ensure that saving is positive and growing at a rate less
than the interest rate. The Hartwick rule is a special case of this more
general rule for sustainability. The presentation of the empirical esti-
mates reminds us that, for both conceptual and practical reasons, our
measures of wealth and saving are incomplete, limiting the precision
of our measures of sustainability. This fact gives rise to a rich research
agenda going forward.

Notes

1. Fisher’s argument was motivated by the need to find a measure of compre-
hensive wealth. This led to the intuition that the value of an asset is the
capitalization of the stream of future services expected to be produced by the
asset.

2. See Dixit et al. (1980) for details on a competitive economy. A key conse-
quence of assuming a competitive economy is that shadow prices should be
dynamically efficient, for example, the Hotelling rule for the scarcity rents on
exhaustible resources. While Hamilton and Hartwick (2005) actually establish
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their result in an optimal economy, it holds in a competitive economy
as well.

3. This result is foreshadowed in Aronsson et al. (1997, expression 6.18) who
show that net saving measured in utils is equal to the present value of changes
in utility for a general (possibly time-varying) pure rate of time preference.
Similarly, Asheim and Weitzman (2001) show that growth in real Net National
Product (where prices are deflated by a Divisia index of consumption prices)
indicates the change in social welfare in the economy.

4. Asheim and Buchholz (2004) derive a similar result for a constant gross saving
rate rule.

5. In An Inquiry into the Nature and Causes of the Wealth of Nations, Adam Smith
wrote: ‘The annual labour of every nation is the fund which originally supplies
it with all the necessaries and conveniences of life which it annually con-
sumes.’ Smith recognized ‘the skill, dexterity, and judgment with which [. . .]
labour is generally applied’ as a precondition for generating supply ‘whatever
be the soil, climate, or extent of territory of any particular nation’.

6. See also Pearce et al. (1996).
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China, the US, and Sustainability:
Perspectives Based on
Comprehensive Wealth
Kenneth J. Arrow, Partha Dasgupta, Lawrence H. Goulder,
Kevin Mumford, and Kirsten Oleson

I Introduction

Policy analysts and policy makers are keenly interested in whether the
performance of national economies is consistent with some notion
of “sustainability.” This reflects growing concerns about environmen-
tal quality and about the depletion of oil reserves and other natural
resource stocks. Economists and natural scientists have offered several
notions of sustainability. An especially important notion—and the one
on which this chapter focuses—is defined with reference to human well-
being. This notion of sustainability is achieved if the current generation
leaves the next one with the capacity to enjoy the same or higher qual-
ity of life. Standard measures in the national income accounts—such
as changes in per-capita GDP—may offer hints of whether a nation
meets this sustainability criterion, but as is well known these measures
do not fully capture many important contributors to well-being, such
as the changes in the stocks of natural capital or in environmental
quality.

The issue of sustainability seems especially relevant to China today.
Although estimates vary, per-capita GDP in China appears to have
grown at an annual rate of over 8 percent over the past 15 years.1 In
terms of marketed goods and services, the nation appears to be making
extremely good progress. At the same time, China has accomplished this
GDP growth through significant reductions in its natural resource base.
According to China’s State Forestry Administration, itinerant farming
has contributed to soil erosion on a large scale, with desert expanding at
a rate of 10,400 square kilometers per year. China’s cities rank among the

92
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world’s worst for air pollution, and all of China’s major waterways are
classified as “severely polluted” by the World Resources Institute (1998).
This loss of natural capital offsets the positive contribution to the pro-
ductive base from investments in reproducible capital. As a result, it is
not immediately clear whether the China’s overall productive base is ris-
ing or even being maintained. As discussed below, the overall productive
base is intimately connected to the ability of the nation to generate
goods and services and thus maintain living standards—which is at the
heart of our notion of sustainability. Furthermore, China’s rapid GDP
growth has come at considerable cost in terms of environmental quality.
Is per-capita well-being sustainable, given the losses of natural capital
and environmental quality?

The sustainability issue also applies to the US, but perhaps in a differ-
ent way. A growing share of the US capital base is owned by foreigners.
The sustainability of well-being to US residents is closely connected to
the changes in per-capita wealth owned by these residents. Is per-capita
wealth of US residents rising and, if so, at what rate?

This chapter addresses these and other questions. Our overall objec-
tive is to shed light on whether China and the US are meeting a sus-
tainability criterion. It can be shown (e.g., Arrow et al. 2004; see below)
that, under a wide set of circumstances, intergenerational well-being is
sustainable during a period of time if and only if a comprehensive mea-
sure of wealth per capita is nondeclining during that same period. This
comprehensive wealth measure encompasses a wider range of produc-
tive assets than those in traditional national accounts. It embraces not
only reproducible capital but also human capital and many commercial
forms of natural capital. In addition, the focus on wealth directs atten-
tion to the entire intertemporal stream of goods and services implied by
today’s assets, rather than the current flow of income.

This effort is in the general category of comprehensive wealth
accounting. Some of the most important advances in such accounting
have been made in recent years by Kirk Hamilton and his collaborators
at the World Bank. Hamilton and Clemens (1999) explored whether
comprehensive wealth is rising or falling in various developing coun-
tries. Arrow et al. (2004) built on the World Bank’s framework by incor-
porating technological change and considering population growth. In
Where Is the Wealth of Nations? (World Bank 2006), a World Bank team
headed by Hamilton provides assessments of changes in comprehensive
wealth for nearly every nation of the world.

The present chapter aims to advance comprehensive wealth account-
ing in several ways. First, we offer a more theoretically consistent
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approach to valuing natural resources. This includes attention to how
future changes in natural resource prices can influence comprehensive
wealth measured today. This is especially important in regard to reserves
of crude petroleum. Second, we offer an improved approach to mea-
suring changes in human capital. While prior work used education
expenditure as a proxy for the change in human capital, we employ
a measure based on estimates of changes in educational attainment.
Third, we explicitly distinguish between domestic and foreign holdings
of a nation’s capital. Fourth, we introduce an improved treatment of
changes in wealth connected with environmental damages associated
with climate change.2

The chapter is organized as follows. The next section lays out the
main elements of our analytical framework. Section III then applies
the framework to examine the changes in per-capita comprehensive
wealth in China and the US over the period 1995–2000. Section IV offers
conclusions and suggests directions for future work.

II Methodology

A A sustainability criterion

Researchers have offered a great many definitions of sustainability, as
evidenced by Pezzey’s (1992) survey of the various notions. Our sus-
tainability requirement focuses on intertemporal welfare. (See Arrow
et al. 2004, pp. 150–154 for discussion and references.) According to this
approach, the (intertemporal) welfare of any one generation is deter-
mined not merely by its utility for current consumption but also for the
care it has for future generations. We let V denote intertemporal welfare.
One possible expression for V is:

V(t) =
∫ ∞

t
e−δtU[c(u)]du (1)

where t is time, δ is the subjective rate of discount of utility (time pref-
erence), U is satisfaction or felicity at any moment of time, and c is
an aggregate vector of different kinds of consumption. The c vector
includes not only marketed goods but also amenity values of nat-
ural resources, and various dimensions of health. The criterion of
sustainability is that V is nondecreasing:

dV/dt ≥ 0. (2)
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The possibilities for consumption are determined by an economy’s pro-
ductive base, an index of the quantities available of a number of types
of capital. The capital assets include (1) manufactured capital goods,
referred to as “reproducible capital,” (2) human capital, the productive
capacity inhering in human beings and acquired through education,3

and (3) various kinds of natural capital. Natural capital includes land
and various mineral resources.

Production of new goods takes place according to a technology which
relates the use of various forms of capital to outputs. For simplicity,
and again in accord with standard models of economic growth, this
analytical framework assumes there is one output, which can either
be consumed or added to reproducible capital. Natural resources may
be nonrenewable, as with minerals, or renewable, as with forests. In
the former case, the stock of the natural resource in any period is
reduced by the quantity extracted (the flow) in that period. In the
latter, the stock is increased by its natural rate of growth as well as
being reduced by the flow used. The rate of change in the stock of
a particular kind of capital is called the investment in that kind of
capital. Investment in nonrenewable natural resources is necessarily
negative.

The output generated by the productive base divides between con-
sumption goods and services and investment in reproducible capital.
We assume that allocation rules (which may include functions of market
prices) determine the allocation of output between consumption and
investment, and that the allocation system is autonomous, by which we
mean that V is not an explicit function of time. Hence the stocks of the
different kinds of capital in the next period are determined by the stocks
in the present period and the (fixed) allocation rules.

By proceeding from period to period this way, the entire future course
of capital stocks and therefore of flows of investment (by following the
allocation rules) is determined.4 Given the stocks of the different kinds
of capital, Ki(i=1, . . .n) at some time t, the values of Kt and consumption
c are determined at all future times u ≥ t. Hence U[c(u)] is determined
for all u ≥ t, and, from (1), V(t) is determined as well. Hence we can
write:

V(t) = V[K1(t), K2(t), . . . , Kn(t)]. (3)

Therefore, from (2), sustainability requires that

dV/dt =
∑n

i=1
(∂V/∂Ki)(dKi/dt) > 0. (4)
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The theory we are invoking here does not require that intergenerational
well-being, V, has the functional form given in equation (1). Let qi ≡
∂V/∂Ki and Ii ≡ dKi/dt. The variable qi is the marginal contribution of
the ith type of capital to intertemporal welfare, and thus may be thought
of as the shadow price of that kind of capital. Ii is the time derivative of
the capital stock Ki or, in the usual terminology, the investment in that
capital. It follows that

dV/dt =
∑n

i=1
qiIi. (5)

Thus, dV/dt is the value of the new investments in different kinds of
capital evaluated at the shadow prices. This suggests an interpretation
of dV/dt as the change in wealth evaluated at constant prices, that is,
the change in real wealth. Since we are including all forms of wealth,
including natural resources, we refer to this as the change in comprehen-
sive wealth.5 Hence, from (4), the criterion for sustainability is precisely
that real wealth is increasing.

The shadow prices are the prices that would prevail if all commodities
were traded in competitive markets and if there were perfect foresight.
Thus the shadow price for a nonrenewable resource such as oil is the dis-
counted value of future use. It is therefore the price at which the owner
of the well would be indifferent between selling the oil now and hold-
ing it for future sale. More precisely, the shadow price is the difference
between the sales price of the oil and the cost of its extraction; it is the
price paid for the scarcity of the resource.

The shadow prices are stated above in units of utility per unit cap-
ital. In view of the arbitrariness in the choice of units for utility, it is
useful to employ a different numéraire; a natural choice is the aggregate
commodity which can be used for either consumption or reproducible
capital. This is the same technique as is used in ordinary price indices.
Let reproducible capital be given the index 1 in the enumeration of types
of capital. Then define the shadow prices of the different kinds of capital
measured in terms of reproducible capital,

pi = qi/q1, (i = 1, . . .n), (6)

and the change in comprehensive wealth in the same terms:

dW/dt =
∑n

i=1
piIi (7)
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Here p1 = 1, from (6). Hence sustainability requires that

dW/dt > 0. (8)

The formalism used here permits a measure of comprehensive wealth, as
well as of the change in comprehensive wealth. In the notation already
used,

W =
∑n

i=1
piKi. (9)

This explicit measure of comprehensive wealth is designed to replace
the rough approximations used in Arrow et al. (2004, Table 1 and Note,
p. 163).

B Measuring investments and determining shadow prices

1 Natural capital

To value the changes in natural capital, we need to consider both the
net investment (DK) and the shadow price to apply to that investment.
The net investment in a nonrenewable resource is simply the negative
of the amount used up. The shadow price is related to the rental value
of the resource. As is well known since the classical analysis of Hotelling
(see, e.g., Dasgupta and Heal 1979), in a competitive setting the rental
value of a nonrenewable resource should rise at the rate of interest (the
marginal productivity of capital). If we abstract from externalities asso-
ciated with use of the resource, then the rental value will correspond to
the resource’s shadow price.

For renewable resources, such as forests, the shadow price is again the
rental value (price less cost of cutting), but the net investment equals
the increase in the forests because of natural growth and planting less
the amount used up.

2 Capital gains in nonrenewable resources

To the extent that the rental value of a nonrenewable resource rises
through time, owners of the resource stock should expect to receive cap-
ital gains. Similarly, future consumers should expect to pay higher real
prices. Other things equal, this implies a reduction in real wealth. Thus
the impacts on real wealth of a given nation’s residents will depend
on the extent to which the residents own (and sell) or consume (pur-
chase) the resource in question. In the empirical application below, we
account for these wealth impacts. It appears that these impacts have not
been addressed in any of the prior literature.6 It may be noted that in



January 8, 2010 8:1 MAC/EGTS Page-98 9780230_232471_06_cha04

98 China, the US, and Sustainability

a closed economy there is no need to adjust wealth for capital gains or
losses, since the future gains to owners will be exactly offset by the losses
to future consumers

For each country, the capital gain is equal to the stock of the resource
times the rate of increase of the shadow price (i.e., the rate of interest).
Summing over all countries gives the total capital gains to that resource.
The corresponding capital losses by purchasers must be equal to this
sum. In principle, it should be allocated among individual countries in
accordance with their future purchases of oil. In the empirical applica-
tion below we have approximated by giving each country a capital loss
equal to total capital losses to consumer times that country’s share of
current consumption.

3 Human capital

We follow the methods introduced by Klenow and Rodríguez-Clare
(1997), which builds on the earlier work of Mincer. That is, it is assumed
that education is taken to earn a market rate of interest for the period
of education. Assuming, as a first approximation, a steady state, the
amount of human capital per worker is proportional to eρA, where ρ

is the appropriate rate of interest (taken to be 8.5 percent per annum)
and A is the average number of years of educational attainment.

The stock of human capital, then, is the human capital per worker
multiplied by the number of workers. This quantity is adjusted for
mortality during the working life.

We assume that the labor market is sufficiently competitive, and that
the marginal productivity of human capital is equal to its shadow price
and also equal to the real wage. Hence the shadow price of human cap-
ital is equal to the total real wage bill divided by the stock of human
capital.

4 Technological change

In the presence of technological change, the rate of growth of wealth
is increased beyond that indicated by the growth in the stocks of
individual kinds of capital, as displayed in (8).7

We follow the treatment of Arrow et al. (2004, footnote 7, pp. 153–
154), adjusted to a different specification of the production function.
Arrow et al. assumed that output is a function of reproducible capital
and labor, so the elasticity of output with respect to capital was assumed
to be a constant α less than 1. We now follow Klenow and Rodríguez-
Clare (1997, 2005) in making output a function of two kinds of capital,
reproducible and human. Thus the elasticity of output with respect to all
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forms of capital is now one. Hence, from Arrow et al. (2004, footnote 7),
where α is set equal to 1, the adjustment to the rate of growth of real
wealth is obtained by adding the Hicks-neutral rate of technological
progress to the rate of growth of the aggregate of other forms of capital.

5 Population

Again we follow the usage of Arrow et al. (2004, pp. 152–153). If pop-
ulation is changing, then the appropriate measure of sustainability is
that real wealth per capita should be growing. From (9) and (10), the
sustainability criterion for a changing population is that

(dW/dt)/W − π > 0, (10)

where π is the rate of growth of population (assumed to be exogenous).

6 Climate change and other environmental externalities

Our aim is to subtract from growth in comprehensive wealth the dam-
ages caused to a country by anthropogenic climate warming and other
pollution externalities. Our approach differs from that in Hamilton and
Clemens (1999) and used in Arrow et al. (2004, Table 1, p. 163), which
assume that the climate change damages to a given country depend
entirely on that country’s CO2 emissions. In contrast, our approach con-
siders global emissions (rather than just those of the US and China)
over the time-interval of interest, calculates the estimated damages from
these emissions (now and in the future), and attributes a share of the
global damages to the US and China. The estimated damages are then
subtracted from other investments in the calculation of comprehensive
investment.8

III Empirical application

In this section we estimate comprehensive wealth for China and the US
in 1995 and 2000. As mentioned, comprehensive wealth accounts for
the values of natural, human, and reproducible capital.

Our empirical application proceeds in two main steps. First, we
evaluate the levels and changes in various stocks of capital over
the 1995–2000 time-interval. We then consider the change in wealth
on a per-capita basis, and make an adjustment for technological
change.
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A Levels and changes in capital stocks

1 Natural capital

Natural capital includes exhaustible energy and mineral resources as
well as renewable forest and land resources. We focus on the economi-
cally most important types of natural capital, to the extent that data are
available.

a. Oil and natural gas. As indicated in Section II.B.1, for nonrenewable
resources the appropriate price to apply to the change in the capital
stock is the scarcity rent on the resource. For several nonrenewable
resources—particularly those with remaining reserves large enough to
last more than 100 years at current rates of extraction—the estimated
reserves are so large as to make the scarcity rents negligible. We there-
fore ignored nonrenewable resources whose remaining reserves could
provide for over 100 years of use at current extraction rates. We ignored
hard and soft coal, bauxite, and iron ore for this reason. We focus instead
on oil, natural gas, other metal and mineral resources, forests, and land.

Not all of the stock of oil or natural gas is close enough to the surface
or in a form that it is likely to be extracted given current technology
and prices. To measure this, petroleum engineers use two categories:
proved reserves and unproved reserves. Proved reserves are the stock
of the resource that is estimated to be commercially recoverable under
the current economic conditions, technology, and government regula-
tion. Unproved reserves are reserves that are unlikely to be commercially
recoverable under current conditions.

In recent years, changing prices and new operating methods have
allowed petroleum engineers to increase the stock of these energy
resources that they characterize as proved reserves. In fact, from 1995
to 2000, the proved reserves of oil in the world increased by 8.7 per-
cent to 1115.8 billion barrels (even after more than 130 billion barrels
were extracted). The proved reserves of natural gas increased even more
rapidly at 12.1 percent over this same period. These increases are not
only the result of changing economic conditions; they also reflect
annual discoveries of oil and natural gas.

To calculate consistently the changes in the resource base, we start
with a recent estimate of the proved reserves for the resource and then
to back out, using production data, the stock of the resource in prior
years. This irons out the impact of new discoveries and emphasizes the
idea that, whatever the true global stock of reserves, this stock is dimin-
ished by the amount of extraction. Thus, given the estimated stock of a
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nonrenewable resource at the end of year t, the stock at the end of year
t − 1 is given by

Kt−1 = Kt + Xt (11)

where Kt and Xt represent proven reserves and extraction, respectively,
in period t. The 2004 proved reserves and production data for oil and
natural gas was obtained from the BP Statistical Review of World Energy
(2005). We take the 2004 proved reserve and then add the quantity pro-
duced during the year to calculate the 2003 stock. We repeat this method
to calculate the stock in 1995 and 2000.

To value the stock of a particular resource, we use the average unit
rent in 1995 and 2000 for each country. This is the difference between
the average real price and the average real extraction cost which, as an
approximation, we assume reflects the shadow value of the decline in
the resource stock. We assume a constant world price during the period,
measured as the real average of spot prices over 1995 to 2000. For oil we
average the price of four types of crude (Dubai, Brent, Nigerian Forcados,
and West Texas Intermediate) and for natural gas we average the price
from four sources (US, UK, Japan, and European Union). The extraction
costs, obtained from the World Bank (2005), are based on several differ-
ent studies. For both energy resources, China’s extraction costs are not
given, so we use 80 percent of the US estimate for oil and the world
average for natural gas.

b. Metals and minerals. We follow the same approach for measuring
the stock of metal and mineral resources in each country. The stock of
each resource in 2000 and the annual production volumes were assem-
bled from various sources, including the World Bank’s Where Is the
Wealth of Nations, United States Geological Survey, and other sources.
As was explained for oil and natural gas, the stock of the resource in the
previous year is obtained by deducting the quantity produced during
the year.

Average world market price and extraction costs for each resource in
each country were obtained from World Bank data (2005). As described
above, we use the difference over the period between the average real
price and the average real extraction cost to calculate the shadow value
(scarcity rent) of one unit of the stock. If for any year between 1995 and
2000 the world market price was below the country’s extraction cost, we
eliminated the metal or mineral from the calculus. Our assumption in
these cases was again that the scarcity rent was negligible since the world
price was below extraction cost. As a result, we eliminated gold, nickel,
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tin, silver, and zinc from the analysis. If, for all years in 1995–2000,
price was greater than cost, we averaged the difference between annual
real price and annual real extraction cost, adjusted to year 2000 dol-
lars, to obtain our measure of the average unit rent for the period
1995–2000.

c. Forests. While globally the area of forest cover continues to decline
(mainly because of conversion to agriculture—see, FAO 2005), forest
area and forest stock increased between 1995 and 2000 in both the US
and China. This increase is largely due to afforestation on productive
plantations. China and the US account for 42 percent of the world’s
area of productive plantations. Over the interval 2000–2005, China’s
increase in forest area was the largest in the world, increasing by 4058
hectares per year and dwarfing the gains in the US (the 4th largest net
gainer at 159 hectares per year).

We obtained total cubic meters of commercially available forests from
the Food and Agriculture Organization (FAO) Forestry Resources Assess-
ment (FRA) (FAO 2005). These data include volumes of growing stock
of forests and other wooded resources in 1990, 2000, and 2005, and
designate the amount of total stock that is commercially available.
The difference in stock from one year to the next is assumed to be
“produced” (if negative) or “afforested” (if positive). Subject to all the
caveats that can be justifiably raised regarding the comparability of
cross-country statistics, the stock would appear to have increased in the
US and in China during 1995–2000.

For the accounting (shadow) price on forests, we used the rental value.
The rental value was calculated as the weighted average market price of
the types of wood minus the extraction costs. Extraction costs, specific
to each country, were obtained from the World Bank’s Adjusted Net Sav-
ings data. The resulting accounting price is $52 per cubic meter for the
US, and $30 per cubic meter for China.

Note that this differs significantly from the previous World Bank
method, where all estimates of commercially valuable area, stock per
hectare, and net annual increase were independently estimated. Because
the volume of commercial stock was included in FAO Forest Resources
Assessment, we eliminated these “judgment calls” (but were therefore
forced to use region-specific information in some cases). Because of
the recent reversal in the historical trend of deforestation in these two
nations, we credited them with the value of its afforested stock. In future
calculations we would like to include afforestation costs, which can be
significant expenses.
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d. Land. Values for land include nontimber forest resources, protected
areas, cropland, and pastureland. We obtained these values using infor-
mation from the World Bank, as presented in Where Is the Wealth of
Nations? Briefly, the World Bank uses two studies to estimate the value
of nontimber forest resources. One-tenth of forested area is considered
“accessible” to these kinds of nonextractive activities, and is assigned a
value of $190 per hectare in developed countries and $145 per hectare
in developing nations. The value of cropland is set equal to the present
discounted value of land rents, which are based on a percentage of esti-
mated production revenue for an array of crops sold at world market
prices. The total land rent is the area-weighted average of rents from
major crops. Pastureland is valued as the opportunity cost of preserving
land for grazing. Returns are calculated assuming a fixed proportion of
value to output (returns are estimated at 45 percent of output), where
output is based on production of beef, lamb, milk, and wool sold at
world market prices. The minimum value of protected areas is the oppor-
tunity cost of preservation; thus the value is the lower of per-hectare
returns to pastureland and cropland, applied to the area under official
protection. All benefits were applied over a 25-year time horizon at a
4 percent discount rate.

Summing across all types of rural land, in 1995 the US had a
total land value of $1.8 trillion, compared to China’s $2.0 trillion.
We do not attempt to include the value of urban land. We do not
have data to calculate the dynamics of land use change in the period
1995–2000.

e. Results for natural capital. Table 4.1 displays the estimated changes
in natural capital, both in quantities and in value terms. In both the US
and China, the reductions in oil and natural gas are far greater (in value
terms) than those of copper, lead, or phosphate. The increased value of
forest offsets about half of the lost value from oil and gas depletion. The
reduction in the value of the natural capital stock is about two times
larger in the US than in China. However, as a proportion of GDP, the
reduction is about five times larger in China.

2 Human capital

The value of the stock of human capital is an important component of
a country’s wealth. To measure the stock of human capital, we use esti-
mates of average educational attainment contained in an unpublished
data set provided by Klenow and Rodríguez-Clare. We will refer to this
as the “Klenow and Rodríguez-Clare data.”9
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Table 4.1 Natural capital stocks: Quantities, prices, and values, 1995–2000

United States Oil Natural
Gas

Copper Lead Phosphate Forests Land Total
Natural
Capital

Capital Stock in 1995 54.91 10,222.03 0.099 0.022 4.200 26.942
Capital Stock in 2000 40.28 7,495.83 0.090 0.020 4.000 26.976
Change in Stock 1995–2000 −14.63 −2,726 −0.009 −0.002 −0.200 0.034
Average Price 2,231 823 42
Average Extraction Cost 1,513 634 7
Accounting Price 2.479 0.015 718 189 7 52
Value of 1995 Stock 136.154 148.694 70.886 4.230 30.829 1,113.923 1,779.705 3,284.421
Value of change in Stock −36.274 −39.656 −6.288 −0.449 −1.465 1.732 −82.400

China Oil Natural
Gas

Copper Lead Phosphate Forests Land Total
Natural
Capital

Capital Stock in 1995 27.88 2,482.17 0.040 0.033 1.315 12.390
Capital Stock in 2000 22.02 2,366.27 0.037 0.030 1.200 12.450
Change in Stock 1995–2000 −5.87 −115.90 −0.003 −0.003 −0.115 0.060
Average Price 2,231 823 42
Average Extraction Cost 1,717 696 42
Accounting Price 6.025 0.058 126 30
Value of 1995 Stock 168.016 144.671 4.192 301.703 2,027.808 2,646.391
Value of change in Stock −35.358 −6.755 −0.398 1.819 −40.692
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The stock of human capital for an individual, h, is given by

h = eρ·A (12)

where ρ is the assumed rate of return on human capital and A is the
level of educational attainment. Following Klenow and Rodríguez-Clare
(1997), we apply a value of 0.085 for ρ. To find the aggregate stock of
human capital, H, we simply multiply h by the population of the county.
Rather than use the total population, we exclude children under the age
of 17 in the US and children under the age of 11 in China. These age
cut-offs are based on the age at which an individual would reach the
average education level in each country and are meant to exclude those
who have not yet built up their stock of human capital. It is important
to point out that the stock of human capital includes the human capital
of those not currently in the labor force. Just because an individual is not
currently employed does not mean that he or she has no human capital.
The measure of the aggregate human capital stock increases both as the
average educational attainment increases and as the population over the
selected age cut-off increases.

We now need to find the price of a unit of human capital in order
to place a value on the stock. Our method is to calculate the rental
price for an employed unit of human capital and then to find the aver-
age number of working years remaining for the population above the
age cut-off. The value of a unit of human capital is the discounted
sum of the rental price, r, for the average number of working years
remaining.

PKH =
∫ years

t=0
re−ρtdt (13)

The rental price of a unit of human capital is simply the country’s total
wage bill divided by the employed number of human capital units (not
the whole human capital stock). The total wage bill in the US is easily
obtained from the national income accounts. China’s national income
accounting method does not report total wages or compensation, so
this is calculated from information provided by the China Statistical
Yearbook. Employment in both countries is obtained from the Klenow
and Rodríguez-Clare data. The average rental price per year for a unit of
human capital is $528.11 in China and $12,807.98 in the US.

To calculate the average number of working years remaining for the
population over the age cut-off in each country we use data from the
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World Health Organization Life Tables and the US Census Bureau IDB
demographic data. The calculation depends on the age distribution of
the population, the age-specific force of mortality, and the labor market
participation rate (probability of employment) at each age. We assume
that the force of mortality and the age-specific probability of employ-
ment remain constant over time in these calculations. Individuals over
the age of 11 in China have on average 21.7 years of work ahead of
them, while individuals over the age of 17 in the US have on average
15.7 years of work ahead of them. This gives one unit of human capital
a value of $6997 in China and $139,092 in the US.

3 Reproducible capital

The estimated stock of reproducible capital in the US and China are from
the Klenow and Rodríguez-Clare data. Our approach to reproducible
capital differs from earlier work by the World Bank and by Arrow et al.
by accounting for ownership. Some of the stock of reproducible capital
in a country is owned by investors outside of that country. Correspond-
ingly, some of the reproducible capital outside a given country is owned
by the residents of that country. Our notion of sustainability focuses
on the changes in the productive base owned by a given country’s resi-
dents. Thus it is important to consider changes in a country’s net asset
position.

In the US, net holdings of international assets are reported by the
Bureau of Economic Analysis (BEA). In developing countries, although
capital flows are closely monitored, little work has been done on mea-
suring the accumulated stocks of foreign assets and liabilities. We obtain
estimates from a recent paper by Philip Lane and Gian Maria Milesi-
Ferretti (2007) that constructs net holdings of international assets from
balance of payments and other IMF data.

4 Oil capital gains

Our analysis also departs from earlier work in considering capital gains.
While capital gains can apply to any capital asset, these gains can
be expected to be especially important for stocks of oil. As the world
stock of oil decreases, the scarcity rent will increase. Theory suggests an
increase at approximately the rate of interest. A country with oil realizes
that oil not yet extracted will be worth more tomorrow than today. For
each country or region we multiply the stock of oil not extracted during
the time period by the difference between price and extraction costs. To
calculate the capital gains, we allow the shadow price of oil to increase
by 5 percent per year over the period 1995–2000. We apply this increase
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in the shadow price of oil to the initial (year 1995) oil stock. Thus, the
overall change in the value of the oil stock is

pKt It + ṗtKt−1 (14)

where It is the change in the stock from period t − 1 to t and ṗt is the
change in the shadow price over this interval.

Capital gains to countries with oil are paid for by countries that con-
sume oil in terms of higher prices. The world total oil capital gains
are distributed as a loss to each country in proportion to the fraction
of world total oil consumption. The US accounted for 25.7 percent of
world oil consumption during the time period and in this calculation
we assume that this remains constant over time. Under this assumption,
the US pays for 25.7 percent of world total oil capital gains.

5 Environmental capital

The World Bank’s Adjusted Net Savings method (World Bank 2006)
deducted damages caused by climate change from each national account
proportional to that nation’s emissions. In other words, the US national
account was deducted for the damages caused by the 1.5 billion tons of
carbon the US emitted in 2000 (wherever on the planet those damages
occurred). The marginal social cost of carbon used in the World Bank
method of $25 per metric ton carbon was based on Fankhauser’s 1994
article.

Our method changed both the approach and damage estimates. Cur-
rent models anticipate unequal global distribution of damages from
climate change. Therefore, while the US should be morally responsi-
ble for compensating other nations for the damage its emissions cause,
it is the damage to US assets that should be deducted from its national
accounts. We therefore redistribute the global damages based on recent
estimates. Furthermore, we actualize the marginal social cost of carbon
based on new estimates.

To determine the portion of global damages because of climate
change that the US and China will suffer, we utilize Nordhaus and
Boyer’s (2000) study, which estimates the impacts of various climate
change scenarios on economic sectors. We use the most conservative
scenario analyzed, corresponding to a doubling of atmospheric concen-
trations of CO2-equivalent gases. This scenario is a standard multimodal
assessment in the Intergovernmental Panel on Climate Change Third
Assessment Report. The physical results of the “greenhouse effect” from
this level of pollution are constrained to a mean surface temperature
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change of 2.5 degrees Celsius over the entire terrestrial environment,
where temperature change is latitude-dependent to reflect results of
general-circulation models.

Based on this likely (but simplified) scenario, Nordhaus and Boyer
apportion the damages to each country as follows: The US will suffer
losses of 0.45 percent of its GDP, China 0.22 percent of its GDP, while
the world will suffer damages of 1.5 percent of global production. We
multiplied each country’s expected damage by its GDP in 2000 (from
World Development Indicators), and global damage by global GDP in
2000. We then calculated the portion of global damages that each coun-
try will suffer. The US will shoulder 9 percent of global loss, and China
1 percent. We use this geographically linked method to determine the
portion of global loss each country will suffer, and we now need to cal-
culate the loss because of emissions in the period 1995–2000. To do so,
we use updated estimates of the social cost of carbon to calculate global
losses.

To calculate global losses because of emissions from 1995–2000, we
extracted global carbon emissions data from the World Development
Indicators (2005). We converted the data from tons CO2 to tons C equiv-
alent by multiplying the tons of CO2 by the ratio of the molecular
weight of C to CO2 (12/44). Using a recent survey by Tol (2005) on
the range of marginal damage estimates in the literature, we assigned
a conservative marginal social cost of $50 per ton carbon. This dam-
age estimate is the mean of all peer-reviewed studies analyzed by Tol,
and far below the recent estimates by other, more comprehensive stud-
ies (see, e.g., Stern 2006). Global emissions of 31 billion tons from the
5-year period of 1996–200010 therefore resulted in global damages of
$1612 billion (in year 2000 dollars).

We multiplied the percentage of global loss that each country will
suffer (9.32 percent for the US, 0.5 percent for China) by the total global
damages calculated above ($1612 billion) to get the damages suffered
by each nation because of its emissions in 1995–2000. As such, the US
account was deducted $150.2 billion and China $8.1 billion.

6 Overall changes in capital—comprehensive investment

Table 4.2 consolidates the changes in all of the forms of capital we have
considered. In the US, the increases in human and reproducible capital
far outweigh the reductions in natural capital and the net capital losses
associated with rising oil prices. Thus, according to this measure, com-
prehensive investment—the change in the value of the overall capital
stock—is positive. For China, comprehensive investment also appears
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Table 4.2 Comprehensive investment and its components

United States Total
Natural
Capital

Human
Capital

Reproducible
Capital

Oil Net
Capital
Gains

Carbon
Damages

Sum:
Comprehensive
Investment

Capital Stock in 1995 0.5419326 13443.5100
Capital Stock in 2000 0.5844646 16002.9400
Change in Stock 1995–2000 0.04253 2,559.430
Accounting Price 139,092.484 1
Value of 1995 Stock 3,284.421 75,378.750 13,443.510 92,106.682
Value of change in Stock −82.400 5,915.888 2,559.430 −1,367.580 −150.203 6,875.134
Relative Contribution −1.20% 86.05% 37.23% −19.89% −2.18%
Percent Change 7.46%
Growth Rate 1.45%

China Total
Natural
Capital

Human
Capital

Reproducible
Capital

Oil Net
Capital
Gains

Carbon
Damages

Sum:
Comprehensive
Investment

Capital Stock in 1995 1.6228843 4093.4500
Capital Stock in 2000 1.7951992 6311.0100
Change in Stock 1995–2000 0.172 2,217.560
Accounting Price 6,997.466 1
Value of 1995 Stock 2,646.391 11,356.077 4,093.450 18,095.918
Value of Change in Stock −40.692 1,205.767 2,217.560 −305.850 −8.127 3,068.658
Relative Contribution −1.33% 39.29% 72.26% −9.97% −0.26%
Percent Change 16.96%
Growth Rate 3.18%
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to be positive. According to the table, the increase in human capital and
reproducible capital greatly exceeds the loss from depletion of natural
capital.

Table 4.2 also shows the relative contribution of each form of capital
(natural, human, reproducible) and of oil capital losses to the overall
change in comprehensive investment. In both countries, the relative
impact of natural capital depletion is fairly small. Capital losses asso-
ciated with rising oil prices have a larger impact on comprehensive
investment than the depletion of natural capital. The largest impacts
are from increases in human and reproducible capital, which overwhelm
the negative contributions of the other elements.

It should be emphasized that a key element of these calculations is
the shadow or accounting price applied to each type of capital. These
indicate the rate at which one form of capital can substitute for another.
If the shadow prices for natural capital, in particular, are too low (high),
our results will understate (overstate) the lost wealth from depletion in
natural resource stocks.

It should also be noted that these calculations do not account
for many health-related elements. We discuss this issue further in
Section III.

B Accounting for population growth and technological change

We next adjust the changes in comprehensive wealth to account for
population growth and technological change. The first column of
Table 4.3 reproduces the growth rate of comprehensive investment
given in Table 4.2. Column 2 indicates the annual population growth
rate of the US and China over the interval 1995–2000. Column 3 sub-
tracts this growth rate from the rate in Column 1 to arrive at the
per-capita growth rate of comprehensive wealth.

The next columns adjust for technological change, as measured by the
rate of growth of total factor productivity (TFP). Under the assumptions
indicated in Section 2, the appropriate adjustment for technological
change is obtained by adding the TFP growth rate from the initially
obtained growth rate of per-capita comprehensive wealth. Column 5
provides the adjusted rate.

The numbers in column 5 are our ultimate indicators of whether the
sustainability criterion is met. According to our calculations, both coun-
tries satisfy the criterion, as per-capita comprehensive wealth is growing.
(Sensitivity analysis to be offered in next version.) In the US, TFP
growth (of 1.48 percent) accounts for about 80 percent of the estimated



Jan
u

ary
8,2010

8:1
M

A
C

/EG
T

S
Page-111

9780230_232471_06_ch
a04

111

Table 4.3 Growth rates of per-capita comprehensive wealth, adjusted for technological change

(1)
Comprehensive
Wealth
Growth Rate

(2)
Population
Growth Rate

(3)
Per Capita
Comprehensive
Wealth Growth Rate,
Accounting for
Population Growth
[(1)−(2)]

(4)
TFP Growth
Rate

(5)
Per Capita
Comprehensive
Wealth Growth Rate,
Accounting for TFP
growth [(3)+(4)]

(6)
Per Capita GDP
Growth Rate

US 1.45% 1.10% 0.35% 1.48% 1.83% 4.44%
China 3.18% 0.84% 2.34% 2.71% 5.05% 7.38%
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1.86 percent growth rate of comprehensive wealth. China displays even
faster growth of comprehensive wealth—a rate of over 5 percent. In the
case of China, technological change accounts for about half of this fast
growth.

When we initiated this study, we were motivated by a concern about
the rapid rate of natural resource depletion in China, as well as the
continued and extensive levels of air and water pollution. We sought
to gain a better sense as to whether, overall, China’s recent economic
experience is conducive to higher or lower standards of living for future
generations. Although this study is incomplete, it suggests that China’s
very high rates of investment in reproducible capital and human cap-
ital, along with a relatively high rate of technological progress, might
well outweigh the costs from natural resource depletion and environ-
mental damage. These interpretations must be very tentative, however.
It is important to keep in mind that our results do not capture impor-
tant environmental and health impacts. Currently, the shadow prices
for natural capital do not incorporate beneficial externalities from such
capital. Thus, the present analysis could well understate the welfare cost
from depletion of such capital. Similarly, the shadow prices for repro-
ducible capital do not yet include the environmental and health impacts
from such capital. The bias from this latter omission is not immediately
clear. To the extent that newer capital is associated with increased emis-
sions and damages to health, our assessment biases upward the change
in comprehensive wealth. On the other hand, to the extent that new
capital is associated with improvements in health, the omission biases
the wealth change in the opposite direction.

IV Conclusions

This chapter has presented and applied a framework for determining
whether a given nation satisfies a reasonable criterion for sustainability.
We define sustainability in terms of the capacity to provide well-being
to future generations. The principal indicator of this capacity is a
comprehensive measure of wealth—one that includes both marketed
and nonmarketed assets. The sustainability criterion is satisfied if this
comprehensive measure of wealth is increasing on a per-capita basis.

Our framework follows Arrow et al. (2004) in integrating popula-
tion growth and technological change in the analysis of comprehensive
wealth. It offers further methodological improvements by accounting
for capital gains, providing a closer assessment of changes in human
capital, and addressing potential damages from climate change.
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Our initial application of this framework to China and the US sug-
gests that both nations are meeting the sustainability criterion. In the
US, increases in human capital and (to a lesser extent) reproducible
capital significantly outweigh the adverse wealth effects from natu-
ral resource depletion and higher oil prices. In China, investments
in reproducible capital contribute the most to increases in genuine
wealth, although increases in human capital and (predicted) technolog-
ical progress also play a significant role. Importantly, China’s depletion
of natural resources, though very significant, do not have nearly as
large an impact on wealth as do the contributions from investments
in reproducible and human capital.

These results must be viewed as preliminary and tentative. We have
not yet incorporated many important health impacts, which could sig-
nificantly change the picture. Between 1995 and 2000 life expectancy
at birth for the population as a whole increased by 1.6 years in China
and 1.2 years in the US. In China the gain was in large measure a reflec-
tion of reductions in the under-5 mortality rate (from 46 to 40 deaths
per 1000 births), while in the US the major factor would appear to have
been reductions in mortality caused by cardiovascular disease. A com-
monly accepted method for valuing reductions in mortality rates in
terms of income is to estimate differences in wages that can be attributed
to differences in the risk of death in various occupations. Measured
thus, the gains would appear to be very large. For example, Nordhaus
(2002) has estimated that during the last 100 years the economic gains
in the US from increases in life expectancy were comparable to the
growth in nonhealth consumption goods and services. We conjecture
from that work that the contribution of improvements in health to
the accumulation of comprehensive wealth could be substantial. In
future work we intend to estimate that contribution by appealing to
a range of approaches to the value of improvements in the health and
longevity.

Although ignoring improvements in health biases downward our esti-
mated increases in comprehensive wealth in China and the US, our
neglect of a wide range of losses caused by environmental degradation
(e.g., soil loss, water stress, increases in atmospheric pollutants) implies
the opposite bias.11 In future work we hope to take account of changes
in a wider range of natural capital stocks.

The estimates we have offered in Table 4.3 are marred also by the
considerable uncertainties that surround the values of the shadow prices
employed here, which determine the rates of convertibility across types
of capital. Large uncertainties surround technological change as well.
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Despite these limitations, we hope that our efforts will promote more
focused thinking about sustainability and its measurement, as well as
change people’s priors about whether the criterion is being satisfied in
the US and China.
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Appendix

1 General data

Population

We extracted population from the World Development Indicators
(http://devdata.worldbank.org).

GDP

GDP data were obtained from the World Development Indicators. Data
are in current US dollars.

TFP

Total Factor Productivity data were obtained from Peter Klenow (unpub-
lished data). These data were employed in Klenow and Rodríguez-Clare
(2005) at http://www.klenow.com.

2 Data on natural resources

Oil

The year-end 2004 proved reserves for the US and China were obtained
from the BP Statistical Review of World Energy (2005). We also obtained
oil production (extraction) for both countries in each year from 1995 to
2004 from this publication. The stock of oil in years 1995–2003 is given
by adding the production from the previous year to the stock from the
previous year:

Stockt−1 = Stockt + Productiont

The calculated stock values, along with production and consumption
for each country, are given in Table A.4.4.
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Table A.4.1 Population in US and China, 1995–2000

1995 1996 1997 1998 1999 2000

US 266,278,000 269,393,984 272,656,992 275,854,016 279,040,000 282,224,000
China 1,204,855,040 1,217,549,952 1,230,075,008 1,241,934,976 1,253,735,040 1,262,644,992

Table A.4.2 Gross domestic product, US and China, 1995–2000

1995 1996 1997 1998 1999 2000

US 7,342,300,069,888 7,762,299,846,656 8,250,900,086,784 8,694,599,778,304 9,216,199,753,728 9,764,800,036,864
China 700,277,784,576 816,489,824,256 898,243,690,496 946,300,846,080 991,355,666,432 1,080,741,396,480

Table A.4.3 TFP for US and China, 1995–2000

1995 1996 1997 1998 1999 2000

US 620.99 628.15 639.57 647.97 656.91 668.26
China 187.59 190.92 193.71 198.22 200.98 214.38
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Table A.4.4 Oil stock, production, and consumption in billions of barrels
1995–2004

US 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004

Stock 54.91 51.88 48.86 45.94 43.11 40.28 37.48 34.70 32.00 29.35
Production 3.04 3.04 3.02 2.92 2.82 2.83 2.80 2.78 2.70 2.65
Consumption 6.47 6.70 6.80 6.90 7.12 7.21 7.17 7.21 7.31 7.51

China 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004

Stock 27.88 26.72 25.55 24.38 23.21 22.02 20.81 19.59 18.35 17.07
Production 1.09 1.16 1.17 1.17 1.17 1.19 1.21 1.22 1.24 1.28
Consumption 1.24 1.34 1.44 1.48 1.61 1.82 1.84 1.96 2.11 2.45

Source: BP Statistical Review of World Energy and authors’ calculations.

The wealth of a country includes the value of the stock of oil net
of extraction costs. If the price of a barrel of oil is $30, but it costs
$20 for each barrel that is extracted, the value of a barrel of oil to
the country is $10. This type of calculation requires some simplify-
ing assumptions. First, oil is not a homogenous good. There are, in
fact, many different grades of oil with corresponding prices. Second,
over the time period in this study, 1995–2000, the price of any partic-
ular grade of oil varies significantly. We average both over oil grades
and over time to calculate an average price of oil for the 1995–2000
period. To calculate this price, we use the real average of spot prices
over 1995 to 2000 for four types of crude: Dubai, Brent, Nigerian
Forcados, and West Texas Intermediate. We adjust the prices by the
Consumer Price Index for urban consumer CPI-U to account for infla-
tion before averaging over time. The prices are reported in Table A.4.5.

Table A.4.5 Spot prices for crude oil and average world price for 1995–2000

1995 1996 1997 1998 1999 2000

Dubai 16.10 18.52 18.23 12.21 17.25 26.20
Brent 17.02 20.67 19.09 12.72 17.97 28.50
Nigerian Forcados 17.26 21.16 19.33 12.62 18.00 28.42
West Texas 18.42 22.16 20.61 14.39 19.31 30.37

Average Price 17.20 20.63 19.32 12.99 18.13 28.37
Average Real Price 18.67 21.98 20.24 13.46 18.53 28.37

Source: BP Statistical Review of World Energy (2005).
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Using this method, the average world price of oil for 1995–2000 is
$20.21 per barrel.

The estimated cost of extraction is obtained from the World Bank
(2006). The World Bank uses several studies of the costs of oil extrac-
tion and combines them into a large database. While there are several
estimates of the costs of oil extraction in the US, there is none for China.
Because there is no estimate, we assume that the cost of oil extraction
in China is 80 percent of the cost in the US. Oil production in China is
actually quite similar to US oil production. China has a large number of
offshore facilities and even though labor costs are considerably less, the
oil industry is particularly capital intensive. The 80 percent assumption
is based on conversations with energy experts, but even so, it is a fairly
arbitrary assumption. Our estimate of the cost of oil extraction is $17.73
per barrel in the US and $14.18 per barrel in China. The calculated rent
from oil is $2.48 in the US and $6.03 in China.

Natural gas. The end of year 2004 proved reserves for the US and China
were obtained from the BP Statistical Review of World Energy (2005). We
also obtained natural gas production (extraction) for both countries in
each year from 1995 to 2004 from this publication. The stock of natu-
ral gas in years 1995–2003 is given by adding the production from the
previous year to the stock from the previous year:

Stockt−1 = Stockt + Productiont

The calculated stock values, along with production and consumption
for each country, are given in Table A.4.6.

The wealth of a country includes the value of the stock of natural
gas net of extraction costs. We average both over natural gas source
and over time to calculate an average price of natural gas for the
1995–2000 period. To calculate this price, we use the real average of
spot prices over 1995 to 2000 for four natural gas sources. We adjust the
prices by the CPI-U to account for inflation before averaging over time.
The prices are reported in Table A.4.7. Using this method, the average
world price of natural gas for 1995–2000 is $102.42 per thousand cubic
meters.

The estimated cost of natural gas production is obtained from the
World Bank (2005). The World Bank uses several studies of the costs
of oil extraction and combines them into a large database. While
there are several estimates of the costs of natural gas extraction in
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Table A.4.6 Natural gas stock, production, and consumption in billion cubic meters 1995–2004

US 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004

Stock 10218.8 9677.1 9134.0 8584.8 8043.2 7492.6 6926.8 6382.5 5832.9 5290.0
Production 534.3 541.7 543.1 549.2 541.6 550.60 565.8 544.3 549.6 542.9
Consumption 638.0 649.6 653.2 642.2 644.3 669.70 641.4 661.6 645.3 646.7

China 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004

Stock 2483.3 2463.4 2441.2 2418.9 2394.6 2367.4 2337.1 2305.2 2270.8 2230.0
Production 17.6 19.9 22.2 22.3 24.3 27.2 30.3 31.9 34.4 40.8
Consumption 17.7 17.7 19.3 19.3 21.4 24.5 27.8 29.6 32.8 39.0

Source: BP Statistical Review of World Energy and authors’ calculations.

Table A.4.7 Spot prices for natural gas in thousand cubic meters and average world price,
1995–2000

1995 1996 1997 1998 1999 2000

US 61.53 100.49 92.12 75.73 82.65 154.01
UK – 67.36 73.91 69.91 59.71 97.58
Japan 125.98 133.26 142.36 111.05 114.32 171.85
European Union 86.29 88.47 96.48 82.28 65.54 118.33

Average Price 91.27 97.39 101.22 84.74 80.56 135.44
Average Real Price 99.09 103.77 106.08 87.84 82.31 135.44

Source: BP Statistical Review of World Energy (2005).
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the US, again, there is none for China. Because there is no estimate,
we assume that the cost of natural gas extraction in China is equal
to the average cost of natural gas extraction in the world. Our esti-
mate of the cost of natural gas production is $87.88 per thousand cubic
meters in the US and $44.14 per thousand cubic meters in China. The
calculated rent from natural gas is $14.55 in the US and $58.28 in
China.

Metals and minerals. To get stock, production, cost, and price data, we
used a number of sources and applied estimation techniques across all
metals and minerals. In general, we used the same data and methods
described in the World Bank’s Manual for Calculating Net Adjusted Savings
(Bolt et al. 2002) and Where Is the Wealth of Nations (World Bank 2006).
We briefly describe these below.

We set the stock, or the reserves, of all metals and minerals in 2000
equal to the reserve base, that is, the proven reserve plus the proba-
ble reserve, as reported in the US Bureau of Mines’ Mineral Commodity
Summaries. Proven reserves are profitably exploitable under current
economic conditions, while probable reserves are less certain, but also
thought to be exploitable under current economic conditions at some
point in the future.

Production numbers for most minerals are fairly complete in the
World Bank dataset. These are based on USGS numbers published in
their Mineral Commodities Summary and/or Minerals Yearbook, extrapo-
lated linearly to fill in gaps of missing years.

Given the estimated stock of an exhaustible resource at the end of
year t, the stock at the end of year t − 1 is given by

Stockt−1 = Stockt + Productiont

where the production in year t measures the amount of the resource
extracted between year t − 1 and year t.

Extraction cost data are proprietary and therefore very difficult to
obtain. We used the World Bank dataset, which compiled data on a wide
array of sources and expert opinion.

World market prices came from the United Nations Conference on
Trade and Development (UNCTAD), Monthly Commodity Price Bulletin.

If, for all years in 1995–2000, price was greater than cost, we averaged
the difference between annual real price and annual real extraction cost,
adjusted to year 2000 dollars, to obtain our measure of the average unit
rent for the period 1995–2000.
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Copper

Table A.4.8a US copper stock, production, and extraction costs

US 1995 1996 1997 1998 1999 2000

Stock metric tons 98,760,000 96,840,000 94,900,000 93,040,000 91,440,000 90,000,000
Production metric tons 1,850,000 1,920,000 1,940,000 1,860,000 1,600,000 1,440,000
Extraction Costs US$/metric ton 1,394 1,420 1,444 1,460 1,481 1,513
Extraction costs Y2000 $/metric ton 1,513 1,513 1,513 1,513 1,513 1,513

average 1,513

Table A.4.8b China copper stock, production, and extraction costs

China 1995 1996 1997 1998 1999 2000

Stock metric tons 39,531,100 39,092,000 38,596,000 38,110,000 37,590,000 37,000,000
Production metric tons 445,200 439,100 496,000 486,000 520,000 590,000
Extraction Costs US$/metric ton 1,581 1,611 1,638 1,656 1,680 1,717
Extraction costs Y2000 $/metric ton 1,717 1,717 1,717 1,717 1,717 1,717

average 1,717
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Table A.4.8c World market price for copper, 1995–2000

1995 1996 1997 1998 1999 2000

Average Price US$/metric ton 2,981 2,355 2,294 1,671 1,607 1,862
Price Y2000 Y2000 $/metric ton 3,236 2,509 2,404 1,732 1,642 1,862

average 2,231

Table A.4.8d Average unit rent for copper, 1995–2000

1995 1996 1997 1998 1999 2000 average

US 1,723 996 891 219 129 349 718
China 1,519 793 687 15 0 145 . .
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Lead

Table A.4.9a US lead stock, production, and extraction costs

US 1995 1996 1997 1998 1999 2000

Stock metric tons 22,373,000 21,937,000 21,478,000 20,985,000 20,465,000 20,000,000
Production metric tons 394,000 436,000 459,000 493,000 520,000 465,000
Extraction Costs US$/metric ton 584 595 605 611 620 634
Extraction costs Y2000 $/metric ton 634 634 634 634 634 634

average 634

Table A.4.9b China lead stock, production, and extraction costs

China 1995 1996 1997 1998 1999 2000

Stock metric tons 33,144,000 32,501,000 31,789,000 31,209,000 30,660,000 30,000,000
Production metric tons 520,000 643,000 712,000 580,000 549,000 660,000
Extraction Costs US$/metric ton 641 654 665 672 682 696
Extraction costs Y2000 $/metric ton 696 696 696 696 696 696

average 696
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Table A.4.9c World market price for lead, 1995–2000

1995 1996 1997 1998 1999 2000

Average Price US$/metric ton 778 922 825 763 733 707
Price Y2000 Y2000 $/metric ton 844 983 864 791 749 707

average 823

Table A.4.9d Average unit rent for lead, 1995–2000

1995 1996 1997 1998 1999 2000 average

US 210 349 231 157 115 73 189
China 148 286 168 94 52 10 126
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Phosphate

Table A.4.10a US phosphate stock, production, and extraction costs

US 1995 1996 1997 1998 1999 2000

Stock metric tons 4,199,600,000 4,154,200,000 4,108,300,000 4,072,200,000 4,036,100,000 4,000,000,000
Production metric tons 43,500,000 45,400,000 45,900,000 36,100,000 36,100,000 36,100,000
Extraction Costs US$/metric ton 32 33 33 34 34 35
Extraction costs Y2000 $/metric ton 35 35 35 35 35 35

average 35

Table A.4.10b China phosphate stock, production, and extraction costs

China 1995 1996 1997 1998 1999 2000

Stock metric tons 1,314,500,000 1,293,500,000 1,269,000,000 1,246,000,000 1,223,000,000 1,200,000,000
Production metric tons 19,300,000 21,000,000 24,500,000 23,000,000 23,000,000 23,000,000
Extraction Costs US$/metric ton 46 47 48 48 49 50
Extraction costs Y2000 $/metric ton 50 50 50 50 50 50

average 50
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Table A.4.10c World market price for phosphate, 1995–2000

1995 1996 1997 1998 1999 2000

Average Price US$/metric ton 35 38 41 42 44 44
Price Y2000 Y2000 $/metric ton 38 40 43 44 45 44

average 42

Table A.4.10d Average unit rent for phosphate, 1995–2000

1995 1996 1997 1998 1999 2000 average

US 3 6 8 9 10 9 7
China 0 0 0 0 0 0 . .

Forests. FAO calculates each country’s total forest stock from estimates
of average stock per hectare for each region applied to the total forested
area in each nation. FRA 2005 data confirm that the productive func-
tions of global forest resources have not changed significantly in the
past 15 years; the density of wood per hectare and total growing stock
are relatively steady at the global level.

We obtained total cubic meters of commercially available forests from
the Food and Agriculture Organization (FAO) Forestry Resources Assess-
ment (FRA) (FAO 2005). These data include volumes of growing stock of
forests and other wooded resources in 1990, 2000, and 2005, and des-
ignate the amount of total stock that is commercially available. FAO
calculates each country’s total forest stock from estimates of average
stock per hectare for each region applied to the total forested area in
each nation.

We calculated a linear growth rate between 1990 and 2000 to get stock
data for individual years. The difference in stock from one year to the
next is assumed to be “produced” (if negative) or “afforested” (if posi-
tive). For both the US and China, stock increased over 1995–2000. For
2000, the production was set equal to production in 1999 (as no stock
was calculated for 2001).

Productiont = Stockt − Stockt+1

Rental price for forests equals the weighted average market price of
the types of wood minus the extraction and afforestation costs. World
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Table A.4.11a US commercially available forest stock, 1995–2000

US 1995 1996 1997 1998 1999 2000

Stock billion cubic meters 26.9425 26.9492 26.9559 26.9626 26.9693 26.9760
Production billion cubic meters 0.0067 0.0067 0.0067 0.0067 0.0067 0.0067

Table A.4.11b China commercially available forest stock, 1995–2000

China 1995 1996 1997 1998 1999 2000

Stock billion cubic meters 12.3902 12.4022 12.4141 12.4261 12.4380 12.4500
Production billion cubic meters 0.0120 0.0120 0.0120 0.0120 0.0120 0.1395
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Table A.4.11c Weighted average roundwood prices, US and China, 1995–2000

1995 1996 1997 1998 1999 2000

USA current US$/cum 147 149 135 94 106 109
Y2000 $/cum 160 159 141 98 109 109

average 129

China current US$/cum 65 67 60 53 50 55
Y2000 $/cum 71 71 62 55 51 55

average 61

Table A.4.11d Average unit rent for forests, 1995–2000, Y2000 dollars

1995 1996 1997 1998 1999 2000 average

US 64 63 56 39 43 44 52
China 35 35 31 27 25 28 30

market prices are a weighted average for fuel and roundwood, according
to the formula:

Pr = Qf
∗(Pf ) + (1 − Qf )∗(Pe)

where,

Pr = Weighted average price of roundwood
Pf = Price of fuelwood
Pe = Export price of industrial roundwood (which does not reflect

fuelwood)
Qf = Fuelwood quotient, i.e., percentage of total roundwood production

that is fuelwood

With these inputs, we can calculate the average unit rent for forests.

Land. Where Is the Wealth of Nations (2005) provides the following
estimates of land values.

Table A.4.11e Components of land value, $ Per Capita, 2000

Nontimber forest
resources

Protected
Areas

Cropland Pasture
land

Total Land
Value

US 238 1,651 2,752 1,665 6,306
China 29 27 1,404 146 1,606
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Carbon damages

Table A.4.11f Carbon emissions, 000 tons Carbon

1995 1996 1997 1998 1999 2000 Total (96–00)

US 1,416,796 1,438,965 1,485,985 1,499,690 1,501,796 1,527,684 7,454,120
China 872,086 911,655 898,166 850,076 770,461 761,032 4,191,390
Global 6,053,892 6,053,892 6,053,892 6,053,892 6,053,892 6,053,892 30,269,462
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Oil capital gains. In the oil section, we try to measure the change in
wealth because of changes in the quantity of oil given a fixed price.
Here, we try to measure the change in wealth because of changes in
price given a fixed quantity. A country with a stock of oil chooses
how much to extract each year, subject to a capacity constraint. As
the world stock of oil decreases, the price increases driving up the
scarcity rent.

We assume that the scarcity rent increases by 5 percent per year. Oil
that was not extracted during the 1995–2000 period then would have
increased in value by 27.6 percent. For each country (or region where
the data does not allow desegregation) we calculate the value of the
stock of oil remaining in 2000 and then multiply this by the assumed
increase in prices to find the capital gains.

Capital gains to countries with oil are paid for by countries that con-
sume oil in terms of higher prices. The world total oil capital gains are
distributed as a loss to each country in proportion to the fraction of
world total oil consumption. Since the US accounted for 25.7 percent
of world oil consumption, it is assigned a loss equal to 25.7 per-
cent of world total oil capital gains because of the increasing price
of oil.

We obtain the level of oil reserves in 2004 from the BP Statistical Review
of World Energy (2005) and then calculate the level of oil reserves in 2000
in the same method as described in the oil section above. The produc-
tion data used to make these calculations and the consumption data
used in calculating the percent of world consumption is also obtained
from the BP Statistical Review of World Energy (2005). The extraction cost
data is from the World Bank (2005). Extraction cost data is missing for
some countries.

3 Human capital

We use an estimate of the average educational attainment reported in
Klenow and Rodríguez-Clare (2005) to construct a measure the stock
of human capital. The stock of human capital for an individual, h, is
given by

h = e0.085·(educational attainment)

where 0.085 is the assumed rate of return on human capital. To find
the aggregate stock of human capital, H, we simply multiply h by the
population of the county. Rather than use the total population, we
exclude children under the age of 11 in China and under the age of
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Table A.4.12 Oil reserves, consumption, and capital gains, 1995–2000

Country
or Region

Extraction Cost
95–00 Ave

Rent per Barrel
95–00 Ave

2000 Reserves
Billions
Barrels

Gross Capital
Gain
$ Billions

Consumption
% of World
(95–00)

Net Capital
Gain
$ Billions

US 17.7 2.51 40.28 $27.93 25.73% −$1,367.38
Canada 24.4 0.00 20.94 $0.00 2.63% −$142.50
Mexico 4.3 15.91 20.06 $88.16 2.43% −$43.37
Argentina 15.3 4.91 3.82 $5.18 0.56% −$25.04
Brazil 17.7 2.51 13.36 $9.26 2.37% −$119.05
Colombia 21.7 0.00 2.38 $0.00 0.33% −$17.72
Ecuador 4.2 16.01 5.69 $25.18 0.18% $15.62
Peru 10.7 9.51 1.07 $2.80 0.20% −$8.18
Trinidad & Tobago 8.1 12.11 1.21 $4.04 0.01% $3.50
Venezuela 4.3 15.91 81.52 $358.32 0.67% $322.04
Other S. & C. America 18.0 2.21 1.60 $0.98 1.55% −$82.97
Azerbaijan 10.0 10.21 7.44 $20.99 0.16% $12.47
Denmark 15.0 5.21 1.86 $2.67 0.28% −$12.73
Italy 15.0 5.21 0.88 $1.27 2.60% −$139.96
Kazakhstan 10.0 10.21 41.14 $116.04 0.25% $102.66
Norway 15.0 5.21 14.37 $20.69 0.28% $5.24
Romania 10.0 10.21 0.65 $1.83 0.31% −$14.85
Russia 8.1 12.11 83.88 $280.63 3.42% $95.04
Turkmenistan 10.0 10.21 0.81 $2.29 0.10% −$2.96
United Kingdom 17.4 2.81 7.77 $6.03 2.31% −$119.47
Uzbekistan 10.0 10.21 0.83 $2.34 0.18% −$7.49
Other Europe & Eurasia 15.0 5.21 2.60 $3.74 15.53% −$838.27
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Iran 0.8 19.41 137.88 $739.40 1.73% $645.43
Iraq 0.8 19.41 117.77 $631.57 0.38% $610.96
Kuwait 1.6 18.61 102.07 $524.79 0.26% $510.95
Oman 4.3 15.91 6.81 $29.92 0.07% $26.12
Qatar 4.0 16.21 16.47 $73.76 0.07% $69.86
Saudi Arabia 0.8 19.41 276.63 $1,483.45 1.95% $1,377.64
Syria 4.0 16.21 3.95 $17.71 1.00% −$36.53
United Arab Emirates 6.0 14.21 101.28 $397.61 0.40% $375.97
Yemen 6.0 14.21 3.50 $13.73 0.40% −$7.97
Other Middle East 0.00 $0.00 0.50% −$27.12
Algeria 15.0 5.21 14.30 $20.59 0.27% $5.82
Angola 15.0 5.21 10.06 $14.47 0.05% $11.76
Chad 15.0 5.21 0.97 $1.39 0.01% $0.85
Rep. of Congo 15.0 5.21 2.14 $3.09 0.01% $2.54
Egypt 11.9 8.31 4.62 $10.61 0.72% −$28.48
Equatorial Guinea 15.0 5.21 1.64 $2.36 0.01% $1.82
Gabon 13.0 7.21 2.67 $5.31 0.02% $4.23
Libya 4.3 15.91 41.22 $181.21 0.29% $165.48
Nigeria 4.3 15.91 38.51 $169.28 0.37% $149.22
Sudan 15.0 5.21 6.67 $9.60 0.08% $5.26
Tunisia 15.0 5.21 0.74 $1.07 0.11% −$4.90
Other Africa 15.0 5.21 0.80 $1.15 0.89% −$47.12
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Table A.4.12 (Continued)

Country
or Region

Extraction Cost
95–00 Ave

Rent per Barrel
95–00 Ave

2000 Reserves
Billions
Barrels

Gross Capital
Gain
$ Billions

Consumption
% of World
(95–00)

Net Capital Gain
$ Billions

Australia 15.0 5.21 4.98 $7.17 1.11% −$52.93
Brunei 15.0 5.21 1.35 $1.94 0.02% $0.86
China 14.16 6.05 22.02 $36.81 6.32% −$305.80
India 15.0 5.21 6.70 $9.65 2.82% −$143.03
Indonesia 7.1 13.11 6.50 $23.53 1.35% −$49.57
Malaysia 4.3 15.91 5.51 $24.23 0.59% −$7.80
Thailand 15.0 5.21 0.79 $1.13 1.03% −$54.50
Vietnam 15.0 5.21 3.49 $5.03 0.26% −$9.07
Other Asia Pacific 15.0 5.21 0.90 $1.30 14.86% −$804.60

World Total $5,423.23 100.00% $0.00

Source: PB Review (2005) and estimates of the country-specific average extraction costs (if unavailable a value of 15 is used for the calculations).
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17 in the US because they have not yet built up their stock of human
capital.

The average educational attainment increased during the 1995–2000
period. China experienced a growth of 4 percent, while the US had
slightly more than 1 percent growth during the period (see Table A.4.13).
The age 10 or more population in each country also increases over the
1995–2000 time period. China experienced 8.6 percent growth and the
US experienced 6.7 percent growth (see Table A.4.13). Note that our
measure of the aggregate human capital stock increases both as the aver-
age educational attainment increases and as the population of age 10 or
more increases.

As Table A.4.13 shows, the aggregate stock of human capital increased
almost 11 percent in China and slightly more than 8 percent in
the US.

We now need to find the price of a unit of human capital in order
to place a value on the stock. The methodology here is to first calcu-
late the rental price for an employed unit of human capital and then to
find the average number of working years remaining for the population
age 10 or more. The value of a unit of human capital is the discounted
sum of the rental price, r, for the average number of working years
remaining.

PKH =
∫ years

t=0
re−ρtdt

The rental price of a unit of human capital is simply the country’s total
wage bill divided by the employed number of human capital units (not
the whole human capital stock). The total wage bill in the US is easily
obtained from the national income accounts. China’s national income
accounting method does not report total wages or compensation, so this
is calculated from information provided by the China Statistical Yearbook.
Employment in both countries is obtained from Klenow and Rodríguez-
Clare (2005). We use the average price for the time period. The average
rental price per year for a unit of human capital is $528.11 in China and
$12,807.98 in the US.

4 Reproducible capital

Table A.4.20 shows the measure of the stock of reproducible capital in
the US and China that we obtained from Klenow and Rodríguez-Clare
(2005).
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Table A.4.13 Education, population, and human capital stock, 1995–2000

Year China US

Average
Education
Attainment

Average
Human
Capital (h)

Population
Age 11 +
(thousands)

Human
Capital
Stock (H)

Average
Education
Attainment

Average
Human
Capital (h)

Population
Age 17 +
(thousands)

Human
Capital
Stock (H)

1995 6.111 1.68108 965,382 1,622,884,318 11.892 2.74785 197,221 541,932,590
1996 6.160 1.68809 979,216 1,653,004,350 11.923 2.75510 199,569 549,831,670
1997 6.209 1.69514 997,315 1,690,588,728 11.955 2.76261 202,139 558,431,592
1998 6.257 1.70207 1,013,298 1,724,703,967 11.986 2.76990 204,683 566,951,779
1999 6.306 1.70917 1,029,251 1,759,164,853 12.018 2.77744 207,250 575,623,498
2000 6.355 1.71631 1,045,964 1,795,199,173 12.049 2.78477 209,879 584,464,633

Source: Population: US Census Bureau International Database (http://www.census.gov/ipc/www/idb/).
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Table A.4.14 Total wage bill for China and the US 1995–2000

Year China Avg.
Wage ($US)

China
Employment
(thousands)

China Wage
Bill ($billions)

US Wage Bill
($billions)

1995 684 727,832 497.8 4,177
1996 772 735,241 567.6 4,387
1997 805 742,369 597.6 4,665
1998 930 749,197 696.8 5,020
1999 1,038 756,055 784.8 5,352
2000 1,166 763,855 886.1 5,783

Note: US Wage Bill = Total compensation from national income account, BEA.
Average Wage (nominal) Source: China Statistical Yearbook 2002: Table 5–20 (http://www.
stats.gov.cn/english/statisticaldata/yearlydata/YB2002e/ml/indexE.htm).
Employment Source: Klenow, P. and Rodríguez-Clare, A. Handbook Chapter (Data Appendix).

This is a measure of the reproducible capital located in the coun-
try. However, because of international investment, some of the stock of
reproducible capital in a country is owned by investors outside of that
country. In recent years, the US has experienced a large trade deficit
while China has experienced a trade surplus (see Table A.4.21). This
implies that other countries have a claim on a large stock of the repro-
ducible capital in the US, while China is in the opposite position. The
portion of the stock of reproducible capital that is not owned by the
country in which it is located cannot be counted as part of its wealth. It
is the stock of reproducible capital owned by a country regardless of its
physical location that is a component of wealth.

In the US, net holdings of international assets are reported by the
BEA. In developing countries, although capital flows are closely moni-
tored, little work has been done on measuring the accumulated stocks
of foreign assets and liabilities. We obtain estimates from a recent paper
by Philip Lane and Gian Maria Milesi-Ferretti (2007) that constructs net
holdings of international assets from balance of payments and other
IMF data.
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Table A.4.15 Rental price of human capital in China and the US, 1995–2000

Year China US

Wage Bill
($billions)

Human Capital
Stock (H)

Rental price of
one unit of
human capital

Wage Bill
($billions)

Human Capital
Stock (H)

Rental price of
one unit of
human capital

1995 497.84 1,223,541,238 406.88 4177 366,310,386 11,402.90
1996 567.61 1,241,156,279 457.32 4387 372,957,055 11,762.75
1997 597.61 1,258,419,442 474.89 4665 379,093,145 12,305.68
1998 696.75 1,275,185,340 546.39 5020 384,372,859 13,060.24
1999 784.79 1,292,229,879 607.31 5352 390,452,142 13,707.19
2000 886.07 1,311,009,179 675.87 5783 395,848,675 14,609.12

Notes: China: Average rental price of one unit of human capital = $528.11.
US: Average rental price of one unit of human capital =$12,807.98.
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Table A.4.16 Population, mortality, and years of work remaining for males in
China

Population Active
Percentage

Active
Population

Mortality
Probability

Avg. Work
Remaining

0–4 51091760 0 0 0.03759 43.0
5–9 54254180 0 0 0.00314 44.7
10–14 62010528 0 0 0.00269 44.8
15–19 52665280 63.86 33632048 0.00578 41.7
20–24 50961980 92.8 47292717 0.00718 37.3
25–29 62313660 98.61 61447500 0.00674 32.7
30–34 64799528 99.02 64164493 0.00732 28.0
35–39 53963232 99.15 53504545 0.00946 23.2
40–44 43936400 98.95 43475068 0.01406 18.5
45–49 44348360 97.94 43434784 0.02256 13.8
50–54 32585930 93.55 30484138 0.0368 9.5
55–59 24418930 83.88 20482598 0.05939 5.7
60–64 21478200 63.75 13692353 0.09408 2.8
65–69 17625390 33.59 5920369 0.14642 1.4
70–74 11991350 33.59 4027894 0.22671 0.0
75–79 6863370 0 0 0.34238 0.0
80–84 3015910 0 0 0.49999 0.0
85–89 903120 0 0 0.67919 0.0
90–94 163110 0 0 0.79408 0.0
95–99 16994 0 0 0.85642 0.0
100+ 1091 0 0 1 0.0

Sources: World Health Organization Life Tables 2000; US Census Bureau IDB demographic
data 1990.

Table A.4.17 Population, mortality, and years of work remaining for females in
China

Population Active
Percentage

Active
Population

Mortality
Probability

Avg. Work
Remaining

0–4 45892300 0 0 0.04389 35.1
5–9 48638800 0 0 0.00264 36.7
10–14 56168520 0 0 0.0018 36.8
15–19 48594528 71.4 34696493 0.00238 33.3
20–24 47770000 91.68 43795536 0.0032 28.8
25–29 59211928 91.56 54214441 0.0041 24.3
30–34 62217712 91.3 56804771 0.00529 19.9
35–39 51377952 91.28 46897795 0.00743 15.4
40–44 40608800 88.37 35885997 0.01049 11.1
45–49 41938880 81.12 34020819 0.01603 7.2
50–54 30147800 62 18691636 0.02465 4.2
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Table A.4.17 (Continued)

Population Active
Percentage

Active
Population

Mortality
Probability

Avg. Work
Remaining

55–59 22592370 45.07 10182381 0.03787 2.0
60–64 20259450 27.44 5559193 0.06183 0.8
65–69 17690780 8.44 1493102 0.10341 0.4
70–74 13294740 8.44 1122076 0.17766 0.0
75–79 9051270 0 0 0.29618 0.0
80–84 4898760 0 0 0.45765 0.0
85–89 1955500 0 0 0.64713 0.0
90–94 591650 0 0 0.77727 0.0
95–99 112775 0 0 0.84928 0.0
100+ 11490 0 0 1 0.0

Sources: World Health Organization Life Tables 2000; US Census Bureau IDB demographic
data 1990.

Table A.4.18 Population, mortality, and years of work remaining for males in
the US

Population Active
Percentage

Active
Population

Mortality
Probability

Avg. Work
Remaining

0–4 10265130 0 0 0.00936 40.3
5–9 10716110 0 0 0.00093 40.6
10–14 10508530 0 0 0.00123 40.7
15–19 10125050 53.2 5386527 0.00474 38.1
20–24 9445860 82.5 7792835 0.00706 34.1
25–29 9523560 92.94 8851197 0.00706 29.7
30–34 10369200 93.44 9688980 0.00784 25.3
35–39 11693900 92.74 10844923 0.01043 20.8
40–44 11610640 91.96 10677145 0.01499 16.4
45–49 10217120 90.76 9273058 0.02274 12.2
50–54 8788100 86.9 7636859 0.03233 8.1
55–59 6703200 77.87 5219782 0.04915 4.5
60–64 5236380 54.28 2842307 0.07541 2.0
65–69 4431380 27.53 1219959 0.11333 0.8
70–74 3927820 17.3 679513 0.16984 0.0
75–79 3059800 7.3 223365 0.24554 0.0
80–84 1835290 0 0 0.36599 0.0
85–89 836240 0 0 0.52072 0.0
90–94 283400 0 0 0.65771 0.0
95–99 68020 0 0 0.76489 0.0
100+ 10130 0 0 1 0.0

Sources: World Health Organization Life Tables 2000; US Census Bureau IDB demographic
data 1990.
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Table A.4.19 Population, mortality, and years of work remaining for females in
the US

Population Active
Percentage

Active
Population

Mortality
Probability

Avg. Work
Remaining

0–4 9777090 0 0 0.00766 33.9
5–9 10215890 0 0 0.00072 34.1
10–14 10024470 0 0 0.00082 34.2
15–19 9661220 51.3 4956206 0.00199 31.6
20–24 9111120 71.3 6496229 0.0024 28.1
25–29 9335700 75.82 7078328 0.00282 24.4
30–34 10205140 74.67 7620178 0.00378 20.7
35–39 11447350 76.55 8762946 0.00573 17.0
40–44 11454940 78.62 9005874 0.00859 13.2
45–49 10275640 78.03 8018082 0.01263 9.4
50–54 8995740 71.85 6463439 0.0191 5.9
55–59 7022870 59.79 4198974 0.03013 3.0
60–64 5668660 38.16 2163161 0.04802 1.2
65–69 5059830 17.17 868773 0.07376 0.4
70–74 4883870 8.77 428315 0.11263 0.0
75–79 4289810 3.1 132984 0.17444 0.0
80–84 3064520 0 0 0.27776 0.0
85–89 1836230 0 0 0.42268 0.0
90–94 876230 0 0 0.57447 0.0
95–99 302880 0 0 0.71 0.0
100+ 65300 0 0 1 0.0

Sources: World Health Organization Life Tables 2000; US Census Bureau IDB demographic
data 1990.

Table A.4.20 Reproducible capital

US Reproducible Capital
(billions of US dollars)

China Reproducible Capital
(billions of US dollars)

1995 Stock 13,850.63 4,196.03
2000 Stock 17,655.75 6,356.76
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Table A.4.21 Current account figures for US and China, 1995–2000

US Current Account China Current Account
(billions of US dollars) (billions of US dollars)

Year Total Goods Services Income Transfers Year Total Goods Services Income Transfers

1995 −113.7 −174.2 77.8 20.9 −38.2 1995 1.6 18.1 −6.1 −11.8 1.4
1996 −124.9 −191.0 86.9 22.3 −43.1 1996 7.2 19.5 −2.0 −12.4 2.1
1997 −140.9 −198.1 89.8 12.6 −45.2 1997 37.0 46.2 −3.4 −11.0 5.1
1998 −214.1 −246.7 81.7 4.3 −53.3 1998 31.5 46.6 −2.8 −16.6 4.3
1999 −300.1 −346.0 82.6 13.9 −50.6 1999 21.1 36.0 −5.3 −14.5 4.9
2000 −416.0 −452.4 74.1 21.1 −58.8 2000 20.5 34.5 −5.6 −14.7 6.3

Sources: BEA (http://www.bea.gov/bea/di/home/bop.htm); National Bureau of Statistics of China (http://www.stats.gov.cn/english/); IMF 2002 Balance
of Payments Statistics Yearbook Part 1.
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Table A.4.22 Net holdings of international assets, 1995–2000

US China

Net Holdings of International Assets
billion US Dollars (cost valuation)

Net Holdings of International Assets
billion US Dollars

Year US cost
valuation

US market
valuation

Net External
Position

Year Net External
Position

1995 −458.46 −305.84 −407.12 1995 −102.58
1996 −495.06 −360.02 −456.73 1996 −122.88
1997 −820.68 −822.73 −898.66 1997 −106.77
1998 −895.36 −1,070.77 −1,146.06 1998 −88.08
1999 −766.24 −1,037.44 −1,113.36 1999 −83.44
2000 −1,381.20 −1,581.01 −1,652.81 2000 −45.75

Sources: BEA (http://www.bea.gov/bea/di/home/iip.htm); Lane and Milesi-Ferretti (2007) (http://www.tcd.ie/iiis/pages/people/planedata.php).

Table A.4.23 Reproducible capital adjusted for international holdings

US Reproducible Capital
(billions of US dollars)

China Reproducible Capital
(billions of US dollars)

1995 Stock 13,443.51 4,093.45
2000 Stock 16,002.94 6,311.01
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Notes

1. China’s official inflation estimates are lower than estimates from other
sources (see, e.g., Young 2003), lending to uncertainty as to real GDP growth
rates.

2. Human well-being depends critically on levels of health. Recent works
by Nordhaus (2002) and Cutler and Richardson (1997) suggest that
changes in health can have a value comparable to changes in GDP or
other traditional income measures. In the near future we plan to inte-
grate health in the comprehensive wealth framework described in this
chapter.

3. We follow the general precedent of empirical studies in growth economics
in measuring human capital by some function of the embodied years of edu-
cation (see, e.g., Klenow and Rodríguez-Clare 1997, and Mankiw 1992) Of
course, studies in human capital have also considered human capital as being
formed by experience (e.g., Becker, Philipson, and Soares 2005), but the data
we draw on have not made use of this or other refinements.

4. We abstract from uncertainty. For the purposes of determining sustainability
over a short period of time, this is a legitimate approximation. However,
for many policy purposes, uncertainty about the future should not be
ignored.

5. In a similar spirit, Hamilton and Clemens (1999) introduced the term
“genuine savings,” where the modifier “genuine” distinguishes more com-
prehensive savings (savings that contributes to increased natural resource
stocks as well as reproducible capital) from narrower, standard notions of
savings.

6. In particular, Arrow et al. (2004) failed to take account of the capital gains
to countries with large oil reserves. As a result, that study might have under-
stated the sustainability of Middle East countries (see Table 2, p. 163, and
discussion on p. 165).

7. Another way of looking at this is to consider the stock of knowledge as
one form of capital. Then the growth in knowledge will be one form of
investment, so that (8) does not have to be altered.

8. This adjustment of the investment flows for externalities is an approxima-
tion. A more refined approach (not taken in this chapter) would adjust as
well the shadow values of each type of capital to account for the discounted
value of the environmental damages (to the country owning the capital)
caused by the use of that capital. Thus the shadow price of reproducible cap-
ital (including, in principle, durable consumer goods such as automobiles)
would be reduced by the economic value of the health and disamenity costs
imposed by particulate matter, sulfur dioxide, and other forms of pollution
emitted, as well as, of course, the effects on global warming. If, over a given
time-interval the amount of pollution increases, leading to greater environ-
mental damages, the values of capital would be reduced to account for this
change.

9. This data set underlies the estimates reported in Klenow and Rodríguez-Clare
(2005).

10. The year 1995 was dropped such that we consistently use a 5-year period in
all calculations.
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11. See Ehrlich and Goulder (2006) for a discussion of potential limitations in
existing comprehensive wealth studies, including biases from omissions of
certain environmental damages.
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Counting Nonmarket, Ecological
Public Goods: The Elements
of a Welfare-Significant Ecological
Quantity Index
James Boyd∗

1 Introduction

This chapter addresses a difficult, important, and long-standing problem
in national income accounting: How do we capture the welfare contri-
butions of nonmarket, public environmental goods?1 As I argue here,
the key to this endeavor is the construction of a welfare-significant eco-
logical quantity index (WSEQI). Quantity indexes and their price index
counterparts are the core of any national income or product account
(NIPA).

What quantity units are we to count when markets are not present,
meaning that there is no easy way to track or define what is being
used, consumed, or enjoyed? Note that market goods usually come in
conveniently predefined quantity units—the cars, washing machines,
haircuts, and restaurant meals consumers buy every day. In conven-
tional income accounts these goods and services are the building blocks
of a quantity index. We can simply ask: How many cars and haircuts
were consumed during this period? But for natural capital, its many
public, nonmarket goods and services are not defined, provided, and
priced by markets.2 This means, of course, that we lack the market
artifacts—units sold, prices paid—so useful to accountants of the market
economy.

Not only do we have a missing prices problem—How do we infer
value when market prices are absent?—we also have a missing quantities
problem. Stated more carefully, we need to replicate the market’s abil-
ity to define units of consumption, but do so in a nonmarket setting.
Accordingly, economists should be involved in defining ecological

145
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quantity accounts and work with natural scientists to depict nature in a
way useful to utilitarian analysis.3

Here, I advocate using principles from economic accounting, wel-
fare economics, and environmental valuation to define the nonmarket
units that should be used in a quantity index of ecological goods and
services. My goal is to mimic the household-level foundations of con-
ventional NIPAs, but extend them to the nonmarket natural economy.
In this chapter, I describe the underlying theory and show how it
can be used to define a practical, empirical strategy for constructing a
WSEQI.4

Capturing nature in a comprehensive way is a tall order. Ecologi-
cal systems are complex, with an uncountable number of components
interacting nonlinearly. Is it realistic to think we can capture such a com-
plex system in a practical account? It depends on the goal, of course.
If the goal is comprehensive knowledge of nature, that is impossible.
But accounting systems serve narrower ends. They provide a rough, but
valuable, guide to the more complex systems they describe. The con-
ventional economy is also complex, multidimensional, and nonlinear.
We do not look to gross domestic product (GDP) and other NIPAs for
the complete truth about our economies. Instead, we look to them as
important signals of our welfare. Nature’s nonmarket contributions to
our well-being deserve a similar set of signals.

1.1 The goal of the index

The index described here is intended to create a “welfare-significant”
measure of nonmarket ecological consumption. Such an index has sev-
eral characteristics: First, it is anthropocentric and rooted in utilitarian
economics. Second, the index is an account, not an indicator system.5

Accounting systems rely on “identities” to facilitate and discipline mea-
surement. At the firm level, double-entry bookkeeping is an example.
At the national level, so is the definition of GDP.6 Accounting iden-
tities facilitate aggregation and comparison of the components of an
index in ways that indicator systems do not. Despite being constructed
from myriad components, GDP can be reported as a single value because
accounting identities discipline its construction. The political and social
influence of NIPAs derives largely from the fact that they are rule-based
accounting systems.

What accounting identities are binding in a WSEQI? They are the
same as those in a GDP-like NIPA, with one difference. Because the focus
is on nonmarket goods and services, “virtual” prices and income are
important. Although the measurement of virtual prices and income is
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not my focus here, the weights eventually attached to the quantities
I define in this chapter should be the virtual prices that emerge in a gen-
eral equilibrium constrained by the sum of real and virtual income.7 An
additional set of constraints arises relating to the distinction between
intermediate and final goods. I address this in detail in Section 3.

1.2 Relationship to other environmental accounting approaches

A full review of the many alternative approaches to environmental
accounting is beyond the scope of this chapter.8 The ecological quantity
index I describe in the sections that follow is related to, but different
from, both material accounts and NIPA-like environmental accounting
systems, often loosely referred to as “green GDP” or “green national
accounts.” As I will argue, a WSEQI comprises physical material mea-
sures. A WSEQI, however, is not a “material account” as that term is
used in national accounting. I describe the difference between a WSEQI
and a material account in detail in Section 3.2.

Most green income accounts start with the presumption central to
this chapter, that nature’s contributions to welfare should be mea-
sured. In practice, however, existing green accounts differ from the
WSEQI described here. For very good reasons, existing accounts focus
on “near-market” clues to nature’s value.9 Examples include economic
damages arising from air pollution (using health costs), the valua-
tion of timber stocks (using land values) or fisheries (using the value
of commercial harvests), and the value of water (for hydropower
generation). China’s environmental accounting system, for example,
focuses on near-market accounts—such as its accounts of environmen-
tal expenditures—along with aggregate assets such as fish populations,
forests, water, and minerals (The World Bank 2006). It is natural for
accounting systems to focus on near-market assets, goods, and services
because the near market is where credible price estimates are most
practically derived.

The downside of near-market accounts, of course, is that the scope
of these accounting systems is relatively narrow. They ignore the envi-
ronment’s public, nonmarket goods and services, focusing instead on
goods and services that can be credibly priced. The WSEQI makes a
different trade-off. It seeks comprehensive measurement of public, non-
market goods and services, but in doing so it moves away from the
market and the prospect of easily derived virtual prices. We can see,
then, that green national accounts and a WSEQI share the same motiva-
tion but are applied to different streams of goods and services. They are
complements, not competitors.10
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Although ecological income accounts are recognized as important,
these are in an early stage of development.11 No practical example
exists.12 Ecological accounts are beginning to be developed, but these are
not income accounts in an economic sense.13 As a result, for China—or
for any other country—the accounts described here are not necessarily
the most practical first step in efforts to make NIPAs reflect environmen-
tal costs and benefits. But nature’s nonmarket contributions to welfare
may be at least as large as its near-market contributions (The World Bank
2006). It is important and interesting to understand the sheer magnitude
of that virtual natural economy.14

2 Quantities versus weights

Economic measurement of nonmarket benefits typically ignores the dis-
tinction between quantity q and value p. What matters is the product
of the two, p · q, the social benefit of an air-quality improvement, for
example. Welfare-significant accounting systems require a precise, con-
sistently maintained delineation of the quantity measured and the price
or other weight attached to the quantity.

2.1 The index number problem

Accounting measures, by their very nature, distinguish between quan-
tity and price. We can think of economic accounting theory as a search
for ways to factor the benefits of production into (1) their two core
components, price and quantity, in a way that is (2) logically and eco-
nomically consistent. This challenge is what Irving Fisher called the
“index number problem.”

With quantities and prices clearly differentiated, one of the quan-
tity/price sets can be held constant. Real GDP, for example, is a measure
of quantity, in which prices are held constant over time. With prices
held constant, movements in the output index meaningfully describe
changes in quantity produced and consumed. If prices are not held
constant, the interpretation of the index is muddied: Is an increase
in the index evidence of changing prices or changing output? Accord-
ingly, economic accounting systems require a clear and consistently
maintained distinction between q and p.

It is interesting that the distinction between q and p gets so little
attention in environmental economics. Nonmarket goods and services
do not come in convenient packages, where q is defined by the mar-
ket. So how do nonmarket environmental economists think about
this? The truth is, they don’t, largely because they haven’t needed to.
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Environmental economics is often called on to analyze the following
type of issue: What are the benefits of a tighter air quality standard
in Los Angeles? To answer this question, all that matters is the com-
parison between p · q before the policy is implemented and p · q after
it is in place. It is unimportant what part of the benefit is considered
an improvement in output, versus an increase in the value of the out-
put. For example, is the number of people in Los Angeles, n, considered
part of the value of the benefit or part of the quantity? It could be
either.15 And for many questions in environmental economics, it doesn’t
matter.

But it matters a lot to economic accounting. Because output and price
measures are constructed separately, their units must be distinct and
consistently applied.

2.2 What is quantity and what is value?

If q and p are to be distinguished, how should this be accomplished?
What principles, if any, should be applied? Because nonmarket ecosys-
tem goods and services do not emerge from factories and are not
sold in markets, defining and measuring their “units of account”
requires theoretical and empirical innovation. The conceptual distinc-
tion between ecosystem services and their value is often surprisingly
difficult to make.

Accountants use the term “goods and services” to denote the quan-
tities measured in accounts. This same convention is applied here:
Ecosystem goods and services are the quantities to be measured. Prices,
virtual and otherwise, are the weights applied to the goods and services.
A problem arises, though, in that the term “ecosystem services” has no
consistent definition in environmental economics.

Next, I offer a brief mathematical synopsis of Banzhaf and Boyd
(2005), using a simple production technology to convey the seman-
tic and practical distinction between q and p. The model features a
final good F, and two inputs, capital K and an ecosystem good E.
The final good and the inputs have prices PF, PK, and PE, where PE

is a virtual, not observed, price. The production function is some
F = F(K,E).

Two common approaches are taken to the depiction of the ecological
input. First, the value of the ecological input can be derived from the
value of its productivity with respect to the final good times the price of
the final good.

PE = (∂F/∂E)PF. (1)
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Second, using the production function itself and some rearrangement of
terms, the ecological input’s value can be expressed via the other input’s
role in production. Specifically,

PE = ∂F/∂E
∂F/∂K

· PK, (2)

where the ecological input’s value is derived from its substitution
relationship with the capital input times the price of the capital input.16

Now consider a marginal change in the ecological input, ∂E. The
total value of that change can be expressed in three different but
equivalent ways.

PE · dE = (∂F/∂E) · PF · dE = ∂F/∂E
∂F/∂K

· PK · dE. (3)

Do these expressions give us a clear guide to the “quantity” (the ecosys-
tem good or service) and the “value” of the good or service p? Both in
principle and practice, the answer is no.

For example, individual chapters in a well-known environmental eco-
nomics text (Kopp and Smith 1993, Chapters 2, 7, and 14) define
ecosystem services in three completely different ways. One defines the
service as the total value—q = PE · E in our example. Another refers to
the service as the contribution of the environmental input to produc-
tion of the final good as E changes. Denote this as q = �F(K,E).17 Yet
another refers to the service as the environmental input itself, q = E. In
a total benefit framework, each of these definitions is consistent with
the identity in equation (3). In other words, none of the definitions is
“wrong.” From an accounting perspective, though, the lack of clarity
and consistency is problematic.

So which definition of q—the ecosystem services to be counted—is
preferable? We can immediately rule out the first because it defines q
as the product PE · E, instead of something that can be decomposed
into distinct quantity and value components. The distinction between
q = �F(K,E) and q=E is more subtle. Both definitions permit multiplica-
tion by a price to achieve a total value.18 In that sense, both work from
an accounting perspective. But the latter definition, where the ecological
input is the quantity measure (q = E), is preferable.

This definition eliminates the need to understand economic produc-
tion functions for the purposes of developing the quantity index. This
means, though, that the economic production functions depicted in
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equation (3) must be captured on the value side of the accounting sys-
tem. If clean water is a quantity to be measured in the index, estimation
of the value of that water is where substitution relationships and knowl-
edge of the way they translate into final production are captured.19

Absent direct knowledge of PE, we cannot avoid the complexities aris-
ing from joint ecological and nonecological production. But there are
practical reasons to move those complexities to the valuation side of
the ledger.

If we use q = �F(K,E), that definition of quantity can obscure, rather
than clarify, underlying ecological changes. If all we observe and count
is an increase in final production, we will not know whether that
increase results from changes in the ecological or the nonecologi-
cal inputs. In fact, innovation or other changes in production may
lead to higher production levels even if ecological inputs are declin-
ing in availability or quality. This is an undesirable property for an
ecosystem services quantity index. An ecological quantity index should
tell us about ecological conditions; it should not require economic
interpretation. Consequently, q = E is preferable.

There are other reasons to prefer q = E. The measure of value asso-
ciated with q = �F(K,E) is PF. If that price is available, we would have
a practical reason to prefer its associated quantity measure. But there
will be no such price for nonmarket goods and services. Also, eco-
logical measures q = E are concrete and intuitive, they make sense
to noneconomists, and they are in the empirical realm of the natu-
ral sciences. Economists should have something to say about which
elements E are measured. But economists themselves will not do
any of that measuring. In addition, ecological measures q = E already
have a close analogue in national accounting systems. They resem-
ble the material accounts already observed in many international
systems.

In summary, an index composed of concrete, physical, ecological
quantities and qualities is the appropriate place to begin a system of
ecological public good accounts. Moreover, such an index—because it
is “material and physical” instead of “economic”—provides a natural
point of collaboration between the natural and social sciences. I develop
this point in more detail in Section 4.

Keep in mind that the quantity index advocated here, although
material and physical in composition, is not equivalent to material
accounts as they are understood by the international accounting pro-
fession (Smith 2007). I develop the distinction in more detail in the
sections that follow.
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3 The elements of a WSEQI

In this section, I describe physical ecological measures—the quantity
index—but they are physical measures consistent with an economic,
rather than materials-based, approach to accounting. I use the word
“quantity” as shorthand for all of the following: countable biophysical
features (e.g., land cover types and species populations); biophysi-
cal qualities (e.g., particulate or toxics concentrations); and stochastic
depictions of quantities and qualities (e.g., hydrographs).

Previously, I advocated using ecological inputs themselves as the ele-
ments to be valued in a WSEQI. But as I pointed out earlier, nature
presents us with an uncountable number of such inputs. So, to com-
prehensively depict its contributions to well-being, must we count all
nature’s features and qualities? The answer is no. Much as GDP does
not count all the units exploited and traded in the market economy,
an ecological quantity index need not count all the elements of nature.
In both cases, a utilitarian approach to accounting allows us—requires
us, actually—to focus on “final” units of consumption. The intermedi-
ate inputs to those final units are explicitly excluded from an economic
quantity index. If they weren’t, the quantity index would double count
numerous elements of consumption, which violates the accounting
identities so central to an economic index.

What do “final goods” mean in an ecological context? In the absence
of markets, is final ecological good a concept that can even be inter-
preted? That is the main subject of this section, although I also address
several other issues, including the relationship of the WSEQI to material
and asset accounts.

3.1 Biophysical final goods

In Section 2, I argued that the ecological quantities best suited for an
economic index are biophysical inputs (E) to economic production.
I then introduced the notion that we should count final goods and
services. This construction suggests that the things we should count
are both inputs and final goods—an apparent contradiction. To clar-
ify, let me restate the role of an ecosystem account in a larger system of
economic accounts. The goal of the quantity index described in this
chapter is to comprehensively describe both market and nonmarket
ecological “exports” to the economic system. Semantic confusion can
arise because two distinct systems are in play. First is the biophysical
system (nature). Second is the economic system that translates biophys-
ical inputs into economic benefits. The terminological difficulty crops
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up because the ecological quantity index counts the biophysical sys-
tem’s final goods and services. But these final biophysical quantities
then appear as inputs to GDP or other economic accounts. The final
goods and services described here, then, are final only in a biophysical
sense. They need not be final in an economic sense.20

To define biophysical final goods, let’s start with how these goods are
defined in existing economic accounting systems. Two principles help
define what it means to be a final good. First is the need to avoid double
counting. Second is the importance of consumer choice to valuation.

First consider the issue of double counting in a welfare-significant
account. If we count both cars and the steel used to make them and
then weight cars and steel by their market prices, we will have double
counted the value of the steel because the steel’s value in car produc-
tion is embodied in the value of the car. In calculating GDP, final and
intermediate goods are distinguished in the following way. If a good or
service’s value adds to the value of a good or service subsequently sold
in the market, it is an intermediate good. Otherwise it is a final good.
Returning to my example, cars are final goods. The labor, leather, steel,
and human capital required to make the car are intermediate goods.

The concept of double counting illustrates a fundamental difference
between material and economic accounts. Material accounts can resem-
ble input–output models, where the goal is to track the life cycle of
physical resources so that resource demand, waste, and externalities
can be clearly identified. In general, double counting is not an issue
in material accounts because a goal of such accounts is to track the
transformation of a resource as it moves through the economic sys-
tem.21 For example, in material accounts, wood will appear in many
different forms throughout the accounts—perhaps as standing forest,
raw timber, pulp, waste, and finished lumber. In contrast, where eco-
nomic accounts are concerned, double counting violates the underlying
economic identities that constrain the account.22

Thus, it deserves emphasis that a WSEQI is material in nature. But
material and physical accounts—as commonly understood—are not
themselves a welfare-significant quantity index.

Second, the importance of consumer choice is taken for granted in GDP,
but should not be taken for granted in environmental and other non-
market accounts. When counting market goods, those goods are subject
to consumer choice by definition. In fact, the value of final goods is
revealed by consumer choices in the market. In a nonmarket context,
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the point at which consumers make choices can be less clear. GDP
tends to count items that are concrete and subject to tangible consumer
(market) choices.23 If we are ever to attach welfare-significant weights
to ecological inputs, the quantities we count should have the same
properties.

Given that the ultimate aspiration of the index is to weight ecosystem
goods and services with their virtual, nonmarket prices, the quantity
index needs to be composed of units subject to valuation. The only way
to ever estimate these virtual prices is to come as close as possible to the
point at which people reveal those virtual prices through choice. This is
the rationale for viewing ecological accounting units as the final inputs
to “home production.” Another way of putting this is

The final biophysical units used in an ecosystem quantity index
should be the ecological features, quantities, and qualities that are
directly combined with other (nonecological) inputs to produce
market and nonmarket benefits.

With units such as these, virtual prices can then—in principle—be
derived via analysis of the ecological inputs’ contribution to market out-
puts, as in equation (1), or by knowledge of substitution possibilities, as
in equation (2).

3.2 Illustrations

In practice, the procedure is to first identify utilitarian benefits that
require ecological inputs, then identify the ecological final goods
used as inputs to those benefits. Consider the following incomplete
list of benefits, associated final ecological inputs, and nonecological
substitutes.

Recreational angling. As a recreational experience, angling benefits arise
from a combination of ecological final goods such as lakes, streams,
riparian land cover, and fish populations present in the water bodies.
Benefits also arise from nonecological inputs such as capital goods (rods,
lures, boats, and docks) and human capital (expertise).

Note that the “number of fish caught” is not the quantity measure we
seek in this index. Why? Because the number of fish caught is a function
of ecological and nonecological inputs. The better the equipment and
the greater the skill of the angler, the more fish are caught—independent
of the state of the underlying ecosystem. This example reflects the
principle that the index’s quantities are those relevant at the point of
possible substitution to nonecological inputs.
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Also note that there are multiple ecological inputs to the ecological
final goods identified here. Fish populations relevant to angling depend
on the populations in those species’ food chains, for example. But food
chain species should not be counted as final goods in this context (the
benefits of recreational angling).24 Instead, their value is embodied in
the bass, trout, salmon, or other population targeted by anglers.

Flood damage mitigation. Reduced frequency and severity of floods is a
utilitarian benefit to which ecological inputs can contribute. Wetlands,
in particular, absorb and slow flood pulses. To a lesser extent, other nat-
ural land cover types do so as well. The quantity of wetlands, then, is a
final ecological input to the provision of flood damage mitigation.

The virtual price of wetlands (the value side) could, in principle,
be derived either from knowledge of the direct effect of wetlands on
property and other damages, or indirectly via the effects of noneco-
logical substitutes such as dikes, dams, or other forms of property
protection.

Pollination of commercial crops. Native species play an important role
in pollinating commercial crops and can directly influence crop yields.
As a result, the presence and density of native pollinator populations is
an important input to commercial agriculture.

Again, commercial harvests are not the appropriate ecological quan-
tity measure because harvests are the product of both ecological and
nonecological inputs. The virtual price of pollinator populations can, in
principle, be inferred by controlling for the presence of other inputs
(and thus learning about the pollination–harvest production func-
tion) or from the prices and substitutability of commercial pollination
services.

Public health damage mitigation. Air, soil, and water quality are the
appropriate quantity measures in this context. Because reductions in
acute health events, morbidity, and mortality result from combinations
of ecological stressors and nonecological inputs, such reductions are not
the proper quantity measure. Substitutes include medical interventions,
filtration, and damage avoidance actions.

Aesthetic benefits. Ecological features that directly give rise to aesthetic
benefits tend to be related to land cover types. Undeveloped terrain,
open water, and mountain areas are relevant final quantities here. So
too are certain types of air and water quality. Clear water and clear
air, apart from their other benefits, can also contribute to aesthetic
benefits.

There may be no clear substitutes for certain aesthetic features of
the natural landscape. Economic production of these benefits, however,
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often requires complementary investments in time and access. After all,
a beautiful view has no aesthetic value if it cannot be seen.

Stewardship benefits. Existence, nonuse, bequest, or stewardship ben-
efits arise from altruistic and ethical motivations. But there are clear
quantity measures of these benefits, namely the species, wilderness, and
natural features to which we attach existence value. For example, a
raw count of viable global species—perhaps weighted by the charisma
of individual species—is a quantity measure of species existence
benefits.

Uniquely, there are no nonecological substitutes for stewardship ben-
efits. Moreover, no economic production function intervenes between
the ecological final goods and the benefits arising from them.

I should emphasize that the examples I give here are not exhaustive
of the benefits to which nature contributes.

3.3 Final goods are benefit-contingent

Although the principles and constraints imposed by accounting identi-
ties are central to an economic accounting system’s power and validity,
they can lead to confusion. A prime example is the way in which final
goods are benefit-contingent. This means that a good can be final in the
provision of one benefit and not final in the provision of a different ben-
efit. Consequently, many of the final goods identified in my illustrations
are final goods only in that particular context. Ecological inputs, then,
will switch back and forth between final and intermediate, depending
on the benefit being accounted for.

Consider a hillside forest and two different kinds of benefit: aesthetic
benefit and public health damage mitigation. Aesthetically, people with
visual access to the hillside directly enjoy the forest’s physical features,
so those features should be counted as a beauty-related final quantity.
In terms of public health, forests may sequester pollutants. In this ben-
efit context, however, the forest is an intermediate, not final good. The
final, public-health-related good is the air quality itself. The forest has a
positive, but intermediate, impact on that final good. Accordingly, from
an accounting perspective, the forest is both final and intermediate.

Other examples of this phenomenon abound. Wetlands should be
counted as final goods for flood protection but are intermediate goods
when they lead to improvements in drinking water quality (in which
case the drinking water quality is the final good). In a conventional GDP
context, the same thing happens. Tomatoes, onions, lettuce, and ground
beef are counted if purchased in a grocery store, but are not counted if
sold as a McDonald’s hamburger.
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3.4 Counting discrete ecological goods and services,
not ecological assets

An ecological index cannot be welfare-significant if it cannot
disaggregate ecological inputs along spatial and temporal dimensions.
For example, what is the value of U.S. water resources in 2007? This
question cannot be meaningfully answered without more detailed
knowledge of the location and timing of the waters’ availability.

To date, most green accounting systems have adopted a different
approach, which we can call an “aggregate” approach to environmen-
tal inventories. Mineral and forest resource accounting, for example,
often uses national aggregates, such as the total supply of harvestable
timber, copper, and water resources.25 In these applications, an aggre-
gate approach to accounting makes sense. Aggregate measures of these
kinds of commodities are entirely appropriate because lumber and cop-
per are fungible (homogeneous, transportable, and storable). Second, it
makes sense to make use of aggregate asset prices when they are avail-
able, as they are in the case of many commodity-type natural resources.
Most existing green accounts exploit the availability of commodity asset
prices in just this way, making aggregate asset measures the natural,
corresponding quantity measure.

An aggregate approach to ecological nonmarket value, though, is
unsatisfactory.26 Ecological inputs are not fungible in the way that most
economic goods and services are. Rivers and forests cannot be shipped
across state lines. Similarly, most ecological inputs cannot be accelerated
or inventoried across time (note, though, that this is precisely the pur-
pose of reservoir management). If welfare significance is the empirical
goal, the quantity units in the index must reflect a fine-grained sense of
space and time.27

This is particularly true given the ultimate goal of valuation. Like any
benefits, environmental benefits are a function of scarcity, substitutes,
and complements. Environmental benefits are often not fungible pre-
cisely because substitutes and complements in the economic production
function are themselves not fungible.28 If a beautiful vista is to yield
social value, people must have access to it. In other words, the vista must
be spatially “bundled” with infrastructure—roads, trails, and parks—that
are themselves not transportable.

Recreational fishing and kayaking require docks or other forms of
access. Substitutes for a given recreational experience depend on a
recreator’s ability to reach them in a similar amount of time. For this
reason, the location of nonfungible substitutes is important. The value
of surface water irrigation is a function of the location and timing of
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alternative subsurface water sources. If wetlands are plentiful in an area,
a given wetland may be less valuable as a source of flood pulse attenu-
ation than it might be in a region where it is the only such resource.
Accordingly, ecological goods are not fungible and neither are the
substitutes and complements necessary to their eventual valuation.29

Many market goods are bought and sold as assets (e.g., real estate,
financial products, and firms), but nonmarket public goods are unlikely
to ever be sold this way. Even when they are, the observed prices should
be treated with suspicion, given the necessary role of government in
assigning quasi-property rights and setting prices.30 Ecological account-
ing, then, should not expect aggregate, asset-type market prices to be
empirically relevant. Instead, the opposite is true. Public good, nonmar-
ket ecological assets are much more likely to be valued by “building
up” the value via valuation of the services flows arising from the
asset.31

This mind-set is very different from that expressed in the System of
Integrated Environment and Economic Accounting’s (SEEA) discussion
of ecological accounting (although note that the SEEA offers no concrete
proposals for the way in which ecological accounting should occur).
According to the SEEA, “it is not generally the components of ecosys-
tems that benefit humans, but the systems as a whole.”32 This is both
philosophically debatable and practically unhelpful. Society surely ben-
efits from the ecological system, but the same can be said of the market
system. Nevertheless, when we account for the market economy, we do
not value the system as a whole. Instead, we construct the system’s value
from its discrete components.

3.5 Ecological quality

How are goods and services of different quality handled in economic
accounting systems? And how should they be handled in an ecosystem
index? Clearly, because quality matters to welfare, it should be captured
by the accounting system. Interestingly, quality differences can appear
on either the quantity side q of the accounts or on the value side p.
Which way it is done is a matter of practical choice. The choice is not
based on a black-and-white economic principle.33

Consider two different kinds of wetlands, one that significantly
absorbs flood pulses and one that doesn’t.34 Ideally, we should treat
these as distinct goods, account for them separately, and assign them
distinct virtual prices. Clearly, though, there are practical limits to the
level of disaggregation that can take place in a working set of accounts.
The alternative is to count at a higher level of aggregation and have the
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corresponding virtual price reflect the underlying quality heterogeneity.
The existing NIPAs routinely confront this kind of choice.

Imperfect quality differentiation and adjustment is a recognized weak-
ness of existing NIPAs. Consider the way in which U.S. accounts treat
changing product qualities over time. GDP counts computers, but
because of technological innovation a computer in 1990 is clearly
not the same as one in 2005. Unfortunately, adjustment for quality
differences resulting from innovation or even certain basic product char-
acteristics (shouldn’t Apple computers be a different product category
than PCs?) creates measurement difficulties. Currently, the national
accounts selectively apply hedonic quality adjustments only in certain
product categories.

The practical measurement of ecosystem goods and services will raise
similar issues. But an ecological quantity index—like an economic quan-
tity index—should differentiate goods and services by their quality to
the greatest extent practicable.

4 Ecological prediction, sustainability, and depletion
adjustments

It is possible—and many fear—that our current human footprint is
robbing our children of future well-being. The fear is expressed eco-
nomically as a concern that we are overconsuming, eating into our
natural capital’s principal, and consuming natural resources faster than
they can reproduce or regenerate. A central tenet of welfare-significant
economic accounting is that unsustainable consumption should cre-
ate a debit in the current account. A depletion-adjusted account is a
fact-based, rigorous way to measure sustainability or its lack. An ecolog-
ical index that does not grapple with depletion will be unsatisfying to
environmentalists, ecologists, and economists alike.

The problem, of course, is that depletion analysis is difficult, since
it requires us to know the complex, underlying causes of depletion
(El Sarafy 1989). Even in the case of subsoil assets (e.g., coal, natural
gas, and copper), the depletion relationships used in accounts are rel-
atively crude and subject to ongoing debate. Ecological depletion will
be an even taller order in this respect. How do air emissions from coal-
powered plants affect water quality throughout the airshed? How does a
residential subdivision affect species populations in surrounding coun-
ties? Today, we know that these questions are important, but we are far
from the empirical consensus needed to make depletion adjustments in
practice.35
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A richer understanding of ecological causality is necessary if we
are to create economic accounts that capture depletion phenomena.
Causality will empower prediction, and prediction will empower the
incorporation of depletion costs into current economic accounts. Then,
the practical question becomes: How can we promote a richer under-
standing of ecological causality? One answer is the construction of an
ecological quantity index such as the one I describe in this chapter.

A quantity index is a snapshot of consumption. In the GDP context,
the quantity index counts the level of goods and services consumed
in a given period. Similarly, an ecological quantity index would count
natural features and qualities occurring in a given period. Directly, this
doesn’t tell us anything about the direction or rate of change of those
features and qualities. Enough snapshots over enough time, though,
create a multilayered, national-scale, biophysical, time-series database,
which would be a huge boon to the biophysical sciences. It would allow
us to analyze ecological causality at the landscape level in a way that
is currently impossible.36 Depletion adjustments to a current account
can occur only if there is an empirically defensible record of ecological
causality to justify them. The early years of data collection won’t tell
us much about the future. But with each passing year prediction will
improve, as will our ability to adjust the accounts intertemporally.

5 The political economy of environmental information

If voters in coming elections are asked, “Are you better off environ-
mentally today than you were four years ago?”, their answers will be
anecdotal and impressionistic, not based on a comprehensive set of hard
facts. This is true in part because no set of national statistics summarizes
our environmental well-being. When the market economy suffers from
inflation, unemployment, or negative growth, our society can largely
agree on these facts because they are a culturally, governmentally, and
scientifically sanctioned set of measures: the NIPAs. How do we make
available to voters a similarly credible set of statistics that reveal the
state of our environmental well-being?

This chapter makes a small contribution to the theory and practice of
environmental accounting by focusing on one of its most difficult chal-
lenges: the measurement of ecological, nonmarket public goods in a way
consistent with economic accounting principles. Here, using ideas from
both environmental valuation and national income accounting, I advo-
cate constructing a WSEQI. I also identify a set of practical principles to
guide the identification of quantity units suitable for such an index.
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Eventually, such an index will need its corresponding value index (the
virtual prices used to weight quantities). But as I show in this chapter,
focusing on the valuation side of the ecological index problem puts the
cart before the horse. We can value only what we can consistently count.
Those quantity units should be constructed so that they are amenable
to valuation. For this reason, I stress issues like temporal and locational
specificity, avoidance of double counting, and quality adjustments. But
until we debate and develop “a theory of quantities,” and marry the
theory to concrete methods of measurement, the valuation problem will
remain academic, not practical.

Economists have naturally focused on the valuation side because
that’s where their skills lie. But economic principles are also important to
the quantification side. More economic thinking should be devoted to
the material and physical accounts economists normally ignore. Why?
Because physical accounts are a precondition of welfare-significant
ecological accounting.

To conclude, it is worth reflecting on the practical, institutional
issues raised by the need for environmental information. What are the
prospects for an “environmental information movement” that could
advance the practice of ecological accounting? National accounts take
decades to develop, even when created in response to an institutional
mandate, and they require financial and political support. The method-
ologies of existing accounts, such as U.S. GDP, are still actively debated
and corrected even 75 years after they were first constructed (Carson
1975). But even so, environmental accounts have been slow to develop,
although they have been advocated for decades (see, for example, Ayres
and Kneese 1969; U.S. BEA 1982; United Nations 1984; El Sarafy 1989;
Peskin 1989; and Repetto et al. 1989).

The current lack of comprehensive environmental accounts can be
explained, of course, by country-specific factors. But several generic
barriers are worth noting—all of which can be overcome in the years
ahead. The first barrier is the need for coordination between the
natural and social sciences. Conventional NIPAs do not rely on the
natural sciences to any great degree. Environmental accounts demand
biophysical analysis and measurement. Alone, ecologists can study
and report on the characteristics of nature. Alone, economists can
opine on the economic value of nature to households and the market
economy. But national environmental accounting requires comple-
mentary, coordinated activity from the two realms. The accounting
approach I describe in this chapter aspires to precisely this kind of
integration.
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Fortunately, the two disciplines are now working more closely
than ever before. Ecologists increasingly see nature’s broad contribu-
tions to economic well-being as a subject for ecological study (Daily
1997; Kremen 2005; Millennium Ecosystem Assessment 2005). Con-
servationists and environmental trustees also increasingly view eco-
nomic arguments as useful to their mission. Likewise, economists have
become much more sensitive to and skilled at analyzing nature’s goods
and services, including those that resist traditional economic analysis
(Heal 2000).

The second barrier is the cacophony that results from an overabun-
dance of unrelated environmental indicators, performance measures,
and statistics. It is hard to argue against any particular effort, but as a
whole these competing measures undermine the power of all. Imagine
what would happen if we had several competing sets of economic statis-
tics. None would be trusted and all would be used opportunistically to
serve the political ends they support.

Clearly, numbers that appear to be provided by biased sources
lose their political and economic power.37 The global experience with
NIPAs clearly demonstrates that credible statistics require a combina-
tion of institutional independence and accountability. Independence
is achieved by housing the effort in politically and bureaucratically
insulated institutions. As a corollary, environmental accounting should
probably not be housed in an environmental agency. An agency respon-
sible for environmental management should not also be the keeper of
the books. Accountability is achieved via centralization, which makes
information providers more accountable to the political process, not
less.38 Moreover, national-scale data collection is expensive and likely
to have scale economies. This is another virtue of centralization.

A third barrier to national environmental statistics is the govern-
ment institutions charged with protecting and managing our envi-
ronment. Although they create a lot of information, U.S. agencies
such as the U.S. Environmental Protection Agency (EPA), the National
Oceanic and Atmospheric Administration (NOAA), the U.S. Army Corps
of Engineers, and the Department of Interior have not to date been
sources of consistent, comparable, and national statistics. This is largely
because the agencies serve distinct and limited missions and man-
dates, and each collects information related to its narrow sphere of
authority. There is no bureaucratic incentive to harmonize statistics
because no agency has the authority or budget to comprehensively
track environmental outcomes. Federal environmental agencies may
actually oppose the centralization and independence of environmental
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statistics. Finally, government environmental agencies are accustomed
to a culture of political consensus, and rightly so. But NIPAs require
more than political consensus. They also necessitate scientific consensus
based on vigorous intellectual debate that is insulated from bureaucratic
politics.

A final barrier to be confronted is the fact that environmental statis-
tics benefit no one in particular, but everyone in general. In other
words, environmental statistics are themselves a public good. As Olson
(1965) noted 40 years ago, the public goods least likely to be provided
are those where the costs are concentrated and the benefits are widely
shared. The benefits of environmental statistics are certainly diffuse, not
concentrated.

The science of ecological measurement is advancing rapidly. So too
is the idea of concretely measuring nature’s contributions to our well-
being. A political mandate for comprehensive national environmental
accounting, though, is lagging. When that mandate arrives, a WSEQI
will hopefully be pursued alongside other accounting tools. If, as many
believe, nature is so central to our well-being, we need better informa-
tion on the state of our natural wealth. A WSEQI is one important way
obtain this information.

Notes

∗Stanford University and Resources for the Future (RFF).

1. For histories of the idea and its role in national accounting, see Mäler (1991),
Nordhaus and Kokkelenberg (1999), and Heal and Kristrom (2005).

2. Even when nature’s goods and services aren’t public goods, the private con-
sumption of nature often has ancillary consequences for the scale or quality
of public goods. In addition, many natural resource markets for private goods
are heavily distorted by inefficient regulatory regimes, rendering the market
information that they provide suspect.

3. Banzhaf and Boyd (2005), Boyd (2006), and Boyd and Banzhaf (2007) develop
this theme and analyze concrete ways in which economics and ecology can
productively interact.

4. Practicality and a sound theoretical base are the prerequisites for a successful
accounting system. As Heal and Kristrom note (2005, p. 1211), the way for-
ward is “to find an even happier marriage between theorists and empiricists
in green accounting.”

5. All accounting systems are indicator systems, but the reverse is not true. The
distinction is that accounting systems are constrained by their structure in a
way that measurement systems are not. Ecological accounting to date takes
the form of indicator systems. For an example, see Binning et al. (2001).

6. Double-entry bookkeeping means that each transaction results in at least one
account being debited and at least one account being credited, with total
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debits equal to total credits. GDP is defined as the sum of consumption,
investment, government purchases, and net exports.

7. I should emphasize that GDP-like NIPAs and the accounting system described
here are not, and can never be, a measure of welfare itself. Instead, the
indicators they produce are best thought of as practical approximations of
welfare.

8. For descriptions of existing environmental accounting initiatives, see Hecht
(2000, 2005), Haas et al. (2002), and Heal and Kristrom (2005).

9. As an input to marketed goods, nature’s value is partially captured by NIPAs,
although nature’s specific contribution to the value of the market goods and
services is not extractable as an independent set of measures.

10. Arguably, neither of these should be called green GDP because that term
suggests a comprehensive measure of market and nonmarket well-being.

11. According to Hecht (2000, p. iii), existing environmental NIPA efforts
“include neither meaningful adjusted macroeconomic indicators nor the
value of non-marketed environmental goods and services.”

12. Describing the recent System of Integrated Environment and Economic
Accounting (SEEA) handbook on environmental accounting Smith (2007,
p. 597) observes that “ecosystem accounts are in their relative infancy and are
presented more by way of suggested avenues for exploration in the handbook
than as clearly worked out recommendations.”

13. See Weber (2007) for discussion of current ecological accounting in Europe.
14. The U.S. National Research Council (1999, p. 23) states the mission thus: “We

must not forsake what is relevant and important merely because it presents
new problems and difficulties. . . . We must endeavor to find dimly lit infor-
mation outside our old boundaries of search, particularly when the activities
are of great value to the nation.”

15. If the quantity is defined as a per capita air-quality improvement, the number
of people benefiting would increase the weight (p) given to the quantity. If,
on the other hand, we defined the quantity as the change in the total amount
of human exposure, n would increase the quantity q, not the weight p.

16. Algebraically, this is derived from the producer’s tangency condition
(∂A/∂E)/(∂A/∂K) = PB/PK.

17. For example, if the ecological input goes from E1 to E2, q = F(K,E2) − F(K,E1).
18. In the former case, the final good’s price PF pertains. In the latter case,

we require either knowledge of the virtual price PE or knowledge of the
production function and PK.

19. The production functions described here should be thought of as economic
production functions, where ecological inputs are combined with noneco-
logical inputs to produce outputs that are consumed or enjoyed by society.
A distinct set of “biological” production functions describes the way in which
ecological outcomes arise from ecological and social conditions.

20. Some final ecosystem goods are also final economic goods. An endangered
species, for example, is a final good in both a biophysical and economic
sense because the existence benefit of the species requires no intervening,
noneconomic inputs to yield an economic benefit.

21. “Physical accounts suffer from one major drawback—at least in the eyes of
users who view the world through an economic lens: they offer very little
chance of aggregation” (Smith 2007, p. 597).
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22. In some cases, material accounts are constrained by different, physical
identities (conservation of mass or energy, for example).

23. This is an oversimplification. The U.S. Bureau of Economic Analysis (U.S.
BEA), for example, often relies on proxies for difficult-to-measure service out-
puts (such as accounting and financial services; see, for example, Griliches
1992).

24. These other species may be relevant quantity measures where other bene-
fits are concerned, such as species existence benefits. Later in the chapter,
I discuss the benefit-contingent nature of final ecological quantities in more
detail.

25. For examples, see Peskin and Delos Angeles (2001), United Nations et al.
(2003), Schoer (2006), and The World Bank (2006).

26. Practically speaking, there is always a trade-off in accounting between the
(costly) desire for specificity and the loss of information that attends “lumpy”
undifferentiated quantities.

27. This bears close resemblance to the Arrow-Debreu perspective on commodity
differentiation, where the timing and location of delivered products is used
to differentiate them. I thank Heal (2007) for reminding me of this analogy.

28. This is what has thwarted so-called benefit-transfer studies in environmental
economics (Ecological Economics, Special Issue 2006).

29. The role of service zones in environmental valuation is well appreciated. For
example, travel cost models require analysis of recreational substitutes, which
is an inherently spatial issue.

30. In the United States, for example, the price of oil, gas, and mineral leases may
not bear a close resemblance to their true social value.

31. Note that accounts like GDP are not in general composed of assets either,
although assets are important to some accounts. GDP is itself built up from
economic units—cars, hamburgers, haircuts—valued at the household and
firm levels.

32. This reflects an overreliance on “asset” rather than “service” in the current
thinking embodied in the SEEA 2003. See Section 5, ‘Implications of SEEA
2003’ (United Nations et al. 2003, p. 257).

33. Again, this issue is mirrored in the national accounts. We count tires sold,
rather than the vehicle miles over which the tires last. Prices at the time of
purchase reflect consumers’ understanding of the quality difference, but ideal
output measures would not aggregate products of different quality.

34. Some wetland classification systems differentiate wetlands in just this way.
35. Several NIPAs and green accounts incorporate some form of depletion anal-

ysis. Primarily, though, these efforts demonstrate the empirical difficulties
of doing so. See Weber (2007) for an accounting-based view of ecological
depletion.

36. Many ecologists, geographers, planners, and conservationists already think
in these terms. But a consistent data network, one that helps unite disparate
location-based analyses, is unavailable to these practitioners. Although the
U.S. government sporadically attempts sustained monitoring at the national
level, no one agency has been given such a mandate.

37. This is more than a theoretical concern. Witness, for example, recent events
in Argentina. In January 2007 Argentina’s government intervened in the
calculation of inflation statistics by removing the official in charge and



January 8, 2010 8:26 MAC/EGTS Page-166 9780230_232471_07_cha05

166 Counting Nonmarket, Ecological Public Goods

publishing inflation estimates viewed by economists as politically rather than
economically derived. Naturally, this has called the credibility of Argentina’s
statistical reporting into question.

38. Note, however, the ability of online communities to both provide public
information goods and police their quality. Are online information com-
munities like Wikipedia capable of producing and policing the kind of data
I advocate here? It is certainly an exciting and hopeful possibility.
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6
The Challenge of Crafting Rules
to Change Open-Access Resources
into Managed Resources∗
Elinor Ostrom

1 Garrett Hardin’s model is correct but highly limited in
applicability

Garrett Hardin’s (1968) “tragedy of the commons” is one of the most
cited articles in environment science and is assigned repeatedly to
undergraduate students in Environmental Science curricula. Whenever
scholars and policy discuss the problems of overuse and degradation of
natural resources—whether they be fisheries, forests, irrigation systems,
or the atmosphere—Hardin’s article is apt to be relied upon heavily.
Why has this almost metaphoric article captured so much attention?
First of all, Hardin presents an extraordinarily clear and vivid picture
of a pasture “open to all.” Second, his assumptions about the motiva-
tion of resource harvesters are consistent with the assumptions about
market participants that have proved powerful in deriving proposi-
tions regarding highly competitive markets. Viewing resource users as
trapped in a tragedy of their own making is consistent with many
textbooks on resource economics and the predictions derived from non-
cooperative game theory for finitely repeated dilemmas (E. Ostrom,
Gardner, and Walker 1994). External authorities are presumably needed
to impose rules and regulations on local users since they will not do
this themselves. The “scientific management of natural resources” that is
frequently taught to future regulators of natural resources presents fish-
eries, forests, and water resources as relatively homogeneous units that
are closely interrelated across a vast domain. Fish and wildlife species are

∗ Sections of this chapter draw on Elinor Ostrom, ‘Coping with Tragedies of the
Commons’, Annual Review of Political Science, vol. 2 (1999), 493–535.
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presented as if they always migrate over a large range. Irrigation systems
are interlinked along watersheds of major river systems. This approach,
as it has been applied to fisheries management, is described by Acheson,
Wilson, and Steneck (1998: 391–392):

For those trained in scientific management, it is also an anathema
to manage a species over only part of its range. From the view of
fisheries scientists and administrators, it is not rational to protect
a species in one zone only to have it migrate into another area
where it can be taken by other people due to a difference in regu-
lations. As a result, the units to be managed range along hundreds
of miles of coast and can only be managed by central governments
with jurisdiction over the entire area. Lobsters, for example, extend
from Newfoundland to the Carolinas; swordfish migrate from the
Caribbean to Newfoundland and Iceland. From the point of view of
the National Marine Fisheries Service, it makes sense to have a set of
uniform regulations for the entire US coast rather than one for each
state.

The belief in the capability of government analysts to design optimal
rules to govern and manage common-pool resources for a large domain
is shared by many academics. When common-pool resources are viewed
as having a homogeneous structure and as being interlinked, simple
models are developed for how they work. It is then presumed that
officials—acting in the public interest—are capable of devising uniform
and effective rules for an entire region. The textbooks indicate that all
that is needed is reliable, statistical information on key variables for an
entire region—ignoring the huge variance that may be hidden in even
reliable data. Then, it is frequently presumed that one can determine the
optimal harvesting level, divide this harvesting level into quotas, assign
quotas to users, and allow them to buy and sell these transferable quotas.
Prescriptions calling for central governments to impose uniform regula-
tions over most natural resources are thus consistent with important
bodies of theoretical work. Groups who have actually organized them-
selves to govern resources are frequently invisible to those who cannot
imagine organization without rules and regulations issued by a central
authority (see, for example, Lansing 1991; Lansing and Kremer 1994).

Extensive research does not support uniform prescriptions for an
entire region to be imposed by external authorities. Hayes and Ostrom
(2005) analyzed data from 163 forests located in 12 countries, of which
76 were government-owned forests that were legally designated as
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protected forests and 87 were public-, private-, and community-owned
forested lands used for diverse purposes (see also Hayes 2006). No sta-
tistical difference was found between the vegetation densities related to
officially designated, government-owned protected areas as contrasted
with other property regimes. E. Ostrom and Nagendra (2006) and
Gibson, Williams, and Ostrom (2005) present evidence that whether
rules are monitored by users is more important to achieve the sustain-
ability of forest resources than the formal ownership status. A large
number of field studies have found that local groups of resource users
have crafted a diversity of institutional arrangements for coping with
common-pool resources where they have not been prevented from
doing so by central authorities (McCay and Acheson 1987; Fortmann
and Bruce 1988; Berkes 1989, 2007; Blomquist 1992; Bromley et al.
1992; Tang 1992; Netting 1993; Lam 1998; Meinzen-Dick 2007). These
empirical studies document successful self-organized resource gover-
nance systems in diverse sectors in all parts of the world as well as cases
where self-organized systems have not been successful.

We can now firmly conclude in light of extensive empirical evidence
that overuse and destruction of common-pool resources is not a deter-
minant and inescapable outcome when multiple users face a commons
dilemma. Some of the key conditions of a resource, and of the users
of a resource, have been identified that are conducive to local users
self-organizing to find solutions to commons dilemmas (see Baland and
Platteau 1996; E. Ostrom 2001). The broad design principles that char-
acterize robust self-organized resource governance systems that have
resolved commons dilemmas for long periods of time have been identi-
fied (E. Ostrom 1990, 2005) and found basically sound by other scholars
(Guillet 1992a, 1992b; Morrow and Hull 1996; Bardhan 2000; Weinstein
2000; Trawick 2001; Gupta and Tiwari 2002).

A disjuncture exists between currently accepted theoretical and resul-
tant policy recommendations related to commons and evidence from
the field (Berkes et al. 1989) and the lab (E. Ostrom, Gardner, and Walker
1994). Empirical findings challenge two of the most important theoreti-
cal foundations of contemporary analysis. One foundation is the model
of the human actor that is used. Resource users are explicitly thought
of as norm-free, short-term, maximizers of immediate gains who will
not cooperate, unless coerced by external authorities, to overcome the
perverse incentives of social dilemmas in order to increase their own
and others’ long-term benefits. Inconsistently, government officials are
depicted as capable of seeking the more general public interest and ana-
lyzing long-term patterns so as to design optimal policies. A second
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foundational belief for many policy analysts is that it is relatively simple
to design rules to change the incentives of participants. Analysts view
most resources in a particular sector as relatively similar and sufficiently
inter-related that they need to be governed by the same set of rules.

In this chapter, I propose to show that these foundational assump-
tions are wrong and that they are a poor foundation for public policy
recommendations. To do this, I will first need to define what is meant
by a common-pool resource. To address the adequacy of the model of
the human actor used, I then summarize the findings from a series of
carefully controlled laboratory experiments of appropriation dilemmas.
Given that predictions based on the model of a norm-free, myopic, and
maximizing individual are not supported, except when individuals act
anonymously and cannot discuss their joint problem, I then discuss the
presentation of a closely related but alternative conception of human
behavior—applicable to resource users and government officials alike.
Humans are viewed as fallible, boundedly rational, and norm using.
In complex settings, no one is able to do a complete analysis before
actions are taken, but individuals learn from mistakes and are able to
craft tools—including rules—to improve the structure of the repetitive
situations they face.

Then, I explore the complexity of using rules as tools to change
the structure of commons dilemmas. First, I describe the seven clus-
ters of rules that affect the components of any action situation, and
then describe the specific rules that are used in field settings by resource
users and government agencies. An examination of the types of rules
used in the field yields several important findings. First, the number of
rules actually used in field settings is far greater than generally recog-
nized. Second, the type of rules is also different. Boundary rules tend to
include as co-appropriators of a resource those who are more likely to
be trustworthy because they live permanently nearby and have a long-
term stake in keeping a resource sustainable. Choice rules define rights
and duties that are easy to understand, directly related to sustaining the
biophysical structure of the research, and easy to monitor and enforce.
Some rules recommended in the policy literature are not found among
the rules used by self-organized systems.

Given the complexity of the process of designing rules to regulate the
use of common-pool resources, I argue that all policy proposals must be
considered as experiments. No one can possibly know whether a pro-
posed change in rules is among the more optimal rule changes or even
whether a rule change will lead to an improvement. All policy exper-
iments have a positive probability of failing. Then I discuss how the
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parallel efforts by a large number of local resource users to search out
and find local rule configurations may find better rule combinations
over the long term while top-down design processes are more limited
in their capacities to search and find appropriate rules. All forms of
decision making have limits. Thus, we need to understand the limits
of fully decentralized, independent resource governance systems and
the importance of building polycentric governance systems with con-
siderable overlap to combine the strengths of parallel search and design
processes with the strengths of larger systems in conflict resolution,
acquisition of scientific knowledge, monitoring the performance of local
systems, and the regulation of common-pool resources that are more
global in their scope. The resulting polycentric governance systems are
also not directed by a single center bit rather a form of complex adaptive
systems.

2 What is a common-pool resource?

A common-pool resource is a natural or man-made resource from which
it is difficult to exclude or limit users once the resource is provided
by nature or produced by humans (E. Ostrom, Gardner, and Walker
1994). What one person consumes removes resource units from what
is available to others. Thus, the trees or fish harvested by one user are
no longer available for others. Commons share the difficulty of exclud-
ing beneficiaries with public goods, while the subtractability of the
resource units is shared with private goods. In order to provide a focus,
I will primarily examine renewable natural resources as exemplars of
common-pool resources, but the theoretical arguments are relevant to
man-made common-pool resources as well.

When the resource units (e.g., the fish, trees, or water) produced by a
common-pool resource have a high value and institutional constraints
do not restrict the way these units are appropriated, individuals face
strong incentives to appropriate more and more resource units lead-
ing eventually to congestion, overuse, and even the destruction of the
resource itself. Because of the difficulty of excluding beneficiaries, the
free-rider problem is a potential threat to any efforts to reduce harvest-
ing and improve the long-term outcomes achieved from the use of the
common-pool resources. If some individuals are cooperative and do not
harvest as many units, the benefits so generated are shared with others
whether the others cut back on their harvesting or not. Some individu-
als are likely to free ride on the costly actions of others unless ways are
found to reduce free riding as an attractive strategy. Once some users
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free ride, others are likely to follow suit and overharvesting may soon be
the outcome.

Consequently, one of the important problems facing the joint users of
a common-pool resource is known as the “appropriation problem” given
the potential incentives in all jointly used common-pool resources for
individuals to appropriate more resource units when acting indepen-
dently than they would if they could find some way of coordinating
their appropriation activities. Joint users of a common-pool resource
often face many other problems including assignment problems, tech-
nological externality problems, provision problems, and maintenance
problems (E. Ostrom, Gardner, and Walker 1994; E. Ostrom and Walker
1997). And, the specific character of each of these problems differs sub-
stantially from one resource to the next. Here, I will focus primarily on
appropriation problems since they are what most analysts associate with
“the tragedy of the commons.”

3 A baseline appropriation situation

Let us start with a static, “institution-free,” baseline situation that is as
simple as feasible without losing crucial aspects of the problems that
real appropriators face in the field. This will let us understand the out-
comes predicted and achieved in such a baseline situation and the
processes involved in changing the structure by changing rules affect-
ing it. This institution-free, static, baseline situation is composed of the
following:

1. A set of n symmetric appropriators who are interested in withdrawing
resource units from a common-pool resource.

2. No differentiation exists in the positions these appropriators hold
relevant to the common-pool resource. In other words, there is only
one position of appropriator.

3. Appropriators must decide how to allocate their time and effort
in each time period. We can think of these appropriators as being
“endowed” with a set of assets, e, that they are free to allocate dur-
ing each time period to two activities. Appropriators must decide, for
example, for each time period between spending time trying to har-
vest resource units from the common-pool resource and using time
in their next best opportunity, such as working in a local factory. To
simplify the problem, let us assume that all appropriators have the
same endowment, face the same labor market, and can earn a fixed
wage for any time they allocate to working for a factory.
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4. The actions they take affect the amount of resource units that can be
appropriated from the common-pool resource or wages earned in the
labor market.

5. Transformation functions map the actions of all of the appropriators
given the biophysical structure of the resource itself onto outcomes.
While these functions are frequently stochastic in field settings and
affected by many variables in addition to the actions of individuals,
let us assume here determinant functions. The wage function sim-
ply multiplies the amount of time allocated to it by whatever is the
standard wage. The appropriation function is a concave function, F,
which depends on the number of assets, xi, allocated to appropriation
from the common-pool resource. Initially, the sum of individuals’
actions,

∑
xi, generates better outcomes than the safe investment in

wage labor. If the appropriators decide to allocate a sufficiently large
number of their available assets, the outcome they receive is less than
their best alternative. Such a function is specified in many resource
economics textbooks based on Gordon (1954) and Scott (1955).

6. Regarding information, let us assume that appropriators know the
shape of the transformation function and know that they are sym-
metric in assets and opportunities. Information about outcomes is
generated after each decision round is completed.

7. Payoff rules specify the value of the wage rate and the value of the
resource units obtained from the common-pool resource. As anal-
ysis in E. Ostrom, Gardner, and Walker (1994), the payoff to an
appropriator is given by:

we if xi = 0

w(e − xi) +
(
xi/

∑
xi

)
F

(∑
xi

)
if xi > 0. (1)

Basically, if appropriators put all of the assets into the available wage
labor, they receive a known return equal to the amount of their endow-
ment times the wage rate. If appropriators put some of their assets
into wage labor and some into the common-pool resource, they get
part of their return from wages and the rest from their proportional
investment in the common-pool resources times the total output of the
common-pool resource as determined by function F.

3.1 Assumptions about actors

To explain and predict the outcome of any situation, one needs to
specify four key characteristics about the actors who are participating



January 8, 2010 8:57 MAC/EGTS Page-175 9780230_232471_08_cha06

Elinor Ostrom 175

in the situation: (1) the type of preferences held, (2) how informa-
tion is processed, (3) the formula or heuristic used for making deci-
sions, and (4) the resources brought to the situation. The theory of
complete rationality uses the assumptions that (1) individuals have a
complete and transitive ordering of preferences over all outcomes that
is monotonically related to only their own returns, (2) all relevant
information generated by the situation is used in making decisions,
(3) actors maximize their own expected returns, and (4) all needed
resources to act in this situation are possessed. The theory of norm-free,
complete rationality has proved to be extremely useful in a diver-
sity of circumstances where the institutional arrangements reduce the
number of options and complexity of the situation and reward those
who maximize expected returns to self and punish those who do
not. When such situations are completely specified, clear predictions
of equilibrium outcomes can be derived. Behavior in experimental
laboratories and in the field closely approximates the predicted equi-
librium in simple action situations where selection pressures retain
those who maximize their own expected returns and thin out those
who do not.

The theory of norm-free, complete rationality is also useful in a variety
of other situations to enable the analyst to undertake a full analysis and
predict equilibrium outcomes. If behavior deviates from the predicted
outcomes, one has a clear benchmark for knowing how far behavior
deviates from that predicted by this theory. We will thus initially use
the theory of norm-free, complete rationality and the theory of finitely
repeated games to predict what the outcome would be if a set of exper-
imental subjects were to face a fully specified baseline appropriation
situation as outlined above. We will later modify this set of assump-
tions in light of the evidence obtained in the experimental laboratory
(and supplemented by field studies).

3.2 Predicted outcomes for a common-pool resource in the
laboratory

Laboratory experiments provide an opportunity to observe how humans
behave in situations that are very simple when compared to field
settings, but nonetheless, characterize essential common elements of
relevant field situations. In the laboratory experiments conducted at
Indiana University, we thought it crucial to examine behavior in an
appropriation situation with a nonlinear transformation function and
a sufficient number of players that knowledge of outcomes did not
automatically provide information about each player’s actions. In this
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chapter, I can only briefly discuss the results of these experiments. All
procedures and specifications are thoroughly documented in E. Ostrom,
Gardner, and Walker (1994) and in journal articles cited therein. In
the baseline experiments, we utilized the following equation for the
transformation function, F.

23
(∑

xi

)
− 25

(∑
xi

)2

(2)

Eight subjects participated in all experiments discussed in this chapter
and each subject was assigned 25 tokens as their endowment in each
round of play. Their outside opportunity was valued at $0.05 per token.
They earned $0.01 on each outcome unit they received from invest-
ing tokens in the common-pool resource. Subjects were informed that
they would participate in an experiment that would last no more than
2 hours, but the number of rounds in each experiment varied between
20 and 30 rounds. The situation was described as involving a choice
between investing in either of two markets having the structure as spec-
ified above. In addition to being told the payoff function specifically,
subjects were provided with look-up tables that eased their task of deter-
mining outcomes depending on their own and others’ decisions. All
experiments reported on in this chapter involved subjects who had prior
experience in similar experiments.

With these specifications, the predicted outcome for a finitely
repeated game where subjects are not discounting the future is for each
subject to invest 8 tokens in the common-pool resource for a total of
64 tokens (the Nash Equilibrium). The players could, however, earn
more if the total number of tokens invested was 36 tokens, rather than
64 tokens, in the common-pool resource. This optimal level of invest-
ment would earn each subject $0.83 per round. The baseline experiment
is a clear example of a commons dilemma.

3.3 Outcomes of a N-person repeated appropriations dilemma

As documented in E. Ostrom, Gardner, and Walker (1994), subjects
interacting in baseline experiments substantially overinvested as pre-
dicted. On average, subjects received −3 percent of optimum (E. Ostrom,
Gardner, and Walker 1994: 116). However, at the individual level,
subjects rarely invested 8 tokens, which is the predicted Nash Equi-
librium. Instead, there was an unpredicted and strong pulsing pattern
in all experiments. Individuals appear to increase their investments in
the common-pool resource until there is a strong reduction in yield,
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at which time they tend to reduce their investments leading to an
increase in yields. The pattern is repeated over time. No game-theoretical
explanation exists for the pulsing pattern.

Subjects explained that they were using several rules of thumb or
heuristics in response to postexperiment questioning. One of the heuris-
tics was to invest more in the common-pool resource whenever the rate
of return on the previous round was above $0.05 (what they could earn
in their next best alternative) and less if the return was below $0.05.
Equilibrium is really never reached at the individual level. Thus, “each
player is continually having to revise his or her response to the current
‘anticipated’ situation. This strategic turbulence on top of an already
complex task increases the chances that a player may not attempt a
best-response approach to the task but rather invoke simple rules of
thumb . . .” (E. Ostrom, Gardner, and Walker 1994: 121–122).

These laboratory experiments have been replicated by other
researchers (Rocco and Warglein 1995; Cardenas 2000; Cardenas,
Stranlund, and Willis 2000; Casari and Plott 2003) with similar results.

3.4 Structural changes in the lab

In addition to the baseline experiments, we have explored how changes
in the rules affect outcomes. In the lab rule changes are operational-
ized by the set of instructions given to subjects and in the procedures
adopted within the experiment. The first structural change we used
is an information rule change. Instead of forbidding all communica-
tion among subjects, as in the baseline experiments, subjects were now
authorized to communicate with one another in a group setting before
returning to their terminals to make their own private decisions. This
rule change gave subjects an opportunity for “cheap talk.” In cheap
talk conditions, agreements made by subjects are not enforced by an
external authority. Cheap talk is viewed within the context of noncoop-
erative game theory as irrelevant. The same outcome is predicted as in
the baseline experiment.

In a second series of experiments, we changed the authority and
payoff rules to allow subjects to sanction one another at a cost to them-
selves. Using this rule change enables subjects to produce a benefit
for all at a cost to themselves. The game-theoretic prediction is that
no one will choose the costly sanctioning option. Third, we changed
the authority rule to allow subjects to covenant with one another
to determine their investment levels and to adopt a sanctioning sys-
tem if they wished. Again, the predicted outcome is the same. In all
three of these changed appropriation experiments, however, subjects
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demonstrate their willingness and ability to search out and adopt better
outcomes than those predicted.

3.4.1 Face-to-face communication

In the repeated communication experiments, subjects made ten rounds
of decisions in the context of the baseline appropriation game. An
announcement then told them they would have an open group dis-
cussion before each of the continuing rounds of the experiment. The
subjects left their terminals and sat in a group facing one another.
After each discussion, they returned to their terminals and entered their
anonymous decisions. Subjects used face-to-face communication to dis-
cuss together what strategy would gain them the best outcomes and to
agree on what everyone should invest in the subsequent rounds. After
each decision round, they were informed what their aggregate invest-
ments had been, but not the decisions of individual players. Thus, they
learned whether total investments were greater than their agreement.
While in many rounds, subjects kept their promises, some defections
did occur. If promises were not kept, subjects used this information to
castigate the unknown participant who had not kept to their agreement.

Subjects in the 25-token baseline experiments had received total
returns that were slightly below zero, while in the communication
experiments, they obtained on average 62 percent of the maximum
available returns (with variation across experiments). The defection rate
was 13 percent. Our conclusion in completing an analysis of these
experiments was as follows:

Communication discussions went well beyond discovering what
investments would generate maximum yields. A striking aspect of
the discussion rounds was how rapidly subjects, who had not had
an opportunity to establish a well-defined community with strong
internal norms, were able to devise their own agreements and ver-
bal punishments for those who broke those agreements . . . . In many
cases, statements like “some scumbucket is investing more than
we agreed upon” were a sufficient reproach to change defectors’
behavior.

(E. Ostrom, Gardner, and Walker 1994: 160)

The process of internalizing norms regarding the importance of keeping
promises is evidenced by several of their behaviors. Simply promis-
ing to cut back on their investments in the common-pool resource
led most subjects to change their investment pattern. Second, subjects
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were indignant about evidence of investment levels higher than that
promised and expressed their anger openly. Third, those who broke their
promise tended to revert to the promised level after hearing the verbal
tongue-lashing of their colleagues.

3.4.2 Sanctioning experiments

Participants in many smaller common-pool resources in the field are
usually able to communicate with one another on a face-to-face basis
either in formally constituted meetings or at social gatherings. In most
field settings, however, participants also devised a variety of formal or
informal ways of sanctioning one another if rules are broken. Engag-
ing in costly monitoring and sanctioning behavior is, however, not
consistent with the theory of norm-free, complete rationality (Elster
1989: 40–41). Thus, it was important to ascertain whether subjects in a
controlled setting would actually pay in order to assess a financial pun-
ishment on the behavior of other participants. The short answer to this
question is yes.

In all of the sanctioning experiments, subjects played ten rounds of
the baseline game modified so that the individual contributions in each
round were reported as well as the total outcomes. Subjects were then
told that in the subsequent rounds they would have an opportunity to
pay a fee in order to impose a fine on the payoffs received by another
player. The fees ranged in diverse experiments from $0.05 to $0.20 and
the fines from $0.10 to $0.80. Much more sanctioning occurred in these
experiments than the zero level predicted. Subjects reacted both to the
cost of sanctioning and to the fee/fine relationships. They sanctioned
more when the cost of sanctioning was less and when the ratio of the
fine to the fee was higher.

Sanctioning was primarily directed at those who invested more in
the common pool resource, but a few sanctions appear to be directed
by those who had been fined in a form of “blind revenge” against
those whose investments were lower than others and were thus sus-
pected of having sanctioned them. Since we first report the results of our
sanctioning experiments (E. Ostrom, Walker, and Gardner 1992), many
other scholars have designed experiments where subjects were given the
option of sanctioning others and have consistently found higher lev-
els of sanctioning than predicted by theory (Fehr and Gächter 2000;
Carpenter, Matthews, and Ong’ong’a 2004; Anderson and Putterman
2005).

In this set of experiments, subjects were able to increase their returns
modestly to 39 percent of maximum, but when the costs of fees and
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fines were subtracted from the total, these gains are wiped out. When
subjects were given a single opportunity to communicate prior to the
implementation of sanctioning capabilities, they were able to gain an
average of 85 percent of the maximum payoffs (69 percent when the
costs of the fees and fines were subtracted).

3.4.3 Covenanting experiments

In self-organized field settings, the opportunity to punish those who
free ride is much more likely to emerge from an endogenous process
of crafting their own rules, including the punishments that should be
imposed if these rules are broken. Spending time and effort design-
ing rules creates a public good for all of those involved and is thus a
second-level dilemma. Noncooperative game theory predicts that partic-
ipants will not undertake such efforts. This is the theoretical foundation
for the policy advice that rules must be imposed on participants by
external authorities who then assume responsibility for monitoring and
enforcing these rules. Since self-organized rules are found in many local
common-pool resource situations, it does appear that participants fre-
quently do design their own rules contrary to the theoretical prediction.
Few scholars are able to witness these processes, however.

Subjects experienced with baseline and sanctioning experiments were
recalled and given an opportunity to have a “constitutional conven-
tion” in the laboratory. They could decide whether or not they would
like to have access to a sanctioning mechanism like the one described
above, how much the fines and fees should be, and on the joint invest-
ment strategy that they would like to adopt. Four out of six experimental
groups adopted an agreement and specified the number of tokens they
would invest and the level of fines to be imposed. The fines deter-
mined by the participants ranged in size from $0.10 to $1.00. The
groups that crafted their own agreements were able to achieve an aver-
age of 93 percent of the maximum in the periods after their agreement.
And, the defection rate for these experiments was only 4 percent. The
two groups that did not agree to their own covenant did not fare
as well. They averaged 56 percent of the maximum available returns
and faced a defection rate of 42 percent. Consequently, those subjects
who used an opportunity to covenant with one another to agree on
a joint strategy chose their own level of fines, and received very close
to optimal results based entirely on their own promises and their own
willingness to monitor and sanction one another when it was occasion-
ally necessary (see Frohlich, Oppenheimer, and Eavey 1987 for similar
findings).
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4 Developing a theory of human behavior consistent with
evidence from the lab

The appropriation experiments briefly summarized above provide the
following picture of behavior in N-person, finitely repeated, commons-
dilemma situations:

1. When individuals are held apart and unable to communicate on a
face-to-face basis, they overuse a common-pool resource.

2. Individuals initially use opportunities for face-to-face discussions to
share their understanding of how their actions affect the joint out-
comes and arrive at a common understanding of the best joint
strategy available to them.

3. Individuals tend to use heuristics in dealing with complex prob-
lems and these vary in their capabilities to cope with changing
configurations of actions by other participants.

4. Individuals are willing to promise others, whom they assess as being
trustworthy, that they will adopt a joint plan of action. Most indi-
viduals keep their promises (even in situations where substantial
advantage can accrue for breaking the promise).

5. If agreements are broken, individuals become indignant and use
verbal chastisements when available. They are also willing to use
(and overuse) costly sanctions, but they do not use grim trigger
strategies.

6. When given an opportunity to craft their own rules and sanction
nonconformance to these rules, many (but not all) groups are willing
to do so and then tend to achieve close to optimal results.

In other words, individuals tend to rely on diverse heuristics in response
to complexity. Without communication and agreements on joint strate-
gies, overuse of a common-pool resource is highly likely. On the
other hand, individuals are willing to discuss ways of increasing their
own and others’ payoffs over time. Many are willing to make contin-
gent promises when others are assessed as trustworthy. A substantial
number of individuals, but not all, are trustworthy and reciprocate
the trust that has been extended. When noncooperative behavior is
discovered, individuals are willing to use retribution in a variety of
forms.

Assuming that individuals have the capability to engage in problem
solving to increase long-term payoffs, to make promises, to build rep-
utations for trustworthiness, to reciprocate trustworthiness with trust,
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and to punish those who are not trustworthy, leads to a different policy
conclusion than assuming that individuals seek their own short-term,
narrow interests even when presented with repeated situations where
everyone’s joint returns could be substantially increased. Using the lat-
ter theory leads to the policy advice that rules to reduce overuse must be
devised by external authorities and enforceably imposed on local users.
This was the foundation for most policy prescriptions regarding the reg-
ulation of common-pool resources during the second half of the last
century.

A better foundation is to assume that humans may not be able to
analyze all situations fully, but that they will make an effort to solve
complex problems by crafting regularized procedures and will be able
to draw on inherited capabilities to learn norms of behavior, particu-
larly reciprocity (Bendor 1987; E. Ostrom 1998). A behavioral theory
of boundedly rational and norm-using behavior views all policies as
experiments and asks what processes of search and problem solving
are more likely to arrive at better experiments. The key problems to
be solved are how to ensure that those using a common-pool resource
share a similar and relatively accurate view of the problems they need
to solve, how to devise rules to which most can contingently agree (Levi
1988), and how to monitor activities sufficiently so that those who break
agreements through error or succumbing to the continued temptations
that exist in all such situations are sanctioned, and thus trust and reci-
procity are supported rather than undermined (Bendor and Mookherjee
1990).

Common-pool dilemmas never fully disappear even in the best oper-
ating systems. The temptation to cheat always exists. No amount of
monitoring and sanctioning reduces the temptation to cheat entirely.
Instead of thinking of overcoming or conquering tragedies of the com-
mons, effective governance systems cope better than others with the
ongoing need to encourage high levels of trust at the same time as
needing to monitor actions and sanction rule infractions.

Presenting this difference in a theoretical perspective based on care-
fully designed laboratory experiments is the first task that I set out to
accomplish. Boundedly rational, local users are potentially capable of
changing their own rules, enforcing the rules they agree upon, and
learning from experience to design better rules. The next task is to show
why multiple, boundedly rational, local users are better at designing
rules than a team of boundedly rational officials in a central agency.
To do this, we need to draw on research about the type of rules used in
the field.



January 8, 2010 8:57 MAC/EGTS Page-183 9780230_232471_08_cha06

Elinor Ostrom 183

5 Experimenting with rules in the field

With this change in perspective, we can think of appropriators trying
to understand the biophysical structure of a resource they are using
and how to affect each other’s incentives so as to increase the proba-
bility of sustainable and more efficient use over the long term. Instead
of being given a set of instructions with the transformation function
fully specified—as subjects do in a lab experiment—appropriators in the
field have to explore and discover the biophysical structure of a partic-
ular resource that will differ on key parameters from similar resources
in the same region. Further, they have to cope with considerable uncer-
tainty related to the weather, complicated growth patterns of biological
systems that may at times be chaotic in nature, and external price fluc-
tuations affecting the costs of inputs and value of outcomes (see Wilson
et al. 1991, 1994; Wilson, Yan, and Wilson 2007). In addition to the
physical changes that they can make in the resource, the tools they can
use to change the structure of the action situations they face consist of
seven clusters of rules that directly affect the components of their own
action situations. Specifically, the rules they can change affect the work-
ing parts of an action situation or a game (E. Ostrom 2005). They include
the following:

Boundary rules affect the characteristics of the participants.
Position rules differentially affect the capabilities and responsibilities

of those in positions.
Choice rules affect the actions that participants in positions may, must,

or must not do.
Scope rules affect the outcomes that are allowed, mandated, or

forbidden.
Aggregation rules affect how individual actions are transformed into

final outcomes.
Information rules affect the kind of information present or absent in a

situation.
Payoff rules affect assigned costs and benefits to actions and outcomes.

Given the nonlinearity and complexity of action situations in the field,
it is rarely easy to predict what effect a change in a particular rule will
produce. For example, a change in a boundary rule to restrict the entry
of other potential users simultaneously reduces the number of individ-
uals who are tempted to break rules, but it also reduces the number of
individuals who monitor what is happening or contribute funds toward
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hiring a guard. Thus, the opportunities for rule breaking may increase.
Further, the cost of a rule infraction will be spread over a smaller group
of appropriators and, thus, the harm to any individual may be greater.
Assessing the overall effects of a change in boundary rules is a non-
trivial analytical task (for examples, see Weissing and Ostrom 1991a,
1991b; Acheson and Gardner 2005). Instead of conducting such a com-
plete analysis, appropriators are more apt to use their past experience in
using the resource and with one another to experiment with different
rule changes until they find a combination that seems to work in their
setting.

To understand the types of tools that appropriators from common-
pool resources use somewhat better, let us examine in some detail the
kind of boundary, choice, payoff, and position rules found in field set-
tings. These four clusters of rules are the major tools we have repeatedly
found that affect the performance of common-pool resource systems.
Information, scope, and aggregation rules are utilized to complement
changes induced by these four rules.

For the several decades, colleagues at or associated with the Work-
shop in Political Theory and Policy Analysis at Indiana University have
studied a very large number of irrigation systems, forests, inshore fish-
eries, and groundwater basins, as well as other common-pool resources
(see Schlager 1990; Tang 1992; Schlager, Blomquist, and Tang 1994;
Lam 1998; Gibson, McKean, and Ostrom 2000; Gautam and Shivakoti
2005; Nagendra, Karna, and Karmacharya 2005). We have collected an
immense archive of original case studies conducted by many different
scholars on all sectors in all parts of the world (see the Digital Library
of the Commons for extensive citations, http://dlc.dlib.indiana.edu/).
Using the Institutional Analysis and Development (IAD) framework,
multiple research teams have developed structured coding forms to help
identify the specific kinds of action situations faced in the field as well
as the types of rules that users have evolved over time to try to govern
and manage their resource effectively.

5.1 Using boundary rules

Policy analysts frequently recommend limiting the number of persons
allowed to appropriate from a common-pool resource so that the level
of appropriation is reduced or to require users to obtain a license before
harvesting. Boundary rules affect the types of participants with whom
other participants will interact. If contingent cooperation is perceived
to be a possibility, then an important way to enhance the likelihood of
using reciprocity norms is to increase the proportion of participants who
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are well known in a community, have a long-term stake in that commu-
nity, and would try to build their reputation for trustworthiness in the
community. Reducing the number of users but opening the resource to
strangers willing to pay a license fee, who lack a long-term interest in
the sustainability of a particular resource, may reduce the level of trust
and willingness to use reciprocity and thus increase enforcement costs
substantially.

As shown in Table 6.1, we identified 27 boundary rules described
by case-study authors as having been used in at least one common-
pool resource somewhere in the world (E. Ostrom, Gardner, and Walker
1994). While some systems use only a single boundary rule, many use
two or three of these rules in combination. Boundary rules can be
broadly classified in three general groups defining how individuals gain
authority to enter and appropriate resource units from a common-pool
resource. The first type of boundary rule relates to an individual’s citi-
zenship, residency, or membership in a particular organization. Forestry

Table 6.1 Attributes used in boundary rules to define who is authorized to
appropriate from a common-pool resource

Attributes Conditions

Residency or
membership

Personal
characteristics

Relationship with resource

National Ascribed Continued use of resource
Regional Age Use of specified technology
Local community Caste Long-term rights based on:
Organization

(e.g., co-op)
Clan Ownership of a proportion of

annual flow of resource unitsClass
Ethnicity Ownership of land
Gender Ownership of nonland asset

(e.g., berth)Race
Acquired Ownership of shares in a private

firmEducation level
Skill test Ownership of a share of the

resource system
Temporary use-rights acquired through:

Auction
Licenses
Lottery
Per-use fee
Registration
Seasonal fees

Source: Adapted from E. Ostrom (2005: 224).
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and fishing user groups frequently require members to have been born
in a particular location.

A second broad group of rules relates to individual ascribed or
acquired personal characteristics. Other user groups may require that
appropriation depends on ethnicity, clan, or caste. A third group of
boundary rules relates to the relationship of an individual with the
resource itself. Using a particular technology or acquiring appropria-
tion rights through an auction or a lottery are examples of this type
of rule. About half of the rules relate to the characteristics of the
users themselves. The other half involves diverse relationships with the
resource.

In a systematic coding of those case studies for which sufficient infor-
mation existed about rules related to inshore fisheries in many parts of
the world, Schlager (1994) coded 33 user groups out of the 44 groups
identified as having at least some rules regarding the use of the resource.
All 33 groups depended on a combination of 14 different boundary rules
(Schlager 1994: 258) and none relied on a single boundary rule. Thirty
out of 33 groups (91 percent) limited fishing to those individuals who
lived in a nearby community, while 13 groups also required membership
in a local organization. Consequently, most inshore fisheries organized
by the users themselves restrict fishing to those individuals who are well
known to each other, who have a relatively long-term time horizon, and
who are connected to one another in multiple ways (see Taylor 1982;
Singleton and Taylor 1992).

After residency, the next most frequent type of rules, used in two-
thirds of the organized subgroups, involves the type of technology that
a potential fisher must be willing to use. These rules are often criticized
by policy analysts, since gear restrictions tend to reduce the “efficiency”
of fishing. Used in combination with choice rules that assign fishers
using one type of gear to one area of the fishing groups and fishers using
another type of gear to a second area, however, these solve conflicts
among noncompatible technologies. Many gear restrictions also place a
reduced load on the fishery itself and thus help to sustain longer-term
use of the resource. They also reduce the cost of monitoring confor-
mance with rules. In addition, other groups used a wide diversity of
rules shown in Table 6.1. The key finding for the argument presented in
this chapter is that Schlager did not find that any particular boundary
rule was correlated with higher performance levels. Schlager did find,
however, that the 33 groups who had at least one boundary rule tended
to be able to solve common-pool problems more effectively than the
11 groups who had not crafted boundary rules.
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In a related study of 43 small- to medium-sized irrigation systems
managed by farmers or by government agencies, Tang (1992) found that
the variety of rules used in irrigation was smaller than among inshore
fisheries. The single most frequently used boundary rule, used in 32 of
the 43 systems (74 percent), was that an irrigator must own land in
the service area of an irrigation system (Tang 1992: 84–85). All of the
government-owned and government-operated irrigation systems relied
on this rule and only this rule. Many of the user-organized systems relied
on other rules or land ownership combined with other rules. Among
the other rules used were ownership of a proportion of the flow of the
resource, membership in a local organization, and a per-use fee. Tang
(1992: 87) found a strong negative relationship between reliance on land
as the sole boundary requirement and performance. Over 90 percent
of the systems using other boundary rules or a combination of rules
including land ownership were rated positively in the level of mainte-
nance achieved and in the level of rule conformance, while less than
40 percent of those systems relying solely on land ownership were rated
at a higher performance level (p = 0.001). Many government systems
are designed on paper to serve an area larger than they are actually able
to serve when in operation, because of a variety of factors including
the need to show as many posited beneficiaries as possible to justify the
cost of construction (see Palanisami 1982; Repetto 1986; Shivakoti and
Ostrom 2002). After construction, authorized irrigators find water to be
very scarce and are unwilling to abide by choice rules or contribute to
the maintenance of the system.

The rich diversity of boundary rules used by appropriators in the field
appears to be a way of ensuring that the appropriators will be relating to
others who live nearby and have a long-term interest in sustaining the
productivity of the resource. One way of coping with the commons is
thus changing the composition of who uses a common-pool resource to
increase the proportion of participants who have a long-term interest,
who are more likely to use reciprocity, and who can be trusted. Central
governments tend to use a smaller set of rules and some of these may
open up a resource to strangers without a longer-term commitment to
the resource.

5.2 Using choice rules

Choice rules are also a major tool used to regulate common-pool
resources. Some rules involve a simple formula. Many forest resources,
for example, are closed to all forms of harvesting during one portion of
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Table 6.2 Types of choice rules

Allocation formula for appropriation
rights

Basis for allocation formula

Percentage of total available units Amount of land held
per period Amount of historical use

Quantity of resource units per Location of appropriator
period Quantity of shares of resource owned

Location Proportion of resource flow owned
Time slot Purchase of periodic rights at auction
Rotational order Rights acquired through periodic lottery
Appropriate only during open Technology used

seasons License issued by a governmental
Appropriate only resource units authority

meeting criteria Equal division to all appropriators
Appropriate whenever and wherever Needs of appropriators (e.g., type of crop)

Ascribed characteristic of appropriator
Membership in organization
Assessment of resource condition

Source: Adapted from E. Ostrom (2005: 229).

the year and open for extraction by all who meet the boundary rules
during an open season. Most choice rules, however, have two compo-
nents. In Table 6.2, the eight allocation formulas used in the field are
shown in the left column. A fisher might be assigned to a fixed loca-
tion (a fishing spot) or to a fixed rotational schedule, a member of the
founding clan may be authorized to cut timber anywhere in a forest,
while an irrigator might be assigned to a fixed percentage of the total
water available during a season or to a fixed time slot. In addition to
the formula used in a choice rule, most rules required a basis for the
assignment. For example, a fisher might be assigned to a fixed location
based on a number drawn in a lottery, on the purchase of that spot in an
auction, or on the basis of his or her historical use. An irrigator might
be assigned to a fixed rotation based on the amount of land owned,
the amount of water used historically, or the specific location of the
irrigator.

If all bases were combined with all of the formula, there would be
112 different choice rules (8 allocation formulas × 14 bases). A further
complication is that the rules for one product may differ from those of
another product in the same resource. In regard to forest resources, for
example, children may be authorized to pick fruit from any tree located
in a forest so long as it is for their own consumption, women may be
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authorized to collect so many headloads of dead wood for domestic fire-
wood and certain plants for making crafts, while shaman are the only
ones authorized to collect medicinal plants from a particular location in
a forest (Fortmann and Bruce 1988). Appropriation rights to fish are fre-
quently related to a specific species. Thus, the exact number of rules that
are actually used in the field is difficult to compute since not all bases
are used with all formulas, but many rules focus on specific products.
A still further complication is that the rules may regularly change over
the course of a year depending on resource conditions.

Schlager (1994: 259–260) found that all 33 organized subgroups
used one of the five basic formulas in their choice rules. Every user
group included in her study assigned fishers to fixed locations using
a diversity of bases including technology, lottery, or historical use.
Thus, spatial demarcations are a critical variable for inshore fisheries.
Nine user groups required fishers to limit their harvest to fish that
met a specific size requirement, while seven groups allocated fishers
to fishing spots using a rotation system and seven other groups only
allowed fishing locations to be used during a specific season. Four
groups allocated fishing spots for a particular time period (a fishing day
or a fishing season).

An important finding, given the puzzles addressed in this chapter, is
that the authority rule most frequently recommended by policy analysts
(see Anderson 1986, 1992; Copes 1986) is not used in any of the coastal
fisheries included in Schlager’s study. Thus, no attempt was made “by
the fishers involved to directly regulate the quantity of fish harvested
based on an estimate of the yield. This is particularly surprising given
that the most frequently recommended policy prescription made by
fishery economists is the use of individual transferable quotas based on
estimates on the economically optimal quantity of fish to be harvested
over the long run” (Schlager 1994: 397). In an independent study of 30
traditional fishery societies, James Wilson and colleagues also noted the
surprising absence of quota rules:

All of the rules and practices we found in these 30 societies regu-
late “how” fishing is done. That is, they limit the times fish may be
caught, the locations where fishing is allowed, the technology per-
mitted, and the stage of the life cycle during which fish may be taken.
None of these societies limits the “amount” of various species that
can be caught. Quotas, the single most important concept and tools
of scientific management, is conspicuous by its absence.

(Acheson, Wilson, and Steneck 1998: 397; see Wilson et al. 1994)
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Local inshore fishers, when allowed to manage a riparian area, thus use
rules that differ substantially from those recommended by advocates
of scientific management. Fishers have to know a great deal about the
ecology of their inshore region including spawning areas, nursery areas,
the migration routes of different species, and seasonable patterns just
in order to succeed as fishers. Over time, they learn how “to maintain
these critical life-cycle processes with rules controlling technology, fish-
ing locations, and fishing times. Such rules in their view are based on
biological reality” (Acheson, Wilson, and Steneck 1998: 405).

In the irrigation systems studied by Tang (1992: 90–91), three types
of choice rules are used most frequently: (1) a fixed time slot is assigned
to each irrigator (19 out of the 37 cases for which data is available, and
in 10 out of 12 government-owned systems), (2) a fixed order for a rota-
tion system among irrigators (13 cases), and (3) a fixed percentage of
the total water available during a period of time (5 cases). Three poorly
performing systems with high levels of conflict use no authority rule
at all. A variety of bases were used in these rules such as “amount of
land held, amount of water needed to cultivate existing crops, number
of shares held, location of field, or official discretion” (Tang 1994: 233).
Farmers also do not use rules that assign a specific quantity of water to
irrigators other than in the rare circumstances where they control sub-
stantial amounts of water in storage (see Maass and Anderson 1986).
Fixed time slot rules allow farmers considerable certainty as to when
they will receive water without an equivalent certainty about the quan-
tity of water that will be available in the canal. When the order is based
on a share system, simply owning land next to an irrigation system is
not enough. A farmer must purchase one or more shares to irrigate for
a particular time period. Fixed time allocation systems, which are fre-
quently criticized as inefficient, do economize greatly on the amount of
knowledge farmers have to have about the entire system and on mon-
itoring costs. Spooner (1974) and Netting (1974) described long-lived
irrigation systems in Iran and in Switzerland where there was perfect
agreement on the order and time allotted to all farmers located on a seg-
ment of the system, but no one knew the entire sequence for the system
as a whole.

Tang also found that many irrigation systems use different sets of rules
depending on the availability of water. During the most abundant sea-
son, for example, irrigators may be authorized to take water whenever
they need it. During a season when water is moderately available, farm-
ers may use a rotation system where every farmer is authorized to take
water for a fixed amount of time during the week based on the amount
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of land to be irrigated. During scarcity, the irrigation system may employ
a special water distributor who is authorized to allocate water to those
farmers who are growing crops authorized by the irrigation system and
are most in need.

The diversity of rules devised by users greatly exceeds the limited
choice rules recommended in textbook treatments of this problem.
Appropriators thus cope with the commons by a wide variety of rules
affecting the actions available to participants and thus their basic set
of strategies. Given this wide diversity of rules, it is particularly note-
worthy that rules assigning appropriators a right to a specific quantity
of a resource are used so infrequently in inshore fisheries and irrigation
systems. (They are used more frequently when allocating forest products
where the quantity available and the quantity harvested are much easier
to measure (Agrawal 1994).) To assign an appropriator a specific quantity
of a resource unit requires that those making the assignment know the
total available units. In water resources where there is storage of water
from one season to another and reliable information about the quantity
of water is available, such rules are more frequently utilized (Blomquist
1992; Schlager, Blomquist, and Tang 1994).

5.3 Using payoff and position rules

One way to reduce or redirect the appropriations made from a common-
pool resource is to change payoff rules so as to add a penalty to actions
that are prohibited. Many user groups also adopt norms that those
who are rule breakers should be socially ostracized or shunned and
individual appropriators tend to monitor each other’s behavior rather
intensively. Three broad types of payoff rules are used extensively in
the field: (1) the imposition of a fine, (2) the loss of appropriation
rights, and (3) incarceration. The severity of each of these types of
sanctions can range from very low to very high and tends to start
out on the low end of the scale. Inshore fisheries studied by Schlager
relied heavily on shunning and other social norms and less on for-
mal sanctions. Thirty-six of the 43 irrigation systems studied by Tang
used one of these three rules and also relied on vigorous monitoring
of each other’s behavior and shunning of rule breakers. The 7 systems
that did not self-consciously punish rule infractions were all rated as
having poor performance. Fines were most typically used (in 21 cases)
and incarceration the least (in only 2 cases). Fines tend to be gradu-
ated depending on the seriousness of the infractions and the number of
prior infractions. The fines used for a first or second offence tend to be
very low.
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Passing rules that impose costs is relatively simple. The real diffi-
cult task is monitoring behavior to ascertain if rules are being broken.
Self-organized fisheries tend to rely on self-monitoring more than the
creation of a formal position of guard. Most inshore fishers now use
short-wave radios as a routine part of their day-to-day operations allow-
ing a form of instant monitoring to occur. An official of a West Coast
Indian tribe reports, for example, that “it is not uncommon to hear
messages such as ‘Did you see so-and-so flying all that net?’ over the
short-wave frequency, a clear reference to a violation of specified gear
limits” (cited in Singleton 1998: 134). Given that most fishers will be
listening to their short-wave radio,

such publicity is tantamount to creating a flashing neon sign over the
boat of the offender. Such treatment might be preceded or followed
by a direct approach to the rule violator, advising him to resolve
the problem. In some tribes, a group of fishermen might delegate
themselves to speak to the person.

(cited in Singleton 1998: 134)

Among self-organizing forest governance systems, creating and sup-
porting a position as guard is frequently essential since resource units
are highly valuable and a few hours of stealth can generate sub-
stantial illicit income. Monitoring rule conformance among forest
users by officially designated and paid guards may make the differ-
ence between a resource in good condition and one that has become
degraded. In a study of 279 forest panchayats in the Kumaon region
of India, Agrawal and Yadama (1997) found that the number of
months a guard was hired was the most important variable affecting
forest conditions. The other variables that affected forest conditions
included the number of meetings held by the forest council (a time
when infractions are discussed) and the number of residents in the
village.

It is evident from the analysis that the capacity of a forest coun-
cil to monitor and impose sanctions on rule-breakers is paramount
to maintaining the forest in good condition. Nor should the pres-
ence of a guard be taken simply as a formal mechanism that ensures
greater protection. It is also an indication of the informal commit-
ment of the panchayat and the village community to protect their
forests. Hiring a guard costs money. The funds have to be gener-
ated within the village and earmarked for protection of the resource.
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If there was scant interest in protecting the forest, villagers would
have little interest in setting aside the money necessary to hire a
guard.

(Agrawal and Yadama 1997: 455)

Whether irrigation systems create a formal position as guard depends
both on the type of governance of the system and on its size. Of the
15 government-owned irrigation systems included in Tang (1992), 12
or 80 percent have established a position of guard. Stealing water was
a problem on most government-owned systems, but it was endemic
on the 3 systems without guard. Of the 28 farmer-organized systems,
17 (61 percent) utilize the position of water distributor or guard. Of
the 11 farmer-organized systems that do not employ a guard, farmers
are vigilant enough in monitoring each other’s activities on 5 systems
(45 percent), which means that rule conformance is high. That means,
of course, that self-monitoring is not high enough on the other 6 sys-
tems to support routine conformance with their own rules. A study by
Romana de los Reyes (1980) of 51 communal irrigation systems in the
Philippines illustrates the effect of size. Of the 30 systems that were
less than 50 hectares, only 6 (20 percent) had established a position
as guard; of the 11 systems that serve between 50 to 100 hectares, 5 (45
percent) had established guard; and of the 10 systems over 100 hectares,
7 (70 percent) had created guards. She also found that in a survey of over
600 farmers served by these communal irrigation systems, most farmers
also patrolled their own canals even when they were patrolled by guards
accountable to the farmers for distributing water. Further, the propor-
tion of farmers who report patrolling the canals serving their farms
increased to 80 percent on the largest self-organized systems compared
to 60 percent on the smallest systems (for an analysis of both farmer-
organized and government systems in contemporary Philippines, see
Araral 2005).

Boundary and choice rules also affect how easy or difficult it is to mon-
itor activities and impose sanctions on rule infractions. Closing a forest
or an inshore fishery for a substantial amount of time, for example,
has multiple impacts. It protects particular plants or fish during critical
growing periods and allows the entire system time to regenerate with-
out disturbance. Further, during the closed season, rule infractions are
highly obvious to anyone as any appropriator in the resource is almost
certainly breaking the rules. Similarly, requiring appropriators to use a
particular technology may reduce the pressure on the resource, help to
solve conflicts among users of incompatible technologies, and also make
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it very easy to ascertain if rules are being followed. Many irrigation sys-
tems set up rotation systems so that only two persons need to monitor
actions at any one time and thus keep monitoring costs lower than they
would otherwise be. Changing payoff rules is the most direct way of cop-
ing with commons dilemmas. In many instances, dilemma games can
be transformed into assurance games—a much easier situation to solve.

5.4 Using information, scope, and aggregation rules

These rules tend to be used in ways that complement changes in bound-
ary, choice, payoff and position rules. Individual systems vary radically
in regard to the mandatory information that they require. Many smaller
and informal systems rely entirely on a voluntary exchange of informa-
tion and on mutual monitoring. Where resource units are very valuable
and the size of the group is larger, more and more requirements are
added regarding the information that must be kept by appropriators or
their officials. Scope rules are used to limit harvesting activities in some
regions that are being treated as refugia. By not allowing any appro-
priation from these locations, the regenerative capacity of a system
can be enhanced. Aggregation rules are used extensively in collective-
choice processes and less extensively in operational settings, but one
aggregation rule that is found in diverse systems is a requirement that
harvesting activities be done in teams. This increases the opportunity
for mutual monitoring and reduces the need to hire special guards.

It is important to note that we have not yet found any particular rules
to have a statistically positive relationship to performance. The essen-
tial finding, however, is that the absence of any boundary or any choice
rules is consistently associated with poor performance. Relying on only
a single type of rule for an entire set of common-pool resources is also
negatively related. As reported above, self-organized irrigation systems
do tend on average to have performance levels higher than government-
organized systems controlling for physical terrain, but this increased
performance level is not due to any specific rules or set of rules that
we have yet been able to identify.

6 Viewing policies as experiments

The search for rules that improve the outcomes obtained in commons
dilemmas is an incredibly complex task whether undertaken by users or
by government officials. It involves a potentially infinite combination
of specific rules that could be adopted in any effort to match the rules
to the attributes of the resource system itself. To ascertain whether one
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has found an optimal set of rules to improve the outcomes achieved in a
single situation, one would need to analyze how diverse rules affect each
of the seven components of such an action situation (or a game) and as
a result, the likely effect of a reformed structure on incentives, strategies,
and outcomes. Since there are multiple rules that affect each of the seven
components, conducting such an analysis would be an incredibly time-
and resource-consuming process. For example, if only five changes in
rules per component were considered, there would be 57 or 75,525 dif-
ferent situations to analyze. This is a gross simplification, however, since
some of the important rules used in field settings include more than 25
rules (in the case of boundary rules) and even over 100 variants (in the
case of choice rules). Further, how these changes affect the outcomes
achieved in a particular location depends on the biophysical charac-
teristics of that location and the type of community relationships that
already exist. No set of policy analysts (or even all of the game theorists
in the world today) could ever have sufficient time or resources to ana-
lyze over 75,000 combinations of rule changes and resulting situations,
let alone all of the variance in these situations because of biophysical
differences.

Instead of assuming that designing rules that approach optimality,
or even improve performance, is a relatively simple analytical task that
can be undertaken by distant, objective analysts, we need to under-
stand the policy design process as involving an effort to tinker with
a large number of component parts (see Jacob 1977). Those who tin-
ker with any tools, including rules, try to find combinations that work
together more effectively than other combinations. Policy changes are
experiments based on more or less informed expectations about poten-
tial outcomes and the distribution of these outcomes for participants
across time and space (Campbell 1969, 1975). Whenever individuals
agree to add a rule, change a rule, or adopt someone else’s proposed rule
set, they are conducting a policy experiment. Further, the complexity
of the ever-changing biophysical world combined with the complexity
of rule systems means that any proposed rule change faces a nontrivial
probability of error.

When there is only a single authority for a large region, policymak-
ers have to experiment simultaneously with all of the common-pool
resources within their jurisdiction with each policy change. And, once
a change has been made and implemented, further changes will not be
made rapidly. The process of experimentation will usually be slow, and
information about results may be contradictory and difficult to interpret
(see Brock and Carpenter 2007). Thus, an experiment that is based on
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erroneous data about one key structural variable or one false assumption
about how actors will react can lead to a very large disaster (see Wilson,
Yan, and Wilson 2007). In any design process where there is substantial
probability of error, having redundant teams of designers has repeatedly
been shown to have considerable advantage (see Landau 1969, 1973;
Bendor 1985).

For example, let us imagine a series of inshore fisheries located along
the coast of a region and posit that every policy change has a probabil-
ity of failure of 1/10. If the region were regulated by a single governing
agency, one out of ten policy changes would be failures for the entire
region. If designing rules were delegated to three genuinely indepen-
dent authorities, on the other hand, each of these authorities would
still face a failure rate of one out of ten. The probability that a failure
would simultaneously occur along the entire coast, however, would be
reduced from 1/10 to 1/103 or 1/1000. On a coast with many more rela-
tively separable inshore fisheries, the likelihood of a coastal-wide failure
is reduced still more. Of course, the failure rate for such design tasks can
itself not be known, but the positive effect of parallel, redundant design
teams each trying to find the best combination of rules does not depend
on any particular error rate. The important point is: If the systems
are relatively separable, allocating responsibility for experimenting with
rules will not avoid failure, but will drastically reduce the probability of
immense failures for an entire region.

7 The advantages of polycentric resource governance
systems

The last major task to be undertaken in this chapter is to discuss why a
series of nested but relatively autonomous, self-organized, resource gov-
ernance systems may do a better job in policy experimentation than
a single central authority. A polycentric system is one where citizens
are able to organize not just one but multiple governing authorities at
differing scales (see V. Ostrom, Tiebout, and Warren 1961; V. Ostrom
1991, 1997, 2008). Thus, a polycentric system would have some units
at a smaller scale corresponding to the size of the basic common-pool
resources in the system. Among the advantages of authorizing the users
of smaller-scale common-pool resources to adopt policies regulating the
use of common-pool resources are:

• Local knowledge. Appropriators who have lived and appropriated
from a resource system over a long period of time have developed
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relatively accurate mental models of how the biophysical system
itself operates, since the very success of their appropriation efforts
depends on such knowledge. They also know others living in the
area and what norms of behavior are considered appropriate in what
circumstances.

• Inclusion of trustworthy participants. Appropriators can devise rules
that increase the probability that others will be trustworthy and
use reciprocity. This lowers the cost of relying entirely on formal
sanctions and paying for extensive guarding.

• Reliance on disaggregated knowledge. Feedback about how the
resource system responds to changes in actions of appropriators is
provided in a disaggregated way. Fishers are aware, for example, if
the size and species distribution of their own catch is changing over
time and tend to discuss the size of their catch with other fishers. Irri-
gators learn whether a particular rotation system allows most farmers
to grow the crops they most prefer by examining the resulting pro-
ductivity of specific fields or talking with others about yields at a
weekly market.

• Better-adapted rules. Given the above, appropriators are more likely
to craft rules that are better adapted to each of the local common-
pool resources than any general system of rules.

• Lower enforcement costs. Since local appropriators have to bear the
cost of monitoring, they are more likely than central authorities to
craft rules that make infractions obvious to other appropriators so
that monitoring costs are lower. Further, by creating rules that are
seen as legitimate, rule conformance will tend to be higher.

• Redundancy. The probability of failure throughout a large region is
greatly reduced by the establishment of parallel systems of rule mak-
ing, interpretation, and enforcement (see E. Ostrom 2005 for further
elaboration of these elements).

There are, of course, limits to all ways of organizing the governance
of common-pool resources. Among the limits of a highly decentralized
system are:

• Some appropriators will not organize. While the evidence from the
field is that many local appropriators do invest considerable time and
energy into their own regulatory efforts, other groups of appropria-
tors do not do so. There appear to be many reasons for why some
groups do not organize including the presence of low-cost alternative
sources of income and thus a reduced dependency on the resource,
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considerable conflict among appropriators along multiple dimen-
sions, lack of leadership, and fear of having their efforts overturned
by outside authorities.

• Some self-organized efforts will fail. Given the complexity of the task
involved in designing rules, some groups will select combinations of
rules that generate failure instead of success. They may be unable to
adapt rapidly enough to avoid the collapse of a resource system.

• Local tyrannies. Not all self-organized resource governance systems
will be organized democratically or rely on the input of most appro-
priators. Some will be dominated by a local leader or a power elite
who only change rules that they think will advantage them still fur-
ther. This problem is accentuated in locations where the cost of exit
is particularly high and reduced where appropriators can leave when
local decision makers are not responsible to a wide set of interests.

• Stagnation. Where local ecological systems are characterized by con-
siderable variance, experimentation can produce severe and unex-
pected results leading appropriators to cling to systems that have
worked relatively well in the past and stop innovating long before
they have developed rules likely to lead to better outcomes.

• Inappropriate discrimination. The use of identity tags is frequently
an essential method for increasing the level of trust and rule confor-
mance. Tags based on ascribed characteristics can, however, be the
basis of excluding some individuals from access to sources of produc-
tive endeavor that has nothing to do with their trustworthiness.

• Limited access to scientific information. While time and place infor-
mation may be extensively developed and used, local groups may not
have access to scientific knowledge concerning the type of resource
system involved.

• Conflict among appropriators. Without access to an external set of
conflict-resolution mechanisms, conflict within and across common-
pool resource systems can escalate and provoke physical violence.
Two or more groups may claim the same territory and may continue
to make raids on one another over a very long period of time.

• Inability to cope with larger-scale common-pool resources. With-
out access to some larger-scale jurisdiction, local appropriators may
have substantial difficulties regulating only a part of a larger-scale
common-pool resource. They may not be able to exclude others who
refused to abide by the rules that a local group would prefer to use.
Given this, local appropriators have no incentives to restrict their
own use and watch others take away all of the valued resource units
that they have not appropriated.
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Many of the capabilities of a parallel adaptive system can be retained in
a polycentric governance system. Each unit may exercise considerable
independence to make and enforce rules within a circumscribed scope of
authority for a specified geographical area. In a polycentric system, some
units are general-purpose governments while others may be highly spe-
cialized. Self-organized resource governance systems, in such a system,
may be special districts, private associations, or parts of a local govern-
ment. These are nested in several levels of general-purpose governments
that also provide civil, equity, as well as criminal courts.

In a polycentric system, the users of each common-pool resource
would have some authority to make at least some of the rules related
to how that particular resource will be utilized, and thus would achieve
most of the advantages of utilizing local knowledge, and the redun-
dancy and rapidity of a trial-and-error learning process. On the other
hand, problems associated with local tyrannies and inappropriate dis-
crimination can be addressed in larger, general-purpose governmental
units who are responsible for protecting the rights of all citizens and
for the oversight of appropriate exercises of authority within smaller
units of government. It is also possible to make a more effective
blend of scientific information with local knowledge where major uni-
versities and research stations are located in larger units but have a
responsibility to relate recent scientific findings to multiple smaller
units within their region. Because polycentric systems have overlap-
ping units, information about what has worked well in one setting can
be transmitted to others who may try it out in their settings. Associ-
ations of local, resource governance units can be encouraged to speed
up the exchange of information about relevant local conditions and
about policy experiments that have proved particularly successful. And,
when small systems fail, there are larger systems to call upon, and
vice versa.

Polycentric systems are themselves complex, adaptive systems with-
out one central authority always dominating all of the others. Thus,
there is no guarantee that such systems will find the optimal com-
bination of rules at diverse levels that are optimal for any particular
environment. In fact, one should expect that all governance systems will
be operating at less than optimal levels given the immense difficulty of
fine-tuning any very complex, multitiered system.

Trying to find better ways of overcoming the potential tragedies of
the commons is never easy and never finished. With strong empirical
evidence that those dependant on small- to medium-size common-
pool resources are not forever trapped in situations that will only get
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worse over time, we need to recognize that governance is frequently an
adaptive process involving multiple actors at diverse levels. Such sys-
tems look terribly messy and hard to understand. The scholars’ love of
tidiness needs to be resisted. Instead, we need to develop better theo-
ries of complex adaptive systems, particularly those that have proved
themselves able to utilize renewable natural resources sustainably over
time.

Overcoming a commons dilemma is always a struggle (Dietz, Ostrom,
and Stern 2003).
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7
How Does Trade Affect the
Environment?
Brian R. Copeland

1 Introduction

History is full of examples of how globalization has affected
environmental outcomes. Human migration has profoundly affected
the natural environment. Much early trade was commodity based—
trade in fish, agriculture, timber, and other raw materials all caused
exporting countries to increase their exploitation of the natural envi-
ronment beyond the level that would have occurred to satisfy local
consumption demand. Nevertheless, it is only during the past 20 years
that the interaction between trade and the environment has become a
subject of sometimes heated public policy debate. This has been moti-
vated by a variety of forces that have recently converged. A growing
concern about the seriousness of environmental problems has prompted
environmentalists to look at the role of globalization in contribut-
ing to pressure on the environment. An increase in the reliance on
rules-based institutions to support and manage international trade and
investment has increased the scope for conflicts between what used to
be thought of as domestic policy (such as environmental regulations)
and international trade and investment policy. And the rapid growth of
international trade and investment flows has increased concerns about
competitiveness and market access, both of which are sometimes seen
to conflict with environmental policy.

This chapter provides a review of what we have learned from the
recent literature about the interaction between trade and investment lib-
eralization and the environment. The review will not attempt to be fully
comprehensive,1 but will focus on a few major themes in the literature,
and try to convey the key ideas and empirical results.

206
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The literature on the interaction between trade and the environment
has focussed on several related questions. A central issue is how glob-
alization affects the level and incidence of environmental outcomes.
Much of the emphasis has been on whether globalization tends to shift
pollution-intensive industry to countries with relatively weak environ-
mental policy (the pollution haven hypothesis). Since environmental
outcomes are highly dependent on policy, a second key question has
been how environmental policy responds to globalization. Much of
this is driven by concerns that more stringent environmental policy
will reduce international competitiveness. The “race to the bottom”
hypothesis is that competitive pressure will induce governments to
weaken environmental policy to shield domestic firms from interna-
tional competition. But there are also concerns that governments will
manipulate (and sometimes tighten up) some types of environmental
policy to restrict market access from imports. Finally, there are issues
of linkages between trade agreements and environmental policy, such
as whether some harmonization of environmental policies is needed,
or whether weak environmental policy should be considered an unfair
trade subsidy.

The key empirical issue that lies behind many of these questions
is whether differences in environmental policy across countries affect
trade and investment flows. The pollution haven hypothesis is based on
the concern that weak environmental policy attracts pollution-intensive
industry. The concerns about competitiveness are based on the idea
that stringent environmental policy reduces productivity and drives pol-
luting firms away. The “race to the bottom” fears arise from concerns
about competitiveness, and so ultimately depend on how differences in
environmental policy affect trade and investment flows. Market access
concerns are based on fears that environmental policy can be manipu-
lated to favor domestic firms at the expense of foreigners. It is therefore
not surprising that a large literature studies the relation between envi-
ronmental policy and trade and investment flows. Although difficulties
in obtaining good data on environmental policy have constrained the
literature, there has nevertheless been significant progress, particularly
during the past 10 years.

The theoretical literature on trade and environment has merged
standard techniques from both literatures. A pervasive issue that distin-
guishes this work from the standard trade literature is the endogeneity
of environmental policy. Because market failures arising from exter-
nalities are fundamental to the analysis of environmental problems,
the responses of institutions, norms, and public policy to changes in
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pressure on the environment are critical to determining outcomes. The
“race to the bottom” and market access issues directly focus on endoge-
nous policy responses to trade. But the effect of trade and investment
on environmental outcomes also fundamentally depends on the policy
regime. Trade-induced environmental damages can be prevented if envi-
ronmental policy responds to the challenge by tightening up emission
standards; but if policy is not responsive, environmental degradation
can occur. There has therefore been an emerging literature on the endo-
geneity of environmental policy. Much of the early stimulus came out
of work on the environmental Kuznets curve, where it was noticed that
pollution did not necessarily increase with growth, and endogenous pol-
icy responses was one of the hypotheses suggested to explain this. There
has also been a long-standing effort by researchers from a variety of
disciplines aimed at increasing our understanding of how communities
manage renewable resources and respond to external changes in mar-
kets. And more recently, literature on the political economy of policy
has flourished, and some of this work has filtered into the trade and
environment literature.

Another important feature of much of the work on trade and the
environment has been the increased use of general equilibrium models.
Much of environmental economics was developed in a partial equilib-
rium framework, and while this was suitable when the focus was on
local environmental problems, a general equilibrium approach becomes
necessary if we want to understand the interaction between trade and
the environment. The effect of environmental policy on trade flows is
very much an issue of the determinants of comparative advantage, and
this needs to be addressed with general equilibrium approach. More-
over, if trade leads to an expansion of the clean sector of an economy,
general equilibrium constraints imply a contraction of the pollution-
intensive sector. Hence a partial equilibrium focus on the effect of trade
on a single sector would not give a complete picture. Income effects are
important in determining the stringency of environmental policy, and
the effect of trade on income is a general equilibrium effect. And finally
there can be important general equilibrium responses to policy that can
lead to unanticipated results. The response of goods trade, investment
flows, and factor markets to a policy change can be important for the
understanding the outcome.

The plan of the chapter is as follows. I first give a brief overview of
a framework that will be useful in thinking about how globalization
affects environmental outcomes. Section 3 reviews work on competi-
tiveness and the pollution haven hypothesis. In section 4, I consider
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the impact of trade on natural capital. Section 5 considers consumption-
generated pollution, and Section 6 reviews the interaction between
globalization and environmental policy.

2 Globalization and environmental outcomes: Overview

Trade and investment affect the environment in a variety of ways.2 If
trade promotes growth, then the scale of economy activity increases.
All else equal, more consumption and production will tend to generate
more environmental damage.

The composition of economic activity also changes with trade. Export-
ing industries will expand; import-competing industries will contract.
There are also firm-level effects: the recent international trade liter-
ature has emphasized that only the most productive firms tend to
export and so trade tends to cause some firms to expand and others
to contract or exit. Consumption patterns also change in response to
relative price changes and availability of new products. If emission
intensities vary across industries, firms, and consumption goods, then
these composition effects will have a direct influence on environmental
outcomes.

Trade also affects the emission intensity of individual consumer goods
and production activities. This technique effect may be caused directly
by trade: imported consumption goods may have different emission
intensities than locally produced goods; and imported technology, raw
materials, or intermediate inputs affect producer emission intensities.
Emission intensities may also change with the scale of production.
And trade may induce endogenous environmental policy responses
that induce changes in emission intensities of both consumption and
production.

Finally, international trade has direct environmental impacts. Trans-
portation activities generate emissions. And unwanted invasive species
have been a consequence of increased trade.

I will not discuss the scale effect in much detail in this review.
Economic growth is a policy objective of most countries and especially
developing countries; and the desirability of that policy objective is
beyond the scope of this chapter. Growth does have environmental con-
sequences, but the debate over what the optimal growth rate should be
and whether a consumption path is sustainable goes far beyond the issue
of openness to trade. There are large literatures on the relation between
trade and growth, and the relation between growth and environmental
outcomes. Interested readers are directed to those literatures.3 Instead
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I focus on how openness to trade alters the environmental consequences
of the growth path of a country—that is, given levels of income, or
given rates of economic growth, is there any reason to think that the
environmental consequences of growth are more or less severe for an
open economy than for one which is relatively closed? I will there-
fore focus on composition, technique, and direct effects of trade on the
environment.

In thinking about how trade affects environmental outcomes, it is use-
ful to distinguish between pollution generated by consumers and that
generated by producers. The key difference here is in how domestic and
foreign firms are affected by environmental regulations. If pollution is
generated by producers, then a possible response of domestic firms to
environmental regulations that are more stringent than those prevailing
in other countries is to either concede the market to imports, or to move
production to a country with weaker environmental policy. In contrast,
when pollution is generated by consumption, all firms wanting to sell in
the domestic market are affected by domestic environmental regulations
applied to consumption goods. One cannot escape these regulations by
shifting production to another country. The distinction between con-
sumption and production as a source of pollution will turn out to be
important both in determining how trade affects the environment and
in influencing the types of policy responses by governments.

One final classification exercise is useful. Some environmental prob-
lems result in a deterioration of natural capital and affect economic
productivity. Examples include soil erosion, the depletion of fish stocks
either from overfishing or from habitat degradation, and serious human
health deterioration from pollution. Other environmental problems
reduce the quality of life, but have only small effects on economic
productivity. Examples might include water pollution which reduces
recreational activities or mild forms of air pollution which causes health
problems that do not have significant effects on worker productivity.
The distinction here is mainly one of degree—one could argue that virtu-
ally all environmental problems ultimately have some effect on natural
capital. But the literature has tended to treat these two types of environ-
mental problems separately. Modeling environmental problems of the
second type typically proceeds by treating pollution as a “public bad”
that has a negative impact on utility of consumers but which does not
affect the production frontier. This leads to a policy trade-off between
higher income and lower environmental quality. On the other hand,
models that capture the effect of environmental problems on natural
capital have to explicitly deal with production externalities—increased
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environmental degradation has a negative effect on production possibil-
ities. With these types of environmental problems, increased environ-
mental degradation can lead to both a long-run decline in real income
and a decline in environmental quality. In what follows, I will first
review work based on models that do not focus on the role of natu-
ral capital; and then in section 4, I will review work that explicitly takes
into account natural capital constraints.

3 Competitiveness and the pollution haven hypothesis

In its simplest form, the pollution haven hypothesis is that trade and
investment liberalization will cause pollution-intensive industry to shift
to countries with relatively weak environmental policy. As Copeland
and Taylor (2004) emphasize, however, the literature on the pollution
haven hypothesis has actually explored two related hypotheses, and
authors have not always taken care to distinguish between the two. The
bulk of the literature has tended to focus on the issue of competitive-
ness: do differences in environmental policy affect trade and investment
flows? The conceptual experiment here is to ask, given the existing trade
regime, whether a tightening of environmental policy will make domes-
tic firms in the affected sector less competitive relative to their foreign
competitors. Indications that competitiveness is reduced might include
a reduction in exports, an increase in imports, a shifting of production
and investment in plant and equipment to locations outside the juris-
diction, or a reduced flow of new investment to the affected region.
The second hypothesis, which has received somewhat less empirical
attention in the literature, is the strong form of the pollution haven
hypothesis. The issue here is whether, given the existing differences
in environmental policy across countries, increased openness to trade
and/or investment will lead to a shifting of pollution-intensive produc-
tion to countries with weaker environmental policy. This production
shift may either occur via changes in trade patterns, or by changes in
flows of capital and direct foreign investment. The difference between
the two hypotheses lies in what is being held constant. The competi-
tiveness hypothesis holds the trade regime constant and explores the
effect of changing environmental policy. The strong form of the pol-
lution haven hypothesis holds the environmental policy regimes in
all countries constant and explores the effects of liberalizing trade or
investment.4

The competitiveness and pollution haven hypotheses are clearly
connected, but are nevertheless different. Evidence in support of the
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competitiveness hypothesis is necessary for the pollution haven hypoth-
esis to be true, but it is not sufficient. Even if differences in environmen-
tal policy do affect trade and investment flows, other factors may matter
more and result in trade shifting polluting industry to countries with
relatively stringent environmental policy.

Before turning to the empirical work, it is instructive to review what
theory has to say about each of these hypotheses. The theoretical case
for the competitiveness hypothesis is quite strong and can be illustrated
with a simple partial equilibrium model. Figure 7.1 illustrates an import-
competing industry in a small open economy facing a fixed world
price pw. The supply from domestic producers is S0, domestic demand
is D, and initially imports are M0. Now suppose environmental policy
is tightened at home, but not in foreign countries. This raises domestic
production costs, shifts the supply curve to the left to S1, and increases
imports to M1. Tightening up domestic environmental policy makes the
domestic industry less competitive.

This result is quite robust, as the key assumption it relies on is that
domestic environmental policy raises costs at the margin. Nevertheless,
there is a competing hypothesis—the Porter Hypothesis (see Porter and
van de Linde 1995). Porter’s argument is that tighter environmental pol-
icy may increase competitiveness. There are couple of ways to overturn
our simple result and get a Porter-like result. First, if we move to an

Figure 7.1 More stringent environmental policy reduces competitiveness
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imperfectly competitive framework, then it is possible that environmen-
tal policy causes a shift to a new technology that has higher fixed costs,
but lower marginal costs. This could lead to an increase in a firm’s mar-
ket share (but not necessarily an increase in profits). Second, if there
are intermediate goods that affect environmental outcomes (such as
an environmental services industry) with either learning or agglomera-
tion effects, then tighter environmental policy can increase the demand
for the environmentally friendly intermediate goods and services and,
with learning and agglomeration, push down the price of abatement.
The net effect on the final good supply reflects the interaction between
two effects—complying with environmental regulation is costly, but the
average cost of such compliance may fall as everyone else has to com-
ply too and the learning and agglomeration effects kick in (see Greaker
2006). This would tend to mitigate the inward shift of the supply curve.

Let us now turn to the theoretical case for the pollution haven
hypothesis. It is a conjecture about how environmental policy affects
the pattern of trade, and so we need a more complicated general
equilibrium model to address it.

To be concrete, consider a simple generalization of the Heckscher-
Ohlin model of international trade, modified to allow for pollution.5

There are two primary factors of production, capital and labor. X is
capital intensive. Let there be two countries, North and South, and
suppose North is richer than South.6 There are two industries: X and
Y, and suppose X pollutes during production and Y does not pol-
lute at all. For now, assume that there is no consumption-generated
pollution, that pollution reduces utility of consumers but does not
reduce productivity in any sector, and that pollution does not spill
over international borders. We assume constant returns to scale, iden-
tical technologies, identical homothetic preferences over consumption
goods, and that preferences are separable with respect to consumption
and environmental quality.

Suppose North and South both regulate pollution, and that such reg-
ulation is endogenous. For simplicity, we also assume that regulation
is perfect; however, the model can be generalized to reflect political
economy influences on policy. Since environmental quality is a normal
good, one can show that efficient pollution policy becomes more strin-
gent as income rises. Hence we expect North to have more stringent
environmental policy than South.

To illustrate the pollution haven hypothesis, first suppose that factor
endowment (capital/labor) ratios are the same in North and South. We
can use Figure 7.2 to illustrate the pattern of trade. Figure 7.2 illustrates
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Figure 7.2 Pollution haven with endogenous policy

the demand and supply for X relative to Y. Because we have identical
homothetic preferences, the relative demand curve (labelled “RD”) is
identical in North and South. Moreover, although changes in income
will shift the demands for X and Y, they will shift proportionately, so
the relative demand curve is not affected by trade-induced changes in
income.

If there were no pollution regulation, then because of constant returns
to scale and identical technology, North’s and South’s relative supply
curves would be identical (North is just a scaled up version of South in
this model). However, because of North’s more stringent environmental
policy, North’s X producers will have to undertake costly measures to
reduce emission intensities. This is the competitiveness effect as illus-
trated in Figure 7.1. Hence for any given p ≡ px/py, North’s relative
supply curve (RSN) is to the left of South’s (RSS). In the absence of trade,
North’s relative price of X is higher than South’s (pN > pS). Because of its
weaker environmental policy, South has a comparative advantage in the
pollution-intensive good, and it will export the polluting good. To illus-
trate the free trade equilibrium, I have denoted the world relative supply
curve for X/Y by RSW (it is a weighted average of North’s and South’s rel-
ative supply curves), and so the free trade price is pW . As trade opens,
North reduces its production of the polluting good X and increases its
production of the clean good Y. The opposite happens in the South.
This model predicts that trade will shift some of the pollution-intensive
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industry from North to South because of differences in environmental
policy.

The effect on environmental quality depends on how environmental
policy in each country responds to the change. Copeland and Taylor
(2003) show that the changes in environmental policy depend on sub-
stitution and income effects and their interaction with the political
process. In both countries, the increase in real income arising from freer
trade will tend to increase the demand for environmental quality. This,
combined with the contraction of X production, leads to a fall in pol-
lution in the North. On the other hand, trading opportunities have
increased the marginal benefit of polluting in the South. As Copeland
and Taylor show, unless income effects are very strong, trade can be
expected to increase pollution in the South, even if environmental pol-
icy is efficient. Moreover, because trade shifts polluting industry to the
part of the world with the weakest environmental policy, one can show
that unless income effects are very strong, trade driven by the pollution
haven motive will increase world pollution.

The welfare effects of trade in such a model have been extensively
investigated, and depend on the policy regime and whether or not pol-
lution has local or global effects. If environmental policy is suboptimal,
there is no presumption that trade liberalization will increase welfare.
In the South, the costs of increases in pollution have to be weighed
against the income gains from trade. Either gains or losses from trade
are possible, depending on the severity of pollution damage costs. How-
ever, in Copeland and Taylor (1994), North and South both have perfect
environmental policy and both countries gain from trade, despite the
increase in pollution in the South. One can think of environmental
quality as analogous to a costly input. South is willing to give up some
environmental quality in return for the opportunity for higher goods
consumption that arises from reallocating its production in response to
trade.

If pollution spills over borders and has global effects, the welfare
effects can be quite different. Copeland and Taylor (1995) use a model
very similar to that outlined above but modified to allow for global
pollution. They show that if pollution policy is chosen by each coun-
try noncooperatively, then North loses from trade liberalization while
South gains. Once pollution is global, South’s increase in pollution
harms North; and while South is willing to accept higher income in
return for diminished environmental quality, North is not.

Although this model focuses on trade, similar logic applies to the
case of foreign investment (see Rauscher 1997). North’s more stringent
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environmental regulation acts like a tax on the polluting industry, X.
Since X is capital intensive, this means that given any price p, the return
to capital is higher in the South than in the North. This leads to a capital
outflow from the North to the South, which creates a pollution haven
outcome.

Although the model outlined above generates a prediction of a pollu-
tion haven, it clearly has some unrealistic aspects. Our pollution haven
result was obtained under the assumption that capital/labor ratios were
identical across countries. More importantly, the model was set up so
that the only motive for trade was differences in environmental policy.
In reality environmental policy differences are just one of a multitude
of motives for trade.

To illustrate how fragile the pollution haven result is, suppose now
that North is more capital abundant than South—and let us first think
about what would happen if pollution policy were identical across coun-
tries. This reduces to the standard Heckscher-Ohlin model of trade.
North’s capital abundance means that its supply of X relative to Y (RSN

0 )
is higher than South’s (RSS) for any given p (recall that X is the capital-
intensive industry). This is illustrated in Figure 7.3. The autarky price
of the pollution-intensive good is lower in the North than the South.
North exports the polluting good and trade shifts pollution from South
to North.

Figure 7.3 Two sources of comparative advantage
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Now consider the effect of North’s more stringent environmental
policy. This shifts North’s relative supply curve to the left. But if the
effect of capital abundance is stronger than the effect of the differences
in pollution policy, then North’s relative supply curve would be posi-
tioned as illustrated by the dashed line RSN

1 . Despite its more stringent
environmental policy, North still has a comparative advantage in the
polluting good. Moreover, as Copeland and Taylor (2003) show, in this
case, trade can lead to a fall in world pollution by shifting some of
the polluting production to the country with relatively more stringent
environmental policy.

The point of this example is that in a world where countries differ in
many dimensions, relatively weak environmental policy is not enough
to attract pollution-intensive industry. Although the discussion above
has focused on relative capital abundance, differences in relative sup-
ply of other factors of production, infrastructure, institutions, climate,
location, and many other factors will affect trade patterns. Market size
can also affect trade patterns via agglomeration effects. In the presence
of transport costs, many firms find it advantageous to locate near their
customers and suppliers. If these agglomeration forces are important,
clusters of economic activity will develop which are regions of high
income and which place significant pressure on the environment. In
response to these pressures, environmental regulations may be quite
stringent. But firms may nevertheless continue to locate in such regions
to take advantage of the agglomeration benefits. (See Zeng and Zhao
2006 for a model which develops this idea.)

Hence the theoretical support for the pollution haven hypothesis is
rather weak. For the pollution haven hypothesis to be true, we need
either that the adverse competitiveness effect of stringent environmen-
tal policy be strong relative to other motives for trade, or else we need
the presence of weak environmental policy to be correlated with other
factors that help create a comparative advantage for pollution-intensive
industry.

Let us now turn to the empirical work. This work has been reviewed
recently by Copeland and Taylor (2004) and by Brunnermeier and
Levinson (2004); so I will be concise here. As noted above, much of
the empirical literature has focused on the competitiveness hypothesis:
does stringent environmental policy affect trade and investment flows?
This literature has faced two major challenges.

First, data availability is a serious problem. The key set of data needed
is a panel of data on the stringency of environmental policy over time
and across jurisdictions. Such data is very hard to come by. Pollution
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taxes are rarely used and so it is very difficult to obtain clear mea-
sures of environmental policy. There are some exceptions. Levinson
(1999) studies hazardous waste trade within the United States and uses
a series of data on waste disposal charges that vary both across time and
across states in the United States. China has used pollution charges quite
extensively, and since these charges vary across province, this data has
been exploited by some researchers, notably Dean, Lovely, and Wang
(2009). Many researchers have used county-level compliance with the
US Clean Air Act as a proxy for the stringency of environmental pol-
icy at the county level within the United States. The argument here is
that counties not in compliance with the Clean Air Act have to have
a program of stringent environmental policies to address their non-
compliance. Once we move beyond these data sources, though, the
quality of data is problematic. Abatement costs have been used by many
researchers. However, these have many problems—they are endoge-
nous, they are based on surveys where in many cases it is difficult for
respondent to isolate abatement costs from other production costs, and
their availability is limited to a very small number of countries. Qual-
itative measures of the stringency of environmental policy have also
been used.

The second challenge faced by the literature on the competitiveness
hypothesis is the need to deal with unobserved heterogeneity and endo-
geneity problems. As an example, consider Figure 7.3 again. A typical
test of the competitiveness hypothesis would be to get a series of data on
net exports and the hypothesis would be that, all else equal, more strin-
gent environmental policy would tend to reduce net exports. However,
note that in the scenario depicted in Figure 7.3, net exports of X (the
polluting good) are positively correlated with the stringency of environ-
mental policy. North exports the polluting good and South imports it,
but North’s environmental policy is more stringent that South’s. Never-
theless, the competitiveness hypothesis holds in Figure 7.3. Recall that
tightening up North’s environmental policy caused its relative supply
curve to shift in from RSN

0 to RSN
1 . Given the trade regime, this reduced

North’s net exports of X as predicted by the competitiveness hypoth-
esis. To identify this effect empirically, we need to control for relative
capital abundance. However, as discussed above, many factors affect
trade patterns, and the researcher is unlikely to be able to control for
all of them. Hence we have the problem of unobserved heterogene-
ity which plagues the early cross-sectional work in this field. During
the past 10 years, researchers have used panel data to overcome this
problem.
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Endogeneity problems arise from a variety of sources. For example,
suppose the race to the bottom hypothesis is correct. Then govern-
ments would systematically weaken environmental policy in response
to competitive pressure from imports. Consequently, we might observe
high levels of imports (a lack of competitiveness) correlated with weak
environmental policy. But in this case it is the trade flows causing the
environmental policy, rather than vice versa. Dealing with endogene-
ity has been problematic. Some researchers have looked for measures
of environmental policy that are less likely to be endogenous. The
Clean Air Act, for example, is a US Federal policy and so can be treated
as exogenous at the county level (although whether or not a county
is in compliance may be endogenous). Others have used standard
techniques, such as instrumental variables.

Researchers have used data on trade flows, plant location, and for-
eign investment to test the competitiveness hypothesis. Early work on
trade flows used cross-sectional data and tended to find that the strin-
gency of environmental policy had little or no effect on trade flows;
and sometimes the sign was opposite to what theory predicted (see Jaffe
et al. 1995 for a survey). Researchers in this area built on standard tech-
niques developed in the international trade literature to explain trade
flows (such as Leamer 1984 and Baldwin 1971). Tobey (1990) used data
on net exports of a set of pollution-intensive goods for 23 countries.
He used a set of variables such as factor endowments, tariffs, and an
indicator of the stringency of environmental policy to explain trade
flows. He found that the environmental policy variables were not signif-
icant (however, neither were most of the factor endowment variables).
Kalt (1988), Grossman and Krueger (1993), and others regressed US net
exports at the sectoral level on industry characteristics (such as labor
and capital cost shares, trade policy, share of abatement costs, and other
control variables). The abatement cost variable was usually not signif-
icant in these studies, although some, such as Kalt (1988), found that
higher abatement costs were associated with increased exports.

More recent work using panel data and which takes into account the
endogeneity of environmental policy has tended to find support for the
competitiveness hypothesis—all else equal, more stringent environment
environmental policy tends to reduce net exports. Levinson (1999) used
panel data on hazardous waste trade within the United States. Using
either state-level fixed effects or correcting for the endogeneity of pol-
lution policy, he found that a higher tax on the disposal of hazardous
waste reduces net inflows of hazardous waster into a state. Ederington,
Levinson, and Minier (2004) use panel data on US net imports. They find
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that industry-level abatement costs have a small positive effect on net
imports, but the effect is not significant. However, they point out that
this is an estimate of the average effect on environmental policy on US
trade. They argue that the effect would be expected to differ depending
on where imports come from or on how footloose production is. They
find support for both hypotheses. When they separate their sample in
to OECD and non-OECD countries, they find that US environmental
policy has a significant positive effect on US imports from non-OECD
countries, but not from OECD countries—their interpretation is that
differences in environmental policy are bigger in the former case than
in the latter. They also construct several measures of how footloose an
industry is (transport costs, plant size, etc.) and interact these indicators
with abatement costs. The hypothesis is that abatement costs will have
a much smaller effect on net trade in industries that are less footloose.
They find evidence to support this. Some supporting evidence for the
footlooseness hypothesis comes from Gray and Shadbegian (2002) who
found evidence that firms in the paper and oil industries in the United
States tended to shift production to states with weaker environmental
regulation during the period 1967–92. The effect was stronger for the
paper industry than for the oil industry. They conjecture that this is
because paper is more easily transportable.

There is also evidence that endogeneity of pollution policy matters.
Ederington and Minier (2003) and Levinson and Taylor (2008) both
study the effects of environmental policy on US net imports at the
industry level. Using instrumental variables to correct the endogeneity
of environmental policy, they find both statistically and economically
significant positive effects of more stringent environmental policy on
net imports.

Turning to the work on plant location, early cross-sectional work
failed to find support for the competitiveness hypothesis (see Levinson
1996), but recent work using panel data has found that more stringent
environmental policy does affect plant location. Becker and Henderson
(2000) used data on whether or not a US county was in compliance with
the US Clean Air Act as an indicator of the stringency of environmental
policy (counties not in compliance are required to have a plan in place
to improve air quality, and this entails more stringent environmental
policy). Because the policy is imposed at the Federal level, endogene-
ity problems are mitigated, and because data is available at the county
level, they are able to obtain within as well as across state variation.
They find that more stringent environmental policy has a significant
and sometimes large deterrent effect on the probability that a new plant
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will locate within a county. Kahn (1997), Greenstone (2002), List et al.
(2003), and others have also found similar results.

Work on foreign direct investment has had mixed results. Keller and
Levinson (2002) find that abatement costs have a significant negative
effect on inward foreign direct investment into US states. However, List,
McHone, and Millimet (2004), using data on compliance with the Clean
Air Act from New York state, found that while the stringency of environ-
mental regulation did affect plant location decisions of domestic firms,
there was no significant effect for foreign firms. Hanna (2006) found that
environmental stringency in the United States increases outward invest-
ment. She studied the response of US-based multinational firms to the
Clean Air Act using a panel of firm-level data from 1966 to 1999. She
found that the Clean Air Act caused such firms to increase their foreign
assets by 5 percent and their foreign output by 9 percent. In another
study of outgoing foreign investment (using sectoral data), Cole and
Elliott (2005) found that US abatement costs affect US foreign invest-
ment to Brazil and Mexico. On the other hand, Eskeland and Harrison
(2003) studied a sample of four developing countries and found no evi-
dence that US abatement costs affected US foreign investment to those
countries.

Although much work in this area has focused on the United States
because of data availability, the use of pollution charges in China
has allowed some researchers to study the effects of differences across
Chinese provinces in the stringency of environmental policy on invest-
ment flows. Dean, Lovely, and Wang (2009) use data on 2886 manufac-
turing equity joint ventures during 1993–96 and use charges for water
pollution as a province-level measure of the stringency of environmen-
tal policy. They find that more stringent environmental policy deters
investment from Hong Kong, Taiwan, and Macao in highly polluting
industries. However, pollution regulations have no significant effect on
location choice for investment from OECD source countries.

Overall, there is some evidence in support of the competitiveness
hypothesis. It is strongest for studies based on plant location within
the United States, where several studies have agreed that the Clean
Air Act has affected plant location, but there is also evidence that
environmental policy affects trade flows, especially when endogeneity
and heterogeneity across industries are accounted for. The evidence on
foreign investment is more mixed, but still quite limited.

It is important to keep in mind that evidence in favor of the compet-
itiveness hypothesis (i.e., evidence that more stringent environmental
policy reduces net exports in pollution-intensive industries) should
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not be interpreted as evidence that environmental policy is welfare-
reducing. In the absence of efficient environmental policy, countries
will allocate too much of their production to environmentally inten-
sive activities. A move toward efficient environmental policy will reduce
pollution-intensive production, and therefore would also be expected to
reduce net exports of pollution-intensive goods as the economy shifts
toward a cleaner production mix.

There are very few tests of the stronger version of the pollution
haven hypothesis. That is, very few studies have attempted to clearly
test whether or not trade liberalization or increased openness to invest-
ment flows has caused polluting industry to shift to countries with
weaker environmental standards. Ederington, Levinson, and Minier
(2004) calculate the pollution generated during the production of US
manufacturing exports and imports (holding emission intensities con-
stant at 1987 levels for the period 1972–94). They find that US imports
have become cleaner (less pollution generated during production) than
US exports. This holds for trade with both OECD and non-OECD coun-
tries. This is opposite to what is predicted by the pollution haven
hypothesis. They also test to see whether the response of imports to
tariff reductions is bigger in high abatement cost industries, and find
the opposite, which they interpret as evidence that the United States
has a comparative advantage in pollution-intensive industries. In terms
of the theory sketched above, other factors matter more to trade than
pollution regulations. Antweiler et al. (2001) estimate the composition
effect of increased openness to trade on SO2 pollution. They estimate
the elasticity of SO2 pollution with respect to an increase in open-
ness, controlling for the scale of production, proxies for policy, and
other factors. They find that this elasticity tends to increase with the
per capita income of a country—the pure effect of trade increases SO2

pollution more in rich countries than poor countries (in fact the elas-
ticities are negative for some poorer countries). Again, this is opposite
to what the pollution haven hypothesis predicts. Antweiler et al. sug-
gest that since SO2-intensive industries are also capital intensive, the
effect of capital abundance is much more important than pollution reg-
ulation in explaining the effects of trade on SO2-intensive production.
Overall, while there is some evidence supporting the competitiveness
hypothesis, there is very little evidence supporting the strong form of
the pollution haven hypothesis.

One of the motivating questions that stimulated the pollution haven
literature was the question of whether trade is good or bad for the envi-
ronment. A few papers have attempted to address this question directly,
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albeit in narrow contexts. Grossman and Krueger (1993) in their origi-
nal Kuznets curve paper added an openness variable to their equation
explaining cross-city levels of air quality. The estimated sign was pos-
itive, suggesting that on average, more open economies had better air
quality. Antweiler et al. (2001) argued that the effects of openness on
environmental quality should vary with country (and city) character-
istics since theory predicts polluting industries will expand in some
countries and contract in others. They therefore interacted an open-
ness variable with other indicators of comparative advantage in trying
to explain SO2 pollution, and indeed found that the effects vary across
countries. More importantly, they explicitly estimated scale, composi-
tion, and technique effects of trade. As noted above, they found that the
composition effect of trade tended to shift SO2-intensive industry to rich
countries. But these composition effects were found to be quite small.
Overall, they found that for the average country in their sample, more
open economies tended to have less SO2 pollution once one added up
the scale, composition, and technique effects. Frankel and Rose (2005)
take into account the endogeneity of trade and also find that increased
trade is associated with lower levels of air pollution.

While these studies are limited in scope, they are consistent with the
evidence that differences in pollution policy are not the major deter-
minant of trade patterns. While this work suggests that openness to
trade per se is not associated with reduced air quality, some factors that
are influenced by the trade regime do affect pollution. Antweiler et al.
(2001) find that capital accumulation, the scale of economic activity,
and per capita income are all significant determinants of SO2 pollu-
tion. All else equal, more capital-abundant countries and those with a
larger scale of economic activity tend to have higher SO2 pollution, but
increases in per capita income tend to be associated with lower pollution
(likely via an endogenous policy response). In short, economic growth
does affect environmental outcomes, but the available evidence does
not support the view that those economies more open to trade have a
more polluted growth path than those less open to trade.

4 Natural capital

Most of the empirical work described above and the theory that lies
behind it are based on a model of industrial pollution where environ-
mental damages are harmful but do not significantly affect productivity.
Much of the literature therefore emphasizes a trade-off between con-
sumption and environmental quality. This approach has been criticized
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by many (such as Daly 1993) on the grounds that human consump-
tion possibilities are dependent on a healthy environment, so that the
consumption/environmental quality trade-off is an illusion and is not
sustainable in the long run.

In fact, there is a long tradition of incorporating natural capital into
economic models, going back at least as far as Malthus. In the 1950s,
Scott Gordon (1954) and Tony Scott (1955) formally modeled mar-
ket failures associated with natural capital (fisheries in their case) and
showed how institutional failures would lead to resource depletion and
real income declines. Natural capital constraints have also been incor-
porated into models of trade and environment, although the empirical
literature has lagged the theoretical literature.

Natural capital constraints are critically important for human health
and food production; and they are directly relevant for a large frac-
tion of income and trade, especially in developing countries. To think
about how natural capital constraints will affect the interaction between
globalization and the environment, it is useful to modify the model
that we have used above. Suppose there is a natural capital stock N,
which affects the production possibilities. Suppose that production in
industry X results in degradation of the stock of natural capital N.
Natural capital can regenerate on its own, but increased production
from X impedes that regeneration. Moreover, think of natural capital
N as a public input. This means there is a production externality—each
individual producer impacts N, and since N is a public input, other pro-
ducers are harmed by the environmental degradation caused by any
one firm.

It is useful to distinguish between two possibilities depending upon
which sectors are reliant upon N for production. The first possibility,
which is relevant to renewable resources, is the case where the exter-
nality is internal to industry X. That is, productivity in X depends on
N, but productivity in another sector Y is not affected by N. The clas-
sic example is the fishery, where we can think of N as the stock of fish.
Increased harvesting by one firm lowers the stock of fish, which affects
productivity of all firms. The second possibility is that the externality
is cross-sectoral. That is, industry X causes environmental degradation
to N, but this affects productivity in Y (but not X). Examples include the
effects of industrial pollution on fisheries, the effects of deforestation on
flooding, and effects of pollution on human health (which affects labor
productivity). As is apparent, generalizations of this model are possible.
Another case would involve all sectors being affected by N (the human
health example might fit better in this category); and as well N may be
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multidimensional (the forestry example might be better captured with
a forest stock variable in addition to the environmental services from
land that is vulnerable to flooding). However, for clarity I will focus just
on these two different cases.

4.1 Renewable resources

Let us first consider the case of renewable resources, where the external-
ity is internal to the sector. I make a simple modification to our earlier
model to include natural capital. This model is based on Chichilnisky
(1994) and Brander and Taylor (1997a). Let N denote the stock of the
resource (and for concreteness, think of fish), and X denote the har-
vest rate. The natural capital constraint is given by the biology of the
resource stock.

Ṅ = G(N) − X (1)

All variables are time dependent (time subscripts are suppressed). G is
the natural growth function (typically with an inverse U shape). The
resource stock grows naturally and reaches a steady state, but increases
in harvesting (X) reduce the resource stock.

The production technology for X is:

X = FX(KX,LY ,N) (2)

and that for Y is

Y = FY(KY ,LY) (3)

Since the production technology for X depends on the resource stock N,
increases in harvesting which reduce N ultimately lead to increased costs
for other harvesters. If the resource population is not viable once it falls
below some threshold level, then it is possible for excessive harvesting
to wipe out the stock. On the other hand, productivity in industry Y is
not affected by N.

As is well known, outcomes in such markets depend on the conditions
of access to the resource and the institutions that are in place to regulate
harvesting. We consider two scenarios and then discuss institutional and
regulatory issues in more detail later.

Again suppose there are two countries North and South, and to inves-
tigate the effects of conservation policy on trade flows, suppose that
industry X is open access in the South (producers do not internalize
the externality their harvesting imposes on others), but that the man-
agement regime in the North is fully efficient, so that the externality is
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Figure 7.4 Trade and renewable resources

fully internalized (this is the scenario considered in Chichilnisky 1994
and Brander and Taylor 1997b). For simplicity, I also follow Brander
and Taylor in assuming that the discount rate approaches zero, so that
North’s resource managers maximized sustained social surplus.

Figure 7.4 illustrates the relative demand and supply curves. As before,
our assumption of identical homothetic preferences means that the rel-
ative demand curves are identical across countries. We have illustrated
two such relative demand curves here depicting two cases, one of strong
demand for X, and the other of weak demand for X.

The relative supply curve for the North (RSN) looks much the same as
a standard relative supply curve. Because the externality is fully inter-
nalized, the natural capital constraint essentially acts as an additional
constraint on the production function (much like a capacity constraint).
Moreover, because we have assumed the discount rate approaches zero,
North’s managers will ensure that the resource is not depleted in the
short run at the cost of lower production in the long run—hence the
relative supply curve slopes upward.7

The steady state relative supply curve for the South, on the other
hand, is backward bending. As the price of X rises, harvesting increases
as entrants are drawn into the sector. Hence the relative supply curve
initially slopes upward. However, the increase in harvesting depletes the
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stock (steady state N falls). Eventually, as prices continue to increase, the
stock depletion effect dominates and steady state harvest falls. Hence
the backward-bending relative supply curve.

Let us now consider the analogue of the pollution haven hypothe-
sis. First consider the case where the demand for the resource is low.
This is illustrated by the relative demand curve RD1 in the figure. In
this case, the autarky price of X is higher in North than South. This
reflects the tougher conservation measures in the North to preserve the
stock. These measures either limit supply or increase harvest costs (such
as via harvest taxes or regulations). Consequently, South has a compara-
tive advantage in harvesting. In this case, we get a pollution haven-type
result. Trade liberalization will shift some X production from North to
South, and increased pressure will be placed on South’s environment.
Export opportunities amplify the already excessive pressures placed on
South’s environment.

Although the trade pattern result is similar to that obtained in
our earlier pollution haven result, the presence of the natural capi-
tal constraint has added one very important difference. In our earlier
example, a country that became a pollution haven could lose from
trade if pollution policy was too lax. However, in the absence of nat-
ural capital, the real income of the economy nevertheless rose. Trade
raised real income, but at the cost of a loss in environmental quality.
In the current example with natural capital, Chichilnisky (1994) and
Brander and Taylor (1997a) show that the South can suffer long-run
real income losses from trade liberalization. The short-run export boom
induced by trade liberalization leads to a degradation of natural capi-
tal which in turn reduces the long-run sustainable level of real income
for the economy. Moreover, this real income loss can have multiplier
effects. There is much evidence that the stringency of environmen-
tal policy is significantly affected by real income levels—increases in
income tend to be associated with more stringent environmental pol-
icy over time. If trade leads to a loss of long-run real income, this
can make it more difficult to maintain and tighten up other envi-
ronmental regulation, which can further exacerbate environmental
problems.8

The presence of natural capital has another implication for trade pat-
terns which is significantly different from our earlier pollution example
that excluded natural capital. Natural capital is a source of comparative
advantage, and since the environmental and conservation policy regime
affects the long-run stock of natural capital, the effects of the policy
regime on trade patterns are twofold—there is the direct effect of the
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increased costs (or supply reductions) caused by tighter regulation, but
there is also the indirect benefit of a healthier stock of environmental
capital if the regulatory regime is successful.

To see this, consider the case of high demand for X. This corresponds
to the relative demand curve RD2 in Figure 7.4. Notice that in this case,
the autarky relative price of X is higher in the low-regulation country
(South) than in the high-regulation country (North). In this case North’s
more stringent regulation has given it a comparative advantage (in the
long run) in harvesting (this result is due to Brander and Taylor 1997b).
The reason for this is that South’s weak conservation policy has led to
the depletion of natural capital, which has in turn rendered its X indus-
try uncompetitive. It is interesting to note that in this case, despite the
absence of effective conservation measures in the South, trade is benefi-
cial for both countries and leads to long-run real income gains for both
North and South. Trade takes pressure off the resource in the South and
allows its natural capital to begin recovering.

Although empirical work on the effects of trade on natural capital-
intensive industries is limited, there are a couple of suggestive examples
consistent with this story. Kjaergaard (1994) describes how Denmark
ended up in an ecological crisis in the 18th century in large part because
of deforestation which led to encroachment by sand dunes, reduc-
tions in agricultural productivity, and other problems. International
trade played an important role in helping Denmark survive the crisis—
imports of wood and alternative fuels took pressure off the domestic
forests. More recently, China responded to its problems of deforesta-
tion with a logging ban in 1998. A shift to imported wood helped take
pressure off Chinese forests.

As is apparent in our North/South example, the institutional and
regulatory framework under which resources are harvested is critical
for the effects of trade on outcomes. There is significant heterogene-
ity in resource management institutions and policies across countries
and across resources within countries. This suggests that resource man-
agement is endogenous and may be responsive to changes in the
trade regime. Understanding how resource management is affected by
increased trade and investment is critical for understanding outcomes,
since, as we discussed above, radically different outcomes can arise
depending on the management regime. Trade can produce real income
gains without causing resource depletion if a resource is well man-
aged; but it can lead to resource collapse and real income losses if
it is poorly managed. Although there has been a great deal of work
by Ostrom (1990), Baland and Platteau (1996), and others aimed at
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trying to explain differences in management approaches, there has been
as yet little work that investigates how globalization affects resource
management regimes.

Francis (2001), Margolis and Shogren (2002), and Bergeron (2004)
develop models in which there is a fixed cost of managing a resource.9

Once the fixed cost is paid, they assume that management is perfect—
externalities are fully internalized. If trade makes the resource more
valuable, then it will be worth paying the fixed cost of setting up a man-
agement regime. Such models therefore predict that increased export
opportunities (which lead to higher prices) can help make the transi-
tion to improved resource management. Hotte, Long, and Tian (2000)
consider a poaching model; in such models there are variable costs of
management. As the resource becomes more valuable, the pressure from
poaching increases, but so does the incentive to invest in enforcement
to protect the resource.

Copeland and Taylor (2009) endogenize the management regime by
developing a model with imperfect monitoring of harvesting. The man-
ager attempts to internalize externalities by restricting harvesting, but
individual harvesters have incentives to exceed their quotas. Hence the
manager faces incentive constraints. Copeland and Taylor show that the
effect of a trade on the effectiveness of the management regime will
vary across resources and countries. Some resources will be successful
in making the transition to fully efficient management, while other
resources will never achieve good management and the higher prices
caused by an export boom will lead to resource collapse. The types of
economies most vulnerable to trade-induced resource collapse are those
with slow-growing resources, impatient agents, very efficient harvesting
technologies, and large numbers of agents with a right of access to the
resource.

Empirical work on the effects of globalization on the sustainability of
renewable resources is still quite sparse. Several studies have found that
the enforcement of property rights, corruption, and other measures of
institutional quality influence resource depletion (Deacon 1994; Bohn
and Deacon 2000; Barbier and Burgess 2001); and Ferreira (2004) found
that openness to trade exacerbated deforestation in countries with weak
property rights enforcement. There are also case studies that examine
particular episodes of trade liberalization in cases where there are weak
property rights (see, for example, López 1997, 2000), and as theory
would suggest, these find that trade can be good or bad for resource
depletion depending on the country’s export pattern. There is much
scope for further empirical work on this issue.
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4.2 Cross-sectoral externalities

In the case of renewable resources discussed above, natural capital can
be depleted because of excessive harvesting caused by externalities inter-
nal to the sector. However, natural capital can also be depleted because
of environmental degradation originating from economic activity out-
side the sector. Industrial pollution can damage agriculture, forestry, and
fisheries; and it can reduce labor productivity throughout the economy
via its effects on air and water quality. Deforestation can cause flooding
which disrupts many activities. Tourism can be deterred by pollution
and wilderness degradation.

To illustrate the implications of cross-sectoral degradation of natural
capital, I modify our standard model to incorporate cross-sectoral pro-
duction externalities. Again suppose there is a stock of natural capital N.
It has a natural regeneration rate G(N), but is degraded by industrial pol-
lution Z, which, for simplicity, we assume, is directly proportional to the
output of X (hence Z =λX)

Ṅ = G(N) − λX (4)

The production technology for X is:

X = FX(KX,LY). (5)

Industry Y relies on natural capital N and hence we can write its
production technology as:

Y = FY(KY ,LY ,N) (6)

where FY is increasing in N. In this model, increases in industrial out-
put X generate more pollution Z, which reduces the stock of natural
capital N, which in turn reduces productivity in Y. Natural capital will be
treated as a public input—it is not priced in a market. Hence this model
reduces to one with a simple production externality—productivity in
sector Y is adversely affected by production in the X sector.

Let us now consider the implications of cross-sectoral externalities
for the pattern of trade. Again suppose there are two countries, North
and South, with identical homothetic preferences. In this case, we will
start by assuming that North and South are completely identical and
that neither has any environmental policy. We will then consider the
implications of more stringent environmental policy in North.
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Figure 7.5 Cross-sectoral production externalities

Referring to Figure 7.5, North and South again have identical rela-
tive demand curves RD. Let us now consider the relative supply curves.
I focus here on long-run steady states. The shape of the long-run relative
supply curve is quite complex and depends on substitution possibilities
between K, L, and N in production. To give a stark indication of the
issues, I consider the case explored in Copeland and Taylor (1999) where
N is separable from the other inputs in the production of Y, and the cap-
ital intensities across X and Y are very similar. In this case, one can show
that the long-run (steady state) relative supply curve will be nonmono-
tonic and will have a region where it is downward sloping, as illustrated
in the figure. To see the intuition, think of the relative supply curve
as the minimum relative price needed to support a given level of X/Y.
For X to increase production relative to Y, it needs to draw resources
out of Y, and in the usual model without cross-sectoral externalities, a
higher relative price of X is needed to give X producers enough money
to lure the factors from Y. However, in the current model, an increase
in X production destroys environmental capital and this lowers produc-
tivity in Y. Hence an increase in X production can allow X producers to
attract factors fleeing a declining Y industry at lower prices than before.
Hence increased X production can be supported at a lower price. This
result is due to the nonconvexities in the long-run production fron-
tier caused by the cross-sectoral externality (Starrett 1972; Baumol and
Bradford 1972).
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A downward sloping relative supply curve has a number of inter-
esting implications. First, there is the possibility of multiple equilibria
in autarky (this would occur if the relative demand curve was flatter
than illustrated in the figure). Countries with very similar endowments
and preferences may look quite different prior to trade because of the
differences in natural capital. That is, history matters, and can affect
comparative advantage via its long-run effects on a country’s natural
capital.

Second, very similar countries may end up trading and experience
very different environmental consequences because of trade. This is the
case illustrated in the figure. Point A is a (Marshallian) stable autarky
equilibrium.10 If the countries are identical, then both will have iden-
tical prices prior to trade. There is therefore no comparative advantage.
However, a no-trade equilibrium is unstable. Suppose trade is free and
both countries are at A. Now suppose X producers in the North ran-
domly start producing more X. This will deplete natural capital, which
raises costs in Y and creates a comparative advantage for North in X.
Hence an initial movement away from point A in North will be rein-
forced via trade. Moreover, North’s movement away from A causes
changes in South as well. The flip side of North’s comparative advan-
tage in X is a Southern comparative advantage in Y. Hence South starts
exporting Y. But this draws resources out of X in the South, which causes
its natural capital to regenerate and reinforces its comparative advan-
tage. Hence one can show that the only stable equilibrium in this model
involves trade between countries which were initially identical. More-
over, there is a lock-in effect. The changes in natural capital induced by
trade tend to amplify differences between countries.

What are the implications for the pollution haven hypothesis? Sup-
pose that North had more stringent environmental policy than South
(but that the countries were otherwise identical)—for simplicity think
of a quota on X production. This would mean that North had more
environmental capital than South prior to trade, and would give North
a comparative advantage in Y. This model therefore yields a pollution
haven result. Moreover, the presence of natural capital strengthens the
pollution haven effects—small changes in policy can lead to lock-in as
noted above, so once a country becomes a pollution haven it may be
hard to escape. Other differences between countries (such as differences
in human capital abundance) can still dominate differences in envi-
ronmental policy in determining trade patterns. But it is more difficult
for these other factors to offset the pollution haven effect once natural
capital is depleted.
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Finally, this example highlights how the type of natural capital deple-
tion can have a significant effect on how trade affects a country’s
environment. Recall that in the case of renewable resource depletion,
trade can actually help a country’s environment by taking pressure off
the depleted resource. That is, when the externalities affecting natu-
ral capital are internal to an industry, depletion of natural capital can
ultimately create a comparative disadvantage for the industry caus-
ing environmental harm. On the other hand, when the externalities
caused by natural capital depletion are cross-sectoral, the depletion of
natural capital actually ends up giving the industry causing environ-
mental harm a comparative advantage. Trade exacerbates the problem
of natural capital depletion in this case.

5 Consumption-generated pollution

Most discussions of the competitiveness and pollution haven hypothe-
ses have tended to focus on production-generated pollution.11 Much
pollution, however, is generated by consumption. Automobile emis-
sions, home heating, and postconsumer packaging waste are all exam-
ples of consumption-generated pollution. Although the line between
consumption and production can be blurred, especially when consider-
ing intermediate goods, the key distinction here is that there are some
goods that are traded, but that generate pollution only when used by
final consumers. This means that if consumption is going to occur
within a given jurisdiction, producers cannot avoid the environmental
regulations by shifting production elsewhere. Effective pollution regula-
tions will target any good consumed within the jurisdiction, regardless
of whether it is produced locally or imported.

The effects of pollution regulation on competitiveness can be very
different with consumption-generated pollution than when pollution
is production-generated. In Figure 7.6, I use a simple partial equilib-
rium model of an import-competing industry to illustrate the issues.
Suppose X generates pollution during consumption. Let D denote the
demand curve.12 In the absence of pollution regulations, domestic
supply is S0 and the world price of imports is p0. Domestic produc-
tion is initially x0, consumption is d0, and imports are initially M0.
Suppose now that the government imposes a product standard that
reduces the environmental damage caused during consumption. The
same standard applies to all goods consumed in the country, regard-
less of whether they are imported or produced domestically. Let c
be the (constant) unit cost of complying with the product standard.
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Figure 7.6 Effect of a product standard on competitiveness

Initially assume that this cost is the same for both domestic and foreign
producers. Then the world price shifts up to p + c, and the domes-
tic supply curve shifts up vertically by the amount c. Consumption
has fallen because the domestic price is now higher. However, notice
that the incidence of this decline in sales is borne entirely by for-
eign producers. Imports fall from M0 to M1 but domestic production
remains unchanged at x0. Tougher environmental regulations have not
made the domestic industry less competitive than before. Because both
foreign and domestic producers have to comply with the environmen-
tal regulations, the market price increases to cover the costs of the
product standard. There is a “level playing field.” In contrast, with
production-generated pollution, only the domestic firm has to comply
with the regulations, and so the price of imports need not increase in
response to new regulations; hence the domestic industry becomes less
competitive.

Domestic and foreign compliance costs need not be identical—the
example illustrated is only one possibility. Suppose that it is less costly
for domestic firms to comply than for foreign firms. Then in Figure 7.6,
the product standard would shift up the domestic supply curve by less
than the upward shift in the import price. Consequently, tighter envi-
ronmental regulations would lead to an increase in sales by domestic
firms. Of course if it were more costly for domestic firms to comply
than foreign firms, then domestic sales would fall—however the loss
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of competitiveness would still not be as significant as in the case of
production-generated pollution.

These results have important implications for both empirical work
and policy. Work investigating the effects of environmental policy on
competitiveness needs to carefully distinguish between consumption-
and production-generated pollution, because the predicted effects differ.
The policy implications will be discussed in more detail later, but here
it suffices to note that firms may sometimes have an incentive to lobby
for more stringent environmental regulations because it may give them
a cost advantage relative to foreign rivals.

6 How does globalization affect environmental policy?

6.1 Implications for efficient policy

In the classic approach to normative economic policy, openness to inter-
national trade and investment does not have a qualitative effect on
the design of efficient environmental policy. In a small open economy,
the optimal environmental policy in both a closed or open economy
requires that environmental externalities be fully internalized (Dixit
1985 remains a classic exposition). In a standard pollution problem,
for example, this requires that pollution taxes be set equal to marginal
damage. If pollution quotas are instead used, then they should be set so
that the (general equilibrium) marginal abatement cost equals marginal
damage.

Trade liberalization does not alter the rule for setting efficient envi-
ronmental policy. However, it will alter the level of policy. In the case
of pollution, efficient policy requires that marginal abatement costs (or
marginal benefits of polluting) be equal to marginal damage as illus-
trated in Figure 7.7. Marginal benefits of polluting depend on goods
prices, capital stock, and factor markets. Trade liberalization can cause
the marginal benefit curve to shift either in or out. Trade liberalization
causing an expansion of pollution-intensive industries either via output
price increases, new market opportunities, or foreign investment inflows
will shift out the marginal benefit of polluting. On the other hand, if
openness causes the polluting sector to contract, or if openness allows
access to lower-cost abatement services or technology, then the marginal
benefit curve shifts in. The marginal damage curve depends on the char-
acteristics of the pollutant and the harm it causes; and this is influenced
by income and prices. If trade increases real income, the marginal dam-
age curve will shift up since environmental quality is a normal good.
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Figure 7.7 Effect of a trade liberalization on pollution tax in export sector

The net effect of trade on pollution levels and the stringency of policy is
ambiguous. However, if trade causes an expansion of pollution-intensive
activity, then both the marginal benefit and marginal damage curves
should shift up and so efficient pollution policy should become more
stringent. This implies that it is important that the institutions respon-
sible for setting and enforcing environmental policy be responsive to
changes in the trade regime.

If environmental policy is inefficient then the social costs of the
inefficiency in policy will be amplified by increased openness. This
is most clearly illustrated by thinking about capital mobility. If pol-
lution policy is too weak, then there is excessive production in the
pollution-intensive sector. If increased openness attracts foreign invest-
ment to that sector, production in the polluting sector will increase
and the costs of inefficient policy will be magnified. Formally, this is
an application of the Le Chatelier Principle—the response of the pol-
luting sector to changes in the pollution tax from its optimum level is
bigger in an economy open to foreign investment (see Copeland 1994;
and Neary 2006).

6.2 Race to the bottom: Weak environmental policy as a
production subsidy

Much of the concern in policy debates about trade and environment is
that governments will not choose to implement efficient environmental
policy and that openness to trade and investment will amplify this.



January 12, 2010 17:14 MAC/EGTS Page-237 9780230_232471_09_cha07

Brian R. Copeland 237

There are several reasons why policy may be inefficient, but here I will
focus on two. First, a large country may wish to exert its monopoly
and monopsony power in international markets and influence its terms
of trade. This can be done by using trade policy; however if free trade
agreements preclude the use of trade policy, governments may look
for substitutes—manipulating environmental policy is one possibility.
Second, environmental policy is influenced by political economy con-
siderations. Governments face pressure to help industries become more
competitive, to preserve and promote employment, and to help main-
tain profits of influential firms. There are many instruments available
to do this, but trade agreements tend to reduce the ability of govern-
ments to use trade policy and subsidies to achieve these ends. Again,
manipulation of environmental policy may be an option.

Both the terms of trade and political economy motives for interven-
tion highlight a key challenge for trade agreements. Trade agreements
are incomplete contracts. They restrict explicit barriers to trade, some
domestic policy instruments (such as some subsidies), and some overtly
discriminatory behavior. But they leave most domestic policy instru-
ments to the discretion of governments. Because any domestic policy
that affects either domestic demand or supply has an influence on
trade, it can be used as a substitute for trade policy. For example, a
government that previously favored an export industry with export
subsidies still faces the same incentives to favor the industry after a
trade agreement has been signed. All that has changed is the available
policy instrument set. Since weak environmental policy is an implicit
subsidy, the government may face pressure to weaken environmental
policy. This, in essence, is what lies behind the race to the bottom
argument.

How well does this argument hold up? The evidence reviewed ear-
lier that environmental policy does affect trade and investment flows
suggests that manipulation of environmental is indeed an option for a
government that faces pressure to favor a polluting industry. The theo-
retical case for such intervention is, however, less clear. The results are
mixed, and depend on market structure, the type of pollution, and the
government’s motivation.

First, it is important to distinguish between production- and
consumption-generated pollution. This point has been emphasized by
McAusland (2008). As was illustrated earlier in Figure 7.6, while more
stringent environmental policy reduces competitiveness in the case of
production-generated pollution, that need not be the case when there
is consumption-generated pollution. Indeed, McAusland shows that a
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government responding to the interests of polluting firms will weaken
environmental policy in the case of production-generated pollution, but
may tighten up policy if pollution is consumption-generated. The intu-
ition is based on the asymmetry in the incidence of regulation across
the two types of pollutants. Since both domestic and foreign firms are
equally affected by environmental regulations targeting consumption-
generated pollution, political resistance by producers will be weaker
than in the case of production-generated pollution where regulation
affects domestic producers but not foreign producers.

Second, environmental policy is only one of many instruments avail-
able for governments to protect domestic producers. Although trade
agreements may increase the pressure on governments to look for alter-
native ways of protecting firms, governments also have to be wary of the
costs of these alternative instruments. Weaker environmental policy will
increase pollution, which increases social costs. These costs have to be
weighed against the political costs of other instruments, such as changes
in domestic taxes or subsidies, or other regulations that affect the firm.
Most of the literature avoids this issue by simply assuming that envi-
ronmental policy is the only available instrument. This point has been
emphasized by Wilson (1996). A couple of recent papers by Sturm (2006)
and Kawahara (2008) have taken the multiple instrument issue seriously
by using a Coate and Morris (1995) framework. In these papers, con-
sumers will vote out a government that blatantly subsidizes polluting
industry. A government captured by domestic pollution-intensive indus-
try may exploit imperfect information about the marginal damage from
pollution by weakening environmental policy (and falsely claiming that
marginal damage is low).

A third theme in the literature is robustness of results. If govern-
ments are motivated by terms of trade concerns, then the optimal trade
policy targeting the polluting sector is an import tax if the polluting
industry is import-competing, and an export tax if the polluting indus-
try is a net exporter. Hence a government motivated only by terms of
trade motives would have incentives to tighten up polluting policy on
exporters and weaken it in the import-competing sector. Similar robust-
ness issues arise when firms are imperfectly competitive. Barrett (1994)
applies the Brander/Spencer (1985) strategic trade policy argument to
pollution policy. In that model, governments have an incentive to pro-
vide an export subsidy for exporting firm with market power engaged in
Cournot competition with foreign rivals. As Brander and Spencer show,
this gives the domestic firm a strategic advantage relative to its foreign
rivals, and can shift profits from foreign firms to the domestic firm.
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If export subsidies are banned, then Barrett shows weak environmen-
tal policy will accomplish the same goal, and in some cases the benefits
of this rent-shifting effect can more than offset the cost of increased pol-
lution. However, Barrett also draws on other results in the strategic trade
policy literature to show that this result is not robust to different mar-
ket structures. Although the model predicts weak environmental policy
when there is only one domestic firm, it predicts overly strong environ-
mental policy when there are several domestic firms (this is because the
terms of trade argument for an export tax dominate the rent-shifting
argument once there are more than three domestic firms). And the
model predicts excessively weak environmental policy under Cournot
competition, but excessively stringent environmental policy when firms
engage in price competition. Hence although both the terms of trade
and strategic trade policy literature do predict that governments have
an incentive to manipulate environmental policy, there is no consensus
on whether it would end up being too strong or too weak.

The predictions of the political economy literature are much more
robust, at least in the case of production-generated pollution. Polluting
firms have incentives to pressure governments for weaker environ-
mental policy to improve their competitiveness. Whether or not the
government delivers depends on domestic institutions, the responsive-
ness of the government to preferences of the consumers, and on which
interest groups have relatively strong influence with the government.

The empirical evidence on the responsiveness of environmental pol-
icy to trade and investment is limited. Gawande (1999) has fairly
convincing evidence that governments do respond to tariff reductions
by implementing substitute policies, but he does not focus on environ-
mental policies specifically. Ederington and Minier (2003) find evidence
that the stringency of US environmental policy in the manufacturing
sector is negatively correlated with import penetration, a result that is
consistent with tariff substitution. But this is an issue on which much
more empirical work is needed before we can come to conclusions.

6.3 Market access: Environmental policy as a trade barrier

While the “race to the bottom” literature is driven by concerns that
trade liberalization may lead to weak environmental policy, there are
also concerns that environmental policy may be manipulated (and in
some cases set too stringently) to restrict access by foreigners to domestic
markets. While it is clear that protectionist governments have incentives
to impose more stringent environmental regulations on foreign firms
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than on domestic firms, trade agreements for the most part prohibit
overt discrimination in two ways.

First, there is a distinction between process standards and product
standards. Process standards refer to restrictions on how a good is pro-
duced (such as emission intensity of production), but which do not
affect its final characteristics. Product standards refer to restrictions on
the characteristics of a product (such as the emissions generated during
consumption). Trade agreements generally do not allow governments
to impose process standards or pollution content taxes on imports.
That is, the norm is that environmental policy that targets production-
generated pollution will vary across countries, and noncompliance with
such standards is not legitimate grounds for restricting market access.13

Such a norm is consistent with efficiency arguments that imply that
for pollution with country-specific effects, the optimal environmen-
tal standard should vary across countries (because of differences in
incomes, local climate, geography, and pressures on the local envi-
ronment). However, because weak environmental policy is an implicit
subsidy to pollution-intensive production, the regime is inconsistent
with WTO rules which allow governments to impose countervailing
tariffs in response to export subsidies. Nevertheless, implementation
of a “green countervail” regime would almost certainly be unwork-
able because of the difficulty in establishing the efficient environmental
policy in every relevant case.14

Second, while governments are free to impose product standards, and
make compliance with such standards a condition of market access,
trade agreements discipline the use of such standards in various ways.
The World Trade Organization (WTO) uses a national treatment rule—
foreign products are expected to be subject to a standard no more
stringent than that applied to local products. More recently, the WTO
has required that there be some scientific basis for product standards
as well. Other trade agreements go farther—in the European Union, for
example, there is some centralization and in many cases harmonization
in the regulation of product standards.

The analysis of the interaction between market access and environ-
mental policy remains an active area of research. There are two key
themes in this literature. The first is that even in a national treat-
ment regime, governments have considerable scope to manipulate
standards to favor local producers (because of heterogeneity between
local and foreign producers in compliance costs for different types of
standards). See, for example, Fischer and Serra (2000), Copeland (2001),
McAusland (2004), and Battigalli and Maggi (2003). The second issue is
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that nondiscrimination policies may constrain governments and make
it more difficult to implement appropriate environmental regulation
(see, for example, Gulati and Roy 2008). This continues to be a con-
tentious area in the policy realm, since many trade disputes (such as the
shrimp-turtle case, restrictions on genetically modified organisms, and
the beef hormone case15) revolve around tensions between market access
and the flexibility of governments to design their own environmental
policies.

7 Conclusion

This review of the effects of globalization on the environment has taken
a “big picture” focus, asking whether there are systematic reasons why
more open economies will have more environmental problems than
less open economies. The evidence to date is that while growth and
capital accumulation put significant pressure on the natural environ-
ment, there is as yet little convincing evidence that openness to trade
and investment per se increases environmental damage, on average.
However, it is important to keep in mind that behind these averages
lie many individual cases where trade will have significant effects on
local communities. Trade can threaten the sustainability of renewable
resources when the management regime is weak, and the depletion of
such resources can have long-lasting negative effects on communities.
And while weak environmental policy alone is not the major determi-
nant of trade patterns, it is a contributing factor, and so industries that
are both pollution intensive and intensive in unskilled labor will often
end up in regions with relatively weak environmental policy.

Another reason not to be too complacent is that a major lesson from
the literature on trade and the environment is that active policy inter-
vention matters for environmental outcomes. This is perhaps at the root
of some of the tension that arises at times between those working toward
liberalized trade and those working for a more sustainable environment.
In the trade liberalization agenda, much of the focus is on convinc-
ing governments to dismantle policy regimes that they have created to
protect local industry. In contrast, the environmental agenda requires
the creation and enforcement of policy regimes: setting up tax, quota,
and other regulatory mechanisms to internalize externalities and ensure
environmentally friendly outcomes. There is no reason in principle for
these two agendas to be in conflict—in both cases, the goal is to ensure
everyone faces the true social costs of their activities. But in practice, the
agendas are different, and this creates challenges in the policy arena.
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Notes

1. For other reviews, see Copeland and Taylor (2004), Brunnermeier and
Levinson (2004), and Sturm (2003).

2. See Grossman and Krueger (1993) for an early application of the scale, com-
position and technique decomposition and Copeland and Taylor (1994,
2003) for a theoretical treatment.

3. See, for example, Arrow et al. (2004) and Brock and Taylor (2006).
4. Copeland and Taylor (2004) distinguish between the pollution haven effect

and the pollution haven hypothesis. In that terminology, a pollution haven
effect exists if more stringent environmental policy reduces competitiveness
in the sense discussed above. The pollution haven hypothesis is defined in
the same way as here—it is satisfied if trade or investment liberalization shifts
pollution-intensive production to jurisdictions with weak environmental
policy.

5. This model is based on Copeland and Taylor (2003), which, in turn, was
derived from Copeland and Taylor (1994). See Pethig (1976) for an early
pollution haven model with exogenous policy differences.

6. Formally, we can think of the number of agents being the same across coun-
tries, but with North’s workers having more effective labor (more human
capital) and more physical capital.

7. In more general models, with a positive discount rate, resource managers
may rationally choose to deplete the stock.

8. On the possibility of a downward ecological spiral, where natural capital
depletion reduces income, which leads to more policy failure, which leads
to more natural capital degradation, see Daly (1993); for a formal model see
Copeland and Taylor (1997).

9. This work has its roots in Demsetz (1967) and the enclosure models of Cohen
and Weitzman (1976) and De Meza and Gould (1992).

10. Marshallian stability is the relevant stability condition here because we are
considering a long-run equilibrium and it is adjustments in natural capital
that lead to a steady state equilibrium. During an out-of-equilibrium adjust-
ment process, markets clear at every point in time, but the level of natural
capital may still be evolving. If we consider a price just below that at A, then
supply is greater than demand. Hence X production will fall, which causes
natural capital to replenish, which moves us back toward A. See Copeland
and Taylor (1999).

11. McAusland (2008) notes that of the hundreds of papers available on trade
and environment, fewer than a dozen consider consumption-generated
pollution.

12. The marginal social benefit of consumption—which I have not illustrated
to avoid cluttering the diagram—is lower than demand because of the
consumption-generated pollution externality.

13. The issue is more complex in the case of transborder pollution, or in the
case of international agreements targeting the environment (such as to
protect endangered species). In these cases, governments have sometimes
used compliance with environmental standards as a condition of market
access.
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14. This applies to local pollutants. If there is international agreement on a target
for a global pollutant (such as carbon emissions), then a green countervail
approach would be much more feasible.

15. See, for example, Weinstein and Charnovitz (2001) for a discussion of these
and other cases.
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Corporate Environmentalism:
Doing Well by Being Green
Geoffrey Heal

Introduction

Corporations are often, and quite justifiably, accused of harming the
environment. Many of their production processes and products degrade
the environment. Yet a certain number of corporations, probably an
increasing number, go considerably beyond what is required of them
legally in minimizing their environmental impact. They meet legal lim-
its on environmental impacts and then go beyond these. This has been
called “overcompliance,”1 a descriptive, if not elegant, phrase designat-
ing going well beyond what is required by laws and regulations in force.
Very visible examples are British Petroleum (BP), Starbucks, Heinz, and
the banks that have adopted the Equator Principles. In 1997, before the
Kyoto Protocol was signed, John Browne, then the CEO of BP, publicly
recognized the reality of climate change and the contribution of fossil
fuels, and pledged to reduce BP’s emissions of greenhouse gases below
1990 levels by 2005. BP met its targets, and clearly deployed consider-
able managerial resources in doing so. Interestingly, BP claims to have
made money from this overcompliance, to the tune of $630 million,
mainly through capturing and selling rather than flaring the gases asso-
ciated with oil fields.2 Starbucks operates in a very different business,
and has also found overcompliance to be worthwhile. Growing coffee
on plantations usually requires cutting tropical forests, while the alter-
native of shade-grown coffee allows the growers to maintain a good
fraction of the original forest cover and associated biodiversity. Yield-
ing less per acre, it is a more costly though more environmentally
benign way of producing coffee. Starbucks has promoted the sale of
shade-grown coffee, and, in conjunction with the non-governmental
organization (NGO) Conservation International, worked with coffee
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growers to teach then how to produce high quality coffee with low
environmental impact. There was clearly no legal obligation on Star-
bucks to do this.3 In 1990, Heinz encountered criticism for selling tuna
caught in a way that killed dolphins, and chose in response to source
its tuna in a more expensive but dolphin-friendly way.4 Again there was
clearly no legal pressure to take this action, and no possibility of such
pressure. In 2003, a group of large international banks—Citibank, ABN
Amro, Barclays, WestLB, and others—agreed to make project finance
loans only on projects that meet quite strict social and environmen-
tal standards, standards laid out initially by the World Bank and the
International Finance Corporation. They require borrowers to have an
independent environmental impact assessment of the proposed project,
and to agree to an environmental management plan. Failure to comply
with this can be seen as a default on the terms of the loan and can lead
to the termination of the loan.5 There are many similar examples,6 but
these suffice to make the point that overcompliance on environmental
and social issues is a real phenomenon consuming significant resources
at large corporations.

Why do corporations overcomply, going beyond what is legally
required of them? The explanation I shall advance here is that they
do this to internalize external effects, something that they find in their
long-term interests because it reduces the sources of conflicts between
them and society. The key point concerns the alignment of corporate
and social interests. When there are external effects, the interests of cor-
porations and of society are not aligned: maximizing profits does not
lead to the social good. In contrast, in the ideal world of economic
theory, with no market failures, maximizing profits leads the economy
to a Pareto efficient outcome, which is assumed (indeed defined) to
be good for society. A Chief Executive of General Motors, “Engine”
Charley Wilson, once said that “What’s good for General Motors, is
good for America.” In a world without market failure, he would have
been correct. In the world we live in, he was not, the principal reason
being the differences between the private and social costs of making
and using automobiles. But by reducing these differences, a company
can bring private and social goals into closer alignment. Nonalignment
can lead to conflicts with society, often costly and damaging to the cor-
poration. Conflicts can lead to actions against a company by NGOs,
to lawsuits, to regulatory intervention, and to loss of brand image and
corporate reputation. On the other hand, a reputation for being envi-
ronmentally considerate can enhance a company’s image in the eyes
of consumers and improve its relations with regulators. It was actions
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against Citigroup by an NGO that led to the Equator Principles: Citi
was criticized for allegedly making loans on projects that led to defor-
estation, and the Rainforest Alliance carried out an aggressive campaign
trying to persuade customers to end their banking relationships with
Citibank because of this—a clear illustration of a private–social cost dif-
ferential leading to conflicts with potentially costly consequences to
Citigroup. Something similar happened with Heinz: They were criti-
cized by environmentalists and then the general public for supporting
fishing methods that harmed dolphins, an external effect once again,
and chose to adopt instead fishing methods that are “dolphin friendly”
and produce no such externality. Interestingly, both BP and Starbucks
acted without outside pressures from environmental groups or the pub-
lic: both acted to forestall such intervention and boost their public
images, and have built on these moves extensively in their subsequent
promotion campaigns.

Capital markets and externalities

Reducing external effects is not just a matter of improving a firm’s image
with consumers, but can also affect its market valuation. There is a
growing body of empirical evidence that stock markets dislike compa-
nies with negative environmental records. The first study to document
this was Hamilton’s in 1995:7 he conducted an event study of the first
ever release of the US Environmental Protection Agency’s (EPA) Toxics
Release Inventory (TRI). This is a detailed listing of the emissions of cer-
tain toxic chemicals by manufacturing establishments meeting (fairly
minimal) size restrictions, and since 1987 has been compiled and made
publicly available annually as part of the EPA’s “name and shame”
campaign to reduce pollution that is not illegal. Hamilton found that
featuring on this list had a significant negative impact on share prices,
and that the larger the emissions, the more the impact. Subsequent
studies have confirmed this effect and found similar effects in other
countries.8

A recent report by analysts of Union Bank of Switzerland (UBS),
apparently unaware of the studies by Hamilton and others, provides an
explanation for this reaction on the part of capital markets. In a recent
report on corporate social responsibility (CSR),9 it comments on the
connection between social and environmental behavior and the reduc-
tion of liabilities: “If a firm or industry ‘externalises’ costs, the affected
stakeholder is very rarely given the opportunity to agree the transfer of
costs, and so the ‘price’ (perhaps very small in the eyes of the firm but
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very large in the eyes of other stakeholders) is not negotiated at the time
when costs are externalised. The danger to firms is that, if the balance of
power between stakeholders changes, the price of the exchange may be
renegotiated at a future date, and sometimes, but not always, in a court
of law.” They are arguing here that externalization of costs will gener-
ally produce a potential liability to the externalizing company, implying
that reducing external costs is a mechanism for reducing potential liabil-
ities. Developing this point further, UBS goes on to comment that “The
US Environmental Protection Agency (EPA) has devised a useful defini-
tion of a potential environmental liability, which we have adapted here
to cover the broader concept of corporate social liability:

• A corporate social liability is an obligation to make a future expen-
diture due to past or ongoing manufacturing or other commercial
activity, which adversely affects any aspect of the environment, the
economy, or society.

• A potential corporate social liability is a potential obligation to make
a future expenditure due to past or ongoing manufacturing or
other commercial activity, which adversely affects any aspect of the
environment, the economy, or society.

• A ‘potential corporate social liability’ differs from a ‘corporate social
liability’ because an organization may have an opportunity to pre-
vent the liability from occurring by altering its own practices or
adopting new practices in order to avoid or reduce adverse environ-
mental, economic or social impacts.”

UBS goes on to argue that corporate balance sheets should carry warn-
ings about potential corporate social liabilities, and that valuation exer-
cises by stock market analysts should take these liabilities into account.
In this they are close to a recommendation of the UK government,
which in a White Paper “Modernising Company Law” published in
July 2001 proposed that each company publish every year an Operating
and Financial Review (OFR) analyzing and discussing the main factors
and trends affecting the company’s performance. These would include
any social and environmental factors that might affect the shareholders’
evaluation of the company’s prospects.

Other studies confirm a relationship between environmental perfor-
mance and financial valuation. Konar and Cohen look at the relation-
ship between the market-to-book ratio, the ratio of the stock market
value of the company to the cost of its tangible assets, and a range of
environmental factors, including TRI data and environmentally based
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lawsuits against a company. After allowing for the effects of a broad
range of control variables, they find a negative relationship between
poor environmental performance and market-to-book. A rather differ-
ent class of studies of the connection between social, environmental,
and financial performance is represented by that of Dowell Hart and
Yeung (DHY).10 Measuring the market-to-book ratio, they found a pos-
itive correlation between this and environmental performance. Their
study is restricted to US manufacturing companies that are in the
S&P 500 and that operate both in the United States and in middle-
income developing countries.11 For the study the authors divided the
firms into three categories according to their environmental policies.
In the first category were those operating a uniform worldwide stan-
dard above that required in the United States. In the second category
were those operating at US environmental standards worldwide even
if this involves exceeding legally required standards outside the United
States, and in the final group were those adopting standards lower than
the US in countries where this is permitted. Clearly the first group has
the highest environmental standards, and is setting its own worldwide
standards above those of the US, which in areas other than greenhouse
gas and vehicle emissions are generally the highest. The second group,
operating globally at US standards, has the next highest performance
and the third group, which is taking advantage of lax local laws in
some countries, has the lowest. It is this measure of environmental
performance—membership of one of these three groups—that DHY find
to be correlated with the ratio of stock market value to the cost of tan-
gible assets. Firms in the first group have higher market-to-book ratios
than those in the second, whose market-to-book ratios are in turn on
average higher than those of firms in the third group.

The DHY study was pioneering and has justly been the focus of
much attention. However, it is important to note that their measure
of environmental performance is self-reported and is not independently
audited: companies were asked to state which of the three categories
they fell into and this statement was not checked. And of course there
is the standard comment that correlation does not imply causation, so
that the correlation between market-to-book and environmental perfor-
mance could arise from one or more other factors that are causing both.
This is why the event studies of the relationship between stock price
movement and the release of information about environmental perfor-
mance are significant: they can cut through this ambiguity. In spite of
these limitations the DHY paper raises interesting questions and is a step
forward in connecting one aspect of environmental performance with
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capital markets and financial performance. One particularly thought-
provoking comment by the authors is that capital market valuations
internalize externalities—that is, the capital markets recognize differ-
ence between private and social costs and treat the excess of social
over private as a liability that the corporation will have to meet at
some point.12 This is completely consistent with the findings from
the event studies and with the interpretation of assuming social and
environmental obligations suggested here.

Fisman Heal and Nair use a rather different set of data. A num-
ber of companies make their livings by selling ratings of corporations
by their social and environmental performance. One of these is KLD
Research and Analytics of Boston. Using data from KLD, Fisman Heal
and Nair (FHN) construct three different measures of social performance:
one environmental, one related to the treatment of employees, and
one based on relationships with the community in which the com-
pany operates. The environmental measure reflects pollution, energy
use, waste generated, and a range of other activities with environmental
impacts. The employee-oriented measure reflects relations with unions,
gender and race diversity in the labor force, employee lawsuits, wage lev-
els, and other measures of the treatment of employees. The community
measures are based on various measures of giving to the community,
support of low-cost housing, and support of educational and cultural
objectives. One interesting fact to emerge from this distinction between
the different measures of social performance is that firms that rate highly
for one type do not necessarily rate highly for others, and indeed in
general do not. As we look across different firms we see little correlation
between their three scores. Some firms are rated highly on the environ-
mental measure, others on the community measure, and others provide
superior treatment of their employees. Few are good at all, and some are
good at none.

FHN focus mainly on the community measure, as prior studies have
dealt comprehensively with the environmental dimension. We find a
correlation between community-oriented performance and market-to-
book ratios, even after allowing for differences between firm sizes and
for differences between industries. We also conclude that this is more
important financially for companies that advertise heavily, suggesting
that social performance matters financially most to companies to whom
image and visibility are important. We also infer tentatively that the
level of social performance relative to other firms in the same industry is
more important than the level on its own. This, like the result on adver-
tising and social performance, suggests that consumers are evaluating
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firms according to their social performance and choosing those with
stronger positions. Our finding here is similar to a finding of King and
Lennox13 that a firm’s environmental performance relative to the rest
of its industry matters for its financial performance. This result is tenta-
tive, but is important, as an understanding of how consumers react is of
critical importance to firms considering their social policies. When ask-
ing what kinds of firms tend to rate highly for social performance, we
again find that advertising expenditure is an important variable: firms
that spend more on marketing tend to rate higher. This is consistent
with the idea that social performance matters for firms for which image
and brand reputation are important variables.

The impact of SRI funds

The rapid growth of Socially Responsible Investment (SRI) Funds is
an interesting aspect of recent capital market history. The aim of SRI
investors is, in some general sense, to use their power in capital markets
to do good. And they hope to do well financially in the process. Whether
they do is a controversial matter, and not our concern here.14 Our con-
cern here is with what their impact has been, and whether they have in
fact had a positive influence for the causes that they seek to support with
their investment strategies. There are three strands of SRI—screened
investment, shareholder activism and community investment—and the
answers are rather different for each. Puzzlingly, although there is a
plethora of studies of the return to screened SRI funds, there is a paucity
of studies of their impact. Researchers have either not been interested
in whether they have attained their social and environmental goals, or
have not seen how to check this. In fact the latter is likely to be the
case: it is not easy to see how to check for the impact of SRI funds.
By avoiding the shares of certain companies they are shifting demand
away from these, and to the extent that share prices depend on supply
and demand this may lead to lower prices. Lower share prices will con-
cern managers, partly because they are themselves shareholders, partly
because other shareholders will be disturbed and may press for changes,
and partly because lower share prices raise the cost of capital to a com-
pany. Lower share prices mean that more shares have to be sold to raise
any given amount of capital, so that more of the company has to be sold
to reach given capital goals. However, it is not obvious that by avoid-
ing certain companies SRI funds will in fact reduce their stock prices. If
stock prices depend on expected future earnings, a widely accepted the-
ory of stock prices in the long run, then the fact that SRI funds avoid
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a company will not affect its stock price, as expected future earnings
will not be affected by the funds’ behavior. A drop in a price to below
expected future earnings because of selling by an SRI fund will just pro-
vide an attractive buying opportunity for others in the market. This is
not to deny that information about its CSR performance may affect the
market’s expectations of a company’s future earnings.

The studies discussed above have some bearing on this issue. We
noted that a company’s market-to-book ratio is correlated with its
social and environmental ratings. We discussed various explanations
of why this might be, including the effects of positive environmen-
tal and social behavior on a company’s performance. In fact there is
another explanation: if a company’s market value is correlated with
its social and environmental ratings, this could reflect the fact that
SRI funds, guided by the SRI ratings, are demanding its shares and
inflating its market value. Rather than social and environmental per-
formance raising valuations, it may be that CSR rating acts as a buy
signal for SRI funds and raises valuations. So the results we have already
seen are consistent with the idea that SRI funds are lowering the cost
of capital to highly rated companies, although they certainly do not
prove this. In fact if this were the case it would imply that SRI funds
are paying above average for their shares and would probably imply
lower returns for them in the long run, which does not seem to be
the case. If we accept the suggestions that superior social and envi-
ronmental performance lead to higher stock market valuations, then
none of this greater valuation may be attributable to the actions of SRI
funds.

The behavior of companies with respect to social and environ-
mental indices such as the Dow Jones Sustainability Index (http://
www.sustainability-indexes.com/) and the Financial Times’ FTSE4GOOD
(http://www.ftse.com/ftse4good/index.jsp) provides interesting, if rather
casual, data on this point from a different perspective. Both indices
are claiming to rate companies according to their attainments in the
social and environmental area, broadly interpreted, and both are widely
known and very visible, given the families of which they are part. In
my experience, many large corporations have been willing to incur
significant costs to ensure that they are well-placed on these indices.
Presumably this implies that their senior executives see benefits in a
clear public recognition of their stature in the social and environmental
fields, and when I have spoken with them they have generally explained
this in terms of a better position in capital markets and better access to
capital, though none have cited hard evidence to support this idea.
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There is an interesting recent study that bears directly on the issue
of whether SRI funds have an impact on stock prices, suggesting that
they do. This paper, appropriately named “The Price of Sin: The Effects
of Social Norms on Markets,” studies the prices of the “sin stocks” that
almost every SRI fund avoids.15 These are stocks in companies that pro-
duce alcoholic drinks or tobacco products, or are active in gambling.
Alcohol, tobacco, and gambling are activities that most SRI funds screen
against; so if SRI funds have an impact on share prices, then it is likely
to be visible in the prices of these stocks. In particular an interesting
hypothesis is that if SRI funds are influential then they will tend to
depress the prices of sin stocks, so the prices of such stocks will be
less than would be expected on the basis of the company’s financial
performance.

An alternative hypothesis is that their boycotting these stocks will
have no effect: to the extent that SRI funds depress the prices of sin
stocks than other funds that do not operate ethical screens will find sin
stocks attractive buys and will buy enough to bring the price up to the
level that their profitability indicates. In other words, the boycotting of
these stocks by SRI funds will create arbitrage opportunities for other
funds.

Yet another possibility is that the market sees sin stocks as more
risky than the average because of the risk of litigation: this has cer-
tainly been a factor for tobacco firms in the last two decades. Perceived
riskiness will lower a stock’s price. The authors, Hong and Kacperczyk
(HK), check all of these ideas carefully. Specifically, HK test the follow-
ing hypotheses: that fewer institutional investors hold sin stocks than
other comparable stocks, that fewer analysts cover such stocks than
comparable stocks, that the market values of sin stocks are lower
than what should be expected from their financial characteristics, and
that companies whose stocks are sin stocks rely more on debt financ-
ing than comparable companies. Their data set supports all of these
suggestions.

The number of institutional investors holding sin stocks is less than
the average, as is the number of analysts who report on such stocks. So
they form a relatively neglected part of the market. HK’s findings on the
pricing of sin stocks are particularly interesting. Sin stocks behave like
value stocks—that is, stocks that are underappreciated and undervalued
by the stock market. Stocks that are undervalued often perform well as
they tend to catch up to the rest of the market, and this is what HK find
for sin stocks. Their prices are low but the total return to holding them is
above average. This is good for investors but of course bad for the issuers,
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and as a consequence companies in the sin businesses tend to raise less
money on the stock market and more on the debt market than compa-
rable companies: they are in financial terms more highly leveraged with
a higher debt to equity ratio. The authors also try to understand why
sin stocks offer a higher return than others. One possible explanation is
that they are seen as more risky, because of the chance of product liabil-
ity litigation. Stocks that are more risky than the average have to offer
a higher return than the average to find buyers. Another explanation is
that sin stocks are undervalued just because they are overlooked: some
investors are not interested and relatively few analysts cover them. HK
decide in favor of the latter explanation. In this they are guided by the
fact that after the tobacco settlements of the late 1990s tobacco compa-
nies were not at risk for further litigation, as claims against them were
settled, yet this did not change their market behavior.

The HK study is the first to give a clear answer to the question: do SRI
funds matter? The answer is a limited yes. We still do not know if the
prices of “good” stocks are helped by the activities of SRI funds, though
we do know that being green helps a company’s stock prices—but not
necessarily because of the actions of SRI funds. But we do now know
that SRI funds have a far-reaching effect on the issuers of sin stocks,
affecting their stock prices, who owns them, who follows them, and the
companies’ financial structures. So even if they do not help firms that
“do good,” SRI funds may punish the sinners.

When it comes to shareholder activism, matters are much clearer.
Corporate law in the United States, and indeed in most countries,
allows shareholders with a minimal stake in a company ($2000 in the
United States) to place items on the agenda of a shareholder meeting, to
place a 500-word supporting statement in proxy statement distributed
before the meeting, and to require that a vote be taken on these mat-
ters at meeting (the vote is not binding on the company). This is a
powerful mechanism for embarrassing management about alleged eth-
ical failures. The annual meetings of large corporations receive wide
press coverage and these critical resolutions produce negative public-
ity, possibly leading to boycotts and diminished retail sales. Shareholder
advocacy has been used by large institutional investors, such as the
California Public Employees’ Retirement System (CaLPERS) and the
College Retirement Equities Fund (CREF) in the United States, as a
route to more open corporate governance. Large investors have tried
to influence corporate policies on such matters as chief executive suc-
cession, board membership, and poison pills, although their success
rate is not clear.16 A small fraction of the resolutions submitted lead
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to the adoption of the recommended policy by the target corpora-
tion, although this statistic could be misleading because in some cases,
whose number is not known, the institutional investor will approach
the corporation before submitting a resolution to see if an agreement
can be reached without public debate. There is evidence that the
largest institutions have a higher success rate in these nonconfronta-
tional approaches than they do through formal resolutions, perhaps
not surprising given that formal resolutions will often be submitted
only after lower-key approaches have been tried and have failed. Two
informational intermediaries play an interesting role in the process of
voting on shareholder resolutions, Institutional Shareholder Services
(ISS) and the Investor Responsibility Research Center (IRRC).17 These
groups research the issues that arise in shareholder resolutions and make
recommendations to institutional shareholders on how to vote. Their
recommendations have been influential with institutional investors,
and both have been paying more attention to issues relating to CSR
in recent years.

Ethical investors can and do use this same route. According to a
report by the Interfaith Center on Corporate Responsibility, in 1999
SRI managers filed about 220 shareholder resolutions with more than
150 US companies. The largest number covered environmental issues,
with equity and corporate responsibility taking the next two places.
Most of these resolutions are not passed by the shareholders—and even
if they were, they would not be binding on the corporation. But the
aim is not to pass resolutions: it is to get an issue on the agenda of the
Board of Directors, and to start the company thinking about it. The pro-
ponents of the resolution see this as the start of a dialogue that may
last years before it is productive, although there have been occasions
on which shareholder activists find themselves knocking on an open
door. A notable case of this type was the decision by Home Depot, a
major US Do-It-Yourself outlet, to stop buying mature wood from endan-
gered forests. In this case, shareholder activism was accompanied by a
consumer boycott organized by rainforest-related NGOs. Baxter Inter-
national, a maker of health care products, also agreed to stop using
polyvinyl chloride (PVC) in some of its products. PVC releases carcino-
gens when it is burnt. Chevron and Exxon are facing similar actions by
environmental NGOs intended to force them to abandon plans to drill
in the Alaskan Arctic wildlife refuge. Another interesting achievement of
shareholder activism can be seen in a project run jointly by two major
brand names, Disney and McDonald’s. McDonald’s has exclusive restau-
rant industry marketing rights to Disney properties, including film,
home video, theme parks, and television, so that the two are in effect
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running a joint venture in the manufacture of Disney items for sale in
the branches of McDonald’s. At the instigation of several faith-based
investment funds that are shareholders in both groups, and in collabo-
ration with these groups, the two companies are investing considerable
effort and resources in monitoring the labor conditions under which
these products are made. This is not an easy undertaking: many compa-
nies have gone public with the problems they have encountered with
ensuring compliance with labor standards in China. In this process they
have enlisted the help of Chinese groups that are also concerned about
labor standards.

Consumer responses to environmental issues

Consumer responses to a company’s environmental and social stances
can affect their purchasing choices. A very elegant illustration of this
was provided by an experiment organized by Hiscock and Smyth at
the ABC Department Store in Manhattan. ABC is a rather upmarket
department store in Manhattan, itself an upscale location, so that the
generality of this experiment is probably limited. Nevertheless it is
thought-provoking. The experimenters found two competing ranges of
towels, both made in developing countries of organic cotton and under
fair trade conditions. Both were therefore exemplary from social and
environmental perspectives, but neither was labeled so in the store. The
experimenters first labeled one set of towels to indicate its social and
environmental credentials, and noted the effects on sales. They were
dramatic: sales of the labeled brand rose over those of their competi-
tors. Higher sales persisted even when the prices of the labeled items
were increased by 10 percent, and sales began to fall back to the original
levels only when prices were raised as much as 20 percent. Clearly con-
sumers were voting with their dollars for products with a positive social
and environmental angle. This conclusion is reinforced by a subsequent
rerun of the experiment: after the first round all labels were removed and
the towels were left unlabeled as initially. After a few months the exper-
iment was reversed—the previously unlabeled towels were now labeled
as organic and fair trade while the others remained in anonymity. Again
sales of the labeled towels took off.

So there clearly are consumers who judge products partly by their
social and environmental credentials, which can therefore be a aid in
marketing these products. The experience of the outdoor clothing brand
Patagonia in introducing organic cotton, which necessitated a price rise,
confirms this: they found no loss of sales in response to a carefully
explained replacement of regular by organic cotton and a simultaneous
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price rise of about 10 percent. These findings are consistent with the
FHN findings mentioned above, which indicate that socially responsi-
ble behavior can help the valuation of companies that spend heavily on
promotion and for which image presumably matters. Indeed it may be
behind some of the findings that environmentally responsible behavior
is correlated with high market-to-book ratios.

Unfortunately consumers are rarely well-informed about the environ-
mental characteristics of the products available to them, so this chain
of thinking suggests a possible role for better information in this field.
Clearly good companies have every incentive to represent themselves
as such, but of course so do bad ones, and consumers do not have
any obvious way of discriminating. It is possible that some aspects of
social or environmental behavior can emerge as signals that discrim-
inate between the genuine and the “green-washers,” as suggested by
Milgrom and Roberts and FHN, but there is clearly a role for third-
party certification systems, which, interestingly, have begun to emerge.
The Forest Stewardship Council (FSC) and Marine Stewardship Council
(MSC) are third-party independent agencies that certify that wood or
fish respectively are sustainably harvested. Until very recently they had
little leverage, but within the last year some high-profile corporations
have adopted them and will make them more widely known. For exam-
ple, Wal-Mart recently announced that within 5 years it would sell fish
only if certified as sustainably caught by the MSC. As Wal-Mart is the
largest fish retailer in the United States, this is a significant step and will
give the MSC additional significance. Unilever, one of the largest ven-
dors of fish products, has already committed to using only MSC-certified
products.

Conclusions

Corporations often go beyond what is legally required when it comes
to protecting the environment. There are many well-documented cases
in which they are clearly incurring significant costs to do this. Such
behavior requires an explanation. My suggestion is that they find it
in their own long-term interests to reduce the potential for conflicts
between themselves and the rest of society, and seek to do this inter
alia by reducing external effects, the classical purveyors of environmen-
tal damage. In so doing they may be rewarded by the stock market,
which seems averse to companies with bad environmental records. As
part of this phenomenon, they may avoid the attentions of socially
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responsible investors, whose boycotting of stocks seems capable of pro-
ducing undervaluation. They may also be rewarded by consumers, who
are clearly in some cases willing to pay extra for products whose social
and environmental credentials are clear to them.
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common-pool resource in
laboratory, predicted outcomes,
175–6

composition, 173–4
Nash Equilibrium, 176
N-person repeated appropriations

dilemma, outcomes, 176–7
structural changes in lab, 177–80;

“cheap talk,” 177;
“constitutional convention,”
180; covenanting experiments,
180; face-to-face
communication, 178–9;
information rule change, 177;
sanctioning experiments,
179–80

baseline incidence (fp), hospital
admissions, 36

267
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BEA, see Bureau of Economic Analysis
(BEA)

benefit-contingent goods, 156
biophysical final goods, 152–4
biophysical qualities, 152
boundary rules, 171, 183–8, 195
BP Statistical Review of World Energy

(2005), 101, 114, 117, 129
Bureau of Economic Analysis (BEA),

106

C

CaLPERS, 257
capital markets and externalities,

250–4
categories of firms, 252
companys trend and factors

affecting, 251
DHY study, 252–3
environmental policies, categories,

252
EPA’s “name and shame” campaign,

250
FHN, different data/measures,

253
King and Lennox study, 254
KLD Research/Analytics of Boston,

253
lawsuits against company, 251–2
market-to-book ratio, 252
“Modernising Company Law” (White

Paper), 251
‘potential corporate social liability,’

251
potential environmental liability,

251
reduction of liabilities, 250–1
stock market value, 252
toxic chemicals, emissions of,

250
capital stocks, levels/changes in,

99–110
capital-comprehensive investment,

changes, 108–10
environmental capital, 107–8
human capital, 103–6
natural capital, 100; forests, 102;

land, 103; metals and minerals,

101–2; oil and natural gas,
100–1; results for, 103

oil capital gains, 106–7
reproducible capital, 106

chemical smogs, 2
China’s State Forestry Administration,

92
China Statistical Yearbook, 105, 133
China/US, sustainability, 92–141

data on natural resources, 114–29;
forests, 125–7; land, 127–8;
metals and minerals, 119–25;
natural gas, 117–19; oil,
114–17; oil capital gains, 129

empirical application, 99–112;
capital stocks, levels/changes in,
99–110; population
growth/technological change,
accounting for, 110–12

general data, 114; GDP, 114;
population, 114; TFP, 114

human capital, 129–33
methodology, 94–9; measuring

investments/determining
shadow prices, 97–9;
sustainability criterion, 94–7

reproducible capital, 133–41
wealth accounting, advances in,

93–4
Chinese population exposure to air

pollution
air quality standards, 13

choice rules, 171, 183, 186–91,
193–5

chronic bronchitis, 11, 13, 19–23,
29–32, 35, 36–41

climate change impacts on
agriculture

agricultural demand; implications
for poor countries, 66; meat
consumption/production as
function of income, 61; meat
demand and income, 60–2;
price-elasticity of demand for
food, 62–6

agricultural production, past and
present; average yield and
growing area in US over time,
54; production and area by top
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five producers, 54; production
in US, 56–60; sources of
supply growth, area vs. yields,
53–6; variations in corn
production, 58

caloric production of world’s largest
four crops, 52

potential climate impacts, 66–72
production shocks in US and world,

relation between, 60
climate, potential impacts, 66–72

agricultural production, reduction
in, 67

B2-emission scenario, 68
ethanol and meat, shift in, 67
growing demand for meat, 67
relationship between yields and

temperatures, 67
CO2 fertilization, 70
College Retirement Equities Fund

(CREF), 257
common-pool resources, 169–82,

172–3, 184–5, 187, 194–9
“appropriation problem,” 173
definition, 172
policies regulating use of;

better-adapted rules, 197;
inclusion of trustworthy
participants, 197; local
knowledge, 196–7; lower
enforcement costs, 197; reliance
on disaggregated knowledge,
197

sharing benefits, 172
see also Baseline appropriation

situation; Open-access resources
into managed resources, rules to
change

communal irrigation systems, 193
community investment, 254
competitive Dasgupta-Heal

economy, 81
competitive economies, rules for

sustainability
full allocation mechanism, 80
genuine saving, see Genuine saving

competitiveness and pollution haven
hypothesis

cleaner US imports than exports,
222

data availability, 217–18
footlooseness hypothesis, 220
foreign direct investment and

abatement costs, 221
Heckscher-Ohlin model of

international trade, 213;
environmental quality, effect
of, 215; pollution haven with
endogenous policy, 214;
sources of comparative
advantage, 216; welfare effects
of trade, 215

heterogeneity and endogeneity
problems, 218–19

OECD/non-OECD countries, 220
Porter hypothesis, 212–13
stringent environmental policy and

competitiveness, 212
competitiveness hypothesis, 211–12,

217–22
complete rationality, theory of, 175,

179
comprehensive investment, 99,

108–10
concentration-response functions,

11–12, 15, 19–21
Conservation International (NGO),

248
“constitutional convention,” 180
consumer

choice to valuation, 153
goods and trade, 209
goods, emission intensities of, 209
pollution by, 210
responses to environmental issues,

259–60; experiment with
illustrations, 259; FHN
findings, 260; “green-washers,”
260; MSC-certified products,
260; social and environmental
credentials, 259; third-party
certification systems, 260

corn
-based ethanol production, 65
production, variations in, 58
varieties, “drought tolerant,” 73
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corporate environmentalism, 248–61
capital markets and externalities,

250–4; categories of firms, 252;
company’s trend and factors
affecting, 251; DHY study,
252–3; environmental policies,
categories, 252; EPA’s “name
and shame” campaign, 250;
FHN, different data/measures,
253; King and Lennox study,
254; KLD Research/Analytics of
Boston, 253; lawsuit against
companies, 251–2;
market-to-book ratio, 252;
‘potential corporate social
liability,’ 251; reduction of
liabilities, 250–1; stock market
value, 252

consumer responses, 259–60;
experiment with illustrations,
259; FHN findings, 260;
“green-washers,” 260;
MSC-certified products, 260;
social and environmental
credentials, 259; third-party
certification systems, 260

SRI funds, impact of, 254–9
see also Socially Responsible

Investment (SRI) Funds
corporate social liability, concept of,

251
corporate social responsibility (CSR),

250
Cournot competition, 238–9
CREF, see College Retirement Equities

Fund (CREF)
CSR, see Corporate social

responsibility (CSR)

D

deforestation, 102, 224, 228–30, 250
demand elasticity, 63, 65, 70
Denmark, ecological crisis in, 228
depletion adjustments, ecological

prediction/sustainability, 159–60
DHY, see Dowell Hart and Yeung

(DHY)

DHY study, see Capital markets and
externalities

double counting, 153, 161
double-entry bookkeeping, 146
Dowell Hart and Yeung (DHY), 252
Dow-Jones Sustainability

Index, 255

E

ecological goods and services,
counting, 157–8

“aggregate” approach, 157
ecological income accounts, 148
ecological quality, 158–9
ecological quantity index, 145, 147,

151–3, 159–60
economic accounting, 146, 148–9,

153, 156, 158–9
economic theory, 82, 249
“ecosystem services,” 1, 5, 149–51
‘El Serafy’ method (El Serafy

1989), 88
environmental accounting

approaches, 147–8
China’s environmental accounting

system, 147
ecological income accounts, 148
“green GDP” or “green national

accounts,” 147
green income accounts, 147

environmental accounting system,
China, 147

environmental capital, 107–8, 228,
231–2

environmental degradation, 1, 4, 6,
113, 208, 211, 224, 230

environmental economics, 148–50,
149, 208

“environmental information
movement,” 161

environmental information, political
economy of, 160–3

“a theory of quantities,” 161
environmental performance and

financial valuation, 251–2
environmental policy

endogeneity of, 219
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globalization effects on;
implications for efficient policy,
235–6; market access, 239–41;
trade liberalization on pollution
tax, 236; weak environmental
policy, 236–9; reasons for, 237

and market access, interaction
between, 240–1

stringency of, 208, 217–21, 227
weak, 236–9; optimal trade policy,

238–9; production- and
consumption-generated
pollution, 237;
production/consumption-
generated pollution, 237;
protection of domestic
producers, 238

environmental valuation, 146, 160
environment, effect of trade on

competitiveness and pollution
haven hypothesis, 211–23

consumption-generated pollution,
233–5; compliance costs, 234–5;
effect of product standard on
competitiveness, 234

globalization and environmental
outcomes, 209–11; change in
composition of economic
activity, 209

globalization effects on
environmental policy;
implications for efficient policy,
235–6; market access, 239–41;
trade liberalization on pollution
tax, 236; weak environmental
policy, 236–9; reasons for, 237

natural capital; cross-sectoral
externalities, 230–3; renewable
resources, 225–9

equator principles, 248, 250
ethanol

policies, US, 50
subsidies, 65

F

face-to-face communication, 178–9
FAO, see Food and Agriculture

Organization (FAO)

FHN, see Fisman Heal and Nair (FHN)
“final goods,” in ecological context,

152
Financial Times’ FTSE4GOOD, 255
fishing

efficiency, reduction of, 186
1980s fish catch in Mauritania, 77
recreational, 157
spots using rotation system, 188–9

Fisman Heal and Nair (FHN), 253
Food and Agriculture Organization

(FAO), 62, 102, 125
food riots, 51, 66
footlooseness hypothesis, 220
Forestry Resources Assessment (FRA),

102, 125
Forest Stewardship Council (FSC), 260
FRA, see Forestry Resources Assessment

(FRA)
FSC, see Forest Stewardship Council

(FSC)
full allocation mechanism, 80

G

Garrett Hardin’s model, limitations,
168–72

fisheries management, 169
model of human actor, 170
public/private/community-owned

forested lands, 170
GDP, see Gross domestic product

(GDP)
genuine saving, 78–82, 85, 87, 89

negative, 79
rates, cross-country analysis; in

Bolivia (2003), 85–6; East Asia
and Pacific, 87; Latin American,
87; Middle East and North
Africa, 87; Sub-Saharan Africa,
87; trends in genuine saving by
region, 86

and social welfare; economic theory,
82; testing link between, 82;
wealth-diluting impact of
population growth, 82

Global Burden of Disease
calculations, 11
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globalization and environmental
outcomes, 209–11

change in composition of economic
activity, 209

consumer goods and trade, 209
economic productivity, effect on,

210
emission intensities of consumer

goods, 209
pollution by consumers/producers,

210
types of policy responses by

governments, 210
global warming, 88
“goods and services,” 149
“green countervail” regime, 240
“green GDP” or green national

accounts, 147
“greenhouse effect,” 107
green income accounts, 147
“Green Revolution,” 47, 49, 56, 73
“green-washers,” 260
gross domestic product (GDP), 2, 4,

12, 26–7, 32, 35, 47–51, 48, 56,
85, 92–3, 103, 108, 114, 146–8,
152–4, 156, 159–61

growth prospects, harmful factors, 1

H

Hartwick rule, 81, 88, 89
health effects, air pollution in China,

13–15
calculations, 21
chronic illness, 13
morbidity, concentration-response

functions; exposure-response
coefficients for chronic
bronchitis/hospital admissions,
20–1; RR functions based on
U.S. and Chinese studies, 20

mortality, concentration-response
functions; cohort studies in the
US, 16; cross-sectional studies,
ecologic/prospective cohort
design, 15–19; ecological
studies in China, 17; relative
risk (RR), 17–19; results of
long-term exposure studies

(PM10), 17; time-series studies,
advantage/disadvantage, 15

premature mortality and morbidity,
cases of, 22–3; excess deaths,
22–3; outdoor air pollution, 22

Health Statistical Yearbook, 36
Heckscher-Ohlin model of

international trade, 213
hedonic regression, 68

climate change impacts, 71
coefficient estimates, 71

hoarding of rice in Hong Kong, 66
“home production,” 154
Hotelling, 81, 97
human behavior theory, consistent

with evidence from lab, 181–2
human capital, 3–4, 12, 23, 26–8, 47,

82, 84, 93–5, 98, 103–6, 105–6,
110, 112–13, 129, 133, 153–4, 232

I

IAD, see Institutional Analysis and
Development (IAD)

illustrations, WSEQI elements, 154–6
aesthetic benefits, 155–6
flood damage mitigation, 155
pollination of commercial crops,

155
public health damage mitigation,

155
recreational angling, 154–5
stewardship benefits, 156

income effects, 208, 215
index number problem, 148–9
industrialization, 10
industrial revolution, 47
inelastic supply, 66
information rules, 183
Institutional Analysis and

Development (IAD), 184
Institutional Shareholder Services

(ISS), 258
‘intangible capital,’ 84
Interfaith Center on Corporate

Responsibility, 258
international banks, 249
inverse demand function and

prices, 64
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investment, 95
in common-pool resource, 176,

178
community, 254
complementary investments,

156
comprehensive investment, 99,

108–10
in education, 85
foreign, 211, 215, 219, 221,

235–6
international, 135
joint investment strategy, 180
measuring/determining shadow

prices, 97–9; capital gains in
nonrenewable resources, 97–8;
climate change and other
environmental externalities, 99;
human capital, 98; natural
capital, 97; technological
change, 98–9

in reproducible capital, 93, 95, 112,
113

SRI, 254
trade and investment, 206–9,

211–12, 217, 228, 235–7, 239
Investor Responsibility Research

Center (IRRC), 258
Iranian revolution, 87
IRRC, see Investor Responsibility

Research Center (IRRC)
irrigation systems, 6, 157, 168–9, 184,

187, 190–1, 193–4
choice rules, 190
communal, 193
self-organized, 194

ISS, see Institutional Shareholder
Services (ISS)

K

“Klenow and Rodríguez-Clare data,”
103, 105, 106

Kyoto Protocol, 248

L

Le Chatelier Principle, 236

M

Malthusian predictions, 48
Manual for Calculating Net Adjusted

Savings (World Bank), 119
Marine Stewardship Council (MSC),

260
market access, 239–41

interaction between market access
and environmental policy,
240–1

process and product standards, 240
and “race to the bottom,” 208

market-to-book ratio, 251–2, 255, 260
“material account,” 147, 151, 153
meat demand and income, 60–2

meat consumption/production as
function of income, 61

relationship, income holds within
countries and, 62

scarcity, effect of, 62
Mineral Commodities Summary and/or

Minerals Yearbook, 119
“Modernising Company Law” (White

Paper), 251
monetized health costs of air

pollution in China, 23
AHC/VSL, 23
ambient air pollution,

AHC/willingness to pay
approach, 31–2

monetary health costs; outdoor air
pollution, 31–2, 34; ranking of
provinces based on, 35

premature morbidity, valuing; AHC
(HCm) measure for different
cities, 28; cost-of-illness (COI)
estimates, 27; illness costs for
hospital admissions, 31;
risk-risk trade-off approach, 30;
valuing chronic bronchitis,
29–30; valuing hospital
admissions, 30–1

premature mortality, valuing; AHC
approach, 26–7; estimates of
value of statistical life in China,
23–6

total health cost and per capita
health cost, 33
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morbidity (China), impact of PM10

exposure-response coefficients; for
chronic bronchitis, 20–1; for
hospital admissions, 20

monetized health costs; valuing
chronic bronchitis, 29–30;
valuing hospital admissions,
30–1

mortality, 22–3
chronic bronchitis, 36–41
concentration-response functions;

cohort studies in US, 16;
ecological studies in China, 17;
relative risk (RR), 17–19; results
of long-term exposure studies
(PM10), 17

cross-sectional studies, 15–19
and morbidity, cases of, 22–3; excess

deaths, 22–3; outdoor air
pollution, 22

risks in China; cross-sectional
studies, 15–19; monetized
health costs, AHC approach,
26–7

time-series studies, 15
valuing, monetized health costs;

AHC approach, 26–7; estimates
of value of statistical life in
China, 23–6

MSC, see Marine Stewardship Council
(MSC)

MSC-certified products, 260

N

“name and shame” campaign (EPA),
250

Nash equilibrium, 6, 176
national income accounting method,

China, 105, 133
national income or product account

(NIPA), 145
weakness of, 159

National Oceanic and Atmospheric
Administration (NOAA), 162

natural capital, 100
constraints, importance of, 224
cross-sectoral externalities, 230–3;

deforestation, 230; illustrations,

230–1; implications, 232–3;
production externalities, 231;
stable autarky equilibrium, 232

forests, 102
land, 103
metals and minerals, 101–2
oil and natural gas, 100–1
renewable resources, 225–9; autarky

relative price of X, 228;
Denmark, ecological crisis in,
228; fixed cost of managing a
resource, 229; model with
imperfect monitoring
of harvesting, 229; natural
capital constraint (N), 225–9;
natural growth function (G),
225; production technology (X),
225; short-run export boom,
227; trade and, 226–7

results for natural capital, 103
negative genuine saving, 79, 87, 89
NIPA, see National income or product

account (NIPA)
NOAA, see National Oceanic and

Atmospheric Administration
(NOAA)

noncooperative game theory, 168,
177, 180

non-optimal economies, 77, 80
nonrenewable resources, 95–7, 100–1

capital gains, 97–8

O

OECD, see Organisation for Economic
Co-operation and Development
(OECD)

OECD and non-OECD countries, 220
OFR, see Operating and Financial

Review (OFR)
oil and natural gas, 100–1, 103
open-access resources into managed

resources, rules to change
baseline appropriation situation, see

Baseline appropriation situation
common-pool resource, 172–3
experimenting with rules in field,

183–94
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Garrett Hardin’s model, limitations,
168–72; fisheries management,
169; model of human actor,
170; public-, private-, and
community-owned forested
lands, 170

policies as experiments, 194–6
polycentric resource governance

systems, advantages, 196–200
theory of human behavior, 181–2

Operating and Financial Review
(OFR), 251

optimal Dasgupta-Heal economy,
consumption path, 79

optimal economies, saving in, 78–80
change in real asset values (G),

definition, 78
consumption path in optimal

Dasgupta-Heal economy, 79
negative genuine saving, 79

optimal growth theory, 78, 80, 209
Organisation for Economic

Co-operation and Development
(OECD), 23

“overcompliance,” 248–9
ozone layer destruction, 88

P

“paradox of value” (Smith, Adam), 49
Pareto efficiency, 66, 249
particulate air pollution in China, 10

coal reserves, 10
payoff and position rules, types, 184,

191–4
imposition of fine, 191
incarceration, 191
loss of appropriation rights, 191

PM10, 2, 10–21
benefits of reduction in, 21
impact on morbidity, 19–21
long-term exposure studies, 17
long-term exposure studies, results

of PM10 on premature mortality,
17–19

pollution exposure of urban
population, 37–8

quantifying health effects of, 13–15

and SO2 levels in Chinese cities,
distribution of, 12

urban population exposed to Class
III and Class III PM10 levels, 14

pollution haven hypothesis, 7, 207–8,
211

analogue of, 227
and competitiveness; cleaner

imports, US, 222; data
availability, 217–18;
footlooseness hypothesis, 220;
foreign direct investment and
abatement costs, 221;
Heckscher-Ohlin model of
international trade, 213;
heterogeneity and endogeneity
problems, 218–19; OECD and
non-OECD countries, 220;
Porter hypothesis, 212–13;
stringent environmental policy
and competitiveness, 212

implications for, 232
pollution-intensive industry, 207, 211,

217, 238
polycentric resource governance

systems
advantages of, 196–200
capabilities of parallel adaptive

system, 199
definition, 196
limits of highly decentralized

system, 197–8
policies regulating use of

common-pool resources;
better-adapted rules, 197;
inclusion of trustworthy
participants, 197; local
knowledge, 196–7; lower
enforcement costs, 197; reliance
on disaggregated knowledge,
197

polyvinyl chloride (PVC), 258
population growth

and technological change,
accounting for, 110–12

wealth-diluting impact of, 82
position rules, 183–4, 191, 194
potential climate impacts, 66–72
potential corporate social liability, 251
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premature mortality, 11, 12, 15, 17
attributable to air pollution, 22–3
chronic bronchitis, 36–41
valuing; AHC approach, 26–7;

estimates of value of statistical
life in China, 23–6

see also Mortality
price-elasticity of demand for food,

62–6
CO2 fertilization, 70
control variables for checking

sensitivity, 69
corn-based ethanol production, 65
ethanol subsidies, 65
hedonic regression; climate change

impacts, 71; coefficient
estimates, 71

inelastic supply, 66
interpreting this regression line,

63–5
prices and inverse demand

function, 64
recent rise in prices, 65
reduced-form relationship, farmland

values and average climate, 68
US fluctuations in production, 64
weather-induced supply shocks, 65

prices and inverse demand function,
64

production and area by top five
producers, 54

production shocks in US and world,
relation between, 60

product standards, 240
proved reserves and unproved

reserves, natural gas, 100
PVC, see Polyvinyl chloride (PVC)

Q

QALY, see Quality-adjusted life years
(QALY)

quality-adjusted life years (QALY),
11, 30

quantities vs. weights
index number problem, 148–9
q = E, preferred, 151
quantity and value, 149–51

R

“race to the bottom” hypothesis,
207–8, 219, 236–7, 239

“race to the bottom” and market
access, 208

Rainforest Alliance, 250
real asset values (G), change in, 78
recreational fishing, 157
reduced-form relationship, farmland

values and average climate, 68
relative risk (RR) function, 11, 17–21
renewable resources

autarky relative price of X, 228
communities, managed by, 208
cross-sectoral externalities, 230
Denmark, ecological crisis in, 228
fixed cost of managing a resource,

229
model with imperfect monitoring of

harvesting, 229
natural capital constraint (N),

225–9
natural growth function (G), 225
production technology,

calculations, 225
shadow price, 97
short-run export boom, 227
trade and, 226–7

reproducible capital, 93, 95–6, 98, 99,
106, 108, 110, 112–13, 133, 135

respiratory and cardiovascular
diseases, 27

average life years lost due to, 40–1
risk-risk trade-off approach, 30
rotation crop, 53
rotation system

and farmers, 197
fishing spots, 189
fixed order of, among irrigators,

190
irrigation systems, 194

rules for sustainability
in competitive economies, 80–1
constant genuine saving rate, 81
constant level of genuine

saving, 81
Hartwick rule, 81
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rules in field, experimenting with,
183–94

boundary rules, 184–7; attributes
used, 185; medium-sized
irrigation systems, study, 187;
rich diversity of, 187

changing rules, effect of, 183
choice rules, 187–91; findings, 189;

irrigation systems, in, 190–1;
quota rules, absence of, 189–90;
types of, 188

information/scope/aggregation
rules, 194

payoff and position rules, 191–4;
communal irrigation systems,
193; monitoring rule
conformance, 192;
self-monitoring, 192; types of,
191

rule breaking, 184

S

scale production technology, 77
“scientific management of natural

resources,” 168
scope rules, 183, 194
sealevel rise, threat of, 48
second green revolution, 49, 73
SEEA, see System of Integrated

Environment and Economic
Accounting (SEEA)

shadow prices, measuring
investments/determining, 97–9

capital gains in nonrenewable
resources, 97–8

climate change/environmental
externalities, 99

human capital, 98
natural capital, 97
population, 99
technological change, 98–9

shareholder activism, 254, 257–8
“sin stocks” study, 256–7
SNA, see System of National Accounts

(SNA)
Socially Responsible Investment (SRI)

Funds, 254

impact of, 254–9; aim and strands,
254; ethical investors, 258;
higher stock market valuations,
255; HK (Hong and Kacperczyk)
data set/findings/study, 256–7;
institutional investor, 258;
labor standards in China, 259;
lower share prices, 254–5; major
US Do-It-Yourself outlet, 258;
market value/ratings,
correlation, 255; shareholder
activism and achievements,
257–8; shareholder advocacy,
CaLPERS/CREF, 257;
shareholder resolutions,
ISS/IRRC, 258; sin stocks (value
stocks), 256–7; social and
environmental indices, 255;
stocks boycotting hypothesis,
256

social welfare and wealth, 77–8
assets, types of, 77
genuine saving, testing link

between, 82
1980s fish catch in Mauritania, 77
total wealth W , definition, 77–8

SO2 pollution, 222–3
specialized crops, 56, 58
SRI, see Socially Responsible

Investment (SRI) Funds
SRI-screened investment, 254
stable autarky equilibrium, 232
stock market, 250–2, 255–7
stringency of environmental policy,

208, 217–21, 227
strong vs. weak sustainability, 87
structural changes in lab

covenanting experiments, 180
face-to-face communication, 178–9
sanctioning experiments, 179–80

surface water irrigation, 157
sustainability

challenges, future directions, 87–9;
‘El Serafy’ method (El Serafy
1989), 88; Hartwick rule
literature, 88; issues, to be
researched, 89; strong vs. weak
sustainability, 87
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sustainability – continued
genuine saving and social welfare,

link between, 82; economic
theory, 82; wealth-diluting
impact of population
growth, 82

rules for; in competitive economies,
80–1; constant genuine saving
rate, 81; Constant level of
genuine saving, 81; Hartwick
rule, The, 81

saving in optimal economies,
78–80; change in real asset
values (G), definition, 78;
consumption path in optimal
Dasgupta-Heal economy, 79;
negative genuine saving, 79

strong vs. weak, 87
total wealth estimates by

region/income group (2000), 83
wealth and saving, empirical

estimates of, 82–7; composition
of wealth by income, 84; saving
estimates, 85–7

wealth and social welfare, 77–8;
assets, types of, 77; 1980s fish
catch in Mauritania, 77; total
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definition, 77–8
by region/income group in 2000,

estimates of, 83
toxic chemicals, emissions of, 250
Toxics Release Inventory (TRI), 250
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US Environmental Protection Agency’s
(USEPA), 10, 29, 162, 250–1

USEPA, see US Environmental
Protection Agency’s (USEPA)

V

Value of a Statistical Life (VSL),
11–12, 23

in China, 23–6
VSL, see Value of a Statistical Life (VSL)



January 8, 2010 9:30 MAC/EGTS Page-279 9780230_232471_12_ind02

Subject Index 279

W

weak environmental policy, 236–9
optimal trade policy, 238–9
production/consumption-generated

pollution, 237
protection of domestic producers,

238
see also Environmental policy

wealth, saving and sustainability
challenges, future directions, 87–9;

‘El Serafy’ method (El Serafy
1989), 88; Hartwick rule
literature, 88; issues, to be
researched, 89; strong vs. weak
sustainability, 87

estimates of total wealth by region
and income group in 2000, 83

genuine saving and social welfare,
link between, 82; economic
theory, 82; wealth-diluting
impact of population
growth, 82

rules for sustainability in
competitive economies; full
allocation mechanism, 80;
genuine saving, 80

saving in optimal economies,
78–80; change in real asset
values (G), definition, 78;
consumption path in optimal
Dasgupta-Heal economy, 79;
negative genuine saving, 79

and social welfare, 77–8; assets,
types of, 77; 1980s fish catch in
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