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General Preface

Neurobiology or neuroscience is a multidisciplinary subject that has grown out
of a common interest in nervous tissue by biochemists, physiologists, and phar-
macologists. Researchers in this field therefore require an expertise within their
own specialty as well as knowledge of other related areas. The degree of cross-
fertilization between the various subdisciplines within neurobiology is extensive,
and in most cases is required for the conduct of relevant research in the field.

The Neurobiological Research series provides a comprehensive and current
view of various subdisciplines within neurobiology. Each volume will cover a
specific area and will present in great detail the methods involved, so that the
reader can grasp the general scope of the subdiscipline as well as have sufficient
information to actually perform a given methodology. Each subdiscipline will be
covered in an extensive manner in order to maximize the probability of finding a
given methodology within each volume. This series, therefore, will differ from
most existing works in this area, which generally present a few long reviews of
selected areas within the realm of neurobiology and do not provide comprehen-
sive coverage of any subdiscipline or the details of methodology.

An additional major emphasis throughout the series will concern how each
methodology can be used to address various basic and clinical problems. Critical
evaluations of each technique and the meanings of the data obtained from it are
intended from each contributor. It is a major goal of the series to facilitate the
flow of basic research strategies toward clinical application, and authors have
been encouraged to review and to evaluate both past and potential future clinical
studies. In this regard the editors are keenly aware of the need for a more rational
and critical approach toward clinical neuroscience research.

The Neurobiological Research series should be a unique and valuable addition
to the libraries of all neuroscientists. It is hoped that the series will be of equal
value for both basic as well as clinical scientists. The first volume (Parts A and
B) of the series deal with the area of neurotransmitter and neuromodulator
receptors in brain, and future volumes will cover the subdisciplines of neuroanat-
omy, neurophysiology, brain-specific macromolecules, neurochemistry, and be-
havioral neurobiology.

Xiii



Preface to Part A

The area of brain receptors has been chosen as the subject for the first volume'
of this series because it represents one of the fastest-growing areas in neurosci-
ence. Because the distinction between a receptor and a binding site is of prime
importance, we organized this work in a manner that will give readers a perspec-
tive to judge for themselves whether or not a site can be termed a receptor.

Section 1 of Part A opens with general methods and concepts relating to
receptor studies. Subjects include a historical review of the receptor concept by
Campbell; how one prepares radioactively labeled ligands for use in binding sites
by Wan and Hurt; and methods of analyzing receptor data by Munson. A chapter
on the peripheral localization of neuropeptides by Polak and Bloom has also been
included in order to put in proper perspective the proposed functions of peptides
as neuromodulators in brain. The material in Section I, therefore, should be of
interest to virtually all those involved in receptor work because the information
provided is basic to these studies.

The binding of ligand to receptor represents the first step in a cascade of
reactions that lead to the physiological response. Binding studies performed in
isolation are totally analogous to studying the binding of a substrate to its enzyme
without knowledge of the reaction product or how it fits into the metabolic
scheme. Studies of the physiochemistry of the receptor-linked effector mecha-
nisms, therefore, are required to gain insights into the molecular mechanisms
that constitute receptor-initiated phenomena. Subsections I,B and C deal with
these newly developing areas of study. It is through the rigorous pursuit of such
studies that the assignment of true receptor status can be accorded to a binding
site. The inclusion of these methodologies in this volume in our opinion is of
prime importance because not nearly enough effort has been expended here. This
has led to a proliferation of characterized binding sites in the literature for which
functions have not been assigned.

Subsection I,B presents a detailed treatment of membrane protein solubiliza-
tion by Newby and covers two fairly well-worked out systems, the benzodiaze-
pine receptor by Thomas and Tallman and the dopamine receptor by Laduron.
Receptor solubilization is necessary for the structural and functional character-
ization of the molecule. Again, to draw a parallel with enzymology, it is the
isolation and structural characterization of each receptor which will likely prove
critical in determining the mechanisms involved in receptor-mediated processes.

'Published in two separate units, Part A and Part B, which are continuous with each other.
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Xvi PREFACE TO PART A

This is complicated by the membrane-associated nature of the receptor molecule
and by the necessity to demonstrate that the solubilized receptor molecule
has analogous binding properties to that of its membrane-bound precursor. The
reviews presented in subsection [,B demonstrate this and present detailed dis-
cussions of the methods involved. Another important reason for purifying the
receptor molecule is to raise specific antibodies to the molecule that will surely
prove to be enormously valuable probes for both functional and anatomical
studies.

Additional areas covered in subsection 1,B include receptor autoradiography
by Herkenham and affinity labeling of receptors by Sokolovsky. Virtually all our
knowledge relating to the anatomical distribution of receptors and binding sites
has come from the relatively recent advent of autoradiography utilizing thin
slide-mounted tissue sections. The anatomical distribution of a binding site is of
obvious importance in the functional characterization and physiology of the
system. Some of the authors in Section Il (which overlaps Parts A and B) include
anatomical data. The detailed review of both affinity and photoaffinity labeling
of receptors by Sokolovsky is also presented because these procedures offer the
ability to irreversibly label receptors and should prove important in studies
concerning questions ranging from receptor turnover to purification.

The elucidation and characterization of receptor-linked effector mechanisms
have proceeded at a rate much slower than that of defining new binding sites.
Subsection I,C deals with some of the proposed mechanisms and includes a
treatment of cyclic nucleotides and adenylate cyclase in brain by Stone. Calmod-
ulin-mediated protein phosphorylation is reviewed by DeLorenzo and Golden-
ring, and methods for purifying the catalytic subunit of cAMP-dependent protein
kinase by Flockhart and Corbin. These three chapters exemplify the studies that
currently are possible in the area of effector mechanisms involving cAMP and
Ca’*-calmodulin. The last chapter in this subsection by Crews deals with a
recently postulated effector mechanism involving phospholipid methylation in
brain and other tissues. This fascinating concept represents an area requiring
further study before its physiologic relevance in the brain is established.

Section Il presents the actual receptor binding assays reported in the literature,
and is divided into three subsections: A, amines and acetylcholine; B, amino
acids and neuropeptides, and C, drug-binding sites. (The latter two subsections
are in Part B.) In subsection A, reviews of the B-adrenergic (Burgisser and
Leftkowitz), a-adrenergic (Perry and U’Prichard), dopamine (Seeman), sero-
tonin (Hamon), and acetylcholine (Ehlert e al.) receptors are presented. Although
every attempt was made to cover all relevant systems, practical realities unfortu-
nately led to the omission of a few systems such as the VIP binding site and the
glutamate binding site. The rapidly developing nature of the field also has made
it impossible to include some late procedures. One specific case in point is the
calcium antagonist binding site that has recently been described using
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[*H]nitrendipine binding. This appears to be a useful label for the voltage-
dependent calcium channel that may prove useful in studies concerning calcium-
dependent processes in nervous tissue.

In all, there are 20 different binding systems described in Section II, which is a
rather substantial proportion of the characterized binding sites currently capable
of being studied. Each of the chapters in this section is rather unique in that the
methods involved in each procedure are presented in sufficient detail that readers
can perform the assay in their own laboratories. Each author also critically
reviews the relevant data concerning the properties of the system as well as the
actual and potential applications of each binding assay and binding site. In some
cases where a complex literature has developed (such as that relating to the
dopamine receptor) we have sought to solicit several viewpoints. For example,
the chapters concerning the issue of multiple distinct subpopulations of the
dopamine receptor by Seeman, by Leff and Creese (Part B), and by Laduron can
be compared and contrasted to each other.
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Chapter 1

RECEPTORS: A HISTORICAL
PERSPECTIVE

IAIN C. CAMPBELL

Department of Biochemistry
Institute of Psychiatry
London, England
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I. INTRODUCTION: THE RECEPTOR CONCEPT

The receptor concept is at least as old as ideas of chemical transmission
between neurons. More than 100 years ago, Langley (1878) proposed that drugs
act by forming a complex with discrete areas of the cell, and in 1905 he coined
the phrase ‘‘receptive substance”’ to describe the nicotine-sensitive areas of the
Brain Receptor Methodologies 3 Copyright © 1984 by Academic Press, Inc.

Part A All rights of reproduction in any form reserved.
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4 [ain C. Campbell

neuromuscular junction (Langley, 1905). Furthermore, it was realized at least 50
years ago that the number of drug receptors present on responsive cells must be
exceedingly small (Clark, 1926). At the turn of the century, Elliott (1905) and
Dale (1906) established that ergot drugs have different potencies at specific
locations, thus raising the possibility of receptor site specificity: this was soon
reinforced by the classification of acetylcholine receptors into those which were
““muscarine-like’’ and those which were ‘‘nicotine-like’’ (Dale, 1914).

The validity of the receptor concept was largely derived from indirect evidence
obtained in studies of the quantitative aspects of drug antagonism (for review,
see Gaddum, 1959). These studies were conceptually facilitated by the fact that
enzymological ideas on dose—response curves, stereoisomerism, competitive
and noncompetitive inhibition, etc., were already developed. Receptor binding
techniques, however, did not develop until the 1960s when, using hormones as
ligands, specific binding of compounds such as '3!I-labeled ACTH was demon-
strated (Lefkowitz, 1969).

Binding of a ligand to a receptor occurs by various ionic and hydrophobic
interactions and by Van der Waals forces. Classically, a receptor fulfills the
following criteria: (a) Activation elicits a physiological response, (b) ligand
specificity, (c) regional distribution, and (d) the receptor is saturable. With the
recent development of assays for specific ‘‘imipramine binding’’ (for example)
and in other instances when (a) has not been shown, it is important to distinguish
between a ‘‘binding site’’ and a ‘‘receptor.”’

A. Law of Mass Action; Log Dose~-Response
(~Effect) Curve

In 1926 Clark applied mass action principles to his study of cholinergic
receptors in the heart and reported that acetylcholine (a) produces graded re-
sponses over a wide range of concentrations, (b) produces different actions in
different tissues, and (c) has actions that are rapid and reversible. These conclu-
sions are the basis of the so-called Occupancy assumption, or Occupancy theory
(i.e., the amount of receptor—substrate complex present at any one time is related
to size of eventual response). Two other constructs (which can easily be disputed)
are also present in Clark’s papers. These are (a) that all receptors of one type are
identical, and () that they do not interact with each other. In essence, by applying
the Langmuir Isotherm (which describes binding to a set of identical and indepen-
dent sites; Langmuir, 1918), Clarke described the dose—response curve, which is
usually put on a semilog scale and defined as the log dose—response curve (LDR).
The LDR curve has been used extensively over the decades and has certain well-
defined parameters, for example, the EDs,, which is the dose of drug that
produces a 50% response. The number of molecules of drug in combination with
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the receptor can be estimated from the slope of the curve. It has been shown that
the midline slopes (steepest section) of such curves are 0.576n, where n =
drug/receptor combining ratio. Thus, if the drug receptor ratio is 1:1, then the
gradient is 0.576; if 1:2, the gradient is 0.288; and if 2:1, it is 1.15. In most
instances the LDR midline slope is 0.576 (see Barlow, 1968).

B. Schild Plot

An extension of the LDR curve is the Schild plot (Schild, 1949). Consider that
you wish to assess a series of antagonists in a physiological preparation; in the
presence of acetylcholine, administration of a cholinergic antagonist will cause
pupillary dilation. If the antagonism obeys the Law of Mass Action, it should be
possible to express absolutely the antagonist activity of a particular drug in
relation to a particular agonist. However, a 50% reduction in the response to an
agonist will be an indication of a smaller antagonist effect when the preparation
has a steep dose—response curve than when it has a flat one. It is therefore more
accurate to maintain the biological response at a constant level in the middle of
the dose—response curve and to assess the antagonistic effect from how much the
agonist concentration must be multiplied to restore the response. This value is the
dose ratio and is not absolute because higher doses of antagonist will raise its
value and vice versa. More useful is the PAy value (PAy = —log B by definition,
B is the concentration of antagonist, A is the concentration of agonist, and X
equals the dose ratio) (Schild, 1949). PA, is thus the negative logarithm of the
molar concentration of antagonist that reduces the effect of a multiple dose of a
stimulant drug to that of a single dose. Agonists that act on the same receptors
can theoretically be expected to produce the same PA, with competitive antag-
onists. Unfortunately, perhaps, the Law of Mass Action does not always apply to
receptor—ligand interactions. It has been noted that if the receptors do not have a
rate-limiting role in the reaction, then no effect will be seen until a certain
fractional occupancy threshold (Fo) is exceeded. This fractional occupancy
threshold (below which no drug effect occurs) is defined such that the maximum
effect occurs at receptor saturation, that is, where Fo = 1. Thus, in studies in
which threshold phenomena occur, dose—response curves on a linear scale will
not pass through zero (for review, see Ariens and Simonis, 1964).

C. Occupancy Theory; Spare Receptors;
Partial Agonists

Stephenson (1956), also using the LDR curve, observed that when he exam-
ined the effects of a series of trimethylammonium compounds on guinea pig
ileum, some agonists elicited only a submaximal response even at a high con-
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centration. Such compounds he defined as partial agonists and further demon-
strated that at high concentrations, such agonists were inhibitory on true agonist
effects. To explain the phenomenon, Stephenson defined new parameters:

Agonist Antagonist
Affinity + +
Efficacy + -

The efficacy of a compound is a measure of the concentrations required to
produce a graded response, and affinity reflects how easily the ligand and its
receptor can combine. By definition, partial agonists are compounds with low
efficacy (Stephenson, 1956) and thus are compounds that when titrated in the
appropriate biological system may never elicit a maximum response. A partial
agonist can thus be seen only in relative terms. Similar ideas were presented by
Ariens and Van Rossum, 1957. In this model, ‘‘potency’’ is comparable to
affinity, and ‘‘intrinsic activity’’ is comparable to efficacy; the latter is measured
as the reciprocal of the fractional occupancy required to produce a response equal
to 50% of the maximum of which the tissue is capable.

In further studies on the guinea pig ileum, Stephenson showed that histamine-
induced contractions could be blocked by the irreversible inhibitor dibenamine,
but that on increasing the histamine concentration, he could again demonstrate
the effect. When the tissue was washed, the histamine response could not be
demonstrated at the original low concentration. These studies led Stephenson to
propose that with some pure agonists only a portion of the receptor sites need to
be occupied to produce a maximal response and the excess are the so-called spare
receptors. The phenomenon has also been named recepror reserve (for review,
see Ariens and Simonis, 1964). There is physiological support for the proposal
(see Furchgott, 1955; Nickerson, 1956), and it should be borne in mind when
attempting to compare physiological responses with receptor binding data. Ste-
phenson’s ideas are summarized as:

(1) A maximum effect can be produced by an agonist when occupying only a
small proportion of the receptors.

(2) The response is not linearly proportional to the number of receptors
occupied.

(3) Different drugs may have varying capacities to initiate a response and
consequently may occupy different proportions of the receptors when
producing equal responses. This property is the efficacy of the drug.

These conclusions are not in agreement with those of Clark (1926), and
Stephenson in his paper stated that a major error in Clark’s studies was that,
unfortunately, the tissues examined (the frog rectus abdominis and ventricle)
both contain acetylcholine esterase, and thus the concentration of drug in equi-
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librium with the receptors was less than that applied externally. Therefore, a
simple dose—response measurement was not possible.

There may be spare capacity in a system beyond the receptor stage, for
example, in the cyclic AMP generating system. If there is spare capacity, then
there will be no proportionality between the cyclic AMP generated and the effect
measured. For example, in the adrenal cortex, various ACTH analogs have
different capacities to generate cCAMP but show very little difference in their
effectiveness in producing corticosterone (Seelig and Sayers, 1973).

D. Accessory Receptor Sites

Spare receptors should not be confused with accessory receptor sites (Ariens
and Simonis, 1964). These have been suggested to exist on the basis of the
observations that in several receptor systems there are no apparent structural
relationships between agonists and antagonists and in many cases the antagonists
have a higher affinity for the receptor than have the agonists.

Another concept that can be mentioned at this point is that of dualism of
receptor sites, that is, the idea that the receptor can exist in two forms. This
theory is discussed in Section L,F. Certainly, the idea that a receptor can be in
two forms has existed for at least 25 years; Katz and Thesleff (1957) used such a
model to explain the phenomenon of ‘‘desensitization’’ produced by acetyl-
choline at the motor end plate. More recently, U’Prichard and his colleagues
(1979, 1981) have used it to describe the same phenomena in the a,-adrenocep-
tor system (for review, see Bylund and U’Prichard, 1983).

E. Receptor Rate Theory

An alternative to the occupancy theory is the rate theory (for reviews, see
Paton, 1961; Rang, 1971). This theory emphasizes the importance of the rate of
association of the drug with the receptor in eliciting a response, that is each
association provides 1 quantum of excitation. Thus the rate constants of associa-
tion (K,) and dissociation (K,) are very important. The differences between
agonists and antagonists are determined by K, (i.e., high K, — agonists; low K,
— antagonists). In this latter case, the drug—receptor complex, once formed, is
stable. In rate theory terms, the efficacy of a compound is the rate constant (K ).
The magnitude of a response depends on the rate of ligand—receptor formation.
Once formed, the combination is considered to be inactive, and dissociation must
occur before reactivation can occur. (An analogy of this is the striking of a piano
key.) Occupancy and rate theories are unresolved in that the former postulates
the existence of graded responses and the latter, quantal effects. However, at
equilibrium the rate of receptor occupation is constant, as is the number of
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receptors occupied, and thus it is not possible to distinguish between the two
theories when dose—response data are examined. Part of the experimental prob-
lem is also related to the fact that diffusion in and out of tissues makes it difficult
to know ligand concentrations near their site of action, that is, in the
‘‘biophase.”’

F. Dualism of Receptors; Allosteric Models

The 1dea that receptors exist in activated and nonactivated states has been
discussed by several groups (Monod et al., 1965; Karlin, 1967; Changeux er al.,
1967), and basically it is proposed that while at any time there is an equilibrium
between activated and nonactivated receptors, the presence of agonists drives
this equilibrium toward the activated state and antagonists encourage formation
of the nonactivated state. One extension of the dual receptor idea is of course the
allosteric model in which agonist and antagonist bind on interdependent sites
such that the binding of the agonist to its receptor site changes the affinity of the
antagonist for its receptor or vice versa.

G. Positive and Negative Cooperativity: The Hill Plot

Neither the rate theory nor occupancy theory allow for modulation of response
within a very narrow range of agonist or antagonist concentrations. This phe-
nomenon may be rationalized in terms of a model proposing negative cooper-
ativity between clustered receptors, only a fraction of which bind the ligand (De
Meyts et al., 1976). These workers describe negative cooperativity as the in-
teraction resulting in a decrease in the apparent affinity of receptors when frac-
tional saturation of the receptors increases, that is, in such a scheme the binding
of one hormone molecule to a receptor within a group propagates a conforma-
tional change in adjacent receptors so as to reduce affinity for the agonist.
Limbird and Lefkowitz (1976) and De Meyts et al. (1976) have shown that
dissociation of radiolabeled ligand can be accelerated by the presence of un-
labeled ligand, and this had been taken as direct evidence in favor of negative
cooperativity. Some caution regarding conclusions should perhaps be exercised,
since binding studies are fraught with problems of interpretation. Other attempts
to explain such findings might be made on the basis of the existence of hetero-
geneity of receptors, an idea proposed by John Gaddum in 1926. Interestingly, if
negative cooperativity exists, then many extra receptors may be involved in
maximum responses and therefore the concept of spare receptors could be some-
what weakened. Issues related to cooperativity between sites are often studied
using the Hill equation (Hill, 1909). This was originally derived to quantitate the
deviations of enzyme—substrate interactions from classic mass action rectangular
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hyperbolic behavior (for review, see Rang, 1971). The best-known early applica-
tion of the Hill equation was to the oxygen saturation of hemoglobin (i.e., the
first O, molecule’s binding facilitates the binding of the second oxygen mole-
cule, etc.). This example of positive cooperativity can be described thus:

R + L-%0,—RL + L-¥o—~>RLL
The net ligand binding isotherm is

B = Bmax [L]n
[L]" + K
where n = number of binding sites/receptor molecule. The Hill equation is
usually expressed thus:

Ln

B __ L
B Kp + L”

max

but for convenience in plotting is transformed to a logarithmic form.

Log (BTXB_LB)Z n 10g L —log KD

The Hill Number (n) is the slope of the plotted line and if near unity, one
binding site is present. Hill plots may of course provide information that has no
simple physiological significance. However, this is not particularily unusual in
receptor binding studies. For example, it is often impossible to determine the
significance of the fact that so-called agonist and antagonist sites for one receptor
may provide different B, ,, as well as different K, values.

H. Receptor Mobility, Aggregation,
and Internalization

Much of the work on receptor mobility, receptor aggregation, and receptor
internalization has come from studies of peptide hormone responses rather than
from neurotransmitter-related experiments (for review, see King and Cuatre-
casas, 1981). These studies, using techniques such as the photobleaching recov-
ery method, have demonstrated that following receptor—ligand (agonist) interac-
tion there appears to be an aggregation of the receptors into clusters, which is
presumed to occur by lateral movement of the receptor in the membrane. At
present the physiological significance of the changes are unknown. However,
reversible aggregation or dissociation of receptors had been postulated to be a
means by which receptor cooperativity can occur (Singer and Nicholson, 1972).
Another process, which has been demonstrated using fluorescent probes, is that
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of receptor internalization, which appears to occur by a process of invagination
of receptor-rich areas on the cell surface. As the hormones ultimately end up in
lysosomes, the process of internalization is likely to be at least partly related to
hormone degradation. The process may also be a means of cellular desensitiza-
tion because the receptor is removed from the cell surface, and, possibly more
importantly, may be a means of transporting hormone to intracellular receptor
sites. Whether these processes, which have been demonstrated to occur for
hormones, may be part of the phenomenology of neurotransmitter receptor action
remains unclear at this point. Certainly, it appears unlikely that significant
amounts of neurotransmitters enter the postsynaptic neuron.

II. EFFECTOR MECHANISMS

A. Cyclic AMP; Adenylate Cyclase

The precise changes that occur in membranes as a result of a ligand—receptor
interaction are not fully understood. It now seems likely that there is not one
single process but that, for example, a receptor may be relatively closely coupled
to the response mechanism (e.g., in the case of the nicotine—acetylcholine recep-
tor and its sodium channel), or alternatively the interaction may involve a cas-
cade of reactions between several discrete units (e.g., in the case of B-adrenocep-
tors and their coupling to adenylate cyclase). The discovery of cyclic AMP by
Rall et al., in 1957, followed by the observation that at least some actions of
neurotransmitters are mediated by cyclic AMP acting as a second messenger,
represents a milestone in receptor pharmacology (for review, see Sutherland et
al., 1965). It has in time led to ideas about separate catalytic and effector
subunits that can move independently in the fluid mosaic of the membrane
(Singer and Nicholson, 1972; Hanski et al., 1979) and that are brought together
by the presence of a receptor agonist (for review see Cuatrecasas and Hollenberg,
1976). In some systems (e.g., dopaminergic) it is still not yet clear whether
adenylate cyclase is involved in the functional process, since at least two receptor
sites, D1 (adenylate cyclase linked) and D2 (not linked), have been reported
(Kebabian and Calne, 1979). Issues related to the dopamine receptor are dealt
with in considerable detail in this volume by Laduron (Chapter 7) and Seeman
(Chapter 16) and in Part B by Leff and Creese (Chapter 13).

B. Phospholipid Methylation

The molecular processes that result from receptor—ligand interaction are now
widely studied. One interesting concept is that related to methylation of phos-
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pholipids. The inception of these studies was by Axelrod and his colleagues
(Strittmatter ez al., 1977, for review, see Crews, Part A, Chapter 13). In essence,
they claim that some ligand—receptor interactions lead to phospholipid methyla-
tion and these can then be translocated from the cytoplasm to the outside of cell
membranes. This in turn leads to alterations in membrane viscosity with resultant
alteration in, for example, the position of receptors and adenylate cyclase and to
a cascade of other related events.

C. Phosphatidyl Inositol Effect

There are numerous recent reports of other membrane events that may be
important in the transduction of receptor-mediated signals. The pathways by
which Ca?~, for example, can enter the cell and thus allow transmitter release
from neurons have been examined. In some cases (e.g., the muscarinic—
cholinergic receptor) the process is believed to involve changes in phosphatidyl
inositol (PI) turnover in the membrane. It has also been demonstrated that «,-
(but not a,-) agonists stimulate PI turnover (for review, see Fain and Garcia-
Sainz, 1980). The complete pathway is still uncertain, but it would seem that the
changes are not related to PI per se but possibly to compounds that are formed as
part of the process. For example, Nishizuka and his colleagues (Takai et al.,
1982), working mainly with blood platelets, suggest that diacylglycerol (released
during stimulated breakdown of inositol) is an important factor in receptor—
effector processes. They propose that diacylglycerol and calcium stimulate a C-
kinase, which in turn effects biological changes. A second process which might
occur is that the diacylglycerol is converted into arachidonic acid (a precursor of
prostaglandins), and thus secondary receptor changes might occur. The studies
of Michell (1982) suggest that in some systems the influx of Ca?™ may also be
related to the breakdown of PI. These recent studies represent an important
interactive point between students of neurotransmitters and those of lipids
though, in fact, perusal of the literature shows that alterations in PI metabolism
produced by a neurotransmitter (ACh) were demonstrated some 30 years ago by
Hokin and Hokin (1954).

D. Calmodulin

The demonstration of the existence of the ubiquitous calcium-binding protein
calmodulin (Cheung, 1971) can be seen as an important development in studies
of receptor effector coupling. While the precise mechanisms of action of calmod-
ulin are unclear, it has been postulated to have a role in the sequestration of
intracellular calcium, thereby (together with other factors such as Ca>+ ATPase)
maintaining low intracellular levels of this ion. Calmodulin has also been shown
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to be a potent activator in several enzyme reactions. It has been suggested that
the binding of calcium to calmodulin causes it to be conformationally altered and
relatively hydrophobic and that it is this hydrophobic state that is important in the
activation of membrane enzymes (Tanaka and Hidaka, 1980). A well-docu-
mented example is the role of calmodulin in stimulation of cyclic AMP produc-
tion following B-adrenoceptor activation (see Rodbell, 1980, for review).

E. Protein Phosphorylation

It has been shown (for reviews, see Greengard, 1978; Rodnight, 1982) that
neurons contain protein kinases that are cyclic AMP-dependent, cyclic GMP-
dependent, calcium/calmodulin-dependent, calcium phosphatidylserine-depen-
dent, and even those that are cyclic nucleotide and calcium-independent. These
kinases are responsible for the phosphorylation of a large variety of proteins
(approximately 70 have been identified in the rat brain), and the process can lead
to, for example, the activation of enzymes such as tyrosine hydroxylase. Another
example of a protein that is phosphorylated is synapsin [ (Protein 1), which is
found in vesicles in neuronal terminals but which at present has no known
function.

F. Electrophysiological Changes Associated
with Receptor Occupancy

While biochemical changes such as those mediated by B-adrenoceptor occu-
pancy have contributed greatly to the understanding of receptor-mediated events,
electrophysiology has been substantially developed by research in the cholinergic
system. The introduction of intracellular microelectrodes (Ling and Gerard,
1949) and their application to the studies of acetylcholine (Fatt and Katz, 1951;
Hodgkin and Huxley, 1952) led to the idea that neurotransmitter—receptor in-
teraction causes an alteration in ionic permeability of the membrane: proof for
such ideas came some 10 years later with the introduction of the voltage clamp
technique (Takeuchi and Takeuchi, 1960). Subsequently, Katz and Miledi
(1970) and Anderson and Stevens (1973), again using voltage clamp techniques
analyzed fluctuations in membrane potential (‘‘membrane noise’’) around the
average level of depolarization, and from such studies, it became clear that, for
example, ions were being transported via channels rather than carriers. It also
became possible to measure both the conductance and lifetime of opening of ion
channels. More recently, the development of patch clamping (Neher and Sak-
mann, 1976) has refined these measurements such that single channel currents
can be monitored. Recent reports indicate that single channel current rates are
higher than were suggested by noise analysis (Cull-Candy and Parker, 1982).
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Agonist-activated ionic channels have also been observed in cholinergic systems,
where it has been possible to record single opening, multiple opening, and
persistent opening events (Sakmann et al., 1980).

Recent studies using in vivo and in vitro intracellular recording techniques
suggest that decreases in K+ conductance (which would lead to depolarization)
may be responsible for increases in the neuronal excitability produced by «,- and
B-adrenoceptor simulation whereas increases in K* conductance (which would
be hyperpolarizing) might explain the inhibitory effects produced by «,-adre-
noceptors (Woodward et al., 1979; Szabadi, 1979; Rogawski and Aghajanian,
1980; Aghajanian and Vandermaelin, 1982; Madison and Nicoll, 1982).

III. RELATED ISSUES

A. Presynaptic Receptors

From a reductionist standpoint, we may hope ultimately to define a receptor in
physiocochemical terms, but at present, definitions are mainly pharmacological,
sometimes physiological, and can be anatomical, for example, pre- or postsynap-
tic, or extrajunctional. The development of ideas related to presynaptic receptor-
mediated control of transmitter release was a milestone in the study of receptors.
In the 1950s Brown and Gillespie (1957) showed that phenoxybenzamine (PBZ)
increased stimulation-induced overflow of noradrenaline (NA) from the perfused
cat spleen, and this was interpreted as being due to PBZ blocking postsynaptic
receptors and blocking association by the noradrenaline. However, throughout
the 1960s studies of amine re-uptake into presynaptic neurons flourished (e.g.,
Iversen, 1965) and PBZ was then assumed to block re-uptake. Nevertheless, the
fact that complete blockade of uptake by drugs such as desipramine caused little
or no increase in overflow (Geffen, 1965) led to the reemergence of the idea that
the PBZ effect might be related to blockade of adrenergic receptors (Boullin,
1967) and of course in the early 1970s led to the idea of the presynaptic auto-
receptor (for reviews, see Farnebo and Hamberger, 1971; Enero et al., 1972;
Langer, 1973, 1977; Starke, 1981). The concept has now been extended to
include other systems (e.g., dopaminergic) but ironically, the o,-adrenoceptor
originally defined in the periphery as a presynaptic receptor, has in the CNS been
shown to exist, in part, at sites postsynaptic to NA neurons.

The process of a,-adrenoceptor—effector coupling has been an area of consid-
erable recent research. It would appear that the o,-agonist—induced decrease in
cyclic AMP production is mediated by GTP and a GTP-binding protein (N)
which is similar to the GTP-binding protein (N) present in the B-adrenoceptor
system. At some stage, the process is also dependent on the availability of
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extracellular Ca?* (a,-induced vasoconstriction in the rat is blocked by ve-
rapamil, Van Meel er al., 1981), and recently, it has been reported that anti-
depressant drug-induced decreases in o,-adrenoceptor numbers in the rat cortex
were accompanied by an increase in the sensitivity of the noradrenaline release
process to extracellular calcium (McKernan and Campbell, 1983).

Currently, there is evidence for a considerable number of other transmitters
having some presynaptic receptor sites (e.g., GABA dopamine and acetyl-
choline).

B. Endogenous Ligands and Receptor Binding

One conceptual issue that has arisen with the proliferation of receptor binding
assays and identification of various receptor populations has been related to the
question of physiological role. In some cases, knowledge of the existence of the
binding site preceded the identification of the endogenous ligand. This is best
known in the case of the opiates, in which receptor binding studies (among other
factors) suggested the existence of the endogenous ligands that are now known to
be the endorphins and enkephalins (Hughes et al., 1975). The identification of
highly specific binding sites for [3H]benzodiazepines on part of the GABA
receptor complex (Gavish and Snyder, 1980) has also led to an extensive search
for an endogenous ligand that might modulate anxiety. Currently, B-carbolines
are candidates: However, the existence of such a binding site does not neces-
sarily signify the existence of an endogenous ligand.

C. The Process of Receptor Change

There appear to be at least three types of receptor change:

(1) Rapid desensitization, which can occur when receptors are exposed to
agonists in vitro. This should not be confused with the very rapid recep-
tor—ligand association, which in rate theory terms is inactive.

(2) Circadian changes in the number of receptors in several different receptor
populations. This phenomenon is still a source of controversy.

(3) Desensitization/supersensitivity, which occurs following prolonged ad-
ministration of drugs such as antidepressants or following lesioning with
compounds such as 6-hydroxydopamine.

1. Rapid densensitization that occurs as a result
of agonist being present

Approximately 25 years ago, Kakiuchi and Rall (1968), using a rabbit cere-
bellar preparation, demonstrated that incubation with either histamine or nor-
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adrenaline transiently increased cyclic AMP production, but that a second
exposure to the same agonist produced a diminished response. This rapid appar-
ent densensitization has been demonstrated in blood cells (Remold-O’Donnel,
1974) and in human fetal fibroblasts (Franklin et al., 1975), and in this latter case
it was reported that although recovery occurred in 24 hr, it could be blocked by
continued exposure to low agonist concentrations. Apart from demonstrating the
existence of this important phenomenon, the paper of Kakiuchi and Rall (1968)
showed that, if the second exposure was done with the alternative agonist, that
1s, histamine instead of noradrenaline or vice versa, then the desensitization did
not occur, suggesting that either the adenylate cyclase was unique for specific
systems or it was mobile and could be utilized by alternative agonists. However,
the opposite phenomenon occurs in certain astrocytoma cell lines in which ago-
nist-induced subsensitivity of 3-adrenoceptors is accompanied by decreased re-
sponsivity of prostaglandin E receptors (Su et al., 1976). The agonist-specific
effect has been named homologous and the nonspecific one heterologous
densensitization.

Using erythrocyte membranes, Lefkowitz and his colleagues (1976) showed
that agonist-induced rapid densensitization as shown by changes in cyclic AMP
production correlated with decreases in B-adrenoceptor number, and a similar
correlation between decreases in a-adrenoceptor number and effect (K release)
was reported by Strittmatter et al. (1977) using parotid acinar cells. The mecha-
nism of these rapid densensitizations is still unclear. However, studies with
various mutant cell lines lacking adenylate cyclase or cyclic AMP-dependent
protein kinase indicate that B-adrenoceptor occupancy must be accompanied by
changes in the activity of the related adenylate cyclase before the effect will
occur (Shear et al., 1976). Su et al. (1979) have proposed that the process
involves uncoupling of the receptor from adenylate cyclase. The changes do not
involve loss of receptors and are reversible on removal of the agonist. Prolonged
association with the agonist may lead to loss of receptor, and the process of
recovery requires de novo protein synthesis (for reviews, see Levitski and Atlas,
1981; Harden, 1983).

2. Circadian Changes in Receptor Populations

There are reports of circadian changes in several receptor populations of the rat
brain: «- and B-adrenoceptors, dopaminergic, and cholinergic receptors have
been shown to alter their numbers throughout 24-hr periods (Wirz-Justice et al.,
1982). The changes are in receptor number (as measured by receptor binding
assays) and at present do not have specific physiological correlates. The pro-
cesses are poorly understood at present but since different brain areas show
different patterns of change, the processes may be independently mediated.
However, the existence of the rapid densensitization process described above
provides some conceptual support for the existence of a rapidly cycling system.
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3. Desensitization or supersensitivity that occurs
Jollowing prolonged administration of drugs
(e.g., antidepressants or 6-hydroxydopamine)

Cannon, in 1939, showed that when, in a series of efferent neurons, a unit is
destroyed, an increased sensitivity to chemical agents develops in the isolated
structure or structures, the effect being maximal in the part directly denervated.
Some 40 years later, antidepressant drug-induced desensitization of (3-adre-
noceptors, for example, has become an extensively documented phenomenon
(e.g., Sulser et al., 1978). The process requires at least 3 days of drug admin-
istration and is presumed to be related to the presence of excess neurotransmitter.
Similar reports have been produced for a-adrenoceptors (Cohen et al., 1982).
Changes in dopamine receptors have also been produced by chronic administra-
tion of neuroleptic drugs (Clow et al., 1979, for review, see Hoffmeister and
Stille, 1980). The molecular changes that accompany these receptor alterations
are as yet unknown. As antidepressant drugs, for example, are known to produce
both behavioral and biochemical changes in circadian rhythms (Wirz-Justice and
Campbell, 1982) it could be argued that these long-term changes are due to phase
shifting of the circadian rhythms.

D. Receptor Binding Assays

The publication of Michaelis-Menten kinetics in enzymology can be consid-
ered a milestone in receptor studies in that it is the extrapolation of these ideas
that led to the definitions of B, and K. The use of the Scatchard Plot to
linearly transform binding data can also be seen as an important development,
though its publication by Scatchard in 1949 probably had limited impact on
classical pharmacologists, who at the time were probably more concerned with
issues such as those related to the o and B classification of adrenoceptors (Al-
quist, 1948), which were contrary to the concept of sympathin E and sympathin |
(Cannon and Rosenblueth, 1937). There are, of course, constraints on the use of
Scatchard plots (Klotz, 1982; Munson, Chapter 3) and there are other methods
for the analysis of binding data. Interestingly, the Woolf plot and the Direct
Linear plot (Eisenthal and Cornish Bowden, 1974) have recently been reported to
be statistically robust useful alternatives (Curry, 1982). Lest anyone have the
misfortune to search for the original Woolf plot reference, it was published by
the enzymologist J.B.S. Haldane in 1957 and attributed to work done by his
friend Barnett Woolf at a much earlier time (circa 1930). Recently, nonlinear
regression techniques for the analysis of binding data have been developed, and
these are described in detail in this volume (e.g., Munson; Burgisser and
Lefkowitz) and elsewhere (De Lean ef al., 1978; Munson and Rodbard, 1980).
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E. Receptor Isolation

The description of a-bungarotoxin (aBGT) as an irreversible curare-like an-
tagonist of the acetylcholine (ACh) receptor (Chang and Lee, 1963) was fol-
lowed by the isolation of a postulated ACh protein— bungarotoxin complex from
the receptor-rich Torpedo electric organ (Miledi et al., 1971; for review see
Heidemann and Changeux, 1978). Irreversible binding of a radioligand to a
receptor has now become a general approach to the task of receptor isolation,
especially when coupled to the process of photoaffinity labeling (e.g., Shorr et
al., 1982; Venter, 1982; Caron and Lefkowitz, 1983: in this volume: Thomas and
Tallman, Chapter 6; Laduron, Chapter 7). Finally, the various techniques that
have been developed for the preparation of liposomes and for the insertion of
proteins has been of value in the validation of isolated receptor systems.

F. Future Developments

For the future, it is likely that biochemically, receptor—effector coupling will
soon be much more clearly understood, though the physiology in relation to
conductance may be more elusive. The demonstration of coexistence of mono-
aminergic neurotransmitters and peptides in neurons has made the idea of simple
wiring diagrams in the brain rather unlikely, and it is probable that studies on the
interaction of different receptors will develop. Autoradiography of receptor sys-
tems will no doubt become more sophisticated, especially with more widespread
use of tritium-sensitive film and computer-assisted microdensitometry. As an
extension of this, position emission tomography will allow localization of recep-
tor sites in patients. Finally, the application of the methods of molecular biology
such as the use of monoclonal antibodies and techniques for protein sequencing
are likely to provide an area of growth in the subject (Noda et al., 1983).
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I. INTRODUCTION

During the past decade, one of the most rapidly expanding areas of neu-
robiology has been the study of radioligand—receptor binding interactions. The
ease of detection of radioactivity has made this an exceedingly popular tech-
nique. In addition, a great deal of information concerning the dynamics of the
interaction between the ligand and receptor can be ascertained using this tech-
nique. However, receptor binding studies are not without pitfalls. Results of an
artifactual nature can arise from a variety of sources, including ones attributable
to the radioligand. Therefore, the acquisition of an appropnate radioligand 1s
crucial to the success of the binding experiment. The explosive growth of recep-
tor binding studies has only been possible because of the large number of suitable
radioligands that have been prepared in the past few years. The purpose of this
chapter 1s to summarize the methods utilized to prepare useful radioligands.

The design of a radioligand is subject to a number of constraints imposed by
the nature of the binding experiment. These constraints have been reviewed in
detail (Bennett, 1978). Briefly, the main factors one must consider are radi-
oligand specific activity, purity, and stability.

Typically, the receptor sites under study bind ligands with equilibrium dis-
sociation constants in the nanomolar range and are present in very low tissue
concentrations. This necessitates the use of a radioligand with a specific activity
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of at least 10 Ci/mmol, and ideally, greater than 30 Ci/mmol. Tritium and '231
are the two radionuclides most commonly used to achieve this specific activity.
Accordingly, this chapter will be limited to methods utilized to introduce tritium
and 23] labels.

Generally, the ligand binding study is carried out so that less than 10% of the
total radioligand is bound at equilibrium (Bennett, 1978). As a result, the radio-
chemical purity of the ligand is of utmost importance; a minimum purity of 98%
is usually required. In order to maintain this level of purity for an acceptable
period of time, the stability of the radioligand is of concern. Therefore, this
chapter will also outline methods of purification and storage of radioligands.

II. METHODS OF LABELING

A. Tritiation
1. General Exchange

Exposure of a ligand to either tritium gas or tritiated water, generally in the
presence of a catalyst, achieves a general exchange of the chemically labile
hydrogen atoms in the ligand. Exchange reactions with tritiated water are usually
carried out under either acidic or basic conditions; tritium gas exchanges com-
monly employ a transition metal catalyst (e.g., platinum, palladium, or rhodium).

The major advantage of the general exchange method is simplicity. However,
specific activity rarely exceeds 10 Ci/mmol; complex product mixtures often
result; purification may be difficult and yields are usually low; and seldom is the
exchange either stereochemically or site specific. Nevertheless, in limited cases
satisfactory results can be obtained. [2,8-3H]Cyclic AMP can be prepared by
general exchange at a specific activity of 30-50 Ci/mmol. Tetrodotoxin can be
tritiated by the Wilzbach method of exposing the compound to an atmosphere of
tritium gas (Hafemann, 1972), albeit at low specific activity (0.5-1 Ci/mmol).

2. Mulriple Bond Reduction

a. Double Bonds. The catalytic reduction of double bonds with tritium gas has
been widely exploited as a means of introducing tritium into a molecule. With
proper selection of conditions, specific activities of 30-60 Ci/mmol can be
obtained. Highest specific activity is usually achieved when the reaction is car-
ried out in an aprotic solvent such as dioxane or ethyl acetate as opposed to protic
solvents, for example, ethanol or acetic acid.
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A second consideration is the choice of catalyst. Group VIII transition metals
(e.g., Pt, Pd, and Rh) on a variety of heterogeneous supports (activated carbon,
alumina, barium carbonate) have been widely used. The resultant specific ac-
tivity is usually high (30-60 Ci/mmol); the major exception is Adams catalyst
(PtO,-H,0), which may give unacceptably low specific activity. In recent years,
homogeneous catalysts such as Wilkinson’s catalyst (tristriphenylphosphine-
rhodium bromide) have become increasingly popular. One disadvantage of ho-
mogeneous catalysts may be difficulty in removing the catalyst after completion
of the reaction.

Depending on the catalyst used, striking differences stereochemical selectivity
may occur. For example, reduction of dienone 1 over Pd/C gives testosterone
labeled with tritium on the B-face (2), whereas reduction using Wilkinson’s
catalyst introduces tritium almost exclusively on the a-face (3).

OH
0
1
OH OH
H B
3H SH'o
0 0
2 3

b. Triple Bonds. Carbon—carbon triple bonds are also easily reduced catalyt-
ically. By using Lindlar catalyst (Lindlar, 1952), the reduction can be stopped at
the olefin stage; this strategy was followed in preparing the tritium-labeled opiate
antagonist naloxone, [N-allyl-2,3-3H]4 (Filer et al., 1981). A more active cata-
lyst such as Pd/C will reduce triple bonds to single bonds. Thus, reduction of a
propargyl precursor yields the labeled benzodiazepine antagonist propyl B-car-
boline-3-carboxylate ([propyl-2,3-3H]5) with a specific activity of >90
Ci/mmol.
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3H

/.

X~ £0;CH,CH, CH,
| !
HO 0 0

=

Reduction of the nitrile triple bond has been utilized to prepare tritiated
amines. In many cases the reaction must be run in a protic solvent, so dilution of
specific activity may be a problem. The ornithine decarboxylase inhibitor «-
difluoromethylornithine (6) and the GABA antagonist baclofen (7) have both
been tritiated via reduction of nitrile precurors.

H,NCH,
COOH
CHF,
|
C—COOH
HNCH,” SN
NH, !
6 7

3. Incorporation of Labeled Precursors

a. [FH]Methyl lodide and [FH]Methanol. In the labeling strategies discussed
in other sections of this chapter, the source of tritium is either tritiated water or
tritium gas. The availability of appropriate halogenated or unsaturated precursors
therefore limits the radioligands accessible by these approaches. In order to
overcome these limitations, synthetic pathways have been devised in which
tritium is incorporated via labeled precursors. So far, the most widely used has
been [*H]methyl iodide, which can be prepared at 70-87 Ci/mmol.

A number of useful ligands are either N-methy! substituted amines or amides;
their desmethyl precursors can usually be prepared either by N-demethylation or
direct synthesis. Methylation with [*H]methyl iodide then yields the desired
radioligand; examples include [*H]LSD (8) and [*H]flunitrazepam (9).
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CONEt,

N\S
| N, . @ .

8 9

Tritiated methyl esters can also be prepared from [*H]methyl iodide by alkyla-
tion of a salt of the corresponding carboxylic acid. The calcium antagonist
nitrendipine (10) and the benzodiazepine antagonist methyl B-carboline-3-car-
boxylate (11) have been labeled in this way.

NO,

H
Et0,C C0,C3H, wcozwa
| | N
CH4 N CH, N Z
H H

10 n

In the case of yohimbine (12), competing alkylation occurs on the nitrogen.
This necessitates that esterification be carried out via a carbodiimide coupling of
yohimbinic acid with high specific activity [*H]methanol (70-87 Ci/mmol).

=

C3H,0,C
OH

12



26 Yieh-Ping Wan and Stephen D. Hurt

[3H]Methyl iodide is again the source of tritium in the labeled steroid hormones
promgestone (13), moxesterol (14), and methyltrienolone (15). [*H]-Prom-
gestone and [*H]moxesterol are obtained by C-alkylation of an enolate and O-al-
kylation, respectively. [2H]Methyl iodide is converted to [*H]methyl magnesium
iodide, which when added to a ketone precursor yields [*H]methyltrienolone.

0

CoH,

13
OH OH
27 CoH,
C3H, 0
HO 0
14 15

b. [’H]Ethylene Dibromide. Introduction of a labeled two-carbon fragment is
possible through the use of [*H]ethylene dibromide. This precursor can be pre-
pared at a specific activity of >80 Ci/mmol and has been utilized in the synthesis
of a labeled benzodiazepine, [3H]flurazepam (16).

C2H,C2H,NEL,
1

3~ 00,CH,CH,
F | N
N
H

16 17

¢. [FH]Ethyl lodide. Radioligands containing a labeled ethyl substituent may
be accessible via alkylation with [*H]ethyl iodide. For example, alkylation of the
precursor carboxylic acid with [?H]ethyl iodide yields [*H]ethyl B-carboline-3-
carboxylate (17) at >70 Ci/mmol.
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4. Dehalogenation
Aryl halides can be catalytically dehalogenated with carrier-free tritium gas to

produce tritiated ligands with high specific activity. Prazosin, [furoyl-5->H]18, at
10-30 Ci/mmol was prepared by catalytic tritiation of 5-bromoprazosin. Azi-

0 3H
]

=]

/~ \ 1

N N—
CH,0 NY \ P

CH,0 N
NH,

[ap]

18

dobenzylcarazolol, L-p-[benzyl-3,5-3H]19, at 40-60 Ci/mmol and dopamine,
3,4-[ring-2,5,6-3H]20, at 40—60 Ci/mmol were prepared from the appropriate
brominated precursors.

OH 3y

H
0\/‘\/“ o o CH,CH,NH,

Ow® e
N 34 Y]
H

19 20

Tritiated peptides with tyrosine residues are often prepared by this method.
The peptide is first converted to its 3,5-diiodotyrosine derivative by reaction with
molecular iodine or iodine monochloride. The iodinated peptide is then catalyt-
ically dehalogenated in the presence of tritium gas to give the tritium-labeled
peptide. Tritiated angiotensin 1l with a specific activity of 56.3 Ci/mmol was
synthesized (Morgat et al., 1970) by this two-step method. Tritiated neurotensin
(40-100 Ci/mmol), which contains two tyrosine residues, was also prepared by
a similar procedure.

Because of a difference in the relative reactivity of the aryl halides (I > Br >
Cl) toward catalytic dehalogenation, selective dehalogenation can sometimes be
achieved with polyhalogenated precursors. Thus, p-aminoclonidine ([3,5->H]21)
at 40-60 Ci/mmol was obtained from the catalytic tritiation of 4-amino-3,5-
dibromoclondine and clonidine ([4-*H]22) from 4-bromoclonidine.
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NH, H
3H 3H
Cl Cl Cl o]
HN HN
HN&N HN/gN
/ /
Vi 22

Tritiated domperidone (23) at 30-60 Ci/mmol and spiroperidol (24) at 20—40
Ci/mmol were also prepared by the partial reduction of the appropriate poly-
brominated derivatives in the presence of tritium gas.

0
Icl H
: >< 0
HN"" NN CH, CH, CHy = N 'c'
N7 N4
23
3H
0
a NH I
N
24
H

Simultaneous catalytic tritiation of a precursor with more than one reducible
function can also be achieved. Thus, the catalytic reduction of brominated al-
prenolol in the presence of tritium gas gives high specific activity (90-120
Ci/mmol) dihydroalprenolol (25) with tritium atoms on both the ring and propyl
side chain.

OH H
| | H .
OCH,CHCH,NCH(CH), = CH,N(CHY)s
C3H,C3H,C3H, ! ! -
H C3H,

3H
25 26
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Alkyl halides occasionally can be replaced by tritium upon catalytical reduc-
tion. L-(+)-cis-Dioxolane, [2-merhyl-3H]26, with a specific activity greater than
25 Ci/mmol was obtained by the catalytic reduction of L-(+)-cis-trichlorometh-
yldioxolane with tritium gas.

5. Madification of Carbonyl Groups

a. Carbonyl Group Reduction. Reduction of carbonyl double bonds can be
achieved by using high specific activity (>60 Ci/mmol) sodium borotritide to
produce tritiated ligands of modest (10—20 Ci/mmol) specific activity. p-Hy-
droxybenzylisoproterenol ([7-3H]27) is prepared by this procedure.

HO. C3HOHCH,NHC(CH,),CH,
HO OH

27

b. Decarboxylation. Decarboxylation of ibotenic acid in 3H,O gives mus-
cimol, ([methylene-3H]28), with a specific activity of 5-20 Ci/mmol.

H,NCH, O\N

OH
28

B. Iodination

Radioidine-labeled ligands have frequently been used in receptor binding stud-
ies. lodine-125, which has a longer half-life than iodine-131, (60 versus 8 days)
is the more commonly used isotope. One advantage of radioiodine labeling is
that radioiodine provides a much higher specific activity than trittum (~30
Ci/mmol for 3H, ~2200 Ci/mmol for '25]). However, one must be cautious in
utilizing the radioiodine-labeled compound, since the introduction of the rela-
tively large atom(s) into the molecule can sometimes significantly affect the
structural orientation and hence the properties of the compound.

1. Chloramine-T Method

The use of elemental radioiodine or radioiodine monochloride as the iodinat-
ing agent has been known for many years; however, because of their volatile
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nature these agents are rarely used. The most widely used method today is
iodination with chloramine-T (Hunter and Greenwood, 1962) and sodium radi-
oiodide. Chloramine-T, acting as an oxidizing agent, oxidizes iodide to iodine in
situ. The procedure is relatively straightforward and usually gives high efficiency
of utilization of the radioactive iodine.

There is a structural requirement for the compound to be iodinated; the precur-
sor needs to possess an activated aromatic ring in the molecule. Peptides contain-
ing tyrosine or histidine residues are good candidates for radioiodination. Leu-
cine enkephalin, Tyr-Gly-Gly-Phe-Leu-OH, was iodinated using chloramine-T
and sodium iodide-125 to give [monoiodinated-Tyr]leucine enkephalin with a
specific activity of ~2200 Ci/mmol. Monoiodinated thyrotropin releasing hor-
mone, pGlu-['23I]His-ProNH,, was obtained with a specific activity ~2000
Ci/mmol by the iodination of thyrotropin releasing hormone.

Radioiodination of nonpeptide ligands has also been accomplished using a
similar procedure. [!'25[]lodohistamine (29) was synthesized with a specific ac-
tivity of ~2200 Ci/mmol; [!?>>I]iodohydroxybenzylpindolol (30) was prepared
with a specific activity of ~2200 Ci/mmol.

o CH,
1
N| | CHCHoNH, OCH,CHCH,NHC —CH,
I i
g(N CH,
125) H HN /
29 30 125
OH

2. Bolten-Hunter Reagent

For biologically active peptides not containing tyrosine residues or peptides
which become biologically inactive after being iodinated on the tyrosine moiety,
radioiodine labeling with Bolten-Hunter reagent is usually a good choice.
Bolten-Hunter reagent is the N-hydroxysuccinimide ester of iodinated p-hy-
droxy-phenylpropionic acid (31). As an active ester, the reagent acylates the free
amino groups of the peptide with the iodinated p-hydroxyphenylpropionic resi-
due. Miller ez al. (1981) prepared N*-['?*I-labeled desaminotyrosyl]-CCK-8 and
found that the iodinated derivative was identical with CCK-8 in potency and
efficacy for stimulation of in vitro pancreatic enzyme secretion. Similar pro-
cedures were also used to prepare biologically active radioiodinated cho-
lecystokinin for radioreceptor assay and radioimmunoassay (for example, Innis
and Snyder, 1980).
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125] 0

Il
HO CH,CH,—C—=0=N

31
3. Wood Reagent

Besides Bolten-Hunter reagent, Wood reagent (32), an iodinated p-hy-
droxybenzimidate-HCI, is also used for labeling peptide ligands in a similar
fashion. The radioiodinated CCK-8 derivative was prepared at a specific activity
of 2000 Ci/mmol (Praissman er al., 1982).

125|

II. PURIFICATION AND STORAGE
OF RADIOLIGANDS

Purification of radioligands generally is a straightforward task. For radi-
oligands of high specific activity a chromatographic purification is usually the
method of choice, since rarely does one have sufficient mass for crystallization
or distillation. Thin layer, paper, and high performance liquid chromatography
are all routinely used. Comparison of the chromatographic properties of the
radioligand with those of authentic unlabeled standard also is essential to verify
the identity of the radioligand. In addition, spectroscopic measurements such as
UV, tritium NMR, or colorimetric reactions are necessary for initial charac-
terization and specific activity determination.

Proper storage of radiochemicals is necessary to minimize decomposition due to
radiation effects. The factors responsible for radiochemical decomposition have
been reviewed elsewhere (see, for example, Sheppard, 1972). Experience has
shown that radioligands of high specific activity (>10 Ci/mmol) are generally
more stable when stored in dilute solution (~1 mCi/ml) than as neat liquids or
solids; the principal cause of decomposition under these conditions is interaction
of the radioligand with free radicals generated by irradiation of solvent molecules.
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Most neurochemicals are relatively polar molecules and for reasons of sol-
ubility must be stored in protic solvents. Water by itself is usually a poor choice,
since it readily forms free radicals upon irradiation; the addition of free radical
scavengers such as 2-mercaptoethanol to aqueous solutions may improve sta-
bility. Ethanol is also an effective free radical scavenger, so ethanol or eth-
anol/water mixtures may be the solvent of choice in many cases.

Storage temperature may also have a dramatic effect on the rate of decomposi-
tion. Most radioligands have satisfactory stability when stored at freezer
(—20°C) temperature; in some cases ultrafreezer (—80°C) storage may be re-
quired. Actual freezing of the solvent should be avoided, since resultant aggrega-
tion of solute molecules may promote decomposition.

Finally, individual radioligands may require specialized storage precautions.
For example, light-sensitive compounds should be stored in a light-free environ-
ment; easily oxidized compounds should be stored under an atmosphere of nitro-
gen or argon.

In summary, radiation effects usually render radioligands much less stable
than their unlabeled counterparts. Care in storage of radioligands should not be
underemphasized, since it may make the difference between the success or
failure of a binding experiment.
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I. INTRODUCTION

The central role of receptors in mediating many physiological events has
emerged as one of the basic tenets of modern neurobiology. Since most receptors
cannot be observed directly, proof of their existence is largely based on their
ability to bind certain ligands (neurotransmitters, hormones, drugs, etc.) selec-
tively and to produce a characteristic action when stimulated. Therefore, use of
appropriate means of data analysis for receptor experiments is crucial. New
“‘receptors’’ are ‘‘discovered’’ almost weekly based on findings of specific
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binding of radioactive compounds. Established receptor types are subclassified
on the basis of only subtle changes in the shape of the binding isotherm. Nev-
ertheless, a certain naiveté persists in this field concerning the need for careful
statistical analysis of such data. Casual graphical analysis is fraught with poten-
tial pitfalls and can sometimes be misleading. Because of the indirect nature of
binding studies, an incorrect or incomplete analysis of the experiment can alter
the fundamental biological inferences drawn from the experiment. It is some-
times possible to see more structure in the data (e.g., two classes of sites in a
curved Scatchard plot) than is warranted on the basis of a truly objective
statistical test. Computerized statistical analysis can aid in the interpretation of
the data, but overly simplistic attempts at computerization of the analysis can be
less reliable than simple graphical methods. Therefore, the prudent investigator
should become familiar with the principles of appropriate statistical analysis of
ligand binding data and attempt to apply them.

In this chapter, we give an overview of a set of computerized analysis tech-
niques developed to address the fundamental questions posed in receptor binding
studies. Most of the mathematical and statistical details are avoided here but are
covered in the references (Munson and Rodbard, 1980; Feldman, 1972; Munson,
1983b, Rodbard et al., 1980).

Owing to the complexity of the mathematical expressions arising from even
relatively simple equilibrium binding models, computerized analysis is likely to
have increasing importance as an aid to the investigator. Finally, the potential of
not just analysis, but of computerized design of experiments, is virtually
untapped.

II. LIGAND BINDING STUDIES: QUESTIONS
AND ISSUES

A. Characterizing Saturable Binding

Since radiolabeled ligands and drugs frequently bind to almost any protein or
tissue and even sometimes to inorganic material, the first question asked in a
binding study should be: *‘Is there evidence for saturable binding?’’ Surprising-
ly, it is hard to find agreement on a precise objective definition of saturability,
especially if nonspecific binding is present. In the plot of Bound (B) versus Free
(F) ligand concentration, saturation may be evidenced by a ‘‘plateauing,”” or
leveling, of the curve. Yet, because the plateau must be extrapolated outside the
range of the data, convincing evidence of its existence is difficult to obtain in
practice. In fact, one investigator claims that only by observing a definite inflec-
tion point in the binding curve displayed as [Bound] versus log [Free] can we
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legitimately define saturablity (Klotz, 1982). However, even this overly conser-
vative approach can be quite subjective, since recognition of the inflection point
can be difficult when the data points are even moderately scattered. Furthermore,
this approach may be misleading when dealing with heterogeneous receptors
(Munson and Rodbard, 1983).

In the Scatchard plot (B/F versus B), data from true saturable binding should
fall on a straight line. Therefore, any tendency toward a linear trend ought to
signal the presence of saturable binding. Unfortunately, in all but the most clear-
cut cases, the distortions of statistical errors resulting from the data transforma-
tion and the plotting technique itself make this approach unworkable. The
Scatchard plot method may be subject to serious misinterpretation if, in addition
to a linear trend, there is a suggestion of curvature in the data.

Finally, the definition of saturability depends strongly upon how the non-
specific binding is defined and measured. Conventionally, nonspecific binding
measured by first saturating the specific binding with excess cold ligand, is
subtracted from total binding measurements to obtain *‘specific binding.”” How-
ever, the subtraction of two measured quantities results in a magnification of
statistical errors and may make reliable observation of the plateau in the satura-
tion curve difficult (Chrousos er al., 1982; Munson, 1983b). Failure to add
sufficient excess cold ligand when measuring nonspecific binding may also bias
results of this type of analysis, since the specific binding site may not be com-
pletely saturated.

B. Identifying the True Receptor

After detecting saturable binding, one should next determine its specificity for
different ligands or classes of ligands. Stereospecificity may be evidence of a
true receptor, as may its particular pattern of binding specificity for a series of
agonist or antagonist hormones or drugs.

Saturable binding in the same tissue may be measured using different labeled
probes. To determine if these ligands are binding to the same or to independent
classes of receptors, competition studies using the corresponding unlabeled
ligands should be performed. Complete cross-displacement should be observed if
only a single receptor binding site is involved. Failure of one of the unlabeled
ligands to compete or reduction of the slope of the competition curve suggests
that two or more independent sites may be involved. Saturation of the same
receptor with different labeled ligands should result in the same measured bind-
ing capacity. Differences in B, ,, may also indicate multiple receptors.

The relative potency of a series of ligands has been used as an identification
criterion, or ‘‘signature,’” of a particular receptor. Thus, we might expect the
ordering of ICs, values for a set of ligands and even their relative spacing to
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remain unchanged for the same receptor molecule located in different tissues or
in different species. Conversely, a significant change in the order of potency may
signal a new and different receptor. Furthermore, if biological effect is to be
mediated by receptor occupancy, then the order of potency for binding ought to
correlate with the order of potency for activation determined in pharmacological
studies.

We might also reasonably expect that the K}, of a true receptor be in some-
thing approaching the physiological range of concentration of the hormone or
ligand, say 0.1-1000 nM.

C. Estimating Binding Parameters

Finally, after establishing the identity of a receptor (or binding site) we may
then wish to characterize the shape of its binding curve, either in terms of
empirical parameters (slope, midpoint location, plateau height, deviation from
symmetry, etc.) or under the assumption of a particular binding model with
parameters for affinity, K75, and binding capacity, B, , and optionally, in terms
of departures from a simple homogeneous equilibrium binding model, for exam-
ple, the presence of positive or negative cooperativity.

Each of these issues—defining and detecting saturable binding, measuring
binding specificity, observation of binding heterogeneity, and estimation of K,
and B, .—depend on accurate statistical analysis of the original binding curve,
which is greatly aided by appropriate computerization.

III. COMPUTERIZED ANALYSIS: CURVE FITTING

Traditionally, binding studies have depended upon graphical analysis. Unfor-
tunately, because of the variety of plotting techniques and of the widespread
misinterpretation and misuse of some of them, considerable controversy has been
raised about their suitability (Klotz, 1982; Munson and Rodbard, 1983). The
substantive issues and questions mentioned above should be addressed in the
context of a computerized statistical analysis. Such automated analytic tech-
niques, correctly applied, avoid the subjectivity of traditional graphical ap-
proaches and result in more precise results. Unfortunately, some early attempts
at computerization of graphical techniques may have been too simplistic or even
incorrect; use of such programs may result in unacceptable results. In order to
prevent such difficulties, the investigator should become familiar with the statis-
tical principles guiding t-e analysis.

Computerized analysi, (in fact, any precise analytic method) begins with the
postulation of a matherr atical or biochemical model or framework into which the
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experimental data are fitted. The model may take the form of a set of equations or
may be defined by the computer program actually used in calculation.

We must also have a method for fitting the model to the experimental data.
Usually, this takes the form of adjusting the parameters of the model (e.g.,
affinity and binding capacity) until the predicted curve closely resembles the
observations. After fitting the curve, we must next validate the correctness of the
particular mathematical model or reject it in favor of an alternate model. This
may be done on the basis of the degree of agreement (goodness-of-fit) of the
model with all available experimental data. These ideas have been formalized
and given a sound statistical basis in the theory of weighted nonlinear least
squares (WNLLS) analysis (Bard, 1973). The technique is entirely general in
that any desired model may be specified (e.g., homogeneous receptor, multiple
binding sites, etc.) and the resulting parameter estimates will be optimal in the
sense that the raw untransformed experimental observations (usually bound
counts of radioactivity) are being fitted. This form of analysis is superior to
graphical approaches in ligand binding analysis in that (1) results are objective,
(2) less bias is introduced than with most other common methods, (3) the varia-
tion of the final results due to statistical fluctuation in the data is smaller, and (4)
results are easily reproducible by different investigators in different laboratories.

Several points should be observed when applying WNLLS to ligand binding
data. First, it is essential that the untransformed raw experimental data be fitted
by the model. Unfortunately, some investigators have attempted to fit the data
directly in the Scatchard plot (B/F versus B) using linear regression, a spe-
cialized case of least squares analysis. Owing to the unusual distortion of experi-
mental errors induced by this transformation, the assumptions underlying linear
regression (homogeneity of variance, error-free independent variable, etc.) are
not met. Use of linear regression here will result in significantly underestimated
values for affinity, with corresponding overestimates of capacity. Second, since
even the raw experimental data may have unequal precision (e.g., 10,000 counts
bound has 1% error, but 100 counts has 10% error according to the laws of
Poisson statistics), it is important and sometimes essential to use appropriate
statistical weighting. Several methods for determining the correct type of weight-
ing have been developed elsewhere (Munson and Rodbard, 1980; Rodbard et al.,
1976). Third, the validity of the model must always be under suspicion. After
all, until the ultimate biochemical mechanism for hormone action is explicated,
mathematical models can only provide successively finer approximations to the
truth. Methods for checking model adequacy include graphical inspection of
residuals (differences between observed data and model predictions), non-
parametric and parametric statistical tests for patterns (nonrandomness) in the
residuals (Belsley et al., 1980), and comparison of the goodness of fit or residual
variances (average difference between predicted and observed values) for the
current model with that for the next more complex and the next simpler models.
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For example, we should compare the fit of a homogeneous receptor (one class of
sites) mode] with that of a model with two classes of sites. If the heterogeneous
receptor model fits significantly better, we can discard the homogeneous model
in its favor.

Once a computerized analysis program based on WNLLS technique has been
set up, we can use it to address the series of issues raised in Section II. The
presence or absence of specific binding can now be determined on an objective
basis. It is now a question of fitting the mathematical model for receptor binding
to the data at hand, then testing (with the t-test or the *‘extra-sum-of-squares’’ F-
test) (Draper and Smith, 1981) whether the binding capacity, B, ,,, is statis-
tically different from zero. A binding capacity which is indistinguishable from
zero means there 1s no objective evidence from the shape of the curve that a
saturable binding site exists. Thus, we can avoid the issues of graphical analysis
altogether; the results of such statistical test do not depend on particular tech-
niques of graphical display, but simply on our knowledge of the type of random
errors in the original, untransformed data. In practice, binding data are ade-
quately described with a Gaussian distribution with a variance increasing with
the magnitude of the measured values.

Further, nonspecific binding may be handled as a part of the model, using the
same approach. Here, it is no longer necessary to presubtract nonspecific binding
measured separately before preparing the saturation curve or defining the inflec-
tion point on the B versus log F plot. Rather, to determine if saturable binding is
present, one should fit the model, including terms for both specific and non-
specific binding, to the raw data and then again test if the B, ,, value is signifi-
cantly greater than zero.

IV. RECEPTOR HETEROGENEITY

Multiple or heterogeneous receptors have been postulated for a large number
of neurotransmitters. The - and p-adrenergic receptor system represents per-
haps the first known example. More recently, established receptor types have
been further subdivided into «, and a,, 8, and B,, etc. Histamine, dopamine,
serotonin, and opiate receptors are now each thought to exist in two or more
distinct forms. Distinct pharmacological responses to various drug analogs seem
to require the existence of multiple receptors to mediate their response. Evidence
of heterogeneous pharmacological action has motivated much of the research
into multiple receptor types. Variation of autoradiographic patterns in different
brain regions also suggests receptor heterogeneity, as do various cross-tolerance
and dependency studies in the opiate receptor field.
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A. Evidence from Saturation and Competition Studies

A separate line of evidence for heterogeneity may be obtained from in vitro
binding studies. Here, the evidence is less direct and may depend on subtle
changes in the shape of the binding curve. Binding studies are generally per-
formed in one of two forms, saturation or competition experiments. Saturation
studies (addition of increasing amounts of labeled ligand to tissue preparations)
may sometimes yield data which are concave upward on the Scatchard plot. This
1s frequently accepted as indicative of heterogeneity, although other explanations
must be considered. Negative cooperativity involving site—site interactions is
possibly the most popular alternative explanation, but a host of experimental
artifacts can also explain this finding (Munson, 1983a). Imprecise measurement
of nonspecific binding, incomplete separation of bound and free ligand, or un-
corrected background radioactivity all may influence the results. Conversely, a
linear Scatchard plot should not be uncritically accepted as proof of homogenei-
ty. Clearly, two different receptors could bind with nearly identical K, values,
or the concentration range covered in the experiment might be too narrow to
include the K, of the second site. Thus, determination of receptor homogeneity
must go beyond statements about the linearity of the Scatchard plot.

Competition studies (in which varying doses of unlabeled ligand compete with
labeled species for a finite number of receptor binding sites) may also reveal
receptor heterogeneity. Reduced slope of the competition curve or inability to
completely displace labeled ligand suggest the presence of multiple classes of
receptors.

Interestingly, saturation studies and competition studies do not really offer
independent evidence of receptor heterogeneity, since both studies measure bind-
ing of varying hormone concentrations to the same receptor preparation. Thus,
both studies should be expected to obey the same reaction equilibrium if the same
ligands are used. Saturation studies (Scatchard plots) therefore cannot confirm
the existence of receptor heterogeneity discovered using competition studies
(displacement curves), as is sometimes claimed in the literature.

B. Analysis of Curved Scatchard Plots

Resolution of curved Scatchard plots into two components is seldom per-
formed correctly, using graphical procedures. Regrettably, use of several incor-
rect procedures has become widespread. The most common type of error is the
attempt to divide the curve into two nearly linear segments, and then estimate K,
and B, ,, from the slope and intercept of each segment using linear regression or
a similar technique. However, the slope of the line in a Scatchard plot only
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represents the binding affinity if the plot is linear (i.e., if there is a single
homogeneous class of binding sites). In the more complex nonlinear case, this
rule no longer applies. Incorrect calculation of K, values can result in substan-
tial, five- to tenfold errors in some cases. Also, the indeterminacy in locating the
breakpoint between the two segments contributes to the unreliability of this
method. Formulas are available which give the correct K}, and B, from accu-
rate measurements of the slope in the extreme regions of the curve (*‘limiting
slopes”” method) (Hunston, 1975; Thakur et al., 1980), but the utility of this
method is limited by the need to smooth and extrapolate the data and by the
complexity of the formulas themselves.

The optimal solution to this problem is to fit the curve described by the exact
mathematical model for two independent binding sites, that is, computerized
curve fitting. Again, one should not attempt to fit the curve directly to the
Scatchard plot, owing to the bizarre, distorting effect this plot has on random
statistical errors but should fit the untransformed experimental observations,
usually bound ligand concentration. Of course, once the correct fit is obtained, it
may be displayed in the Scatchard or any other coordinate system. Fitting the
curve to the bound ligand concentration requires simpler mathematical ex-
pressions than does the equivalent curve in the Scatchard plot and will also give
statistically more reliable results.

V. EXPERIMENTS USING SEVERAL LIGANDS

Use of multiple analogs can be very informative when defining two or more
classes of receptors. Receptors seem to differ in their requirements for recogniz-
ing agonists (or antagonists). Conversely, ligands differ greatly in their abilities
to bind and activate the receptors. The ideal situation from the investigator’s
point of view would be the existence of completely selective ligands for each
class of receptors; ligand A binds only to receptor A and ligand B only to
receptor B. In this case, there would be no question about the existence of
multiple receptors.

The difficult question arises when the ligands are not completely selective, that
is, ligand A binds to both receptor A and receptor B, possibly with only a small
difference in the affinity. Here, we might observe a Scatchard plot with only a
minor degree of curvature, not enough to precisely characterize the two binding
sites, or possibly no curvature at all if ligand A is completely unselective.

The problem can be resolved if more selective ligands can be found or if
several partially selective ligands can be used simultaneously. Thus, although
ligand A alone may not reveal two receptor classes, used together with ligands B,
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C,D, etc., in a properly designed experiment, it may help to precisely charac-
terize multiple distinct classes.

The most commonly used design involving two different ligands is the com-
petition or displacement curve. One of the key features of such a curve is its
slope. A logit-log slope (slope of the competition curve in the logit-log coordi-
nates) less than one may indicate receptor heterogeneity. Other characteristics of
such curves may also be noted. If a sufficiently wide range of concentrations of
competitor is used, we should observe both an upper and lower plateau con-
nected by a smooth, usually symmetric S-shaped curve in the plot of [Bound]
versus log [Competitor]. The logit-log slope (sometimes incorrectly referred to
as the Hill slope) and the midpoint location (EDs,) can be determined using
linear regression on the logit-log plot of the data. In this plot, the ordinate is y =
logit(Y’) = log(Y'/(1—=Y")), where Y’ is the response variable normalized within
zero to one. The experimentally measured response variable may be bound
counts per minute, in which case the normalized response is written Y’ = B/B,,.
The abscissa of the graph is the logarithm of the concentration of competitor.

The plateau values used to normalize the response must be accurately deter-
mined before the logit-log transformation can be applied, because the ED
depends on their level. This is equally true of the untransformed data; we cannot
determine the midpoint of a curve unless we know its upper and lower limits. In
the absence of nonspecific binding, the lower plateau or minimum response
should be zero. A baseline greater than zero may result from nonspecific binding
or if the competitor cannot fully displace the labeled ligand.

A. The Four-Parameter Logistic

A useful, simple, and empirical description of the competition or displacement
curve is the four-parameter logistic equation (De Lean er al., 1978; Rodbard,
1974);

a—d

V=17 xicp + d

The parameters of this mathematical model correspond exactly to the qualitative
features of the graph. The parameters a and d are the upper and lower plateau
levels, respectively. The EDs, is represented by the parameter ¢, and b is the
logit-log slope. Fitting all four parameters to the competition curve conveniently
summarizes the main characteristics of the competitor ligand and its interaction
with the binding site. This equation may be applied to a single curve or to
families of displacement curves for a series of competitors (De Lean et al.,
1978).
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Further, we may assess heterogeneity by testing if the slope factor b is com-
patible with unity, again utilizing a t- or F-test. Ironically, this empirical four-
parameter logistic model becomes inapplicable if too much heterogeneity is
present. In this case, the curve will break into two or more steps and cannot be
described by a smooth, symmetric, sigmoidal shape.

B. Relating K, to ED,,

Very commonly, competition curves are used as the basis for estimating K|, the
inhibition constant of the unlabeled ligand. Such estimation procedures are gener-
ally only valid in the homogeneous receptor case and should not be applied if the
logit-log slope is significantly different from one. Even in the simple one-receptor
case, the complete mathematical description of the interaction of labeled ligand,
unlabeled ligand, and the receptor involves solving three or four nonlinear equa-
tions. Therefore its behavior cannot easily be predicted intuitively, except under
special conditions. The exact midpoint location bears a complex relationship to
not only the K, (affinity of the inhibitor), but also to the K|, (affinity of tracer
ligand), R (binding site capacity), and p* (initial concentration of labeled ligand)
values as well. Nevertheless, the inhibition constant is commonly assumed equal
to te midpoint location, K; = ED,. While many investigators recognize that K 1s
not always identical with the EDy,, they do not realize that the most commonly
used correction method (Cheng and Prussoff, 1973) is also an approximation and
may result in errors of several hundred percent. The Cheng-Prussoff correction
adjusts for the nonneglible tracer ligand concentration:

K, = EDy/(1 + L/Kp)

where L is the free tracer concentration at the ED,. Very often, total rather than
free tracer concentration is known, so in practice, the above relation becomes:

K, = EDsy/(1 + p*/Kp)

If the tracer concentration P* is less than 0.1-K|,, this correction has little effect
on the calculated K,. Even with the Cheng-Prussoff correction, however, results
can be substantially (>100%) in error if either (1) initial binding, (B/F),, is
higher than 0.8 or (2) if the true K| is substantially smaller than K. Under these
conditions, the implicit assumption that free concentration equals total con-
centration for both labeled ligand and competitor is invalid. High values of
(B/F),, are not uncommon when using high-affinity, partially purified receptors,
hence further correction of the results may be necessary. The exact relationship
of the K to the EDs is given in Rodbard and Lewald (1970).

A superior approach, which does not make use of any of the above approxima-
tions, is the model-based curve-fitting method. Rather than estimating the EDs
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values for each curve independently and then converting these to K, estimates, it
is possible, with computerized curve fitting, to estimate the K; directly from the
data. This method has the following advantages:

L. It fits the exact model for equilibrium binding of hormone to receptor.

2. Each curve and each data point are given appropriate weight in the
analysis.

3. Ky and B, are estimated along with the K; from appropriate data, elim-
inating the need to arbitrarily assume K|, before K; can be estimated.

4. With computerized curve fitting, it is possible to estimate the precision of
the parameters along with their actual value, taking into account the precision of
the original experimental measurements. Noisy measurements of the binding
isotherm will therefore result in imprecise estimates of K, and the investigator
is informed of the effect of measurement error on his results.

5. With computerized curve fitting, it is easy to generalize the model beyond
a single, homogeneous receptor, unlike the cruder EDs, approach. Thus, if there
is evidence for receptor heterogeneity, it may be difficult if not impossible to get
accurate estimates of ED5, values for the high- and low-affinity sites and conver-
sion to K; values cannot be made. However, the mathematical model for two
binding sites may be fit to these displacement curves (with appropriate con-
straints on the parameters) and the best estimates for each of the two K; values
obtained. The computerized curve-fitting approach may be further extended to
include three binding sites, nonspecific binding, cooperative binding, or many
other phenomena, as necessary, which is not possible with methods based on
empirical or graphical descriptions of the curve.

C. Noncompetitive Inhibition

An additional complication is introduced if the inhibitor does not behave in a
true competitive fashion. Modes of inhibition have been classified as classical
competitive, noncompetitive, uncompetitive, and mixed, depending on the effect
of the inhibitor on the apparent affinity and binding capacity (Wong, 1975). In
order to characterize the type of inhibition, we must perform multiple saturation
curves at differeing inhibitor concentrations or, equivalently, multiple competi-
tion curves at differing tracer ligand concentrations. We may analyze the data
initially by monitoring the changes in the ED, values of the displacement curves
or by looking at changes in K, and B, ,, for Scatchard plots. Ideally, both
methods should ultimately give the same results. A superior, unified approach is
to fit the entire set of data simultaneously using computerized WNLLS analysis.
Here, we may compare models for competitive, noncompetitive, or other types
of inhibition and choose the one that fits the data best with fewest parameters.
Once the appropriate model is determined, we can obtain the estimates of its



44 Peter J. Munson

parameters. These values will not be influenced by which graphical analysis step
was performed initially and are optimal in a statistical sense.

V1. DIFFERENTIATING MULTIPLE RECEPTORS:
THE “N BY M” MODEL

Experiments involving several ligands and possibly multiple classes of recep-
tors are best handled using the ‘N by M”* (N ligands, M binding sites) model
first formulated by Feldman (1972) and expanded and applied by Munson and
Rodbard (1979, 1980), De Lean er al. (1982), and others. Using this mathe-
matical model, incorporated into an appropriate computer program, one may
analyze families of saturation or displacement curves without numerical or
graphical approximations. Further, one is not limited to analyzing binding curves
in which the concentration of only a single ligand is varied. One can now
conceive of experiments wherein several ligand concentrations are varied simul-
taneously. Thus, instead of dose—response curves, one may analyze dose—re-
sponse surfaces or even three-dimensional dose—response hypersurfaces.

As particular cases, the ‘N by M’” model can analyze Scatchard plots (or
saturation curves) as ‘‘l1 by 1’7 or “‘l by 2”7 models. Displacement curves
assuming homogeneous receptors are represented as a “‘2 by 1°” model, that is,
labeled and unlabeled (two different) ligands with one class of receptors. As
distinct from the graphical displacement curve approach, this method can also
handle the ‘“2 by 2°° case: labeled and unlabeled ligands competing for two
different classes of binding sites, as well.

With this type of modeling, Hancock and colleagues (1979) were able to
quantify accurately 3, versus 3, adrenergic receptors in frog myocardium utiliz-
ing multiple competition curves. Remarkably, they were able to do this with only
a single, completely unselective radioligand ([3H]dihydroalprenolol) by utilizing
a series of partially selective competitors. Similar work has been done in the a-
adrenergic system (Hoffman ez al., 1979).

More incisive analysis can be performed when multiple radioligands are avail-
able. Here, a complete cross-displacement study may be attempted: Each ligand
is run in self- and cross-competition experiments. Results of these experiments
can tell us if all the ligands share the same set of binding sites, or if some sites are
available only to certain ligands. This approach was used by Clayton ez al.
(1979) in the study of GnRH analogs binding to pituitary membranes. Multiple
binding sites were available to native GnRH, and these classes bound all the
analogs tested. A similar experimental design was used by Pfeiffer and Herz
(1981, 1982) in the search for a third (k) opiate receptor. Multiple opiate receptor
subtypes had been postulated on the basis of distinctive pharmacological profiles
of certain opiate agonists. Martin er al. (1976) had suggested there are at least
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three types, named for their prototypic agonists;  [morphine, dihydromorphine
(DHM)], o (SKF10047), and k {ketocyclazocine, ethylketocyclazocine (EKC)].
Yet another class {d with prototype ligand Leucine-enkephalin or pAla-pLeu-
enkephalin (DADL)] had already been defined on the basis of its preference for
binding enkephalins. However, the binding data did not generally fit the picture
developed from the pharmacology; no distinctive binding to k or o receptors
could be found. Pfeiffer used the radiolabeled prototypic ligands and their un-
labeled counterparts in a complete cross-displacement study, yielding a complex
family of competition curves with a variety of shapes, many with apparent logit-
log slopes less than one. Owing to the distinctive, nonsymmetric shape of many
of these curves, graphical analysis would clearly have been inadequate. Rather,
computerized curve fitting of the *‘N by M’” model and comparison of the fjt of
two, three, or four binding site models established that exactly three sites were
necessary and sufficient to explain the data. Two of these had previously been
characterized in binding studies as the . and $ sites, and the third class showed
evidence of being the k site. These results brought the opiate binding data in line
with the pharmacology of the system.

Interestingly, prior to this study, several groups (Harris and Sethy, 1980;
Hiller and Simon, 1980; Snyder and Goodman, 1980) had published claims of
failure to detect a third opiate binding site; the two sites, w and 3, appeared
adequate. These earlier studies, though similar in design to Pfeiffer’s, were
hampered in part by the relative insensitivity of standard competition curve
analysis techniques. Looking for a distinctive pattern of ED., values in displace-
ment curves using the radiolabeled k ligand led some investigators to conclude
there was no evidence of a separate k binding site. As it turns out, because
[*H]EKC apparently labels both k and p (and to a lesser degree, 3) sites with
high affinity, its pattern of EDy, values was not very different from that for a
pure . label such as DHM. Nevertheless, the shape and location of the various
displacement curves was sufficient to distinguish a third site, as Pfeiffer showed.

Kosterlitz et al. (1981) and Chang et al. (1981) also published evidence of
binding to a third opiate receptor class using a modification of the standard
binding experiment. Recognizing the lack of k selectivity of the binding of
{*HJEKC or {*H]diprenorphine, these investigators ran the displacement curves
in the presence of saturating quantities of highly selective w and & compounds,
thus preventing further binding to these sites. The resulting displacement curves
produced using a variety of opioid ligands showed distinctive ED 4, patterns and
were generaly consistent with binding to a single homogeneous class of recep-
tors, possibly the k site.

Thus, in this case, the computer modeling approach was able to resolve the
third binding site without the use of new, highly selective ligands and without
revising the standard experimental design. Also, computer analysis provided a
quantitative check that the qualitative assumptions and conclusions were com-
patible with the experimental data.
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VII. THE LIGAND COMPUTER PROGRAM

The techniques of WNLLS analysis for the ‘N by M’ model has been
implemented in the LIGAND computer program system (Munson, 1981). This
system includes programs for data preprocessing, curve-fitting, and graphical
presentation of results. The program is written in BASIC for the DEC System 10
computer, and has been converted to run on several popular microcomputers
(HP-9845, HP-9836, Apple 11, IBM PC). The program provides for the analysis
of possibly multiple ligand, multiple receptor experiments, including explicit
parameters for nonspecific binding, correction, or scaling of different experi-
ments relative to the first of a series. It also incorporates a generalized cooper-
ativity model (Munson and Rodbard, 1984). The program allows for formulation
and testing of several alternative hypotheses (or models) so that the most appro-
priate one may be chosen on the basis of an objective, statistically valid criterion,
the ‘‘extra sum-of-squares’’ F-test (Draper and Smith, 1981). Several features
are included that take advantage of the interactive environment of small micro-
computers: parameter values may be changed dynamically, the curve-fitting
procedure may be interrupted at any point and a graph of the intermediate results
obtained, and parameters may be forced to share a common value or to hold a
fixed, predetermined value. The program is designed to handle virtually any
equilibrium experiment involving multiple ligands and receptors. The program
may be obtained from the author upon request.

VIII. CONCLUSION

No discussion of computerized analytic methods is complete without some
mention of its limitations. Every analytic method is dependent on certain as-
sumptions. In Equilibrium binding studies, it is frequently assumed that (1)
equilibrium has been established, (2) bound and free ligand are perfectly sepa-
rated and accurately measured, (3) neither ligand nor binding site is degraded,
(4) the binding site is in true solution, and (5) the particular model for ligand—
receptor interaction applies. These assumptions qualify all results from such
experiments, either graphical or computerized. One of the real values of a formal
statistical analysis is that it forces one to consider these assumptions explicitly
and ultimately to test them experimentally.

Nevertheless, graphical analysis of data should remain an important part of
receptor binding studies. The eye—brain system is, in fact, several orders of
magnitude more complex than even the most powerful computer, and its method
of operation is not well understood. Qualitative, intuitive understanding is un-
doubtedly aided by graphical presentation. However, these graphical tools are
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often the source of unnecessary confusion in interpreting the data. On the other
hand, formal statistical tests based on computerized WNLLS analysis can give
unambiguous answers to questions such as ‘‘Is there saturable binding?’’, “‘Is
there evidence of nonlinearity in the data?’’, or in general, ‘‘Does model A fit
the data better (or worse) than model B?’’ Application of these tests removes
much of the ambiguity inherent in the subjective graphical approach and can
often clarify and establish results with certainty. Moreover, computerized analy-
sis facilitates the consideration of more complex and probably more realistic
models of ligand—receptor interaction, and avoids several commonly used but
seldom validated approximations. (Also, certain ‘‘nuisance’’ parameters, such
as nonspecific binding or scaling factors between experiments, can be explicitly
included in the model, avoiding the need to remove their effect by ‘‘precorrec-
tion”” of the data.) By considering all the unknown parameters simultaneously,
we get a better idea of the precision of their values and may therefore avoid
ambiguous or contradictory results.

In analysis of multiple or heterogeneous receptor systems, the need to use
multiple ligands, both labeled and unlabeled, is clear. If a specific ligand for
each receptor is not available, it is still possible to accurately analyze the system,
provided the right combination of partially selective ligands can be found. Here,
the use of the ‘N by M’” model is extremely useful if not essential to the analysis
of the data, as results in the adrenergic and the opiate receptor systems have
demonstrated. Since experiments are frequently designed around the available
analytic tools, computerized curve fitting should increase experimental pos-
sibilities since it removes many restrictions imposed by traditional graphical
techniques. More than one (or two) ligands may be used in a single experiment,
with several concentrations being varied simultaneously. Experimental results
from different runs can be pooled and analyzed simultaneously. Furthermore, the
techniques of computerized optimization of experimental design can lead to new,
more economical, and more powerful approaches to the binding experiments
themselves.
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I. INTRODUCTION

The recent discovery that active peptides, originally extracted from the brain
and/or the gut, are found in most peripheral tissues has revolutionized our ideas
of control of bodily functions (Polak and Bloom, 1981a). Regulatory peptides
have now been found by immunocytochemistry in typical endocrine cells or in
autonomic or sensory nerves (Polak and Bloom, 1982a). Indeed, the two main
controlling systems of the body, the neural and endocrine, are now considered to
be so closely related by the production and release of the same active peptides
that they are combined as the ‘‘diffuse neuroendocrine system’’ (Polak and
Bloom, 1982b).

Fig. I. Human antrum fixed in benzoquinone vapor, three in serial sections stained for neuron-
specific enolase (a) and for gastrin (b). Long arrows point to endocrine cells containing both peptide
and enzyme. Other cells are clearly stained only for neuron-specific enolase, indicating the pres-
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A. Means of Visualizing the Peripheral Regulatory
Peptide-Containing System

This system can now be visualized and delineated in its entirety by immu-
nocytochemistry using antibodies to a brain glycolytic enzyme, neuron-specific
enolase (Marangos ef al., 1982). (For details see chapter by DeFeudis, Part B).
Antibodies to neuron-specific enolase (which are now commercially available
from Polysciences, Paul Valley Industrial Park, Warrington, Pennsylvania) are
capable of detecting all peripheral endocrine and neural cell types, not only those
containing known regulatory peptides, amines, or classical neurotransmitters but
also other cell types whose product remains to be discovered. Immunocyto-
chemical staining with antibodies to neuron-specific enolase reveals a much
larger mass of neuroendocrine elements than any other method or combination of
methods (Bishop et al., 1982) (Fig. la-b).

B. Immunochemical Methods for Regulatory Peptides

The distribution and concentration of regulatory peptides can now be success-
fully measured by the use of two immunochemical methods, immunocyto-
chemistry and radioimmunoassay, used in combination.

ence of endocrine elements containing peptides other than gastrin. P.A.P. method. (Xx250;
bar, 100 pm)
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Immunocytochemistry provides information on the precise localization within
the tissue of a given regulatory peptide (Polak and Bloom, 1983), that is, its
presence in endocrine cells or nerves and, within these categories, its intra-
cellular localization in cytoplasmic secretory granules or even in the endoplasmic
reticular system. Radioimmunoassay will tell us the absolute quantities of the
peptide and the relative concentration of its molecular form variants. The princi-
ples of and specific methods for radioimmunoassay of regulatory peptides are not
discussed in this chapter. For the principles of radioimmunoassay the authors
refer to other chapters in this and subsequent volumes. Regarding specific meth-
ods for the measurements of regulatory peptides see Bloom and Long (1982).

C. Immunocytochemical Methods

Since the introduction of the immunofluorescence method by Coons et al. in
1955, immunocytochemistry has established itself as a discipline in its own right,
finding uses in conjunction with many other scientific procedures. The variety of
methods that have led to further improvement of its specificity and versatility is
so large so to be beyond the scope of this monograph. For details and further
references see Polak and Van Noorden (1983). Mention, however, must be made
of three new approaches to antigen detection that have been proposed recently.

1. Monoclonal Antibodies (or the Hybrid
Myeloma Method)

The development of the hybrid myeloma method of antibody production
(Kohler and Milstein, 1975) opened up the possibility of improving further the
existing immunocytochemical methods by considerably reducing unwanted
background staining. The latter is primarily due to the use of polyclonal anti-
bodies containing a mixed population of antibodies, many of which react with
unwanted tissue components. Although only a limited number of monoclonal
antibodies to regulatory peptides are now available, their availability will doubt-
lessly be increased in the near future.

2. Electron Immunocytochemistry

A considerable number of methods for the ultrastructural localization of reg-
ulatory peptides have recently been proposed. Our group has used mainly a
variety of immunogold staining procedures (Varndell et al., 1982). These are
based on the principle that colloidal gold particles are electron-dense and possess
the ability to adsorb macromolecules such as antibodies. They can also be pro-
duced in different sizes, allowing for the simultaneous demonstration of multiple
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Fig. 2. Catecholamine-containing granules from a cat adrenal medulla fixed in glutaraldehyde
and embedded in resin for electron microscopy. DBH immunoreactivity is recognized by the 40-nm
gold label, whereas enkephalin-like immunoreactivity is labeled by 20-nm gold particles. Both
enzyme and enkephalin are localized in the same adrenal medullary granules. (X 120,000; bar, 0.25
pm)

antigens in a single tissue section (Tapia er al., 1983) (Fig. 2) (for details of
technology see the Appendix to this chapter). By employing the immunogold
staining procedures on either frozen thin sections or on resin-embedded material
and using a panel of region-specific antibodies recognizing different parts of the
peptide and its molecular form variants, it is now possible to visualize the main
intracellular events of peptide synthesis, from their first formation in the Golgi
area to their storage in secretory granules and release from the cell (Polak er al.,
1982).

3. Intracellular Demonstration of mRNA, which Controls
Peptide Precursor Biosynthesis

It will soon be possible to show the intracellular localization of the mRNA
species that direct the synthesis of peptide precursors. One of these methods is
based on the use of recombinant cDNA (hybridization histochemistry) (Hudson
et al., 1981). It is, in addition, probable that the structure of the enzymes



54 Julia M. Polak and Stephen R. Bloom

responsible for both mRNA and peptide processing will soon be determined, and
thus it may be possible to visualize disturbances of their structure and function in
disease.

Some of the immunocytochemical methods employed in our unit are given in
the Appendix to this chapter.

II. GENERAL CHARACTERISTICS OF THE MOST
ABUNDANT REGULATORY PEPTIDES

In this section we shall describe the main features of the most abundantly
distributed regulatory peptides.

A. Vasoactive Intestinal Polypeptide (VIP)

VIP is a 28-amino-acid peptide originally extracted from the gut and later
found in the brain and in a large number of peripheral tissues. Immunocyto-
chemistry localizes VIP to central and peripheral neurons (Polak and Bloom,
1982c). VIP nerves are frequently seen in association with blood vessels, se-
cretory glands, and smooth muscle, in keeping with the reports that VIP is a
potent vasodilatory, secretomotor, and muscle-relaxing peptide. The postulate
that VIP acts as a neurotransmitter is supported by the finding of VIP in enriched
synaptosomal fractions, the release of VIP after nerve stimulation, and the rep-
lication or mimicking of a number of nerve-mediated tissue responses after
microinjections of VIP into the local circulation (Said, 1982a).

VIP nerves orginate in most peripheral tissues from a system of local cell
bodies. This finding may have important implications in terms of autonomous
functions. It is likely that the peripheral VIPergic system acts at least in part
independently from its central neuroanatomical connections.

B. Substance P

Substance P is an 11-amino-acid peptide discovered in 1931 when von Euler
and Gaddum (1931) noted the release after nerve stimulation of a substance
capable of inducing a marked atropine-resistant gut muscle contraction. The
noncommittal name of substance P was subsequently chosen. Like VIP, sub-
stance P is very widely distributed both in the brain and in most peripheral tissues
(Polak and Bloom, 1981b). Immunocytochemistry localizes substance P to auto-
nomic and sensory nearons. The finding of substance P in primary sensory
neurons of the dorsal root ganglia and in the dorsal horn of the spinal cord and its
subsequent depletion after dorsal rhizotomy led to the postulate of substance P
being a sensory neurotransmitter (Otsuka et al., 1975). This postulate still holds
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true, and it is supported by a wealth of neurophysiological evidence including the
release of substance P after sensory neuron stimulation (Olgart et al., 1977).
Specific substance P blockers, based on the development of analogs to the
original substance P molecule, have recently been described (Engberg ef al.,
1981).

C. Somatostatin

Somatostatin was originally extracted from the brain and characterized as a 14-
amino-acid peptide (Brazeau et al., 1973). Recent evidence, however, indicates
the presence of larger molecular forms, in particular that of a larger peptide
composed of 28 amino acids (Vaysse et al., 1981). In the periphery somatostatin
is found in many tissues including the gastrointestinal tract, the pancreas, the
thyroid, the lung, the skin, and the urogenital system. Immunocytochemistry
localizes somatostatin both to endocrine cells and to autonomic nerves and pre-
liminary evidence indicates that the predominant molecular form of neural
somatostatin is a shorter sequence of 14 amino acids, whereas its longer fragment
is predominantly localized in endocrine cells (Patel ef al., 1981a). Somatostatin
displays a wide variety of inhibitory actions, not only on the release of many
other regulatory peptides but also on the target tissue (Patel ez al., 1981b) (Table I).

D. Bombesin

Bombesin was originally extracted from the skin of the discglossid frog
Bombina bombina and characterized as a 14-amino-acid peptide (Erspamer and
Melchiorri, 1973). Its powerful stimulatory actions in mammals led to the postu-
late that a bombesin-like material may be found in mammals. Indeed, this is the
case. In mammals, including man, bombesin is found in the brain, the gastroin-
testinal tract, the pancreas, and the lung. Mammalian bombesin has recently

TABLE 1

The Main Inhibitory Actions of Somatostatin

Growth Hormone Gastric acid

TSH Pepsin

Insulin Gastric emptying
Glucagon Pancreatic enzymes

PP Pancreatic bicarbonate
Gastrin Choleresis

GIP Gall bladder contraction
Motilin Motility

CCK Xylose absorption

Enteroglucagon Celiac blood flow
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been characterised as a 27-amino-acid peptide possessing in common with am-
phibian bombesin the last 7 C-terminal amino acids (McDonald et al., 1978).
The potent releasing properties of bombesin contrast with the inhibitory proper-
ties of somatostatin. Bombesin stimulates the release of most other regulatory
peptides. Immunocytochemistry localizes bombesin both to endocrine cells
(e.g., of the lung) and to central and peripheral (autonomic) nerves.

E. The Enkephalins

The enkephalins are a pair of 5-amino-acid peptides differing by one amino
acid (leucine/methionine) at the C-terminus. Contrary to earlier assumptions, the
enkephalins seem not to share the same precursor with other chemically related
peptides such as the endorphins and lipotropins. However, both Leu- and Met-
enkephalin have been reported to derive from a larger common precursor re-
cently isolated from adrenal medulla tissue and characterized (Comb et al.,
1982). The enkephalins are found in the brain and in several peripheral tissues
including the gastointestinal tract, the pancreas, and the adrenal medulla. Immu-
nocytochemistry localizes the enkephalins to enteric nerves and to adrenal
medullary cells. The coexistence of the two enkephalins within the same nerve
fiber in the gut and the coexistence of catecholamines and the enkephalins within
the same adrenal medullary cell have recently been demonstrated using double
immunogold staining procedures.

F. New Peptides

Tatemoto and Mutt (1980) devised an ingenious method for the chemical
detection of new regulatory peptides based on the principle of fragmentation
methodology by treating tissue extracts with endopeptidases. The latter are able
to split off the characteristic C-terminal amide fragment, which is very common
in a large number of regulatory peptides. Using this novel procedure, at least
three new regulatory peptides have recently been described and characterized.
These include peptide HI (PHI) (histidine isoleucine), PYY (tyrosine at both
ends), NPY (neuropeptide with tyrosine). The first one belongs to the glucagon—
secretin family and the last two to the pancreatic polypeptide family (Table II).

III. DISTRIBUTION OF REGULATORY PEPTIDES
IN PERIPHERAL TISSUES

In this section we shall describe the presence of regulatory peptides in a
number of peripheral tissues in which they occur in significant quantities and in
which their distribution has been considerably investigated.
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A. Gastrointestinal Tract

Most, if not all, of the most commonly found regulatory peptides are present
in the gastrointestinal tract (Polak and Bloom, 1982b). Some of them are found
in typical mucosal endocrine cells (Fig. 3), others in a complex network of
enteric nerves (Fig. 4), and some show a dual localization in both endocrine cells
and enteric nerves (e.g., somatostatin). Regulatory peptides found in mucosal
endocrine cells show a precise distribution in limited anatomical areas of the
bowel. In contrast, regulatory peptides in enteric nerves are much more widely
distributed and are found in almost every area of the gut (see Tables 11I and 1V).
Ultrastructurally, both endocrine cells and enteric nerves are characterized by the
presence of electron-dense neurosecretory granules whose morphological fea-
tures distinguish one neural or endocrine cell type from another. These features
reflect the property of producing and releasing separate regulatory peptides,
which can be further associated with particular cell or granule types by the use of
electron immunocytochemistry (Polak and Bloom, 1983).

Regulatory peptide-containing endocrine cells and enteric nerves have been

Fig. 3. Enteroglucagon-containing cell in a piece of human colon fixed in a solution of benzo-
quinone. Note the connection with the lumen (1) and the broadly extended base of the cell. Immu-
nofluorescence method (X 1150; bar, 10 wm)
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Fig. 4. A complex network of VIP-containing enteric nerves is seen in this immunostained
stretch preparation from the lamina propria of the human bowel. P.A.P. method. (X210; bar, 100

pm)
TABLE I
Distribution and Characteristics of Regulatory Peptides of the Gut Acting via Circulation
Granule
Aminoacid size

Function Peptide Fund Ant Duod Jej Ille Col MW no. (nm *+ SD)
Gastrin 17 o0 oo 2100 17 360 + 56

Gastrin 34 o0 060 oo 3800 34 175 * 32

Circulating ~ Secretin ([ X 2N X ] 3073 27 240 + 32
hormone  Motilin ([ X 2N X ] 2700 32 180 + 24
CCK e oo 3883 34 250 + 17

GIP e 00 0O 5105 43 350 + 24

EG o 0606 o0 210 * 26

Neurotensin [ X J 1673 13 300 = 46
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TABLE IV

Distribution and Characteristics of Locally Acting Regulatory Peptides of the Gut

Granule
Aminoacid size
Function Peptide Fund Ant Duod Jej Ile Col MW no. (nm = SD)
Paracrine SRIF o0 00 00 00 00 00 (639 4 310 * 46
Neuro- VIP o0 00 00 00 00 00 33X 28 90 * 11
transmitter/ Sub P o0 00 00 00 00 00 (347 11 82 +7
modulator  Bombesin o0 00 00 00 00 00 0 14
Leu-Enk o0 00 00 00 00 00 556 5 83 + 8
Met-Enk o0 00 00 00 00 00 4 5 83 £ 8
SRIF o0 00 00 00 00 00 (639 14 92 + 8

shown to be abnormal in a number of gastrointestinal diseases. These include
diseases manifested by malabsorption (e.g., celiac disease), in which some of the
mucosal endocrine cells have been reported to be severely abnormal (Bloom and
Polak, 1980), and diseases of the bowel manifested by marked abnormal motility
(e.g., Hirschsprung’s disease, Chagas’ disease, and Crohn’s disease) in which a
number of regulatory peptide-containing nerves have been shown to be grossly
abnormal (Bishop et al., 1981).

B. Central Nervous System
1. Brain

Neuropeptides possess a specific localization and projection pattern within the
brain (Roberts e al., 1981). Nearly all neuropeptides have been found within
cell bodies and fibers in the hypothalamus. Outside the hypothalamus, neuropep-
tides are most prevalent in the cerebral cortex, striatum, and within regions
collectively known as the limbic system. VIP, CCK-8, and somatostatin, for
instance, are present within cortical interneurons and within cell bodies of the
interneuron type in the hippocampus. Cell bodies and fiber terminals immu-
noreactive for VIP, CCK, neurotensin, Met-enkephalin, substance P, and
somatostatin have been found within discrete nuclei of the amygdala suggesting a
complex intra-amygdaloid connectivity. Substance P has a wider distribution,
occurring with the highest concentration in the substantia nigra and globus pal-
lidus, and a few cell bodies have also been observed in the raphe nucleus and
trigeminal nucleus of the brainstem.

Recent evidence suggests that neuropeptides are contained within major pro-
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jection pathways of the brain. The presence of VIP and neurotensin has been
confirmed from the amygdala to the hypothalamus via the stria terminalis. Sub-
stance P projects from the substantia nigra to the striatum and from the habenular
nucleus of the thalamus via the fasciculus retroflexus to the interpreduncular
nucleus. A long neurotensin pathway arising from the subiculum and projecting
to the anterior cingulate cortex has been discovered more recently.

Despite success in localizing peptides within the brain, little is known of their
function. Electrophysiological studies indicate that peptides may modulate the
actions of the classical neurotransmitters (monoamines, acetylcholine, and amino
acids). The few investigations concerning behavior show that central administra-
tion of CCK-8 alters the feeding behavior of rats or may influence the process of
memory consolidation. Substance P is capable of lowering the pain threshold,
whereas the enkephalins conversely are both analgesic and euphorigenic.

2. Spinal Cord

During the past decade more than 20 regulatory peptides have been localized
within the mammalian spinal cord. All these peptides have a well-defined pattern
of distribution in the various laminae of the dorsal and ventral spinal cord, the
majority tending to be most concentrated in the upper laminae of the dorsal horn,
the substantia gelatinosa.

It is in this region of the spinal cord that the fine afferent fibers terminate, and
it represents an area of intense neuronal activity. It is here, within the substantia
gelatinosa, that sensory information is processed directly or transcribed and
relayed to higher centers in the brain. One of the major sources of these peptides,
namely substance P, somatostatin, CCK/gastrin-like peptides, and VIP, in the
spinal cord is extrinsic (i.e., from afferent fibers) (Gibson er al., 1981). The
peptides are synthesized within the small cells of the dorsal root ganglia (primary
sensory neurons) (Fig. 5) and are transported to the central terminations in the
substantia gelatinosa. Interference with the afferent pathway thus removes this
source of peptide from the dorsal horn (e.g., dorsal rhizotomy, peripheral nerve
section, or pharmacological destruction such as treatment neonatally with cap-
saicin). Immunocytochemical analyses have demonstrated that while these ma-
nipulations remove a substantial amount of peptide from the substantia gelatinosa
a small amount remains, which must be attributed to an intrinsic source within
the spinal cord.

This remaining peptide content and the other peptides which are not present in
primary sensory neurons, such as neurotensin, neurophysin, and enkephalin, are
therefore derived from systems either descending from or ascending to the brain
or locally from cells (interneurons) found in the spinal cord. Recently, the use of
axonal transport blockers, such as colchicine, applied directly to the spinal cord
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Fig. 5. Rat spinal cord fixed by perfusion in benzoquinone and immunostained for substance P.
Note the characteristic localization of substance P immunoreactive nerve fibers in the dorsal horn of
the spinal cord. P.A.P. method. (X45; bar, 500 wm)

has allowed the demonstration of numerous peptide-containing cell bodies in the
upper dorsal horn. This neurotoxin induces a buildup of peptide within the
neuronal cell body and facilitates visualization of cells which are not usually
visible in the normal animal. A large population of peptide-containing cell bodies
has been described in the spinal cord, each having a distinct and well-defined
morphology.

In order to determine tha amount of peptide which is derived from the ascend-
ing and descending pathways, a series of lesion experiments, that is, spinal cord
transections and destruction of specific brainstem nuclei, is necessary. To date,
substance P, enkephalin, and 5-HT have been identified within the descending
pathways. Following spinal cord transection, there is marked reduction in the
content of substance P in the ventral horn accompanied by a smaller decrease in
the dorsal horn.

C. Respiratory Tract

At least six regulatory peptides have been found in the respiratory tract (Polak
and Bloom, 1982d,e). They include VIP, substance P, bombesin, CCK,
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somatostatin, and calcitonin. Bombesin and, to a lesser extent, calcitonin are
present in mucosal endocrine cells, whereas the others are primarily found in
autonomic or sensory nerves of the respiratory tract. Bombesin cells are particu-
larly numerous in fetal and neonatal lung (Fig. 6). The bombesin content of the
lung declines rapidly after birth. In view of this and the reported findings of
significant depletion of bombesin-containing cells in poorly grown lungs from
premature babies who develop a hyaline membrane, it has been suggested that
bombesin may be a growth-promoting factor to the lung. This is further sup-
ported by the finding that bombesin is trophic to the pancreas (Solomon et al.,
1979) as well as in tissue culture of lung tumours (Oie, 1984). The finding of
bombesin-containing cells in the lung is interesting in view of the repeated series
of reports in the literature (e.g., Moody et al., 1981; Sorenson et al., 1982) of a
subclass of small cell carcinoma of the lung capable of producing high concentra-
tions of bombesin.

In contrast to bombesin, VIP concentrations are more pronounced after birth.
VIP-containing autonomic nerves show a clearly graded pattern of distribution,
with the largest number of nerves present in the nasal mucosa and the upper
respiratory tract (Fig. 7). VIP-containing nerves in these regions are frequently
seen in association with seromucous glands, blood vessels, and smooth muscle.

Fig. 6. Human fetal lung fixed in benzoquinone vapor and immunostained for bombesin. Note
the abundance of bombesin-immunoreactive cells in the bronchial mucosa either singly or in clusters.
P.A.P. method (X325; bar, 100 pm)
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Fig. 7. Human nasal mucosa fixed in benzoquinone solution. Numerous VIP-immunoreactive
nerves can be seen surrounding blood vessels and seromucous glands. Immunofluorescence method.
(X 540; bar, 50 pm)

This is in keeping with the reported set of actions of VIP in the lung, that is,
modulating watery secretion from seromucous glands and enhancing muscle
relaxation and vasodilatation (Said, 1982b).

Substance P is found in sensory nerves which originate from primary sensory
neurons of the nodose ganglion, the peripheral branches of which innervate both
the lung and the heart. Substance P-containing nerves in the lung are particularly
numerous in the bronchial epithelium and around blood vessels.

Somatostatin and CCK are found in many mammals but not in man. Their
concentrations are considerably lower than those of bombesin, VIP, and sub-
stance P.

D. Urogenital Tract

The male and female urogenital tracts of many mammals including man con-
tain considerable concentrations of VIP, substance P, and, to a lesser extent,
somatostatin. The distribution of VIP and substance P is interesting. In the
female genital tract, for instance, VIP-containing nerves are particularly numer-



Fig. 8. (a) Human female genitalia. Numerous immunoreactive VIP-containing nerves are seen
in the muscle layer. Immunofluorescence method. (X540; bar, 50 pm)
(b) Guinea pig female genitalia fixed in benzoquinone solution and stained for substance P. Numer-
ous substance P-immunoreactive nerves are seen in close association to the ectocervix. Immu-
nofluorescence method. (x500; bar, 50 pwm)



66 Julia M. Polak and Stephen R. Bloom

Fig. 9. Human penis. VIP-immunoreactive nerves are seen in abundance surrounding blood
vessels of the erectile tissue. Immunofluorescence method. (X500; bar, 50 pm)

ous in the uterocervical canal in close association with seromucous glands and
smooth muscle (Lynch et al., 1980), whereas substance P-containing nerves are
preferentially localized in sensory areas (Fig. 8a—b). Neurophysiological experi-
ments indicated that VIP enhances glandular secretion, vasodilatation, and mus-
cle relaxation in this area of the female genital tract (Ottesen et al., 1982). In the
male external genitalia, VIP-containing nerves are very numerous in the erectile
tissue (Fig. 9) and are seen around blood vessels (Polak et al., 1981). Substance
P, however, shows a much more limited distribution with particular preference
for the sensory areas around the sensory corpuscles of the glans penis.

IV. CONCLUSION

Immunocytochemistry has played a major role in determining the precise
distribution of regulatory peptides to neural and/or endocrine elements of the
diffuse neuroendocrine system. In addition, electron immunocytochemistry has
allowed the accurate demonstration of the intracellular storage sites of these
regulatory peptides.
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Immunocytochemistry has, in addition, supported biochemical data that indi-
cate the precise quantities of regulatory peptides in a given piece of tissue and
physiological data that delineate their particular sets of actions.

The discovery of regulatory peptides and of this major controlling system is in
its very infancy. While new peptides are being discovered, the techniques for the
precise intracellular demonstration of the biosynthetic, storage, and releasing
sites of regulatory peptides are being further developed, and the possibility of
visualizing mRNA species responsible for the biosynthesis of active molecules is
becoming a clear reality.

The finding that regulatory peptides are highly involved in a number of human
diseases further supports the contention that the massive system containing these
regulatory peptides is not a vestigial structure but more likely an active partici-
pant in the basic control of bodily functions.

APPENDIX

A. Light Microscopy
1. Benzoquinone Solution Fixation (BQS)

1. Just before use prepare a 0.4% solution of purified benzoquinone in 0.1 M
phosphate-buffered saline (PBS; pH 7.1-7.4). Allow a tissue to solution ratio of
at least 1:10, using specimens no larger than 2 X 2 cm.

2. Agitate the solution until all the benzoquinone crystals are dissolved.

3. NB: If solution is brown, discard it. The solution must be bright yellow
when it is used.

4. Fix the tissue by immersion in the solution for the appropriate time period
(see list below).

5. Following fixation, transfer the tissue into PBS containing 7% sucrose and
0.01% sodium azide. The solution need not be freshly prepared each time. It can
be prepared in bulk and stored at 4°C.

6. Rinse in PBS sucrose at 4°C for several hours.

7. Freeze a block of tissue for cryostat sectioning.

Fixation times (histological block size only)

Small endoscopic biopsies 30 min
Thin-walled gut (child or animal) 1hr
Thick-walled gut (adult) 2 hr
Pancreas 2 hr
Tumor 2 hr

Brain 30 min—4 hr, thick slices
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2. Freeze-drying and vapor (benzoquinone
or formaldehyde) fixation

1. Flatten each piece of tissue (no larger than 5 mm thick) on a PTFE-coated
metal spatula at room temperature. Snap freeze by plunging into melting Arcton
(Freon; Isceon) 12 or isopentane precooled to a slush in liquid nitrogen.

2. Transfer the blocks, flat surface down, with cooled forceps to the pre-
cooled plate of a tissue dryer (—40°C). The apparatus is evacuated and the tissue
is freeze-dried overnight or for an appropriate period.

3. After warming to room temperature in vacuo the tissue is transferred to the
vapor fixation chamber. This is a jar which may be sealed tightly in which there
is a small open pot containing a solution of approximately 0.1% purified benzo-
quinone in toluene (AnalaR grade or equivalent). The jar and benzoquinone
solution should be placed into an oven at 60°C for at least 30 min to warm up
before being used. The jar should be kept closed and must be opened only in a
fume cupboard. The piece of tissue is suspended over the benzoquinone solution
in a rack. The jar is resealed and replaced in the oven for 3 hr. Formaldehyde
vapor fixation is achieved in the same way, the benzoquinone solution being
replaced by paraformaldehyde powder (not solution—water vapor causes diffu-
sion of cell contents).

4. After fixation the tissue is transferred to paraffin wax at 60°C, infiltrated in
vacuo, and then embedded for sectioning in the normal way. Immunostaining is
carried out according to standard procedures.

B. Electron Microscopy
1. Tissue Processing

1. Small blocks of tissue (no larger than 1 mm?) should be fixed by immersion
in a standard aldehyde-based electron microscope fixative solution for 2 hr at 0—
4°C. In our laboratory we use a 2.5% solution of ultrapure glutaraldehyde in 0.1
M phosphate buffer (pH 7.2) or a mixture of 1% formaldehyde (prepared from its
para- polymer) plus 2% glutaraldehyde in 0.075 M phosphate buffer (pH 7.3).
Cacodylate buffers may also be used.

2. Following fixation the tissue is washed in ice-cold buffer containing 0.1 M
sucrose for 3 X 30 min.

3. The tissue is dehydrated via an ascending series of ethanols (20%, 50%,
70%, 90%, 3 X absolute—15 min each), cleared in propylene oxide, and infil-
trated with resin. Suitable resins include Araldite, Epon, and Spurr. Methacry-
late and acrylic polymer resins have not been found to be entirely successful for
electron immunocytochemistry.
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4. Silver to silver-grey (60—100 nm) sections should be cut and collected on
cleaned, uncoated 200- or 300-mesh nickel or gold grids. Allow the sections to
dry overnight.

2. Preparation of Colloidal Gold-Conjugated
Immunoglobulins

a. Preparation of monodisperse colloidal gold sols. (For references, see
Frens, 1973; Geoghegan and Ackerman, 1977; Horisberger, 1979; De Mey et
al., 1981.) NB: All water should be absolutely free of organic contaminants.
Scrupulously cleaned, siliconized glassware should be used throughout.

(1) 5 nm particles

1. Prepare a saturated solution of white phosphorus in 100% diethyl ether in a
closed container. Centrifuge to pellet solids remaining after 2 hr. Dilute 1 part
with 4 parts 100% ether.

2. Prepare a 1% aqueous solution of chloroauric acid (HAuCl,). Microfilter
through a Millipore (0.22-pm pore size) filter. Add 3 ml of 1% HAuCl, to 240
ml microfiltered water in an Erlenmeyer flask. Add 5.4 ml 0.2 N K,CO, to
increase the pH to about 9. Add 2 ml of the diluted phosphorus ether to the gold
solution by pipetting it below the surface to minimize contact with the air. Mix
slowly for 15 min at room temperature. Heat under reflux for 20-30 min to
remove the ether. Cool to 4°C. Use within 14 days.

(2) 17-20 nm particles

1. Prepare a 4% stock solution of HAuCl,. Microfilter. Boil separately 200
ml microfiltered water. Add freshly prepared 5 ml 1% aqueous sodium citrate to
the boiling water. Add 0.5 ml 4% HAuCl, to this mixture. Mix vigorously.
Reflux for 30 min. Cool to 4°C. Use within 14 days.

(3) 40 nm particles
1. Identical to 17-20 nm particles, use 2.8 ml 1% aqueous sodium citrate.

b. Preparation of the antibody for adsorption.

1. Adjust immunoglobulin concentration to 1 mg/ml. Dialyze against 2 mM
borax—HCI buffer pH 9. It is recommended to keep the affinity-purified anti-
bodies for as short a period of time as possible in this low salt buffer. Immediate-
ly before use centrifuge at 100,000 g for 1 hr at 0°C to remove microaggregates.

2. Determine the optimal stabilizing protein, which is the amount of anti-
bodies required to coat colloidal gold particles, by adding different amounts of
protein to colloidal gold aliquots then adding 10% w/v NaCl to a final concentra-
tion of 1%. Flocculation results in a change of color from red to blue (optical
density measured at 580 nm). The optimal amount of antibody is thus determined
to be the point at which the addition of more protein would cause a color change.
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¢. Preparation of the Immunostaining Reagents (IGS)

1. Increase the optimal stabilizing protein concentration by 10% and any
volume (up to several liters) of pH-adjusted gold sol is mixed with the appropri-
ate volume of antibody solution. After 2 min add a 10% microfiltered solution of
bovine serum albumin (BSA) (Sigma type V) in distilled water, pH adjusted to 9
with NaOH to make a final concentration of 1% BSA.

d. Washing the IGS Reagent

1. Make up 1% BSA in 20 mM Tris-buffered slaine (pH 8.2). Microfilter
(0.22-pwm pore size). Spin down the IGS reagent at 60,000 g for 5 nm gold;
14,000 g for 20 or 40 nm gold at 4°C for | hr. These are g, ., values. Mobile
pool, not solid pellet, results. Aspirate supernatant and resuspend pool in small
remaining volume. Refill tube to original volume with 1% BSA buffer. Equili-
brate overnight and repeat centrifugation. Aspirate supernatant and repeat.

2. Spin down and resuspend in 1% BSA buffer containing 2 X 10—2M
sodium azide to a volume such that when diluted 1:20 in 1% BSA buffer the
0O.D. at 520 nm will be 0.35 for 40 nm gold, 0.5 for 20 nm, and 0.25 for 5 nm. A
1% BSA buffer is used as the blank. O.D. values represent standardization levels
only.

3. Electron immunocytochemistry

All incubations are carried out in microtest plates, each well holding 15 wl.

1. “*Etch’” sections in 10% hydrogen peroxide aqueous solution for 10 min at
room temperature. This step is believed to permeabilize the resin, thus aiding
antibody penetration.

2. Wash thoroughly in microfiltered (0.45-wm pore size) distilled water.

3. Drain grids and place into droplets of normal goat serum (NGS) (1:30
dilution in antiserum diluent, see step 4) for 30 min at room temperature.

4. Drain NGS from the grids using fiber-free absorbent paper and incubate in
droplets of primary antibody diluted to optimal titer. The antiserum diluent used
routinely is PBS containing 0.1% BSA and 0.01% sodium azide, pH 7.2. In-
cubation in primary antiserum is carried out for 2 hr at room temperature to 24
36 hr at 4°C depending upon the dilution, avidity, and affinity of the antiserum.

5. After thorough washing in 50 mM Tris buffer (pH 7.2) and 50 mM Tris
buffer containing 0.2% BSA (Sigma type V) for 3 X 15 min with agitation in
each case, the grids are placed into droplets of 50 mM Tris buffer containing 1%
BSA (pH 8.2) for 5 min.

6. Incubate the grids in gold-labeled goat anti-primary species IgG at the
optimal titer for 1 hr at room temperature. The gold sol should be diluted with the
pH 8.2 Tris—BSA buffer before centrifugation at 2000 g for 20 min to remove
microaggregates accumulating with storage of the stock gold solution.
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7. Wash in copious volumes of Tris—0.2% BSA buffer, Tris buffer, and
distilled water (*‘jet’” washing and beaker washing) 3 X 15 min each. Finally
rinse the grids in microfiltered distilled water, dry by draining, and counterstain
for conventional electron microscopy. Methanolic and ethanolic stains may be
employed.
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I. THE PROPERTIES OF MEMBRANE PROTEINS,
MEMBRANE LIPIDS, AND DETERGENTS
ESSENTIAL FOR UNDERSTANDING
SOLUBILIZATION

A. Membrane Proteins

The unique property of intrinsic membrane proteins is that they possess hydro-
phobic areas of surface capable of interacting with the hydrophobic portions of
membrane lipids (Spatz and Strittmatter, 1971). This distinguishes them from the
extrinsic membrane proteins, whose association with the membrane depends on
ionic or dipolar interactions. Extrinsic membrane proteins can, therefore, usually
be obtained in a water-soluble form by exposure to high ionic strength, chaot-
ropic ions or chelators (Singer, 1974). Intrinsic membrane proteins must be
either cleaved from the membrane by proteolysis or solubilized by replacement
of membrane lipids with detergents.

Sequences of hydrophobic amino acids are apparent in the primary structure of
the few intrinsic membrane proteins that have been purified in sufficient amounts
(summarized by Robertson, 1981; Kenny and Maroux, 1982). Hydrophobic
domains in other proteins can be demonstrated by physical methods (Tanford and
Reynolds, 1976}, even with impure preparations (Clarke, 1975, Pollet er al.,
1981). A useful qualitative technique is the charge shift method of Helenius and
Simons (1977}, which is based on the ability of micelles of charged detergents to
alter the electrophoretic mobility of solubilized proteins by binding to their
hydrophobic regions. This procedure distinguishes intrinsic and extrinsic pro-
teins and can be used as a diagnostic test for the autolysis of hydrophobic
domains during purification procedures.

Membrane proteins are amphiphilic. They have substantial hydrophilic
globular portions of structure as well as hydrophobic domains (Robertson, 1981;
Kenny and Maroux, 1982; Williams, 1982). In some cases (e.g., glycophorin)
the hydrophobic amino acid sequence is only just sufficient to span the lipid
bilayer once, whereas for other membrane proteins (e.g., bacterio-rhodopsin;
Henderson and Unwin, 1975) most of the structure is intramembranous.

The majority of membrane proteins so far isolated have proved to be oligom-
eric. These include homodimers such as 5'-nucleotidase (Bailyes er al., 1982;
Naito and Lowenstein, 1981) and the microvillar hydrolases (Kenny and Maroux,
1982) or more complex digomers such as the acetylcholine receptor (Conti-
Tronconi and Raftery, 1982), the proton-translocating ATPase (Fillingame,
1980), and the (Na* ,K*)-ATPase (Jorgensen, 1974). Although in many cases
the oligomers are held together by secondary forces, interchain disulphide bridges
have been detected in proteins, including the insulin (Jacobs er al., 1980) and the
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acetylcholine (Conti-Tronconi and Raftery, 1982) receptors. A further interesting
structural feature of such oligomers is that not all the constituent polypeptides
interact with membrane lipids and are therefore not strictly intrinsic membrane
proteins. In the case of the proton-translocating ATPase (Fillingame, 1980), the
five subunit hydrophilic portion can be separated from the three intrinsic peptides
with mild reagents such as 0.2 mM EDTA. Three of the hydrophilic peptides are
not directly connected to the membrane at all but are bridged to the intrinsic
peptides by the other two extrinsic peptides. In the sucrase—isomaltase complex
only the isomaltase subunit interacts with membrane lipids. However, the sucrase
and isomaltase subunits are so tightly bound that they can only be separated after
chemical modification with citraconic anhydride (Kenny and Maroux, 1982).

The quaternary structure of adenylate cyclase (Ross and Gilman, 1980) reveals
a further subtlety. The holoenzyme consists of at least three subunits: the hor-
mone receptor, the catalytic subunit, and a regulatory subunit (or subunits) that
binds GTP. However, formation of the holoenzyme may be only a transient
consequence of receptor occupation (Martin et al., 1979). This is most dramat-
ically demonstrated by the ability of the receptor from one cell to activate the
catalytic unit from a second cell after cell fusion (Orly and Schramm, 1976).

Specific interactions between different functional proteins are also well docu-
mented. Spectrin, the major extrinsic protein of the erythrocyte membrane,
apparently restricts the mobility of both glycophorin (Marchesi and Furthmayr,
1976) and the anion transporter (Liu and Palek, 1979). Interaction of the cyto-
skeleton with intrinsic membrane proteins has been proposed in cells other than
erythrocytes (Mescher et al., 1981; Pober et al., 1981). Another clear example
of interaction between intrinsic and extrinsic membrane proteins is suggested by
the ability of clathrin to promote selective internalization of vesicles containing
intrinsic membrane proteins (Pearse and Bretscher, 1981). Although the evi-
dence is less clear-cut, it is likely that extrinsic proteins are also attached to
intrinsic proteins at the external membrane face (Robertson, 1981). Such interac-
tions may have important consequences for the solubilization process.

B. Membrane Lipids

Membrane lipids are also amphipathic. The most stable arrangement of their
hydrophobic and hydrophilic regions in aqueous solution is an extended lipid
bilayer (Helenius and Simons, 1975). There is general agreement that this ar-
rangement is an important structural element in biological membranes (Singer
and Nicholson, 1972; Singer, 1974). The physical state of membrane lipids
influences the function of membrane proteins, and lipids are in many cases
required for their activity (Sanderman, 1978). Selectivity for different lipid class-
es has often been demonstrated (Warren er al., 1974), although this may fall



78 Andrew C. Newby

short of absolute specificity (Bennett, 1982). Fortunately, detergents of diverse
structure seem in most cases to be able to substitute for membrane lipids without
loss of activity. This may be because the most tightly bound and essential lipids
are not removed (Warren et al., 1974). Solubilization in the presence of mixtures
of detergents and exogenous lipid may be necessary and successful in cases in
which detergents alone inactivate the protein of interest (Agnew and Raftery,
1979).

C. Detergents

Detergents form yet another subclass of the amphiphiles. Their unique proper-
ty is that the balance of hydrophobic and hydrophilic forces renders them most
stable in solution as micelles rather than lipid bilayers (Helemius and Simons,
1975). Such micelles are of sufficiently low molecular weight to form true
solutions. They form mixed micelles with membrane lipids (Helenius and Si-
mons, 1975), and when added to intrinsic membrane proteins, detergent micelles
substitute for membrane lipids at their hydrophobic surfaces (Tanford and Reyn-
olds, 1976). Again the result is to reduce the molecular weight of the complexes
sufficiently to render them soluble. Detergents bind much less strongly to the
majority of hydrophilic or extrinsic membrane proteins and are, therefore, unable
to solubilize protein aggregates formed by predominantly polar interactions
(Hjelmeland and Chrambach, 1981). Thus, it 1s likely that interactions between
extrinsic and intrinsic membrane proteins survive attempts at detergent sol-
ubilization (Mescher et al., 1981). At high concentrations denaturing detergents
such as SDS can penetrate to the hydrophobic core of even hydrophilic proteins
(Tanford and Reynolds, 1976). They induce a cooperative transition to a random
coil protein—detergent complex in which the hydrophobic interaction is between
the hydrophobic tails of the detergent and the peptide backbone. Such de-
tergent—protein complexes are denatured, often irreversibly.

D. Solubilization by Detergents

The solubilization process may be profitably viewed as a complex ther-
modynamic equilibrium (Helenius and Simons, 1975; Tanford and Reynolds,
1976; Newby et al., 1982). Thus the end point will depend on the concentration
of detergent, membrane proteins, and membrane lipids present and on the
strength of protein—protein, protein-lipid, protein—detergent, lipid—lipid, and
lipid—detergent interactions. Such an equilibrium would be difficult to analyze
precisely even for a homogeneous system, let alone for a heterogeneous mixture
of proteins and lipids. Nonetheless, some useful qualitative generalizations can
be made. First, each type of interaction is based on hydrophobic bonding be-
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tween extended hydrocarbon chains and some small aromatic centers. They are
therefore likely to be of similar strength. The exception to this may be pro-
tein—protein interactions, which are likely to be based on close interaction be-
tween extended hydrophobic surfaces. In the case of specific subunit interac-
tions, they may be very strong (e.g., sucrase—isomaltase; Kenny and Maroux,
1982). However, extremely weak interactions such as those found in adenylate
cyclase (Ross and Gilman, 1980) are also observed. Nonspecific protein—protein
interaction also occurs between intrinsic membrane proteins and accounts for
their aggregation after solubilization and removal of detergent (Spatz and Stritt-
matter, 1971; Kenny and Maroux, 1982). Nonspecific protein—protein interac-
tions may also take place in the solubilized state, and it has been argued that
these forces may account for the polydispersity and intractability to purification
of this class of proteins (Homcy et al., 1977; Newby et al., 1978a, 1982).

A second generalization is that detergent—detergent interactions must be weak-
er than interactions between membrane lipids. This is a necessary consequence
of their ability to form micelles rather than extended bilayers. One implication of
this is that whereas in the membrane nonspecific protein—protein interactions
may be energetically unfavored, they may be promoted in detergent micelles. A
second consequence is that a considerable excess of detergent over membrane
lipid may be needed to completely disrupt the bilayer and displace all membrane
lipid—protein interactions. This may be advantageous if specific lipid require-
ments need to be met.

A further generalization is that detergents that show a low self-affinity may
also show a low affinity for the hydrophobic surfaces of membrane proteins. The
self-affinity of pure detergents can be assessed from the concentration at which
micelle formation takes place (critical micelle concentration) and from the aver-
age number of molecules in each micelle (aggregation number). The conse-
quences of this argument for the ability of different detergents to solubilize the
same membrane protein are discussed in Section I A.

In conclusion the solubilization of membranes by detergents may be seen to
progress through several dynamic equilibria as the ratio of added detergent to
membrane proteins is increased (Fig. 1). Initially, the membrane may be frag-
mented into mixed detergent—lipid—protein micelles containing more than one
functional protein (Fig. 1b). Detergent disruption may lead to the promotion of
nonspecific protein—protein interactions and lead to micelles (Fig. Ic) also con-
taining several proteins. Subsequently, a state in which each micelle bears only a
single functional protein may be produced (Fig. 1d). This ideal state may then
progress to one in which subunit interactions are disrupted and each micelle
contains only a single polypeptide (Fig. le). Further addition of detergent, es-
pecially at high concentration, may cause cooperative unwinding and denatura-
tion (Fig. 1f). There will be a progressive removal of membrane lipid. Loss of
function accompanying these structural changes may be irreversible! The vari-
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ables that determine whether a large proportion of the active membrane protein
of interest can be obtained in its optimally solubilized state (Fig. 1d) will be
discussed in Section II.

E. Solubilization by Proteolysis

A great deal of early success in purifying intrinsic membrane proteins was due
to the occurrence of autolyzed or deliberately proteolyzed fragments (Strittmatter
etal., 1972; Cresswell et al., 1973; Kenny and Maroux, 1982). Such fragments
are useful for partial structural characterization and, moreover, can be used to
raise antibodies for use in immunoaffinity purification of the membrane-bound
form (Yoshida et al., 1975; Welton et al., 1973; Aharonov et al., 1975; Kenny
and Maroux, 1982). The success of this procedure depends on the presence of an
exposed susceptible bond between the hydrophobic and hydrophilic protein do-
mains. Unfortunately, not all membrane proteins are tractable to this approach,
as exemplified by the brush border alkaline phosphatase (Kenny and Maroux,
1982) and by 5'-nucleotidase (Bailyes, 1982).

II. VARIABLES THAT AFFECT SOLUBILIZATION

A. Detergent Structure

Several recent reviews have dealt exhaustively with this subject (Helenius and
Simons, 1975; Hjelmeland et al., 1978; Helenius et al., 1979; Hjelmeland and
Chrambach, 1981). Helenius and Simons (1975) distinguished two classes of
detergents that have been widely used for membrane solubilization. Type A
detergents (Table I) have flexible hydrophobic regions and a variety of hydro-
philic head groups. These detergents form large, approximately spherical
micelles containing 60—180 molecules. The critical micelle concentration is very
low for detergents with uncharged head groups (Table 1) but relatively high in the
case of SDS. Thus, head group repulsion appears to be important in lowering the
self-affinity of detergents. This is further supported by the observation that SDS
has a lower critical micelle concentration and higher aggregation number at high
ionic strength (Helenius and Simons, 1975). A zwitterionic analog of SDS
(Gonenne and Ernst, 1978) in which the counterion is “‘built in”’ to the structure
has a low critical micelle concentration at all ionic strengths. Steric factors also
appear important in reducing detergent self-affinity because octylglucoside, in
which the hydrophilic headgroup is bulkier than the hydrophobic tail, has a very
high critical micelle concentration (Table I).

Type B detergents (the bile acids and conjugated bile acids) have rigid choles-
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terol-based backbones, one face of which is hydrophobic and the other hydro-
philic (Helenius and Simons, 1975). This geometry limits their interactions
sterically, and they have high critical micelle concentrations and low aggregation
numbers (Table I). The mechanism of interaction of Type B detergents with
membrane lipids may be quite different from the Type A detergents (Helenius
and Simons, 1975), and it is conceptually likely that Type B detergents form a
monolayer coat over the hydrophobic zones of membrane proteins. Type A
detergents are thought to bind to membrane proteins as complete micelles, al-
though the aggregation number will presumably be altered by the change in
surface curvature that incorporation of a membrane protein would involve.

Digitonin bridges the two groups because although it has a rigid hydrophobic
zone, its bulky flexible hydrophilic portion allows it to form micelles similar to
Type A detergents, albeit with a high critical micelle concentration (Table I).

Detergents with a high critical micelle concentration offer the attractive prac-
tical advantage of easy removal by dialysis, and their low self-affinity renders
unlikely the formation of large micelles of the type shown in Fig. 1b containing
more than one protein. However, if they also display low affinity for the hydro-
phobic zones of proteins, they may promote aggregation (Fig. 1c). Higher con-
centrations may be needed to keep proteins in solution with deleterious effects on
function, especially if the detergent monomer is the denaturant species. Howev-
er, detergents with a low critical micelle concentration are presumably better at
displacing endogenous lipids from membrane proteins, which again may be
harmful in some instances.

Hjelmeland and Chrambach (1981) concluded that no single structural feature
conferred either denaturing or nondenaturing character on a detergent. It is the
combination of a strongly hydrophobic tail with a head group prone to elec-
trostatic repulsion that appears to be responsible for the denaturant properties of
SDS and cetyltrimethylammonium bromide. To combat this tendency, zwit-
terionic derivatives of both Type A detergents (Gonenne and Ernst, 1978) and
Type B detergents (Hjelmeland, 1980) have been synthesized. The history of
their use is relatively short but already some notable successes have been re-
corded (Malpartida and Serrano, 1980; Bailyes et al., 1982; Simonds et al.,
1980) as well as some failures (Hjelmeland ef al., 1979; Nunez et al., 1981).
Zwitterionic and nonionic detergents do not mask the intrinsic charge of mem-
brane proteins, allowing it to be measured and to be exploited in fractionation
methods.

Nonionic detergents have been regarded as nondenaturing but less effective
solubilizers. Strangely, neither of these conclusions seems entirely well founded.
Numerous examples of inactivation by nonionic detergents have been recorded
(see Section I1,B) although it has not, of course, been suggested that the proteins
are cooperatively denatured as in the case of SDS (Hjelmeland and Chrambach,
1981). The idea that nonionic detergents are ineffective solubilizers is based on
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the frequent observation of an insoluble residue. However, it is possible that this
residue is insoluble as a consequence of polar interactions (Mescher et al.,
1981). It is, therefore, significant that a combination of urea and the nonionic
detergent NP40 is regarded as an effective solvent for isoelectric focusing of
membrane proteins (O’Farrell, 1975). Using adenylate cyclase as a model, we
found that addition of ionic detergent did indeed improve the ability of Lubrol
PX to disaggregate an aggregated preparation (Newby and Chrambach, 1979),
suggesting that ionic groups are useful in preventing nonspecific protein—protein
interactions. The ability to disaggregate was correlated with the ability to inacti-
vate the enzyme. Thus, at least in this study, the almost axiomatic belief that the
best solubilizers are also the most denaturing detergents was borne out.

To summarize, no available detergent embodies the ideal of a universally
effective, universally nondenaturing detergent. Thus, a solubilization strategy
should seek as quickly as possible to find the best detergent for the particular
protein under study.

B. The Individual Membrane Protein

In a recent review of the microvillar hydrolases Kenny and Maroux (1982)
stated, ‘‘Nonionic detergents, such as Triton X-100 or Emulphogen BC720, can
solubilize membrane proteins without loss of enzyme activity.’” This bold state-
ment indicates how universally applicable these detergents are to the microvillar
hydrolases. An impressive list of proteins including surface antigents (Williams,
1982), cytochromes (Spatz and Strittmatter, 1971; Welton et al., 1973), the
insulin (Jacobs et al., 1980; Harrison and Itin, 1980) and acetylcholine (Conti-
Tronconi and Raftery, 1982) receptors, the erythrocyte anion transporter (Find-
lay, 1974), and some viral coat proteins (Utermann and Simmons, 1974) have
been purified in these detergents. Need this article, therefore, give any advice but
to dissolve the membranes in Triton X-100? Unfortunately, the following exam-
ples show that this is not sufficient. Indeed, the above list may be falsely
impressive, since there is a natural tendency for the most tractable problems to be
solved first.

In many of the studies quoted above, Triton extraction of membrane only
solubilized 30—50% of membrane proteins, implying that many membrane pro-
teins can not be solubilized by Triton X-100 alone. Concrete examples are given
in Letarte-Muirhead et al. (1974), Peterson and Hokin (1980), Vannier et al.
(1976), and Bailyes et al. (1982).

Triton X-100 has been reported to inactivate the vasopressin receptor (Roy et
al., 1975), the glucagon receptor (Welton et al., 1977), the B-receptor (Caron
and Lefkowitz, 1976), and the opiate receptor (Simonds et al., 1980) when these
were unoccupied. The hormone receptor compex was more stable (Roy er al.,
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1975; Welton et al., 1977; Haga et al., 1977), although in no case have these
receptors been extensively purified in this detergent. The B-receptors from frog
and turkey erythrocytes have been purified in digitonin (Schorr et al., 1982),
although this detergent is ineffective for the B-receptor from mammalian sources
(Strauss et al., 1979).

Experience with the adenylate cyclase catalytic subunit has been no better
despite the realization that the enzyme is more stable when activated by F~ or
pp(NH)pG (Pilkis and Johnson, 1974; Welton et al., 1977). Only one credible
extensive purification has been published (Homcy et al., 1977). This scheme
relied upon removal of more hydrophobic proteins on an alkyl-Sepharose af-
finity column. Taken at face value, these experiments support the notion that
nonspecific protein—protein interactions are responsible for the polydispersity
(Newby et al., 1978a) and tendency to aggregate (Newby and Chrambach, 1979)
that have confounded other attempts to purify the enzyme. However, the enzyme
isolated by Homcy et al. (1977) was apparently hydrophilic, extending the
exciting possibility that it was an autolysis fragment. Unfortunately, confirma-
tion of this point is lacking. No reproducible or totally convincing report of a
solubilized hormone-sensitive adenylate cyclase has been presented (Ross and
Gilman, 1980) and neither has one been reconstituted upon detergent removal.
Both the solubilized catalytic unit and the hormone receptor remain associated
with a guanyl nucleotide regulatory component (Welton et al., 1977). This
subunit has been separated from the enzyme (Pfeuffer, 1977) and purified to
homogeneity in sodium cholate (Sternweis et al., 1981). The reasons for the
failure to purify hormone-sensitive adenylate cyclase are still unclear. Whereas
loss of normonal sensitivity can be explained by disruption of the holoenzyme,
the individual subunits also appear to be unstable in detergent solution.

5'-Nucleotidase represents an interesting contrast. The enzyme is active in the
presence of a variety of detergents that denature other proteins (Bailyes et al.,
1982). However, very little enzyme is removed from rat liver plasma membranes
by Triton X-100. The enzyme was purified in good yield in Zwittergent 3—14.
The enzyme from rat heart membranes is released by Triton X-100 and can then
be purified to a similar extent (Naito and Lowenstein, 1981). Thus, the problem
of purifying 5'-nucleotidase may be largely that of efficiently freeing it from the
membrane. The basis of the difference between rat liver and rat heart is un-
known, but an association between 5'-nucleotidase and the cytoskeleton has been
reported (Mescher et al., 1981). It is possible that Zwittergent 3-14 was able to
denature an extrinsic protein that normally prevented the solubilization of rat
liver 5'-nucleotidase.

Deliberate fractional solubilization of the membrane has been used to purify
some mitochondrial membrane proteins (e.g., cytochrome oxidase) (Yu et al.,
1975). Evans and Gurd (1972) showed that N-laurylsarcosinate solubilized most
proteins from mouse liver plasma membranes but left a residue rich in gap
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junction protein. A similar strategy is effective for the (Na*, K*)-ATPase
(Jorgensen, 1974; Peterson and Hokin, 1980). In this case substrate (ATP) is
used to protect the enzyme whereas most proteins are removed with SDS. It is
striking that the enzyme in this pellet can subsequently be solubilized with
nonionic detergent (Hastings and Reynolds, 1979) entirely contrary to the para-
digm that ionic detergents are superior solubilizers. A similar example is pro-
vided by the transferrin—transferrin receptor complex (Nunez et al., 1981).

Even proteins that have been successfully purified in Triton X-100 may not be
undamaged. Binding stoichiometries of the available preparations of the insulin
receptor (Jacobs et al., 1977; Harrison and Itin, 1980) indicate that they may be
only 10 to 20% active. Similarly, preparations of the acetylcholine receptor may
not be fully reconstitutively active. Separate reports have recently appeared
suggesting that the new detergents such as octylglucoside may be useful in
isolating more active preparations of both these receptors (Gould ef al., 1981;
Gonzales-Ros et al., 1981).

Thus, each new protein represents a unique problem for detergent
solubilization.

C. pH, Ionic Strength, and Temperature

Bile acids have pK values in the physiological range and the free acids are
poorly soluble. They must, therefore, be used at neutral or alkaline pH. Similar-
ly, all detergents must be used above the critical micelle temperature at which
temperature precipitation of crystalline detergent occurs. Fortunately, only SDS
among the commonly used detergents precipitates readily at 4°C. High ionic
strength decreases the critical micelle concentration and increases the aggrega-
tion number of charged detergents. As discussed fully in Section II,A, these
changes will alter the ability of the detergents both to solubilize and delipidate
proteins. Zwitterionic detergents probably behave at all ionic strengths like their
analogous ionic detergent at high ionic strength. One extensive purification of 5'-
nucleotidase depended on the use of sodium deoxycholate at high ionic strength
(Widnell, 1974).

Ionic strength and pH will affect the solubility of the hydrophilic portions of
membrane proteins (Hjelmeland and Chrambach, 1981). This may be a particu-
lar problem during isoelectric focusing, in which case detergents would not be
expected to prevent or reverse isoelectric precipitation. The solubility of cyto-
chrome P-450 shows a dependence on ionic strength even in the presence of
sufficient detergent to disrupt hydrophobic interactions (Haugen and Coon,
1976). Membrane proteins may also be ‘‘salted-out’’ in the classical fashion by
ammonium sulfate (Yu et al., 1975; Widnell, 1974).

The effect of pH, ionic strength, and temperature on the solubilization process
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has been an experimentally neglected area. It is of interest that microvillar
alkaline phosphatase was found in several studies to be poorly solubilized by
Triton X-100 (Vannier er al., 1976), but simply increasing the pH to 8.5 allowed
the enzyme to be so solubilized (Colbeau and Maroux, 1978). Sadly, the struc-
tural basis for this phenomenon is unknown. It is well known that hydrophilic
proteins may be solubilized under alkaline conditions (Lowry ef al., 1951) and
many proteins tolerate moderately elevated pH. Such conditions may be gener-
ally advantageous for detergent solubilization.

The effect of increased temperature on detergent solubilization is apparent to
any Boy Scout who has attempted to wash dishes in cold water! Despite this,
remarkably few biochemists have had the courage to explore elevated tem-
peratures in attempts to solubilize active proteins. Our recent purification of 5'-
nucleotidase (Bailyes et al., 1982) depended on solubilization and chromatogra-
phy at ambient temperature. Temperature may have complex effects on the
solubilization equilibrium because it may potentially alter any or all of the
interactions involved.It is likely that the main effect of increased temperature is
to accelerate the attainment of the equilibrium state.

III. A RATIONAL EXPERIMENTAL STRATEGY
FOR RECEPTOR SOLUBILIZATION

A. Criteria of Solubility

As explained in Section I,D, optimal solubility is obtained when each de-
tergent micelle contains only a single functional protein. Centrifugation at
100,000 g for 60 min followed by penetration into gel filtration media or poly-
acrylamide gels (Wasserman, 1974), together with measurements of ligand bind-
ing, allow for preliminary screening. It is then worthwhile to proceed to a
determination of the approximate molecular size of the receptor—detergent com-
plex (Neer, 1974, Catt and Dufau, 1977; Haga et al., 1977, Pollet et al., 1981;
Venter, 1982). This is particularly useful if this determination can be compared
to the size of the receptor determined in the membrane by radiation inactivation
(Houslay et al., 1977; Pollet et al., 1982; Venter, 1982). If the two values agree,
there is reason to believe that ideal solubilization has been achieved. Unfortu-
nately, for oligomeric proteins the target size in radiation inactivation may be the
subunit molecular weight rather than that of the holoprotein (Kempner and
Schlegel, 1979). One also has to allow for the contribution of detergent to the
molecular weight estimated by hydrodynamic methods (Tanford and Reynolds,
1976). If the values disagree or if there is no previous information on the
molecular weight of the receptor, only operational criteria can be applied. We
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have suggested that molecular size should be determined under increasingly
harsh conditions of solubilization, which lead to substantial inactivation. One
can then determine the ‘‘smallest and least polydisperse active size’” (Newby et
al., 1978a, 1982). If more than one aspect of binding can be measured (for
example, cooperativity or reversal by guanyl nucleotides) the exciting (but as yet
unrealized) possibility exists of defining different minimal sizes for the ex-
pression of each aspect of function.

B. Choice of Protein Source

Purified membrane fractions are convenient for analytical studies because their
specific content of receptor is higher, and they can be aliquoted and stored frozen
for a series of experiments. Homogenates may be more useful as starting material
for preparative work unless membrane fractions can be produced in high yield
(Williams and Turtle, 1979; Harrison and Itin, 1980). When applying solubiliza-
tion conditions from studies on membranes to homogenates, it may be necessary
to adjust the concentration of detergent used to achieve the same detergent-to-
membrane protein ratio.

C. Selection of Analytical Methods

Molecular size determination by gel filtration has the advantage that can be
conducted at a wide range of ionic strengths and binding assays can be performed
in free solution. However, repeated comparative runs are time-consuming and
profligate of material. Gel electrophoresis requires less time and material to test
each condition. Comparison of several conditions can be performed simul-
taneously in the same apparatus (Newby et al., 1978b), and the method gives a
more sensitive measure of polydispersity as the bandwidth of the activity peak
(Newby et al., 1978a). The method is especially suited to analysis of the radi-
olabeled ligand—receptor complex, although direct binding to receptors eluted
from gel slices can be performed (Lang et al., 1980). The application of gel
filtration—sedimentation velocity studies and polyacrylamide gel electrophoresis
to membrane proteins both involve special considerations that are beyond the
scope of this article but have been dealt with elsewhere (Clarke, 1975; Newby et
al., 1982). Sedimentation equilibrium studies on impure proteins (Pollet et al.,
1979, 1981) offer the. possibility of deriving molecular weights and estimating
detergent binding without reference to standard proteins, using only 100 ul of
impure material. This method has not yet been applied to optimization of de-
tergent solubilization. Particularly, the influence of polydispersity on the results
obtained needs to be evaluated.
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D. Removal of Extrinsic Membrane Proteins

Extrinsic membrane proteins have rarely been deliberately removed prior to
detergent solubilization of intrinsic proteins, despite the purification likely to
result. Uesugi ef al. (1971) extracted bovine brain microsomes with 1 M Nal and
achieved a fourfold increase in specific activity before solubilizing the (Na*,
K *)-ATPase with Lubrol. Three M KCI also removes extrinsic proteins such as
cytochrome ¢ from mitochondrial membranes (Singer, 1974). Chaotropic ions
such as ClO,~, SCN—, urea, or guanadinium hydrochloride are also effective
(Bennett, 1982), although they are more likely to cause membrane fragmentation
(Singer, 1974) and denaturation. Spectrin can be removed from erythrocyte
membranes with 5 mM EDTA (Reynolds and Trayler, 1971), and the extrinsic
portion of the proton—translocating ATPase can be removed by 0.2 mM EDTA
(Yoshida et al., 1975). Release of receptors during these procedures may result in
some cases from activation of endogenous proteases (Meyer and Doberstein,
1980). This fortunate occurrence should be capitalized upon (see next section).

E. Solubilization with Enzymes

Because of the ease with which hydrophilic fragments of membrane proteins
can be purified, this solubilization route should certainly be attempted. The
proteases listed below can be tested at various concentrations and incubation
times before pelleting the membranes by centrifugation. Loss of the hydrophobic
zone of solubilized receptors can be tested by ‘‘charge shift’’ electrophoresis
(Helenius and Simons, 1977).

The following proteases may be useful (Bailyes, 1982): Crude pancreatic
extract (Type 1), bacterial protease (Type IV, Streptomyces caespitosus), pronase
AS (Type V, Streptomyces griseous), pronase P (Type VI, Streptomyces
griseous), subtilisin (Type VII, Bacillus amyloliquefaciens), alkaline protease
(Type VIII, Bacillus subtilis), proteinase K (Type X1, Tritrachium album) and
elastase (porcine pancreas, Type 1) from Sigma (London) Chemical Co., Poole,
Dorset, England, trypsin (TPCK-treated) and chymotrypsin from Worthington
Biochemical Corp., Freehold, New Jersey, papain and neutral protease (Bacillus
polymyxa) from Boehringer Mannheim, Lewes, Sussex, England, and ther-
molysin from Calbiochem, C. P. Laboratories Ltd., Bishops Stortford, Hert-
fordshire, England.

The proteases should be incubated at 37°C for various times at | mg/ml with
plasma membranes suspended 1-3 mg protein/ml in 10 mM Tes [N-tris(hy-
droxymethyl)methyl-2-aminoethanesulfonic acid], pH 7.5. Papain (a thiol pro-
tease) requires 8 mM cysteine to activate it.
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F. Solubilization with Detergents and Sedimentation
at 100,000 g, 60 min

The following procedure has been found to be effective. Quadruplicate lots of
membranes (135 pl, containing 3—-5 mg/ml) suspended in a suitable buffer are
mixed in conical 500 . plastic tubes (e.g., 72-700, W. Sarstedt Ltd., Leicester,
England) with 15 pl of detergent solutions to give a range of concentrations from
0.05 to 2% (w/v). Different temperatures, ionic strengths, and incubation times
can be tested. Two tubes from each quadruplicate are then floated in larger
water-filled ultracentrifuge tubes and the whole centrifuged at 100,000 g for 60
min. Samples of unfractionated mixtures and supernatants from centrifuged sam-
ples are then assayed for binding and protein. Detergents are sought that release a
large proportion of receptor, preferably selectively, without loss of total activity.

G. Penetration into Gel Filtration Media
and Polyacrylamide Gels

Useful media for gel filtration are Sepharose 6B (Pharmacia) or Ultragel
AcA22 (L.K.B.). Polyacrylamide gels containing 4% total monomers and 15%
diallyltartardiamide as cross-linking agent (Baumann and Chrambach, 1976)
have a similar exclusion limit of ~10° daltons. Penetration into these gels can be
taken as an arbitrary definition of solubilization, and detergents should be chosen
that yield a large proportion of the binding activity in a single symmetrical peak.
Polydispersity is judged from bandwidth at half height of activity profiles. This is
more sensitive in the case of gel electrophoresis. Relative estimates of molecular
size can be gained from the elution volume in gel filtration, and this may be
converted to a value of Stoke’s radius if a column calibrated with standard
proteins is used (Siegel and Monty, 1966). Relative molecular size can also be
judged in gel electrophoresis, provided that electrophoresis is conducted at a
series of gel concentrations. A plot of log R, versus gel concentration is linear,
and the slope (K,, retardation coefficient) increases with increasing molecular
size (Ferguson, 1964). Again, comparison with standard proteins yields a value
for molecular radius (Rodbard and Chrambach, 1971).

H. Progressive Dissection

Relative molecular size from gel filtration or gel electrophoresis can be deter-
mined using harsher disruptive agents. Additions of urea or SDS to the optimal
detergents should be suitable for most proteins, although milder ionic detergents
such as deoxycholate or N-laurylsarcosinate may be sufficient in the case of
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readily denatured proteins. Conditions that lead to graded levels of inactivation
are sought and estimates of elution volume in gel filtration or retardation coeffi-
cient in gel electrophoresis observed (Newby and Chrambach, 1979). Alterations
in the contribution of detergents to molecular size will occur during this process
but should be small owing to the broadly similar molecular weights of micelles of
the Type A detergents (Table I). Conditions should be sought that give rise to the
smallest active protein.

I. Molecular Weight Estimation

Values of molecular weight in the optimal detergent can be obtained from
studies of gel filtration—sedimentation velocity (Siegel and Monty, 1966; Clarke,
1975), gel electrophoresis (Rodbard and Chrambach, 1971; Newby et al.,
1978a), or from sedimentation equilibria (Pollet et al., 1979, 1981). These
values can be compared to those obtained from radiation inactivation (Section
II1,A) and also act as a benchmark against which to judge more highly purified
preparations. This may be valuable in assessing the composition of the holo-
enzyme in cases such as adenylate cyclase, in which purification of the separate
subunits appears to be the only route open (Ross and Gilman, 1980).
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