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Preface

World demand for energy continues to increase. Based on figures in BP’s 2012
Statistical Review of World Energy,1 global primary energy consumption in
2011 was equivalent to a thermal power output of 16.35 TW, an increase of
2.5% on the previous year and around 30% compared with a decade earlier.
87% of this energy was generated from carbon-based fuels. BP’s World Energy
Outlook 20302 predicts that global power output will rise to over 22 TW by
2030, and looking further, other growth models predict that energy con-
sumption will at least double by 2050.3,4 In the short term, shale gas will fill the
gap in terms of carbon-based energy resources, but renewable energy resources
will have to play an increased role if there is to be any hope of pegging global
CO2 emissions at a level that will reduce the impact of global climate change.

At present, renewables (including biofuels) account for only 2% of global
primary energy consumption, but in reference 2 they are predicted to expand
their share to around 6% by 2030. Since the potential for increases in the
contribution from hydro and nuclear may be limited, this still leaves a huge
increase in the consumption of oil, gas and coal. In the absence of viable carbon
capture and storage technologies, this implies a massive increase in CO2

emissions, even if the replacement of coal and oil by gas leads to lower CO2

emissions per unit of energy generated.
Rapid expansion of terrestrial photovoltaics will go some way to addressing

CO2 emissions from electricity generation. Scenarios considered by the Inter-
governmental Panel on Climate Change estimate the potential for power gen-
eration by photovoltaics (PV) at around 600-800 GW in 2050, but still this
represents only around 2% of the total primary power required.5 The main
problem with photovoltaic power generation is intermittency. Large-scale de-
ployment of PV will require the development of suitable electrical and chemical
storage methods. Transport, which accounts for around 30% of primary
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energy consumption, is likely to remain based on liquid (or increasingly gas)
fuels, although electric vehicles will of course have some impact.

The development of methods of storing solar energy in chemical fuels has
therefore become an important research priority, and countries are beginning
to react to the problem by establishing large programmes of research into solar
fuels. In the United States, the Joint Center for Artificial Photosynthesis
(JCAP) was established in 2010. It is the world’s largest research programme
devoted to the development of an artificial solar fuel generation technology.
Other centres in the United States include the Center for Bio-Inspired Solar
Fuel Production at Arizona State University and the Research Triangle Solar
Fuels Institute involving Duke, NC State and UNC Chapel Hill. Europe has
been slower to address the issues, and the scale of funding is smaller than in the
US. However, a new Solar Fuels programme has been started at the Helmholtz
Centre in Berlin, and there are several initiatives elsewhere in Europe including
the Nordic initiative for solar fuel development and The European Science
Foundation’s EuroSolarFuels programme. At the same time, Japan, Korea and
Singapore are starting advanced artificial photosynthesis centres. In the UK,
the Royal Society of Chemistry has published a helpful booklet that introduces
the topic of solar fuels to a non-specialist audience and identifies some of the
key strategic issues.6

The Editors felt that the recent rapid expansion of light-driven generation of
solar fuels provided the raison d’être for a new book to reflect current progress
and to highlight some of the key issues that need to be addressed by the re-
search community. Although work on light-driven water splitting has con-
tinued since the much-cited work of Fujishima and Honda,7 the recent upsurge
of activity has brought new people and new ideas and methodologies. In this
volume, we have tried to capture some of the energy and enthusiasm that is
revitalizing this important research area. The chapters in the book cover a wide
range of experimental and theoretical aspects that relate to the light-induced
splitting of water and reduction of CO2, such as materials science, interfaces,
heterogeneous catalysts and (photo)electrochemical processes. In addition, new
developments related to photonics, light management, excitation energy
transfer and third generation approaches have been included in order to em-
phasize the potential for innovation in the field. We are grateful to the con-
tributing authors, who are all experts in their respective fields and scientific
disciplines, and we hope that the book will not only provide an authoritative
overview of some of the most important current research directions but also
stimulate debate and critical assessment of research priorities.

Hans-Joachim Lewerenz
Pasadena, California, USA

Laurie Peter
Bath, UK

April 2013
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photocatalytically-generated metal nanoclusters on carbon black for fuel cell
applications.
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CHAPTER 1

The Potential Contribution of
Photoelectrochemistry in the
Global Energy Future

BRUCE PARKINSON*a AND JOHN TURNER*b

aDepartment of Chemistry and School of Energy Resources, University of
Wyoming, Laramie, WY 82071, USA; bNational Renewable Energy
Laboratory, Golden CO 8041, USA
*Email: bparkin1@uwyo.edu; John.Turner@nrel.gov

1.1 History

This chapter is directed at a realistic assessment of the role of photoelec-
trochemistry in the future global energy scenario. We start with a brief history
of the development of photoelectrochemical solar energy conversion devices
and then extrapolate to the future to offer an opinion about the contribution
that photoelectrochemical devices and processes might provide.

We limit this discussion to devices that employ semiconducting materials to
absorb solar energy and convert it to photoexcited charge carriers that
are harnessed to produce either electrical power or chemical fuels. Photoelec-
trochemistry implies that the semiconductor is immersed in a solution and its
properties are investigated in the dark and under illumination. The modern
era of photoelectrochemistry began at Bell Laboratories during the early
development of semiconducting materials for use in electronic devices. Bell
Laboratories’ researchers immersed various semiconductors such as Ge1 and
TiO2

2 and measured their electrochemical response in the light and dark and
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reported on their photocorrosion and even, in the case of TiO2, the ability to
evolve oxygen from water when illuminated with light of greater energy than
the band gap. Other researchers, most notably Heinz Gerischer, began to
publish experiments, models and theories to explain the energetics and kinetics
of dark and photoinduced charge transfer at semiconductor electrolyte inter-
faces.3–5 However it was not until the energy crisis of the early 1970s, and the
paper by Fujishima and Honda,6 that the connection between semiconductor
photoelectrochemistry and solar energy received wide attention. Although
oxygen evolution was observed as early as 1968 when illuminating a rutile
electrode in solution,2 the application of this concept to water photoelectrolysis
was first pointed out by Fujishima and Honda in a series of experiments that
used the n-type semiconductor rutile form of TiO2.

7 While rutile is stable under
illumination in aqueous electrolytes, its large band gap (3.0 eV) restricts its
utilization to the UV portion of the solar spectrum and thus limits its ultimate
efficiency. It should also be pointed out that the conduction band of rutile is not
negative enough to reduce water, and so a ‘‘pH bias’’ was used in early work,
where the oxygen-producing side of the cell was basic with respect to the
hydrogen-producing electrolyte.8 The simplicity of the Fujishima and Honda
experiment, illuminating a rutile crystal electrode with UV light in an electro-
lyte to produce hydrogen and oxygen directly, and the energy crisis of the early
1970s, set off a flurry of further research in photoelectrochemistry aimed
at solar energy conversion. Later work using a device with heterojunctions of
III-V materials as photoelectrodes considerably increased the visible light
conversion efficiency of direct water photoelectrolysis but at increased cost and
decreased lifetime due to corrosion in aqueous electrolytes.9

In terms of solar energy conversion efficiency, the most successful devices
that followed were not water-splitting devices but rather photoelectrochemical
photovoltaic cells. Here, illumination of the semiconductor/electrolyte junction
drove a reversible redox reaction such as sulfur/polysulfide with no net change
in the chemical composition of the electrolyte, instead of photoelectrolysis
where chemicals are consumed. These early cells used various semiconducting
materials, such as GaAs,10 CdSe,11 Si,12 and MoSe2,

13 and reached efficiencies
as high as 14% in laboratory cells and in some cases achieved respectable
efficiencies with polycrystalline materials due in part to the spontaneous
production of a conformal junction by the redox electrolyte.14,15 The stability
of some of these devices was quite good, especially for MoSe2 and related
materials,13 but due to both the unproven long-term stability and issues related
to encapsulation of the often corrosive liquid electrolytes employed, they never
became serious alternatives to solid-state solar cells. These issues, along with
the increased supply and lower cost of oil in the period between 1985 and 2000,
reduced both the interest and the funding for research and development of
photoelectrochemical energy conversion devices. A photoelectrochemical
photovoltaic device did emerge in 1991, the nanocrystalline TiO2 dye sensitized
solar cell,16 which promises to become a contender in low-cost thin-film
photovoltaic solar cell market. This cell exploited some of the main advantages
of semiconductor liquid junctions; the junction forms spontaneously and is
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conformal even when high-aspect ratio or porous nanocrystalline networks are
involved. This cell has spawned an enormous amount of research, partly
because it is rather easy to construct an inexpensive device with a respectable
efficiency without sophisticated equipment. However, even if this device is
improved and becomes a large commercial success, it will not solve the major
problem of transitioning the world to a renewable energy economy. The
problem is that over 80% of current energy use is fuels,17 and so a method to
convert solar energy, by far the most abundant renewable energy resource, to
storable chemical energy is sorely needed. Therefore, there has been renewed
interest in photoelectrolysis, culminating in the recent establishment of a ‘‘solar
hub’’ by the United States Department of Energy to develop a device that
can perform the photoelectrolysis of water within five years of its foundation
in 2010.18

1.2 Solar Hydrogen

The photoelectrolysis of water to form molecular hydrogen and oxygen is an
obvious and direct way to store solar energy as fuel.19–21 Hydrogen represents
stored energy in the form of chemical bonds, bonds that can directly or
indirectly react with oxygen to release energy. The hydrogen can also be used to
upgrade biofuels or coal to pure hydrocarbons and for the production of
ammonia. At present, hydrogen is mainly produced by steam methane
reforming using natural gas as the feed stock. This releases a large amount of
CO2 as a by-product and is clearly a non-sustainable process.

CH4 þ 2H2O! 4H2 þ CO2 ð1:1Þ

By contrast, hydrogen produced from photoelectrolysis of water would be a
sustainable process using two of our most abundant resources, water and
sunlight, to produce hydrogen and then regenerating the water when the
hydrogen is consumed, releasing the stored energy.

Hydrogen can also be obtained, along with molecular halogen, by
the photoelectrolysis of haloacids. The advantage of this process is that the
electrochemical oxidation of halides is kinetically much faster than the
oxidation of water, resulting in less overpotential loss in the reaction. Indeed, in
the 1970s, Texas Instruments spent tens of millions of dollars on the devel-
opment of a very clever photoelectrolysis device to store solar energy by
splitting hydrogen bromide.22 The energy in the stored hydrogen gas and
bromide/tribromide electrolyte could be recovered as electrical energy by
recombining the hydrogen and bromine in a hybrid fuel cell/redox battery.
While, strictly speaking, this device was not a photoelectrochemical system,
since the semiconductor p/n junctions were insulated from the solution by a
thin metal film, the Texas Instruments device showed nonetheless that the direct
photoelectrolysis concept is scalable.

A large-scale operating water photoelectrolysis facility producing meaningful
amounts of hydrogen would rapidly saturate the commercial demand for pure
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oxygen. Oxidation reactions, other than water oxidation, should be considered
if there is a market for them, since there is much less demand for pure oxygen
than there is for hydrogen. The only other commodity chemical currently
produced on a very large scale by aqueous electrolysis is chlorine via the
chlor-alkali process,23 but again the demand for chlorine would be quickly met
by any system producing enough hydrogen fuel to make an impact on world
energy demand. However, photoelectrolysis technology could get an initial
revenue boost from the sale of chlorine and hydroxide obtained from the
photoelectrolysis of brine.

Approximately 44% of the world’s population live within 150 km of coastal
areas, thus the use of seawater as a feedstock in the photoelectrolysis process is
an attractive option. However, the bulk of the anode reaction in seawater
electrolysis produces chlorine even though oxygen is thermodynamically
preferred. To avoid chlorine evolution from seawater, photoelectrolysis would
then require desalination, an expensive and energy intensive process. The
alternative is to identify an electrode material that would evolve oxygen from
seawater without the concurrent evolution of chlorine. Manganese oxide-based
anodes with a high current efficiency for oxygen evolution in preference to
chlorine evolution have been reported.24 However, the application of these
MnOx-based electrodes is limited due to their lack of stability, low voltage
efficiency and an unknown mechanism for the preferential evolution of oxygen.
Integrating such an electrode material into a photoelectrochemical cell would
be a challenge.

Any efficient photoelectrolysis material must utilize the solar spectrum
effectively and generate sufficient photovoltage to drive the water splitting
reaction. Either a single or tandem semiconductor electrode system may be
used.6 The photovoltage must be greater than the thermodynamic value for the
difference between the water oxidation and water reduction potentials (1.23V
at room temperature). Ideally, the semiconducting material(s) should have
some catalytic activity for hydrogen or oxygen production so as to minimize the
photovoltage in excess of 1.23V that is required to overcome the electro-
chemical overpotentials needed to drive the water oxidation and reduction
reactions at the desired rate. Current densities (photoelectrolysis rates) of the
order of 15–25mAcm�2 at illumination intensities around one sun are needed
for both single and tandem photoelectrode systems. In addition, a single
semiconductor photoelectrode must have a valence band edge that is more
positive than the water oxidation potential and a conduction band edge that is
more negative than the water reduction potential so that the photogenerated
holes and electrons have the necessary electrochemical driving force for the
water-splitting reaction without needing to supply additional bias voltage. If a
dual photoelectrode system is used, the conduction band of the p-type material
must be negative of the water reduction potential and the valence band of the
n-type material must be positive of the water oxidation potential. Stability of
photoelectrolysis electrodes is crucial for a viable system since the significant
capital investment needed for the support structures, electrolyte handling and
gas handling systems requires that the system last for many years. Since the
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photoelectrode will be continually immersed in an electrolyte and illuminated
with direct solar radiation, a long lifetime is a daunting challenge that must be
adequately addressed even in the basic research stages. It is primarily for their
thermodynamic stability that metal oxide semiconductors arguably hold the
most promise for constructing a stable photoelectrolysis system.

For standard photovoltaic devices, the efficiency is determined by the
product of the open circuit photovoltage, the short circuit current and the fill
factor. However, for PEC devices, the only variable in the efficiency equation is
the current.

chemical potential� rate

light intensity
¼ 1:23V� current ðmAcm�2Þ

100mWcm�2
ð1:2Þ

Unlike solar cells, for photoelectrolysis cells (PEC) the potential is fixed to
the chemical potential of the product, in this case hydrogen. The only variable
in the efficiency calculation is the rate of the production of hydrogen – the
current. Other methods including the ‘‘energy saved efficiency’’ have been used
to inflate reported water splitting efficiencies, and these methods are reviewed in
a prior publication.25

As stated above, either a single semiconductor electrode or a two-
semiconductor electrode photoelectrolysis system can be envisioned. The single
illuminated electrode system will need a band gap greater than about 1.7 eV in
order to supply the photovoltage needed for water photoelectrolysis, given that
photovoltage of about 2/3 the band gap is often the maximum obtainable
from a good semiconductor material operating at its maximum power point.
A single photoelectrode system would need to be attached to a catalytic
electrode (Pt-catalyzed or a platinum mimic) that can accomplish the
complementary water splitting half-reaction. A two-semiconductor system,
with both p-type and an n-type semiconductor photoelectrodes, can be con-
figured in several ways. In one configuration, the electrodes could be placed
with the larger gap material absorbing the higher energy portion of the solar
spectrum in front of the smaller band gap material of the opposite majority
carrier type in which the wavelengths transmitted through the large band gap
material would be absorbed in the smaller gap material, as shown in Figure 1.1.
The two materials must absorb nearly equal numbers of solar photons since the
current through each semiconductor must be matched for maximum efficiency.
Recombination at the ohmic contacts sums the two photovoltages. The current
would be less than a single band gap cell, but the efficiency could be con-
siderably higher because the device will absorb more than twice the number of
solar photons since there is considerable photon flux in the red and near IR
region of the solar spectrum. This configuration has the advantage that one
glass substrate, with a transparent conducting layer on both sides, could be
used for both materials, reducing the total system costs. One must also design
the device to have low ohmic losses as well as to have minimal gas cross-over
between the two compartments. This will require either an ion selective
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membrane or frits that have high ionic conductivity to reduce ohmic losses.
A schematic of a cross section of such a device is shown in Figure 1.1 and a
front view of the electrode is shown in Figure 1.2. Another configuration
would be to place the n- and p-type materials side by side, rather than putting a
larger band gap material in front, allowing full-spectrum sunlight illumination
of both electrodes. In this case, an n-type and p-type electrode of the
same material or two different oppositely doped smaller band gap materials
could be paired as long as the sum of their photovoltages at maximum power
was greater than the B1.8 eV needed for water photoelectrolysis and the
photocurrents in both electrodes were matched. If two materials were used, the
band gaps would have to be close to each other, since they need to absorb
nearly the same flux of solar photons in order for matched photocurrents
and maximum efficiency. Two stable materials would be needed for this con-
figuration to work; a p-type material with a conduction band at least 0.8 eV
negative of both the n-type material conduction band and the hydrogen
potential, and valence band offsets of about 0.8V. Two substrates would also
be required, but they need not be transparent (as in the case of the stacked

Figure 1.1 Side view of a design for a tandem photoelectrolysis system that uses
nanostructured semiconductor films of opposite carrier type that are
deposited on opposite sides of a single substrate that is covered on both
sides with a continuous transparent conducting oxide film. The larger
band gap material is transparent to the lower energy radiation that is
absorbed by the smaller gap film on the backside of the substrate.
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system discussed above and shown in Figures 1.1 and 1.2). A separator that
conducts ions and inhibits gas mixing such as a membrane or a frit would
also be required. Transparent substrates could be used in this case, since back
illumination of both gas-evolving electrodes would eliminate all of the back-
scattering of light from bubbles that prevents it from reaching the photoelec-
trodes. The result is that the number of possible material systems is broadened
and cheaper or more abundant materials may be utilized. Table 1.1 summarizes
some of the advantages and disadvantages of the different photoelectrolysis
configurations discussed above. Systems that contain buried junctions, where
charge separation is remote from the electrolyte, are really solid state solar cells
in series with metal electrodes, and they are not considered here since they are
essentially equivalent to hooking up photovoltaic cells to an electrolysis cell,
albeit without the wires.

Additional losses are associated with the non-ideal placement of the band
edge energies. Poor or no overlap of band edge energies with the water redox
half reactions can significantly increase the energy losses or prevent the
reactions from occurring. An approach to deal with the band-edge mismatch is
to modify the surface with charged species to control the band edge energetics.
Some work has been done on modifying the surface,26,27 but this area is still
relatively unexplored.

Figure 1.2 Front view of a possible configuration for the tandem photoelectrode from
Figure 1.1 showing patches of nanostructured semiconducting thin film on
a conducting glass substrate (maroon squares) surrounded by areas of a
frit or membrane (blue rectangles) to allow for ion flow, prevent gas cross-
over and to reduce resistance losses across the electrode compartments.
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1.3 New Materials

At this point it would be useful to discuss the possible band gaps necessary for
the as yet unknown materials to be used in an efficient solar photoelectrolysis
device. The band gap values should be used as a guide for researchers’ efforts
on the discovery and optimization of these materials. Previous publications
have considered limiting efficiencies for PEC water-splitting devices, and these
are well covered in a recent review.21 Calculations of theoretical efficiencies all
hinge on assumptions of efficiency losses, which are primarily the overpotential
losses for the hydrogen and oxygen half reactions. The efficiency loss estimates
are typically based on the losses observed in electrolysis cells. However, elec-
trolyzers operate at relatively high current densities, whereas at solar intensities,
the maximum current at AM1.5 would range from around 30mAcm�2 to
perhaps up to 100mAcm�2 for a single gap photoelectrolysis cell operating
under mild solar concentration of around 3–5 suns (or half these values for a
tandem cell). Figure 1.3 details the two-electrode voltage required to split water
at current densities up to 130mAcm�2.28 Even with these low current densities,
high catalytic activity is still a necessity. Poor catalysis can allow charges to
build up at the semiconductor/electrolyte interface, causing the band edges to
unpin, producing a situation where the photogenerated carriers at the band
edges are unable to accomplish the water splitting reaction and instead
recombine. Bansal and Turner showed the impact of catalysis on band edge
movement for the hydrogen evolution reaction in acid.29 At 30mAcm�2, the
overvoltage loss (H2 and O2), under this rather ideal condition, is only about
100mV. Even with the current for a 3–5� sunlight concentration system, the
overvoltage losses shown here are less than 250mV. This data is for smooth

Table 1.1 A comparison of the advantages and disadvantages of various
configurations for a photoelectrolysis device.

Configuration Advantages Disadvantages

Single photoelectrode Only one substrate and one p
or n type semiconductor
needed. Dark electrode can
be conventional.

Poor utilization of the solar
spectrum since large band
gap (4B1.7 eV) is needed.

Tandem photoelectrodes
(Figures 1.2 and 1.3)

Needs only one substrate.
More efficient utilization of
the solar spectrum.

Need to identify one p and
one n type semiconductor
and needs a transparent
conducting substrate. Two
photons and current
matching needed.

Separately illuminated
photoelectrodes

Non-transparent substrates
can be used. More efficient
utilization of the solar
spectrum. If both electrodes
are back illuminated,
scattering from bubbles is
eliminated.

Need two semiconductors.
Two photons and current
matching needed. Twice
the collector area of single
or tandem configuration.
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platinum electrodes, whereas nanostructuring or dispersing the Pt or other
catalysts can reduce the local current density and thereby further reduce the
overvoltage losses.

Clearly, it would be useful to know the approximate band gaps of materials
that would be needed to provide high efficiency photoelectrolysis. Weber and
Dignam analyzed this problem and came up with an optimum efficiency for a
tandem PEC system of about 22% if a high fill factor and overpotential losses
of 250mV are assumed with band gaps near 1 eV and 1.8 eV for the two
semiconductors.30 In his chapter in this book, Nozik gives a series of calcula-
tions showing the solar-to-hydrogen efficiencies as a function of catalytic
activity assuming an ideal semiconductor system (single junction or tandem).
An assumed overvoltage loss of 0.4 volts is reasonable and results in a possible
efficiency of 30% with a bottom cell at B0.8 eV and a top cell at B1.6 eV.
Nozik and Hanna have also calculated the increased photoelectrolysis effi-
ciencies possible from carrier multiplication (more than one electron per high
energy photon) if these effects can be exploited in a practical device.31 Carrier
multiplication has been demonstrated in a quantum dot (QD) sensitized and a
QD bulk absorber device.32,33 However, new semiconducting materials must be
discovered to make this a reality. Systems that convert any extra photovoltage
to electrical power can also be designed, but the electrical power produced
would most likely be more expensive than if produced from a conventional
photovoltaic device, and given that this is the case, squeezing out enough
photovoltage to overcome the overpotentials needed to photoelectrolyze water
will be challenging enough.

Figure 1.3 Steady-state current density vs. voltage for electrolysis of water at two
platinum electrodes of equal area in 2M KOH. The box indicates the
voltage needed for a typical solar generated current density of 30mA/cm2.28
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To achieve an efficient, stable and affordable photoelectrochemical photo-
electrolysis system, new semiconducting materials with band gaps much smaller
than have currently been explored need to be discovered, developed and opti-
mized.34 Semiconducting oxides have the best chance of fulfilling the stability
criteria since they can be thermodynamically stable, especially to the valence
band holes that need to have the potential to oxidize water. Rocks are a good
example of materials that are quite stable over many years in the presence of an
electrolyte and sunlight, and most rocks are oxides. Given the choice, it will be
far easier prevent corrosion in a thermodynamically stable photoelectrode than
to kinetically stabilize it with a thin corrosion barrier that carriers can tunnel
through. Since there are many millions of possible metal oxides that could be
produced from the 60 or so metals in the periodic table mixed in various
stoichiometries, combinatorial techniques would be highly useful for quickly
producing and screening these combinations for semiconducting behavior.
Several combinatorial techniques for accomplishing this task have been
reported35–37 and reviewed,38 and so they are not be discussed in detail here.
However, it is worthwhile to mention that the scaling up of a combinatorial
search has been accomplished at the Joint Center for Artificial Photosynthesis
(JCAP),18 and due to the high throughput that they have achieved, the focus
may soon shift from the discovery of the new oxide semiconductors to
understanding and optimizing the properties as well as configuring the newly
discovered materials for photoelectrolysis reactions. The latter task will be
more challenging and time consuming than the discovery phase, and many
researchers will be needed to investigate these many potential materials.
Combinatorial techniques may still be useful for the optimization of material
growth morphologies and doping densities, as was recently demonstrated for
improving iron oxide photoanaodes.39

Another approach is to use density functional theory with high performance
computing to calculate the electronic properties of candidate materials and to
suggest alloys that should have the necessary properties.40,41 While a number of
possible alloy systems have been suggested using this approach, none have yet
shown success. Solving this so-called inverse design problem is still in its early
stages, but theory will still be important in helping to understand the role of
defects and dopants in the new materials.42

Often materials are synthesized and tested for photochemical water splitting
activity either as colloidal solutions or as powdered slurries using a sacrificial
donor or acceptor. While this method may be useful for screening materials for
water splitting activity, in our view it is unlikely that homogeneous colloidal
solutions or slurries will be useful for a practical water splitting system.
Reasons for this include: (i) the products are not produced in separate
compartments, resulting in highly explosive mixtures of hydrogen and oxygen
(an accident resulting in an explosion would likely terminate any large water
splitting project); (ii) even if the explosive mixture can be handled with com-
plete safety, energy is required to separate hydrogen and oxygen, reducing the
overall efficiency of the water splitting process; (iii) since catalysts for hydrogen
and oxygen production from water are also generally catalysts for the
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recombination of hydrogen and oxygen, illumination of such systems will
eventually result in a photostationary state where forward and back reactions
have equal rates and no more net water splitting can occur. In most
publications reporting the use of semiconducting particles, this photostationary
state is evident as a fall-off in the rate of hydrogen and oxygen production,
whereupon the researchers need to purge the system and restart to obtain the
initial faster gas production rate. The exchange current in the photostationary
state will be related to the solubility of the gases in the electrolyte and the rate at
which they are removed from the reactor.

In systems where the electrodes are not or cannot be separated (e.g.
semiconductor particle systems), sacrificial reagents are often used in the
photoreactors to scavenge either holes or electrons in order to avoid
undesirable back reactions and poor efficiency for hydrogen or oxygen pro-
duction. The most common examples of hole-scavenging agents introduced
into solution are alcohols (usually methanol), amines (usually triethanolamine
or EDTA) or sulfite salts. Electron scavengers such as the easily reduced Ag1

have also been added. Electron or hole scavengers can be useful to study one of
the water splitting half reactions without complications associated with the
kinetics of the other half reaction (although using a three electrode potentiostat
to study a single photoelectrode achieves the same end), but these additives are
not viable for any practical system for sustainable energy production since they
are not available in the large quantities that would be needed and/or they are
much more valuable than the hydrogen produced.

1.4 Commercial Viability of Photoelectrolysis as a

Route to Hydrogen

Having been through the basics and some efficiency calculations and
various device configurations, one can ask at this point: what is the minimum
solar-to-hydrogen (STH) conversion efficiency for a commercially viable PEC
water-splitting device? Since the system must cover land area to collect sunlight,
it is clear that the size of the plant will be directly related to the commercial
viability, since a lower efficiency system will cover significant land area,
meaning higher costs for land acquisition, longer piping for collecting the
hydrogen and for distribution of the water feedstock. All these factors will
increase the balance of plant costs and result in a commensurate increase in the
cost of the produced hydrogen. Ultimately it is the price per kilogram of the
produced hydrogen that will determine which PEC system can be used to
produce sustainable hydrogen and, similar to PV, for photoelectrolysis the cost
of that hydrogen is determined by the solar insolation, the STH efficiency, the
lifetime, the cost of the photoconverters and the balance of plant. In an attempt
to put realistic numbers on the cost of PEC produced hydrogen and how that
relates to conversion efficiency, cell costs and lifetime, a technoeconomic
analysis of PEC systems is needed. One recent chemical engineering analysis
commissioned by DOE looked at four different engineering designs and
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calculated the costs of the produced hydrogen. The designs were (i) single-bed
particle systems, (ii) dual-bed particle systems, (ii) flat plate PEC and (iv) low
solar light concentration systems (o10�).43 The projected price of hydrogen
was the lowest for the single bed system and highest for the flat plate systems,
ranging from B$1/kg to B$10/kg. However, the single bed system would
produce a stoichiometric mixture of hydrogen and oxygen, which was clearly
unacceptable to the chemical engineers doing the analysis since one accident
would endanger operators, produce a negative public backlash and destroy a
capital investment. The dual bed system requires a selective redox relay with
redox properties that would be almost impossible to obtain, leaving the flat
plate and the concentration systems as the only realistic options.

The main takeaway from this analysis is that the solar-to-hydrogen
conversion efficiency has the largest impact on the hydrogen price, and that the
efficiency required is much higher than previously thought acceptable for a
viable device. A 10% system has generally been considered as an acceptable
efficiency, but the technoeconomic analysis shows that the STH efficiency needs
to be greater than 15% and in some cases, depending on the systems costs and
lifetime, greater than 20%. (US Department of Energy website) One caveat
though is that the hydrogen cost goal has been set by the US Department of
Energy match that of hydrogen from steam methane reforming, B$2/kg.
A more realistic metric would be affordability, factoring in the costs of the
impacts of greenhouse gases emitted by processes that use fossil fuels. A simple
comparison would be gasoline at $4.00/gallon and a 30 mpg fuel economy. The
equivalent price for the same distance per kg H2 would be B$8/kg, since fuel
cell vehicles have much more efficient fuel utilization. The $8/kg cost must
include B$1/kg for compression and delivery, so the price of the produced
hydrogen should be closer to $6/kg. Nonetheless, it is apparent that the
efficiency of a viable PEC water splitting system must be better than 15% in
order to achieve an acceptable price for the hydrogen. Another lesson form this
analysis was that low solar light concentration (o10�) could produce economic
benefits, given that it may lower the costs of other components such as collector
area and piping. Another attractive aspect of PEC hydrogen production is that
the gases can be produced at higher than atmospheric pressure, reducing or
eliminating the capital costs for compressors to compress the gas for pipeline
distribution. Thermodynamically a ten-fold pressure increase is possible with a
59 mV addition to the overvoltage, which should be factored in to the band gap
analysis presented above.

1.5 Photoelectrochemical Reduction of Carbon Dioxide

Carbon dioxide reduction using solar energy is often touted as a route to
renewable solar fuels with no net carbon footprint, where any carbon that is
either removed from the atmosphere or captured and reduced before entering
the atmosphere will not add to the atmospheric CO2 levels. Although the multi-
electron, multi-proton chemistry involved in CO2 reduction provides an
interesting and challenging chemical problem and at first glance appears to be
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‘‘carbon neutral’’, in our view it does not currently make sense as a strategy for
reducing carbon dioxide emissions in the context of climate change when the
big picture is considered. We examine this premise in the following section.

The first consideration for CO2 reduction to impact climate change is the
scale. Coal production in Wyoming alone is 425million tons/year, resulting in
annual emission of nearly a billion tons of CO2 after burning in coal-fired
plants (cf. Figure 1.4 – total US production is about 3 times this). An industrial
scale process to reverse the impact of just Wyoming’s coal production would
dwarf even the current largest industrial chemical process, the production of
sulfuric acid, by a factor of 25. If one considers reducing CO2 to a liquid fuel
using renewable energy thinking that there would be value added, the logical
source of CO2 would be a fossil fuel burning power plant since it is very
concentrated in the stack, whereas it takes energy to extract and concentrate it
from the air. The largest source of CO2 in the US (as well as many other
countries in the world) is from coal burning plants, and so we qualitatively
examine the energy balance of this approach.

Figure 1.4 A system to be evaluated using thermodynamics must be defined by
placing it in a box and examining all the inputs and outputs to the system.
Often when CO2 reduction is considered the box is placed only around the
emission of CO2 from the stack of the plant (red box) and the impression is
that the energy from the sun is free and the CO2 is free and needs to be
mitigated. However, when the system is defined as the whole coal mining
to disposal of ash (green box), the value of replacing the coal-fired plant up
front with renewable energy becomes even more compelling.
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At first sight, photoelectrochemical CO2 reduction looks attractive. The raw
materials needed (CO2 and sunlight) are free, and one might even get a subsidy
to utilize or prevent the release of the CO2. However, this thinking only con-
siders a small part of the entire coal burning system (the stack) as shown with
the red box in the upper right of Figure 1.4. In order to do a proper analysis as
in thermodynamics, one must put the box around the whole system, as in the
larger green box in Figure 1.4. It is then apparent that there is a considerable
release of CO2 from burning fossil fuels in machines for mining the coal,
shipping it to the power plants in the locations far from the mine (e.g.Wyoming
to the Midwest in the US or from Australia to China) and then pulverizing the
coal before combustion. The coal is then burned to produce heat that is con-
verted to electricity at an efficiency of about 33% in a modern coal-fired plant
(the efficiency of older plants can be as low as 20%). Along with CO2, burning
coal also results in the emission of sulfur dioxide, mercury, other heavy metals
and radioactive metals. Huge volumes of coal ash, which contains toxic metals,
must be disposed of by shipping it to off-site (and out of sight) locations using
more fossil fuel (although some of the ash can be used in building materials).
These wastes have resulted in widespread water pollution in the US since their
disposal is not federally regulated. However, focusing on CO2, we see that at
least 3 equivalents of CO2 are emitted to the atmosphere to produce one
equivalent of electrical energy. However it is much more than three when
considering the previously mentioned fossil fuel-based energy inputs into the
whole coal burning to electricity cycle. Therefore, it appears to make no sense
to use diffuse, expensive to harvest sunlight to reverse the combustion reaction
even to produce methanol, the easiest liquid fuel to synthesize. This is especially
true when considering that the solar converter will be at most 20% efficient and
that it takes six electrons per CO2 molecule to convert it to methanol with
efficiency losses in all of the electrochemical and chemical steps. The cost and
stability of the catalysts also needs to be considered. Instead, renewable energy
should be installed to replace the electricity from as many coal-fired power
plants as possible ‘‘up front’’ before any attempt is made to undertake any large
scale CO2 reduction. In other words, the cost of generating electricity from
solar photovoltaics and preventing a given amount of carbon emissions is much
lower than the cost of capturing and reducing CO2 after burning a fossil fuel.
Implementation of photovoltaic (PV) arrays to replace the electrical output of
coal-fired plants would pay off by reducing CO2 emissions by probably a factor
of four or more per unit of electric energy produced as well as by eliminating
toxic emissions and reducing the number of deaths from coal mining that
averages several thousand per year world-wide. Stated another way, to deploy
an artificial photosynthetic system to totally reverse the CO2 output of a typical
300MW coal-fired plant, the land and solar collector area needed would be at
least three or four times that needed to simply replace the electrical output of a
300MW coal plant with photovoltaics. In practice, the area would be much
more since it would be difficult to drive the complex chemistry at the same
efficiency as direct PV electricity production (10% would be impressive). Solar
conversion economics is driven by the capital costs of producing large areas of
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collectors, so the capital costs for conventional PV would then probably be at
least six times less than needed to construct a system to convert the CO2 to
liquid fuel when considering the both the efficiency and the complexity of a
complete CO2 reduction installation that needs investment in gas handling,
purification systems and catalysts. Further efficiency improvements of the solar
PV systems will be gained if they are decentralized, unlike the conventional
power plants, to be near the consumption of the power, resulting in consider-
able reductions of the very high transmission losses. Of course solar PV can
only replace the peak output of a coal plant during daylight hours, and other
renewable power or energy storage would be needed on the grid to replace the
coal-fired electricity during the night where wind energy may be more available.
This discussion is most pertinent to the many coal-fired plants that operate at
high capacity during daylight hours and scale back output during darkness.

If a liquid fuel source with a minimal carbon footprint is required, it makes
more sense to use the abundant coal resources, gasify the coal and do well-
established high-temperature reactions using hydrogen produced from sunlight
by the photoelectrolysis of water to reduce the gasified coal to methanol by the
reaction sequence:

Cþ 1

2
O2 ! CO followed by COþ 2H2 ! CH3OH ð1:3Þ

Despite the fact that it still produces net carbon dioxide emission, this
approach has several advantages. First, the photoelectrolysis of water is much
easier and more fully developed than the multielectron reduction of CO2.
Secondly, the high-temperature gas-phase catalytic chemistry is well known
and fairly well optimized. Also, only one equivalent of CO2 is emitted into the
atmosphere from burning or using the methanol in a direct methanol fuel cell,
as opposed to much three to as much as six when one tries to reverse the
combustion in a coal burning plant. The gasification route may still be a pre-
ferred method of liquid fuel production even if water is used as the reductant by
employing water gas shift chemistry after gasification.

2CþO2 ! 2CO

2COþ 2H2O! 2H2þ 2CO2

COþ 2H2 ! CH3OH

ð1:4Þ

In this approach, a minimum of 3 CO2 molecules are released (considering
that even these well-studied catalytic processes are not 100% efficient) after use
of the liquid fuel, and ideally the gasification/fuel producing plant could be
located near a geological formation that is acceptable for CO2 sequestration.
Therefore, any large-scale CO2 reduction scheme for mitigation of atmospheric
CO2 emissions makes absolutely no sense until virtually all coal-burning plants
are replaced with carbon-free power such as wind, nuclear or solar.

Considering possible sources of CO2, while the reserves of fossil fuels are large,
they are finite and there are climate change issues to be considered and so
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ultimately, to be sustainable we must get our CO2 from the air. While4400 ppm
CO2 has a potent impact as a global warming gas, it still is rather dilute and
would require great expenditures of energy and capital to collect and concentrate
it for reaction. Biomass is nature’s way of collecting CO2 from the atmosphere
and generating reduced carbon that can be converted into fuels. However, typical
bio-fuels have significant oxygen atom content, and pure hydrocarbons are
preferred as fuels. Again, a better approach would be to pyrolyze biomass and
use the pyrolysis oil as feed stock combined with PEC hydrogen for hydro-
cracking/hydroforming to produce carbon-neutral fuels of the sort currently used
in the transportation infrastructure. Huge amounts of hydrogen produced from
methane are already used in the petroleum refining industry, and photoelec-
tochemically produced hydrogen from water would also eliminate CO2 emissions
associated with this industry. Of course eliminating deforestation and replanting
of forests is the most near term and effective way of CO2 mitigation since
photosynthesis by self-replicating trees is low tech and effective.

Photoelectrochemically generated hydrogen from water could also be useful
in another large industrial process that releases CO2, nitrogen fixation via the
Haber Bosch process. This process already consumes 3–5% of the world’s
natural gas and 1–2% of the world’s energy supply, and therefore renewable
hydrogen would have large global impact.

N2þ3H2 ! 2NH3 ð1:5Þ

1.6 Summary and Conclusions

In summary, stable photoelectrochemical water splitting systems are the pref-
erable target for photoelectrochemical energy conversion and, if made cheaply
and with a high enough efficiency to be a cost-effective renewable hydrogen
source, could realistically impact large-scale future energy conversion and
storage. In order for this to happen, researchers must concentrate their efforts
on discovering and improving stable materials that are capable of efficient solar
photoelectrolysis. Since the hydrogen economy is the only long-term sustain-
able renewable fuel-based energy alternative, the question is not if but when will
the world begin its transition to this energy carrier. In addition to research and
development, barriers, to this conversion include the availability and low cost
of fossil fuels, especially coal and recently natural gas, and the lack of a
hydrogen infrastructure as well as political and sociological issues. Perhaps
some of the latter issues can be addressed by educating people about the true
costs of continued exploitation of non-renewable reduced carbon resources,
such as climate change, land and ecosystem destruction, air and water pollution
and their detrimental impact on human health and wellbeing. One hopes that
this awareness will inspire countries to shift their subsidies from non-renewable
to sustainable energy systems such as solar driven hydrogen production. To
quote Sinclair Lewis, ‘‘It is difficult to get a man to understand something when
his pay check depends upon him not understanding it.’’
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Some first steps that have been taken are exemplified by the recent increases
in government funding of solar energy research and by the establishment of
several centers focused on solar hydrogen production, including the Joint
Center for Artificial Photosynthesis (JCAP) in California and the Korean
Center for Artificial Photosynthesis (KCAP) in Korea as well as solar fuel
research projects in the European Union, China and Japan. We can hope that
this investment will result in research breakthroughs that will put us on the path
to a world economy based on clean and sustainable energy and that photo-
electrochemically produced hydrogen will be a large or at least contributing
part of that economy. In Winston Churchill’s words, ‘‘People and countries can
do the right thing once they have exhausted all other alternatives.’’
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CHAPTER 2

Kinetics and Mechanisms of
Light-Driven Reactions at
Semiconductor Electrodes:
Principles and Techniques

LAURENCE PETER

Department of Chemistry, University of Bath, Bath BA2 7AY,
United Kingdom
Email: l.m.peter@bath.ac.uk

2.1 Introduction

This chapter examines a range of electrochemical, optical and other experi-
mental methods that can be used to obtain information about the kinetics and
mechanisms of electrode reactions driven by the capture of photogenerated
minority carriers at the interface between an electrolyte and an illuminated
semiconductor electrode. The main emphasis is on systems in which the
semiconductor electrode is part of an electrochemical cell rather than isolated
as a colloidal particle at which balanced anodic and cathodic reactions occur
under illumination. The treatment is selective, with particular attention being
paid to the reactions that take place during light-driven water splitting. A more
general overview of techniques used in semiconductor photoelectrochemistry
can be found in reference 1.1 The present chapter begins by contrasting the
differences between electrode reactions at metal electrodes and illuminated
semiconductor electrodes, before going on to clarify the confusing range of
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different rate constants that are used in the literature to describe the kinetics of
electrode reactions involving photogenerated minority carriers. A relatively
simple approach is then used to show how information about rate constants for
minority carrier reactions at illuminated semiconductor electrodes can be
derived from measurements involving perturbing either the illumination or the
electrode potential. This approach is illustrated with examples of light-driven
oxygen evolution at n-type hematite electrodes and hydrogen evolution at
p-type silicon electrodes. The chapter finishes with a discussion of recent optical
measurements on thin hematite films, which provide information about
reaction mechanisms, intermediates and kinetics that is difficult to obtain from
electrical measurements alone.

2.2 Conventional and Nanostructured Photoelectrodes

2.2.1 Conventional Semiconductor Electrodes

Pioneering studies in the photoelectrochemistry of semiconductors were carried
out in the 1960s using single crystal samples with well-defined oriented surfaces.
Early work on germanium and silicon was complicated by the high reactivity of
these elements in water, and a clearer picture began to emerge only when single
crystal ZnO electrodes2,3 were used, since samples could be cleaved and etched
to produce well-defined polar surfaces with a low density of surface defects.
CdS4,5 was also widely studied at this time, and interest moved later from these
II-VI semiconductors to III-V materials such as GaAs, GaP and InP,6,7 which
are used in solid-state electronic devices. Whereas these II-VI and III-V
materials were readily available in semiconductor quality, transition metal
oxide single crystals of interest for water splitting such as rutile (TiO2)

8,9 and
hematite (a-Fe2O3)

10,11 proved much more difficult to prepare in pure form
with controlled doping levels. The photoelectrochemical behaviour of single
crystals of both of these oxides is strongly influenced by bulk and surface states
that introduce non-ideality. More recent work on water splitting has focussed
on compact or nanostructured polycrystalline films of oxides such as TiO2,
WO3, Fe2O3 and BiVO4. Understanding these more complicated systems
involves consideration of the influence of additional factors such as surface
morphology, grain boundaries and electrolyte screening in porous structures.

2.2.2 Potential and Charge Distribution at the

Semiconductor-Electrolyte Junction

The fundamental properties of the semiconductor-electrolyte junction have
been reviewed in a number of text books.12–14 This section is therefore restricted
to a very brief overview of some essential concepts that have been developed
from work on well-defined single crystal semiconductor electrodes.

A convenient reference point for describing the potential and charge distri-
bution at the junction between a semiconductor electrode and the solution is
the flatband potential, Ufb. This is the electrode potential at which there is no

20 Chapter 2

 1
4/

10
/2

01
3 

09
:3

7:
11

. 
Pu

bl
is

he
d 

on
 3

1 
D

ec
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

77
39

-0
00

19
View Online

http://dx.doi.org/10.1039/9781849737739-00019


electrical field in the semiconductor side of the junction, so that the conduction
and valence band energies are constant. If a potential is applied to the electrode
so as to withdraw majority carriers from the junction, a depletion or space
charge region is formed. For n-type semiconductors, a positive space charge
region is formed when the applied potential is made more positive than Ufb: the
converse is true for p-type semiconductors. Since the space charge is due to
immobile ionized donor (for n-type) or acceptor (for p-type) species, the width
of the space charge region, Wsc, depends on the doping density N, the relative
permittivity, e, and the potential drop across the space charge region, Dfsc,
which corresponds to a band bending of qDfsc.

Wsc¼
2Dfscee0

qN

� �1=2

ð2:1Þ

The charge in the space charge region in the semiconductor is balanced by an
ionic charge of opposite sign in the electrolyte. For concentrated electrolytes,
this charge is effectively located at the outer Helmholtz plane of the electrical
double layer. The semiconductor-electrolyte junction can therefore be modelled
as a space charge capacitance Csc in series with a Helmholtz capacitance, CH.
The dependence of Csc on the potential drop across the space charge region
(Dfsc) is given by the Mott–Schottky equation (here for an n-type electrode)

1

C2
sc

¼ 2

Ndee0
Dfsc �

kBT

q

� �
ð2:2Þ

For low or moderately doped semiconductors under depletion conditions,
CHcCsc, so that it is often assumed that changes in electrode potential
appear mainly across the space charge region. In this case, Dfsc can be replaced
by U – Ufb, where U is the applied potential. However, for many of the
materials that are studied in the context of water splitting, this approximation
may not be valid for several reasons. Firstly, Csc may be comparable with CH

if the material is doped to levels above 1024 m�3, as is often the case for
non-stoichiometric oxides. Secondly, the derivation of eqn (2.2) involves an
assumption that no electronic charge is stored at the surface of the semi-
conductor. However, many semiconductor electrodes have imperfect surfaces
with high densities of surface states that can be charged by electron exchange
with the semiconductor, giving rise to changes in the potential drop, DfH,
across the Helmholtz layer. In extreme cases, the semiconductor may behave
more like a metal, with nearly all of the change in potential drop appearing
across the Helmholtz layer as the potential is varied. This phenomenon is
referred to as Fermi level pinning.15 Even in the case of hydrogen terminated-
silicon surfaces, which have very low densities of surface states, the build-up of
photogenerated minority carriers near the surface as a consequence of slow
electron transfer kinetics results in changes in DfH that can be detected by
photocapacitance measurements.16 In this chapter, this phenomenon is referred
to as light-induced Fermi level pinning, to distinguish it from Fermi level
pinning in the dark arising from charging of surface states by majority carriers.
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2.2.3 Collection of Minority Carriers at the Illuminated

Semiconductor-Electrolyte Junction

In the ideal case where minority carriers reaching the edge of the space
charge region are transferred via the interface to the solution redox species
without loss by recombination, the generation-collection problem can be for-
mulated in terms of three characteristic lengths. These are the width of the
space charge region, Wsc, the penetration depth, 1/a(l), of the light incident on
the surface of the electrode and L, the minority carrier diffusion length. Here, a
is the absorption coefficient of the semiconductor at the wavelength, l. The
minority carrier diffusion length (Lp in the case of holes in an n-type semi-
conductor) is determined by the mobility, m, and bulk lifetime,t, of minority
carriers.

Lp¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kBT

q
mptp

s
ð2:3Þ

It is important to realize that the minority carrier lifetime in eqn (2.3) is defined
for electron-hole recombination in the bulk semiconductor, where there is a
large excess of majority carriers. The diffusion length concept cannot be used
when recombination occurs at the semiconductor surface or in the space charge
region. The diffusion length is also difficult to define in the case of mesoporous
semiconductors (see section 2.2.4), where the majority carrier density (and
hence the rate of recombination) is controlled by the external bias voltage. The
three characteristic lengths are illustrated in Figure 2.1.

Figure 2.1 The three characteristic lengths appearing in the derivation of the Gärtner
equation. Wsc – the width of the space charge region; L – the minority
carrier diffusion length; 1/a(l) – the penetration depth of the light.

22 Chapter 2
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The solution of the generation-collection problem is known as the Gärtner
equation,17,18 which gives the external quantum efficiency (or IPCE: incident
photon to current conversion efficiency) as

IPCE¼ jphoto

qI0
¼ g

I0
¼ 1� exp� aWsc

1þ L

� �
ð2:4Þ

where I0 is the incident photon flux, g is the minority carrier flux, Wsc is given
by eqn (2.1) and L by eqn (2.3). The ideal photocurrent-voltage behaviour
predicted by the Gärtner equation is only seen in semiconductor/electrolyte
systems involving fast outer sphere electron transfer processes. If electron
transfer is slower, as is the case for the multistep reactions involved in oxygen or
hydrogen evolution, the concentration of minority carriers builds up as carriers
‘queue up’ close to the interface. As a consequence, recombination of electron
hole pairs at the surface and/or in the space charge region competes with charge
transfer, reducing the external quantum efficiency, particularly for low values
of band bending. Recombination, which is a major limiting factor in water
splitting reactions at semiconductor electrodes, is considered in section 2.3.4.

2.2.4 Nanostructured and Mesoporous Electrodes

Nanostructured and mesoporous electrodes differ in several important respects
from the flat surfaces described in the preceding two sections. Firstly, the
characteristic length scale of the nanostructured electrode may be substantially
smaller than the Debye length LD, which is given by

LD¼
ee0kBT
2q2N

� �1=2

ð2:5Þ

where N is the dopant concentration. This means that the size of the elements of
the nanostructure is too small to allow development of substantial band
bending. For example, if we consider a spherical particle of a doped semi-
conductor, solution of the Maxwell Boltzmann equation gives the maximum
potential drop between the centre of the particle and the surface as

Dfmax¼
kBT

6q

r0

LD

� �2
¼ 1

3

r20qN

ee0
ð2:6Þ

To illustrate the effect of size, we can consider a 20 nm diameter fully
depleted anatase particle with a doping density of 1023m�3 and a relative
permittivity of 40. Eqn (2.6) indicates that the maximum band bending in this
case is only 4.5 meV. This is smaller than the average thermal energy kBT, so
the effects of band bending can be neglected. In this case, photoexcited charge
carriers reach the surface by diffusion. Often the minority carrier diffusion
length (eqn (2.3)) is cited as a relevant parameter for nanostructured oxide
electrodes, leading to the suggestion that recombination losses can be min-
imized by ensuring that the characteristic length scale of the nanostructured
electrode is smaller than the minority carrier diffusion length. However, this
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line of reasoning neglects the fact that the pseudo first order minority carrier
lifetime depends linearly on the majority carrier density, which changes when
the Fermi level is altered by changing the applied potential. In the case of a
mesoporous n-type semiconductor, the free electron density falls rapidly as the
Fermi level moves away from the conduction band with increasingly positive
potential, and for large applied bias voltages recombination may no longer be
pseudo first order, since the electron and hole concentrations become similar.
Furthermore, if interfacial minority carrier transfer is a slow process – as it is in
the case of light-driven oxygen evolution, for example – minority carriers may
be scattered back many times from the interface before being transferred or lost
by recombination. Unfortunately, no satisfactory description of electron-hole
recombination in nanostructured oxide electrodes is available currently. The
development of theoretical descriptions will need to take into account that
recombination may involve trapped carriers; for example, mobile holes and
trapped electrons or vice versa.

Similar considerations regarding band bending apply to other nanos-
tructured electrodes such as nanorods or nanotubes: in this case, it is the
smallest characteristic dimension that is relevant. If the nanostructured elec-
trode has a more complex structure, then small features may be almost field-
free, whereas significant electrical fields will be present in the space charge
region that can be developed in larger features.19,20 Figure 2.2 illustrates this
point. The spherical nanoparticle (a) and the nanorods (b) can both be char-
acterised by their radius. Whether they have a significant electrical field normal
to the surface will depend on their size and doping density. In the case of highly
doped nanorods, for example, separation of electron hole pairs may be assisted
by the electrical field perpendicular to the long axis provided that the rod radius
is larger than Wsc. By contrast the structure shown in (c) is more complicated.
The larger parts could allow development of a space charge layer in which the
electrical field assists electron-hole separation, whereas the smaller features

Figure 2.2 Schematic illustration of nanostructures: (a) spherical nanoparticles in
which band bending can often be ignored; (b) larger nanorods in which
space charge effects may be important in highly doped materials such as
ZnO, assisting separation of electron hole pairs; (c) complex structures
with different length scales where space charge effects may be confined to
the largest feature dimensions, with collection of carriers taking place by
diffusion in the smallest features.
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could be field-free, so that diffusion is the dominant transport mechanism. The
schematic structure in Figure 2.2c highlights the fact that nanostructured sys-
tems with different characteristic length scales are likely to show complex
transport and electron transfer behaviour, making fundamental studies dif-
ficult. For this reason, it may be better to use plane surfaces for fundamental
studies, in spite of the fact that nanostructured electrodes often perform much
better.21

2.3 Rate Constants and Reaction Orders

2.3.1 Electrode Kinetics at Metal Electrodes

A large range of electrochemical techniques has been developed to study of the
kinetics of electrode processes at metal electrodes.22 Transient and periodic
methods rely on perturbation of the electrode potential with different time-
dependent functions (e.g. step, sweep, and sinusoidal modulation). In the case
of metal electrodes, the potential perturbation affects the rate constants for
electron transfer directly because the free energy of activation for electron
transfer depends on electrode potential. The reason for this is the fact that
changes in applied potential appear across the Helmholtz layer. The potential
dependence of the rate constants for electron transfer at metal electrodes are
given by the well-known expressions

k
!
¼ k0 exp

�anq E � E0
� �
kBT

� �
k
’

¼ k0 exp
ð1� aÞnq E � E0

� �
kBT

� �
ð2:7Þ

Here k
!

and k
 

are the rate constants for the transfer of electrons from the
electrode (cathodic reaction) and to the electrode (anodic reaction), respect-
ively, and k0 is the standard heterogeneous rate constant. E is the applied
potential, E0 is the standard reduction potential of the electrode process and a
is the cathodic transfer coefficient. For a redox reaction

Oþ ne� �! � R ð2:8Þ

the net current density is given by

j¼ j
 
þ j
!
¼ nq k

 
R� kO

!
� �

¼ nqk0 R exp
1� að Þnq E � E0

� �
kBT

� ��

�O exp
�anq E � E0

� �
kBT

� �� ð2:9Þ

where R and O are the concentrations of electron donor (reduced) and electron
acceptor (oxidized) species at the electrode surface (these local values may be
determined by mass transport of reacting species).

An important concept in electrode kinetics is the overpotential, Z, which is
the difference between the applied potential and the equilibrium electrode
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potential defined by the Nernst equation. Eqn (2.9) – rewritten in terms of the
overpotential – is the well-known Butler Volmer equation. It is important to
realize that in the case of electrode reactions at metal electrodes, the additional
free energy associated with the overpotential directly influences the rate con-
stants for forward and reverse electron transfer. As we shall see, the concept of
overpotential can also be applied to electrode processes such as oxygen evo-
lution taking place at illuminated semiconductors, but in this case it is mainly
the concentration term in the rate equation that is affected and not the rate
constant.

2.3.2 Kinetics of Minority Carrier Reactions at Semiconductor

Electrodes

It can be seen that the standard heterogeneous rate constant k0 in eqn (2.7) has
units of m s�1. This reflects the fact that the concentration of electrons in the
metal does not appear in the rate expression because it is assumed to be in-
dependent of electrode potential, i.e. changes in potential only affect the rate
constants. The situation in the case of electrode reactions at wide band
gap semiconductor electrodes is different. In the dark, the semiconductor/
electrolyte junction is rectifying, and current only flows under conditions in
which there is a significant concentration of majority carriers at the interface
(accumulation conditions). Both the concentration of majority carriers and the
potential drop in the Helmholtz layer depend on potential, so that eqn (2.7)
does not provide a proper description of the rate of an electrode process at a
semiconductor electrode in the dark. The kinetics of dark reactions at semi-
conductor electrodes is not considered further here; instead the chapter focusses
on reactions at illuminated semiconductor electrodes under conditions in which
photogenerated minority carriers are responsible for the electrode reaction. As
shown below, we can distinguish between reactions of majority and minority
carriers in this case, and the rate expressions need to take into account the fact
that the concentrations of these reactant species depend on applied potential
and illumination conditions.

For any minority carrier reaction at an illuminated semiconductor photo-
electrode, the net rate of electron or hole transfer can be inferred directly from
the current flowing in the external circuit. However, the current gives no in-
formation about the rate constants for electron or hole transfer. In the most
general case, the kinetics of a light-driven process at an illuminated n-type
semiconductor electrode in the absence of surface recombination can be
described by the general expression

j¼ nqketp
aRb ð2:10Þ

Here, j is the current density, n is the number of electrons transferred in the
electrode reaction. ket is the rate constant for the electron (hole) transfer pro-
cess, p is the hole density at the surface of the electrode and R is the

26 Chapter 2
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concentration of electron donor species in solution. a and b are the reaction
orders with respect to holes and electron donor species, respectively. For p-type
photoelectrodes, pa is replaced by na, where n is the concentration of electrons
at the surface, and Rb is replaced by Ob, where O is the concentration of
electron acceptor species in solution. In the case of water splitting, water
(or OH�) is the electron donor for light-driven oxygen evolution, and water
(or H1) is the electron acceptor (for light-driven hydrogen evolution). If the
reaction orders a and b are both unity and the concentrations p and R are
expressed in m�3, the rate constant ket in eqn (2.10) has units m4 s�1. In the case
of water splitting, the concentration R can be treated as constant to a good
approximation, so that the concentration of minority carriers at the surface is
the main variable. It is usually assumed that ket is independent of electrode
potential provided that the semiconductor is not highly doped and that there is
not a high density of surface states. The reasoning behind this assumption is
that the majority of any changes in electrode potential appear across the
semiconductor and not across the Helmholtz layer because the space charge
capacitance Csc is much smaller than the Helmholtz capacitance CH. However,
the approximation will not be valid if the semiconductor is so highly doped that
Csc becomes comparable with CH or if charging of surface states or minority
carrier build-up causes changes in the potential drop in the Helmholtz layer
(Fermi level pinning). In this case, changes in potential influence not only the
surface concentration of minority carriers, but also the activation energy for
electron or hole transfer.

For simple outer sphere redox reactions, ket is given by23

ket¼ nnknkel ð2:11Þ

Here, nn is a vibrational frequency along the reaction coordinate (ca. 1013 s�1)
and kn, kel are nuclear and electronic coupling terms, respectively. The nuclear
term depends of the driving force DG0 for the electron transfer reaction, and on
the reorganization energy, l.

kn¼ exp�
DG0 þ l
� �2
4lkBT

" #
ð2:12Þ

The electronic coupling term kel is estimated to be of the order of 10�38 m4 for a
typical semiconductor/electrolyte system.24 The maximum value for kn (1) is
obtained when DG0¼� l. This corresponds to a maximum value of ket¼ 10�25

m4 s�1. However, the reactions involved in water splitting involve bond
breaking/formation and surface-bound intermediates. The rate-determining
steps leading to molecular oxygen formation have high activation energies, so
that the rate constants will be many orders of magnitude lower than for outer
sphere redox systems.

The kinetics of light-driven minority carrier reactions at semiconductor
electrodes can also be formulated in a way that is consistent with the approach
used for solid state junctions. In this case, the electrolyte species is treated as a
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state that can capture minority carriers arriving at the surface. The rate of the
hole capture process (and the corresponding current density) for an n-type
electrode is given by

j¼ qvthpNRsp ð2:13Þ

Here, vth¼ 3kBT/m* is the thermal velocity (E105 m s�1 for m*¼me) of holes
with effective mass m*, p is the concentration of holes at the surface (m�3), NR

is the surface concentration (m�2) of the electron donor species and sp is the
hole capture cross section (m2). NR is related to R in eqn (2.10) by NR¼RdH,
where dH is a reaction layer thickness of the order of 1 nm. The rate constant ket
in eqn (2.10) is therefore related to the thermal velocity and capture cross
section by

ket¼ dHvthsp ð2:14Þ

It follows from eqn (2.14) that the capture cross section is of the order of 10�19

m2 for fast outer sphere electron transfer reactions (ketE10�25 m4 s�1). The
capture cross sections for reactions involving large re-organization energies will
be many orders of magnitude smaller than this.

A useful approximation involves formulating the rate of minority carrier
reactions in terms of the surface concentration psurf (m

�2) of carriers rather
than the volume concentration (m�3) at the surface.25 At the same time, the
reaction order is reduced by considering that the concentration of solution
species R is constant. So, for an n-type semiconductor under illumination

j¼ qk
0
psurf R¼ qkpsurf ð2:15Þ

where psurf¼ pdsc, dsc is a reaction length in the semiconductor (ca.1 nm) and
k¼ k0R. If n¼ a¼ b¼ 1, the pseudo-first order rate constant k (units s�1) in eqn
(2.15) is related to the rate constant ket by

k¼ ket

dsc
R ð2:16Þ

As discussed below, this rate constant defines a time constant t¼ 1/k that
appears in the time and frequency dependent response of the photoelectrode. If
we assume a concentration of redox species equal to 10�2 M (� 6�1024 m�3),
for example, and the upper limit of ket¼ 10�25 m4 s�1, the upper limit for k in
eqn (2.16) is 6�108 s�1, which corresponds to a characteristic relaxation time
constant of around 1 ns. The fact that the relaxation times observed for water
splitting reactions are many orders of magnitude longer than this (milliseconds
to seconds) reflects the large activation energies for individual steps in the
multistep reactions.

28 Chapter 2
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2.3.3 The Concept of Overpotential for Minority Carrier

Reactions

The free energies of electrons and holes in an illuminated semiconductor are
defined by the respective quasi Fermi levels, nEF and pEF . Illumination of the
photoelectrode with light with energy hv4Eg, creates non-equilibrium steady-
state populations of electrons (n) and holes (p). The electron and hole con-
centrations are given by

n¼Nc
1

1þ exp Ec�nEF
kBT

	 

0
@

1
A p¼Nv

1

1þ pEF�Ev

kBT

	 

0
@

1
A ð2:17Þ

where Ec, Ev are the conduction and valence band energies, and Nc, Nv are
the conduction and valence band densities of states. If we consider an n-type
semiconductor, the equilibrium hole density in the dark is very low since
neqcpeq. Illumination creates equal excess concentrations (Dn and Dp) of
electrons in the conduction band and holes in the valence band. Even for
moderately-doped n-type semiconductors, neqþDnEneq, so that nEF

remains close the equilibrium (dark) Fermi level EF. However, since
peqþDpcpeq, the quasi Fermi level for holes moves towards the valence
band, increasing the driving force for oxidation reactions. The driving force
for water oxidation is determined by the free energy difference between pEF

at the surface and the equilibrium redox Fermi level for the O2/H2O couple.
This situation is illustrated in Figure 2.3 for the case of an n-type electrode
that has been biased into depletion and where slow electron transfer kinetics
leads to a build-up of holes at the interface, driving pEF below EF(O2/H2O).

Figure 2.3 Energy diagram for a photoelectrolysis cell operating with an external
bias voltage Vbias. The n-type semiconductor photoanode is biased into
depletion, causing band bending qDfsc. The splitting of the electron and
hole Fermi levels under illumination is shown along with the resulting
overpotential, Za, for oxygen evolution. The cathodic overpotential for
hydrogen evolution at the metal cathode has been exaggerated for clarity.
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The difference in free energies DEF, which is a measure of the driving force,
defines the overpotential Za¼DEF/q. Figure 2.3 also illustrates the energetics
of the cathode, where application of a bias voltage has raised the Fermi level
of the metal cathode sufficiently far above the equilibrium Fermi level for the
H1/H2 couple to generate hydrogen.

It should be noted at this point that the concept of ‘overpotential’ is
different at the two electrodes in the photoelectrolysis cell shown in
Figure 2.3. Provided that the photoanode is not too highly doped and behaves
ideally, the change in free energy of holes (pEF) is associated with the entropic
(i.e. concentration) part of the free energy: the internal energy contribution
remains constant, provided that the potential drop across the Helmholtz
layer does not change. By contrast, the change in free energy of electrons
(Fermi level shift) in the metal cathode is associated with the change in
potential drop across the Helmholtz layer, which affects the internal energy of
the system.

2.3.4 Competition between Charge Transfer and

Recombination

So far, only interfacial electron transfer reactions involving photogenerated
minority carriers have been considered. Minority carrier lifetimes in bulk
semiconductors range from milliseconds for very pure low-doped silicon wafers
to picoseconds for impure and polycrystalline materials. Bulk recombination is
generally a (pseudo) first order process because the concentration of majority
carriers is much higher than the concentration of minority carriers. This means
that we can define a minority carrier lifetime, tmin. The low tmin values for many
practical water-splitting photoelectrodes means that minority carriers move
only a short distance before recombining with majority carriers.

In the neutral bulk region of an n-type semiconductor electrode, electron-
hole recombination determines the minority carrier diffusion length defined by
eqn (2.3). However, recombination in the space charge and surface regions
requires a different approach. The model of depletion layer photocurrents
developed originally by Gärtner17 for solid state junctions and extended to
semiconductor/electrolyte junctions by Wilson26 and by Butler18 assumes that
all minority carriers holes that reach the edge of the space charge region at
x¼W are transferred to the contacting phase (i.e. no recombination occurs in
the space charge region or at the surface). This assumption gives rise to the
boundary condition that the excess hole concentration Dp at x¼W is zero.
However, this approximation will no longer be valid if electron transfer at the
interface is slow, leading to a build-up of holes. A more realistic approach that
includes the effects of recombination of electrons and holes in the space charge
region as well as the influence of the rate of interfacial charge transfer has been
given by Reichmann,27 and El Guibaly and Colbow28 have extended this
treatment to include surface recombination. The increasing complexity of these
models and the absence of reliable values for the variables probably explain
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why these extensions of the basic Gärtner model have been almost entirely
ignored in the later literature. More recently, numerical methods have been
used to model the semiconductor/electrolyte junction under steady-state
conditions.29,30 In this chapter, a simpler phenomenological approach25 is
described that includes surface recombination, but not space charge
recombination. In spite of this simplification, the analysis leads to a useful
semi-quantitative understanding of the factors that control the kinetics of
light-driven electrode reactions.

Surface recombination occurs at free semiconductor surfaces as well as in
different types of semiconductor junctions. In solid state physics, recombin-
ation is normally described in terms of a surface recombination velocity and
equilibrium electron (Hall Shockley Read) statistics.31 The process involves a
state that can capture both holes and electrons, promoting recombination. By
contrast, non-equilibrium kinetic descriptions of the competition between
surface recombination and interfacial electron transfer have been used exten-
sively for semiconductor electrodes. The basic processes considered are illus-
trated in Figure 2.4 for a n-type photoelectrode, which shows the capture of
holes (minority carriers) and electrons (majority carriers) as well as hole
transfer from to solution redox species.

The model is a simplified version of an earlier version in which hole transfer
from the valence band and from a surface state were considered separately.32

ktr is the rate constant for hole transfer and krec is the rate constant for electron/
hole recombination at the surface. Initially, we assume that ktr is independent
of applied potential, whereas krec decreases with increased band bending as a

Figure 2.4 Simplified kinetic scheme showing the competition between hole transfer
(rate constant ktr) and recombination (rate constant krec). I0 is the incident
photon flux and g is the flux of holes into the surface predicted by the
Gärtner equation (eqn (2.4)).

Kinetics and Mechanisms of Light-Driven Reactions at Semiconductor Electrodes 31

 1
4/

10
/2

01
3 

09
:3

7:
11

. 
Pu

bl
is

he
d 

on
 3

1 
D

ec
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

77
39

-0
00

19
View Online

http://dx.doi.org/10.1039/9781849737739-00019


consequence of the potential dependence of the electron concentration at the
surface.

krec¼ snuthnsurf ¼ suthNd exp�
Dfsc

kBT

� �
ð2:18Þ

where sn is the capture cross section for electrons (majority carriers). The
surface concentration of trapped holes is given by

psurf ¼
g

ktr þ krec
ð2:19Þ

where g is the flux of holes into the surface defined by the Gärtner equation
(cf. eqn (2.4)). The recombination current is

jrec¼ qkrecpsurf ¼ qg
krec

ktr þ krec
ð2:20Þ

It follows that the normalized photocurrent density (IPCE: cf. eqn (2.4)) is
given by

IPCE¼ jphoto

qI0
¼ qg� jrec

qI0
¼ g

I0

ktr

ktr þ krec

� �
ð2:21Þ

The accumulation of holes at the surface of the semiconductor alters the
potential drop across the Helmholtz layer. In this chapter, this phenomenon is
referred to as light-induced Fermi level pinning. If we assume that holes are
located (or trapped) at the surface, the light-induced change in potential drop
across the Helmholtz layer is given by

DVH ¼
qpsurf

CH þ Csc
ð2:22Þ

At constant applied potential, this increase in potential drop across the
Helmholtz layer has to be balanced by a corresponding decrease in Dfsc.

Figure 2.5 illustrates the effects of surface recombination and minority
carrier build-up on the current voltage characteristics for a case in which hole
transfer at the interface is slow (ktr¼ 10 s�1). Figure 2.5a compares the ideal
IPCE vs. applied potential plot predicted by the Gärtner equation with the
displaced plot expected when surface recombination and hole accumulation
occur. It can be seen that surface recombination consumes all of the photo-
generated holes until the applied potential is increased sufficiently to allow hole
transfer to begin to compete effectively (photocurrent onset). The build-up of
holes near the semiconductor surface changes in the potential drop in the
Helmholtz layer, and Figure 2.5b shows the flattening of in the variation of
Dfsc with applied potential that is characteristic of light-induced Fermi level
pinning.
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It is clear from the preceding discussion that enhanced surface recombination
and light-induced Fermi level pinning are a direct consequence of slow
minority carrier transfer. This is illustrated by Figure 2.6, which shows that

Figure 2.5 Comparison of normalized photocurrent (EQW) voltage plot
calculated from the Gärtner equation (no surface recombination) with
plot calculated for slow hole transfer and surface recombination using the
model described in the text. The lower plot shows how the potential drop
across the space charge region varies with applied potential. Note the
inflection around 0.5V (light-induced Fermi level pinning) due to the
build-up of holes at the interface in the photocurrent onset region. Values
used in the calculation: ktr¼ 10 s�1, a¼ 1.5� 105 cm�1, Nd¼ 1019 cm�3,
e¼ 25,CH¼ 100mFcm�2, sn¼ 10�16 cm2, nth¼ 105 cms�1, I0¼ 1016 cm�2 s�1.

Figure 2.6 Plot showing the influence of the rate constant for hole transfer on light-
induced Fermi level pinning. Values of ktr (s

�1) are shown on the plot.
Other values used in the calculation are the same as for Figure 2.5.
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increasing ktr by only a factor of 10 is predicted to remove light-induced Fermi
level pinning.

2.4 Determination of Rate Constants from Transient

Photocurrents

As shown above, surface recombination displaces the onset of the photocurrent
relative to the flatband potential. The effects of surface recombination are also
evident in the photocurrent response to chopped illumination. In the photo-
current onset region, the photocurrent response shows a characteristic decay
from a ‘spike’ to a steady state during the illumination period, followed by an
overshoot and decay back to zero during the dark period. An example of this
kind of response in the case of a hematite photoanode is shown in Figure 2.7.

The explanation of the spikes is as follows.33 When the light is switched on,
photogenerated electron/hole pairs are separated rapidly, charging the space
charge capacitance. However, the corresponding ‘instantaneous’ displacement
or charging current is not a measure of charge transfer across the interface.
Under continued illumination during the ‘on’ period, the concentration of holes
at the surface builds up towards a steady state value, which is reached when the
rate of arrival of holes is balanced by the combined rates of interfacial transfer
and recombination. As the hole concentration builds up, increasing numbers of
electrons begin to flow to the surface, where recombination takes place. This
flux of electrons corresponds to a current of opposite sign to the hole current.
In the steady state, the measured photocurrent is the sum of the hole and
electron currents. When the light is switched off, the photo-induced hole dis-
placement current falls abruptly to zero, and the current in the external circuit
changes sign as electrons continue to move towards the surface to recombine
with the remaining holes. Since the recombination current is linearly pro-
portional to the surface hole concentration, the cathodic current overshoot

Figure 2.7 Normalized transient photocurrent response of thin film a-Fe2O3 elec-
trode at 0V vs. Ag|AgCl showing the decay and overshoot characteristic
of surface electron-hole recombination. Electrolyte 1.0M NaOH.
Illumination 455 nm ca. 11mWcm�2.
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reflects the decay of the surface hole concentration by recombination and
interfacial transfer.

The time-dependent solution of the problem for the ‘on’ transient is given by

j tð Þ � j 1ð Þ
j 0ð Þ � j 1ð Þ ¼ e�t = t ð2:23aÞ

Here, t¼ (ktrþ krec)
�1, j(0) is the instantaneous photocurrent and j(N) is the

steady-state photocurrent given by

j 1ð Þ
j 0ð Þ ¼

ktr

ktr þ krecð Þ ð2:23bÞ

The steady state current is expected to increase as the potential is made more
positive since the surface concentration of electrons – and hence krec – decrease
as the band bending increases (cf. eqn (2.8)). When the light is switched off at
time t0, the overshoot decays exponentially back to zero.

�j t4 t0ð Þ
j 0ð Þ � j t0ð Þ

¼ e� t�t0ð Þ = t ð2:23cÞ

Typical decay and overshoot transients are illustrated in in Figure 2.8a, which
has been calculated for ktr¼ krec¼ 1 s�1. The corresponding time dependence of
the surface hole concentration is plotted in Figure 2.8b.

Figure 2.8 The upper plot shows a normalized photocurrent transient calculated for
ktr¼ krec¼ 1 s�1. Note that the steady state photocurrent j(N) is determined
by the competition between charge transfer and recombination, and the
decay time constant is determined by (ktrþ krec)

�1. Values of ktr and krec can
be obtained by analyzing experimental photocurrent transients. The lower
plot shows the corresponding build up and decay of the surface hole
concentration p(t) normalized by dividing by the hole flux Jh into the surface.
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Inspection of eqn (2.23) shows that the ratio ktr/(ktrþ krec) and the sum
(ktrþ krec) can be derived from experimental transients, so that the rate con-
stants for charge transfer and recombination can be obtained. In practice, large
amplitude changes in light intensity can lead to other effects such as changes in
band bending, and a better approach is to use small amplitude light pulses
superimposed on a dc background illumination or small amplitude sinusoidal
modulation of the light intensity, as described in the next section.

2.5 Intensity-Modulated Photocurrent Spectroscopy

Intensity-modulated photocurrent spectroscopy (IMPS)33–37 is a convenient way
of measuring the rate constants for charge transfer and recombination. The
method involves using a small sinusoidal modulation of light intensity (typically
less than 10% of the dc illumination level) and measuring the phase and mag-
nitude of the photocurrent response as a function of frequency. The result, which
is usually plotted in the complex plane, can be analyzed to find obtain ktr and
krec. The relaxation time constant (ktrþ krec)

�1 seen in the exponential decay and
overshoot of photocurrent transients gives rise to a semi-circular response that is
described by the normalized transfer function

jphoto oð Þ

q Jh
B ¼ ktr þ io

ktr þ krec þ io
ð2:24aÞ

Here, the tilde over Jh draws attention to the fact that we are dealing with the
modulated hole current, not the dc flux. The real and imaginary parts of the
IMPS response are given by

Re
jphoto oð Þ

q Jh
B

" #
¼ ktr ktr þ krecð Þ þ o2

ktr þ krecð Þ þ o2
ð2:24bÞ

Im
jphoto oð Þ

q Jh
B

" #
¼ kreco

ktr þ krecð Þ þ o2
ð2:24cÞ

This response corresponds to a semicircle with a high frequency (HF) intercept
on the real axis at 1 and a low-frequency intercept equal to ktr/(ktrþ krec). The
maximum of the semicircle occurs at a radial frequency omax¼ ktrþ krec.
Comparison with the transient response described in the preceding section
shows that the HF limit corresponds to the instantaneous photocurrent and the
LF limit to the steady state photocurrent. The time constant of the transient
response is 1/omax.

Both the transient and IMPS responses are affected by the RC time constant
of the electrochemical system,37 which is determined by the series resistance, R,
and the combination of Csc and CH. In the case of transient photocurrents, the
effect of the RC time constant is to determine the rise time of the photocurrent.
In the case of the IMPS response, the RC time constant gives rise to an
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additional semicircle that is located in the lower quadrant of the complex plane
as illustrated in Figure 2.9. The radial frequency at the minimum of this lower
semicircle is given by

omin¼
Csc þ CH

RCscCH
ð2:25Þ

Provided that omax and omin are separated by at least an order of magnitude,
then the upper semicircle can still be used to determine values of ktr and krec.
However, if the time constants are closer, deconvolution becomes necessary
using a value for the RC time constant determined, for example, by impedance
measurements.

Figure 2.10 is an example of an IMPS plot for a thin film hematite photo-
anode in the photocurrent onset region where spikes appear in the chopped
photocurrent. In this example, the hematite electrode had been treated with a
dilute Co(II) solution, which substantially improves the current-voltage char-
acteristics38 (the effect of this cobalt treatment is discussed below). The values
of the rate constants derived from the normalized low-frequency intercept (ca.
0.6) and omax (ca. 4 s�1) are ktrE2.4 s�1 and krecE1.6 s�1. These extraordin-
arily low values give a clear indication of how slow the oxidation of water by
photogenerated holes is at hematite electrodes.

The potential dependence of ktr and krec has been derived from IMPS
measurements on untreated and Co(II)-treated hematite film electrodes.39,40

Figure 2.9 Generalized IMPS response calculated from eqns (2.24) and (2.25) (RC
attenuation). Provided that the RC time constant is much shorter than
(ktrþ krec)

�1, the upper semicircle can be used to derived the two rate
constants.
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The results show that the semiconductor/electrode interface is very non-ideal in
the case of untreated electrodes, with a substantial fraction of the applied
potential change appearing across the Helmholtz layer. Treatment of the
electrode with a drop of dilute Co(II) solution evidently supresses surface
recombination substantially, but the electrode behaviour is still far from ideal.

Both the upper and lower semicircles in Figure 2.10 are flattened. The
flattening of the recombination semicircle can be interpreted as evidence for a
distribution of the rate constants ktr and krec as a consequence of surface
heterogeneity,41 whereas the flattening of the RC semicircle is attributed to the
frequency-dependent permittivity of hematite.40

Figure 2.11 contrasts the potential dependence of ktr and krec for untreated
hematite electrodes and hematite electrodes that have been treated with Co(II).
The remarkable S-shaped potential dependence of the two rate constants for
the untreated hematite electrode is similar to the behaviour observed in an
IMPS study of n-GaAs electrodes.41 The S-shape of the plot for krec is un-
expected. Since krec depends on the surface concentration of electrons, it should
decrease monotonically as the band bending increases. Instead, krec increases
above 0 V vs. Ag|AgCl, before falling at higher potentials. Fermi level pinning
due to the build-up of holes at the surface (or in surface states) is expected to
produce a flat region in the krec plot, but it cannot explain the observed S-shape
of the plot. It seems likely that changes in the chemical composition of the
surface associated with the trapping of holes at surface sites may be responsible,
since this could alter the surface dipole potential, effectively changing the
flatband potential. The ktr plot tracks the krec plot and therefore probably has
the same explanation: the decrease in band bending that gives rise to the
maximum in the ktr plot corresponds to an increase in DfH, which increases the
rate constant for hole transfer by changing the activation energy.

Figure 2.10 IMPS response of a-Fe2O3 film electrode in the photocurrent onset
region showing the recombination and RC attenuation semicircles. The
electrode was treated with a drop of 10mM cobalt nitrate solution.
Electrolyte 1.0M NaOH. Electrode potential �0.3V vs. Ag|AgCl.
Illumination 455 nm, dc photon flux 1.1�1017 cm�2 s�1.
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In the case of the Co(II)-treated electrode, ktr decreases smoothly over the
entire potential range, showing that the band bending increases monotonically
with applied potential. However, the change in Dfsc estimated from the ktr plot
using eqn (2.18) is only 200 mV for a change in applied potential of 1 volt. This
highly non-ideal behaviour appears to suggest that most of the change in ap-
plied potential must appear across the Helmholtz layer, even in the case of the
Co(II)-treated electrode. However, this conclusion is not supported by the fact
that ktr appears to fall slightly over the same potential range rather than in-
creasing as would be expected if the increase in DfH increases ktr. Clearly the
kinetics of recombination and charge transfer are more complicated than the
simple treatment given here. This is not surprising, since the photo-oxidation of
water to produce oxygen is a four-electron process that involves intermediate
species and a series of elementary steps. Further indications of this complexity
are provided by the observation that ktr increases linearly with light intensity,
whereas krec exhibits a square root dependency.42 To date, the most detailed
treatment of the IMPS response expected for multi-step electron transfer re-
actions considers a two-step oxidation process of the type involved in the
photoanodic decomposition of II-VI semiconductors such as CdS.25 This

Figure 2.11 Plots showing the effect of Co(II) treatment on the rate constants for
charge transfer and recombination at hematite film electrodes. The Co(II)
treatment involved placing a drop of 10 mM cobalt nitrate solution on the
electrode surface for 60 s, followed by rinsing with pure water for 30 s.
Electrolyte 1.0M NaOH. Illumination 455nm, 11mWcm�2.
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treatment shows that the phenomenological rate constants ktr and krec need to
be interpreted in terms of particular reaction schemes. In addition, the effects of
the modulation of the potential distribution across the interface caused by
changes in surface hole concentration need to be considered. Such a detailed
treatment has not been attempted yet for the four-electron oxidation of water
by photogenerated holes.

2.6 Photoelectrochemical Impedance Spectroscopy

Photoelectrochemical impedance spectroscopy (PEIS) involves measurement of
the impedance of photoelectrodes under steady-state illumination conditions.
The method has been widely used to study single-crystal semiconductor elec-
trodes,43–50 and several authors have discussed the equivalence between PEIS
and IMPS.51–53 In this chapter, we discuss expressions for the PEIS response a
semiconductor electrode derived using the phenomenological approach out-
lined in the previous sections. As before, we consider the competition between
interfacial charge transfer and surface recombination. Small amplitude sinus-
oidal modulation of the electrode potential perturbs the electron density and
hence the recombination rate constant (cf. eqn (2.18)). This perturbation results
in a modulation of the recombination current (cf. eqn (2.20) for the steady-state
expression). The potential perturbation also gives rise to a charging current.
As a first approximation, it is assumed that the flux of holes, Jh, into the surface
is not perturbed by the potential modulation. It is also assumed that the
potential modulation does not affect ktr. The analysis predicts that the PEIS
response should exhibit two semicircles in the complex plane.53,54 In the case
that Csc{CH, the low frequency semicircle corresponds to a parallel RC
network with the values

RLF ¼
kBT

q2Jh

ktr þ krec

ktr

� �
ð2:26aÞ

CLF ¼
q2Jh

kBT

1

ktr þ krecð Þ ð2:26bÞ

omax;LF ¼
1

RLFCLF
¼ ktr ð2:26cÞ

The high frequency semicircle corresponds to a second parallel RC network
with values

RHF ¼
kBT

q2Jh

ktr þ krec

krec

� �
ð2:27aÞ

CHF ¼Csc ð2:27bÞ
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omax;HF ¼
q2Jh

kBTCsc

krec

krec þ ktr

� �
ð2:27cÞ

Figure 2.12 illustrates the main features of the PEIS response predicted by the
theory.

Leng et al.55 have re-derived these expressions and have extended them for
cases in which surface state charging occurs and in which partial Fermi level
pinning introduces a potential dependence into ktr given by the Butler Volmer
equation. The interested reader is referred to the original paper for details.
Alternative approaches to the analysis of PEIS spectra have also been proposed
that are based on equivalent circuits in which the resistors and capacitances
correspond to distinct physical processes.52,56–58 Figure 2.13 shows the calcu-
lated potential dependence of RLF and CLF in the photocurrent onset region for
the ideal case where the potential dependence of the surface recombination rate
constant krec is given by eqn (2.18) and ktr is independent of potential.

Figure 2.14 shows a typical PEIS response for an untreated hematite thin film
photoanode. Two semicircles can be seen, but they are both flattened compared
with the ideal response. In principle, the flattened semicircles can be fitted using

Figure 2.12 Complex plane and Bode plots of the PEIS response calculated from eqn
(2.26) for ktr¼ krec¼ 102 s�1, Jh¼ 1015 cm�2 s�1, Csc¼ 1mF cm�2,
CH¼ 100 mF cm�2. The complex plane plot shows the two semicircles,
and the Bode plot shows the separation of the low and high frequency
RC time constants (continuous line: magnitude; broken line: phase).
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constant phase shift elements, but this approach is inadvisable since it intro-
duces additional arbitrary fitting parameters that have no physical meaning.
Figure 2.14 also shows that a reasonably satisfactory fit can be obtained to two
parallel RC elements connected in series with the ohmic resistance. The low
frequency semicircle is the most important since it can be used to obtain ktr and
krec values.

The experimental dependence of RLF and CLF on potential for untreated
hematite electrodes is shown in Figure 2.15, along with the derived values of the
rate constants ktr and krec. It can be seen that the potential dependence of krec
has the same sinusoidal form seen in Figure 2.11, although in this case ktr does
not show such a pronounced maximum.

2.7 Following Interfacial Electron Transfer using

Microwave Reflectivity Measurements

In some cases, the build-up of minority carriers at the illuminated semi-
conductor/electrolyte interface can be detected directly as a change in con-
ductivity. In situ microwave reflectance measurements on semiconductor/
electrolyte junctions were pioneered by Tributsch and co-workers.59,60 The
method involves terminating a microwave waveguide with a semiconductor
sample that is in contact on its other face with an electrolyte in an electro-
chemical cell. The microwave reflectivity of the sample can be perturbed by
changing the potential or by illumination. Low-doped samples are commonly
used in order to obtain good sensitivity. Microwaves reflected back from the
sample undergo a phase change and are deflected via a circulator to a detector.

Figure 2.13 Theoretical plots of RLF and CLF obtained from eqn (2.26) using values of
Jh and krec calculated using eqn (2.4) and eqn (2.18), respectively.
Other values: ktr¼ 20 s�1, a¼ 1.5�105 cm�1, Nd¼ 1019 cm�3, e¼ 25,
CH¼ 100mFcm�2, sn¼ 10�16 cm2, nth¼ 105cms�1, I0¼ 2�1015 cm�2 s�1.
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The normalised change in microwave reflectance is related to the change in
conductivity, Ds, of the sample brought about by the perturbation.

DRM¼
DPr

Pi
¼RM

DPr

Pr
¼SoDs4 ¼ Sq

d

Zd

0

mnDn xð Þ þ mpDp xð Þ
� �

dx ð2:28Þ

Here Pi and Pr are the incident and reflected microwave power respectively, DPr

is the change in reflected microwave power, RM is the unperturbed microwave
reflectivity, S is a sensitivity factor, d is the sample thickness, q is the elementary
charge, Dn(x) and Dp(x) are the position dependent excess electron and hole
densities resulting from illumination and mn, mp are the electron and hole
mobilities. The density profiles of photogenerated electrons and holes can be
calculated numerically for given conditions (intensity and wavelength of illu-
mination and rate constant for interfacial electron transfer). Integration of the
profiles then gives the change in mean conductivity and hence the microwave
response. S can be measured16 or it can be calculated using a filter stack model
to represent the carrier profiles.16 Numerical calculations show that a meas-
urable light-induced microwave response will only be observed if charge

Figure 2.14 Example of the PEIS response of a hematite film electrode. Electrolyte
1.0MNaOH. Potential 0.1V vs. Ag|AgCl. Illumination 455 nm,
ca.1mWcm�2.
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transfer is slow, so that the concentration of minority carriers build up at the
interface, changing the conductivity of the sample.29 In principle, the magni-
tude of the response can be used to drive the rate constant for minority carrier
reaction at the surface.

Microwave reflectance measurements have been used to investigate light-
driven hydrogen evolution at low-doped p-Si(111) electrodes in buffered
fluoride solutions.16,29 The silicon surfaces are hydrogen terminated in this
electrolyte, and the density of surface states is known to be exceptionally small.
Figure 2.16 compares the microwave and photocurrent responses seen at a
potential that is in the photocurrents saturation region. Whereas the photo-
current response follows the square waveform of the illumination waveform,
the microwave response shows a much slower rise, corresponding to the build-
up of the concentration of electrons (minority carriers) at the interface.

The study in ref. 16 found that the magnitude of the steady-state light-in-
duced microwave response and the rate constant for electron transfer depended
on the square root of the illumination intensity. It was shown that this is
consistent with the two step mechanism

Hþ þ e� ! H� ð2:29aÞ

H0 þH0 ! H2 ð2:29bÞ

Figure 2.15 (a) Experimental values of RLF and CLF for an untreated hematite
electrode. Electrolyte 1.0 M NaOH. Illumination 455nm, ca. 1mWcm�2.
The steady state photocurrent is also shown. The lower plot shows the
corresponding values of ktr and krec derived by analysing the PEIS
responses.
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Here, Ho represents a hydrogen atom intermediate that must be stabilized in
some way by interaction with the silicon.

In a further development of the microwave reflectance method known as
light-modulated microwave reflectivity: LMMR, sinusoidally modulated illu-
mination is used and the phase and magnitude of the microwave reflectivity is
measured as a function of modulation frequency.16,61 The normalized micro-
wave response takes the form

Re
DRM

RM

� �
¼ ktr ktr þ krecð Þ

ktr þ krecð Þ2þo2
ð2:30aÞ

Im
DRM

RM

� �
¼ ktro

ktr þ krecð Þ2þo2
ð2:30bÞ

The intensity-modulated microwave reflectance response corresponds to a
semicircle in the complex plane with a high-frequency intercept at the origin
and a low frequency intercept on the real axis at ktr/(ktrþ krec). It follows that
the low-frequency intercept will be 1 in the photocurrent saturation region
when krec is negligible. By comparison, the semicircular IMPS response (see
section 2.5, eqn (2.24)) has a high frequency intercept of 1 and a low-frequency
intercept at ktr/(ktrþ krec). This means that the semicircle becomes smaller as
krec decreases, until it condenses to a point at unity in the photocurrent sat-
uration region, so that no kinetic information can be derived. This difference
highlights the power of the microwave method: it can still be used even in cases
where surface recombination is absent.

Figure 2.16 Comparison of normalized photocurrent and microwave reflectance
responses of a p-Si(111) electrode in the photocurrent saturation region
(� 0.8V vs. Ag|AgCl: see photocurrent plot in Figure 2.17). Electrolyte
1.0M NH4F (pH 3.0). Note that the photocurrent response is instant-
aneous, whereas the microwave signal shows a characteristic rise time
that is determined by ktr (note that krec is negligible in the photocurrent
saturation region). The microwave response shows directly the build-up
of the electron concentration to a steady state value.
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Figure 2.17 contrasts the way in which the LMMR and IMPS responses of a
p-Si(111) electrode change as the potential is made more negative, increasing
the band bending and decreasing krec. It can be seen that the LMMR semicircle
become larger, whereas the IMPS semicircles become smaller. Analysis of the
IMPS and LMMR responses gives consistent values of ktr and krec as a function
of potential: the interested reader is referred to the original paper16 for details.
Although clearly a powerful method, LMMR has not been widely used. One of

Figure 2.17 Comparison of LMMR response of p-Si(111) electrode in 1.0 M NH4F
(pH 3.0) with the normalized IMPS responses. The normalized photo-
current plot is also shown. Note that the LMMR response becomes
larger as the band bending is increased, whereas the diameter of the
IMPS semicircle decreases (the response at �0.6 V, which is not shown,
is simply a point on the real axis). This means that kinetic information
can be obtained by LMMR under conditions where the IMPS response
no longer provides information about ktr and krec.
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the reasons is that the measurements need to be made on low-doped materials
in order to obtain adequate sensitivity.

2.8 Potential and Light-Modulated Absorption

Spectroscopy

One of the main problems with the (photo)electrical measurements discussed
so far is their lack of chemical specificity. The emphasis on charge carriers
and the simplifications inherent in the kinetic modelling obscure the fact
that reactions involving molecular species are taking place. If we consider the
four-electron oxidation of water, for example, it must involve a series of
surface-bound intermediates. Identification of reaction intermediates holds
the key to understanding the mechanisms of water splitting reactions. Time-
resolved transient absorbance measurements have been used by several
groups to follow charge carrier dynamics in systems in which charge transfer
is slow. In the case of hematite electrodes, a long-lived ‘hole’ species has
been identified by its characteristic absorbance in the visible region.62,63 The
lifetime of this species is consistent with the low values of ktr measured by
IMPS and PEIS. It is not clear whether the species is in fact a free or
trapped hole or whether it is a long-lived intermediate in the water oxidation
process. Transient absorbance methods have also been used to investigate the
role of cobalt-based catalysts in light driven water splitting at hematite
electrodes.64

The detection of surface-bound intermediates in light-driven water splitting
requires an optical system with high sensitivity. The required sensitivity is
achieved in time-resolved absorbance measurements by averaging a large
number of transients. An alternative approach is to use modulation techniques
in which the system is perturbed with a small amplitude electrical or optical
signal and the change in absorbance (or reflectance) is detected with a lock-in
amplifier or frequency response analyzer. Potential-modulated absorbance
spectroscopy (PMAS) and potential-modulated reflectance spectroscopy
(PMRS) have been applied extensively in electrochemistry. In the case of
light-driven water splitting, the periodic perturbation can be light rather than
voltage. Light-modulated absorbance spectroscopy (LMAS) has been used
together with PMAS to study thin semi-transparent hematite electrodes.65 In
the dark, water oxidation at hematite electrodes takes place at potentials
considerably more positive than the equilibrium O2/H2O potential. A quasi-
reversible redox couple observed in the onset region has been attributed to the
Fe(IV)/Fe(III) system.66 PMAS spectra recorded in this region are similar to
the spectra attributed to long-lived holes.62 Oxygen evolution at illuminated
hematite electrodes takes place at more negative potentials, where the dark
current is negligible. As Figure 2.18 shows, LMAS spectra recorded in this
region appear to be identical with the PMAS spectra recorded at the onset of
oxygen evolution in the dark. This points to a common species being involved
in water oxidation in the dark and under illumination. It seems likely that the
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species detected is a long-lived intermediate in the four-electron oxidation
process: candidates include surface bound Fe(IV) or a Fe(III)-peroxo species.

If a surface species is formed by reversible oxidation of a surface site, e.g.

Fe IIIð ÞsurfÐ Fe IVð Þsurf þ e� ð2:31Þ

modulation of the potential or illumination changes the number densities
(concentrations) of oxidized and reduced species (DnO, DnR) by an amount that
depends on the Faradaic charge passed, i.e. on the integral of the Faradaic
component of the total ac current.

~QF ¼ zqDnO¼�zqDnR¼
Z
jF otð Þdt ð2:32Þ

where z is the number of electrons transferred and q is the elementary charge.
The corresponding normalized change in absorbance depends on the difference
in (wavelength dependent) optical absorption cross sections, sO(l) and sR(l) of
the two species.67,68

DT
T
¼Dn sO lð Þ � sR lð Þ½ � ¼

~QF

zq
sO lð Þ � sR lð Þ½ � ð2:33Þ

The modulated charge can be derived from impedance measurements, which
allows quantitative evaluation of the difference in optical cross sections. This in
turn leads to information about the molar absorption coefficients of the species.
A full discussion is beyond the scope of this chapter, and the interested reader is
referred to the original paper65 for further details.

Figure 2.18 Comparison of LMAS and PMAS spectra of a mesoporous Fe2O3 film
(thickness ca. 80 nm). The LMAS spectrum was obtained at 0.4V vs.
Ag|AgCl using modulated UV illumination (370 nm) to create electron
hole pairs. The PMAS spectrum was obtained at 0.7V vs. Ag|AgCl using
100mV potential modulation. Modulation frequency 2.7Hz. Electrolyte
1.0M NaOH.
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2.9 Conclusions and Outlook

This chapter presents a selection of experimental methods rather than an ex-
haustive overview. The discussion highlights the fact that the consideration of
kinetics and mechanisms for multiple electron transfer reactions at illuminated
semiconductors is a subject that is still in its infancy. Progress towards the
realization of efficient light-driven water splitting requires a better under-
standing of the chemical nature and energy landscape of the solid/electrolyte
interface under illumination. A key issue that has not been considered here is
catalysis. Further work is needed to identify catalysts that promote hole
transfer to the electrolyte without increasing surface recombination. Identifi-
cation of intermediates and the study of their temporal evolution under
non-steady-state conditions using advanced spectroscopic methods will be an
essential step towards relating the phenomenological rate constants derived
from the methods described here to the elementary processes taking place
during oxygen evolution.
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CHAPTER 3

Structured Materials for
Photoelectrochemical Water
Splitting
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California Institute of Technology, Division of Chemistry and Chemical
Engineering, 1200 E. California Blvd, Pasadena, CA 91125
*Email: nslewis@caltech.edu

3.1 Introduction

Efficient and economical photoelectrochemical water splitting requires innov-
ation on several fronts. Tandem solar absorbers could increase the overall ef-
ficiency of a water splitting device, but economic considerations motivate
research that employs cheap materials combinations. The need to manage
simultaneously light absorption, photogenerated carrier collection, ion trans-
port, catalysis, and gas collection drives efforts toward structuring solar ab-
sorber and catalyst materials.

This chapter divides the subject of structured solar materials into two prin-
cipal sections. The first section investigates the motivations, benefits, and
drawbacks of structuring materials for photoelectrochemical water splitting.
We introduce the fundamental elements of light absorption, photogenerated
carrier collection, photovoltage, electrochemical transport, and catalytic be-
havior. For each of these elements, we discuss the figures of merit, the critical
length scales associated with each process and the way in which these length
scales must be balanced for efficient generation of solar fuels. This discussion
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assumes a working knowledge of the fundamentals of semiconductor-liquid
junctions; for more details the reader is encouraged to consult review articles.1–3

The second section of this chapter reviews recent approaches for generating
structured semiconductor light absorbers and structured absorber-catalyst
composites. This literature review emphasizes the insights gained in the last
six years that are specifically related to photoelectrochemical water splitting,
rather than to general photoelectrochemistry or photovoltaic applications.
This chapter concludes with perspectives and an outlook for future efforts
aimed at solar water splitting using structured materials. The realization of a
practical, efficient, and useful water splitting device requires significant
new developments in materials synthesis as well as deeper understanding of the
relevant chemistry and physics. This chapter is intended to motivate such
developments.

3.2 Interplay between Materials Properties and Device

Characteristics

Practical solar water splitting requires light absorption, separation and col-
lection of photogenerated charge carriers, and charge-carrier transport to
catalytic sites to produce gases that must be safely and economically separated
and stored. The overall process must occur at economically relevant efficiencies
(410 mAcm�2 under 1 sun illumination) with negligible degradation in per-
formance over a multi-year timescale.

One model device for photoelectrochemical water splitting is shown in
Figure 3.1. Practical, economical devices may not resemble this model, but it
remains useful for highlighting the interplay and design tradeoffs that exist
when effectively balancing light management, catalysis, and mass transport.
The device in Figure 3.1 utilizes a tandem water-splitting structure in which
each solar absorber operates as an electrode for redox chemistry. The use of a
tandem solar absorber configuration enables better matching with the solar
spectrum,4,5 and separation of the solar absorber electrodes by embedding each
component in a selectively permeable membrane enables the separation of the
evolved gaseous products. For solar water splitting, the structured absorber on
the top of the device absorbs short wavelength, high-energy photons and
transmits longer wavelength photons. This first structured absorber serves as
the photoanode, where holes oxidize water to produce oxygen gas and protons
with the help of an oxygen-evolving catalyst. At the structured solar absorbing
photocathode at the bottom of the device, electrons reduce protons to produce
hydrogen gas, assisted by a hydrogen-evolution catalyst. A proton-permeable
membrane separates photoanodic oxygen evolution and photocathodic
hydrogen evolution to prevent formation of a combustible mixture.

Irrespective of the final device configuration, solar absorbers in photoelec-
trochemical solar fuels devices must accomplish several tasks. They must
convert energetic photons into mobile charge carriers and must facilitate the
separation of photogenerated electrons and holes. Either a built-in electric field
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from a crystalline semiconductor,3 or kinetic separation as in a dye-sensitized
solar cell can accomplish the necessary charge separation.6 Following charge
separation, minority carriers must travel to an interface and perform catalyzed
redox chemistry with minimal deleterious carrier recombination. Beyond light
absorption and electron/hole collection, the device in Figure 3.1 highlights one
of the principal driving forces of structured solar absorbers. In a device that
physically separates reduction and oxidation reactions, increasing the distance
between the photoelectrodes severely attenuates the device performance due to
mass transport effects. A device with structured solar absorber photoelectrodes
similar to the configuration in Figure 3.1 offers the potential to reduce
performance-attenuating mass transport losses. This chapter discusses several
of the aforementioned issues as well as the way in which the structuring of solar
absorbers favorably or adversely affects light management, photovoltage, mass
transport, and catalysis within a photoelectrochemical cell.

3.2.1 Light Absorption and Collection of Photogenerated

Carriers in Crystalline Semiconductors

The nature of the electronic transition that accompanies photon absorption
determines the light-absorption properties in semiconductor materials. The
requirement for efficient light absorption guides a significant portion of the
motivation for structuring solar absorbers, and absorption phenomena con-
tribute to several of the aforementioned figures of merit.

Electronic transitions associated with light absorption in semiconductor
materials can be classified according to the alignment of the crystal energy
bands with respect to momentum wave vectors in k-space.7 Figure 3.2 high-
lights this alignment for energy vs. crystal momentum diagrams for silicon (left)

Figure 3.1 Schematic of a proposed water splitting device utilizing tandem, structured
solar absorbers and a proton-permeable membrane for ion transport.
Image copyright 2013, Elizabeth A. Santori; used with permission.
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and gallium arsenide (right).7,8 For materials such as silicon, in which the
maximum of the valence-band energy, Ev, and the minimum of the conduction-
band energy, Ec, do not align, optical absorption requires the absorption or
emission of a phonon. Thus silicon has an indirect band gap, Eg. In contrast to
silicon, the conduction band minimum for gallium arsenide is aligned with the
valence-band maximum, so photon absorption in GaAs does not require
concomitant phonon processes. Gallium arsenide – and all materials with a
similar energy vs. crystal momentum relationship – have direct band gaps.

The nature of the band gap has profound implications for the length scales
associated with light absorption. As phonon processes occur on B10�12 s
timescales, photons must travel significantly longer distances within an indirect
band-gap material relative to distances traveled in a direct band-gap material
that is limited by the B10�15 s timescale for purely electronic interband tran-
sitions. Absorption coefficients, a, for direct gap materials are generally much
larger than absorption coefficients for indirect-gap materials. As a result, the
characteristic absorption length, a–1, is significantly smaller for direct-gap
materials relative to a–1 for materials with an indirect energy band gap. The plot
in Figure 3.3 depicts the differences between a–1 for the indirect band-gap
material, silicon,9 relative to a–1 for the direct band-gap material, gallium
arsenide.10 For example, at 800 nm, aSi¼ 850 cm�1, so silicon requires 11.8 mm
to absorb 63% (or 1 – e–1) of the incoming light.9 In contrast, gallium arsenide
requires only 1.1 mm to absorb 63% of 800 nm radiation.10 An understanding
of these length scales has profound implications for photoelectrochemistry with
semiconductor absorbers.

In a traditional inorganic semiconductor-based photoelectrochemical cell, the
collection of photogenerated carriers is linked to the light absorption properties
because light absorption and photogenerated minority-carrier collection occur

Figure 3.2 Energy versus crystal momentum diagram for the indirect band gap silicon
(left) and direct band gap gallium arsenide (right). The differences between
the band alignments within these materials yield significantly different
photon absorption properties from each other.
Data from Cohen and Chelikowsky.8
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along the same spatial axis. Among other factors, efficient carrier collection
from bulk crystalline semiconductors requires that the effective minority-carrier
diffusion length, Lmin, is comparable to the penetration depth of the light, a–1.
The inset in Figure 3.3 demonstrates the relationship between Lmin and a–1,
which are two critical figures of merit for solar absorbers for photoelec-
trochemical water splitting. As Lmin depends on material purity and quality,11

photoelectrochemical cells that employ this geometry often require highly puri-
fied materials, resulting in high overall cost for the active absorber materials.
Thus, decoupling Lmin from a�1 is desirable and motivates significant efforts into
structured solar absorber materials. The coupling between Lmin and a�1 may not
place such a significant restriction on material purity in a direct band-gap solar
absorber, but structuring direct band-gap absorbers might still be advantageous
for water splitting applications, as discussed in Section 3.2.3.

Long absorption path lengths require highly pure, highly crystalline ma-
terials or a modification of light-absorption properties within a semiconductor
absorber to achieve optimal performance. Such modifications can reduce the
quantity of material required to absorb a significant fraction of above-band-
gap photons. In photovoltaic modules, nanoscale interfacial features ideally
increase light trapping and decrease the required semiconductor thickness by as
much as 4n2, where n is the refractive index.12,13 This enhancement is known as
the Lambertian limit, and such nanoscale structuring effectively increases a and
decreases a�1 but does not fundamentally affect the minority-carrier collection
length of the material (techniques for leveraging plasmonic properties for in-
creased light absorption are discussed elsewhere in this volume).

In contrast to increasing light absorption via scattering, spatially decoupling
light absorption from the collection of photogenerated carriers has the po-
tential to reduce the constraints on purity. Highly-ordered microwire arrays are

Figure 3.3 The characteristic absorption length, a�1, vs. incident photon wavelength
for silicon, an indirect absorber material as well as for gallium arsenide, a
direct absorber. Over a broad wavelength range, absorption of 1 – e–1 or
63% of the incoming light requires significantly longer path lengths in
silicon relative to gallium arsenide.
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a prototypical example of a device geometry that decouples light absorption
from carrier collection.14,15 Figure 3.4 contrasts the critical length scales for
minority-carrier collection, Lmin, and a–1 for a bulk semiconductor (left) and for
a single microwire in a highly ordered array (right). In contrast to the planar,
bulk semiconductor case, the microwire-array geometry enables light ab-
sorption along the longitudinal wire axis, while photogenerated carrier col-
lection occurs along the radial axis. Thus the microwires can be made
sufficiently long for high photon absorption, as implied by Figure 3.3, while
maintaining a small radius, permitting the use of semiconductors with low Lmin.
This orthogonalization of light absorption relative to carrier collection is a
principal benefit of structured solar absorbers.

In addition to highly ordered microwire arrays, several other structured solar
absorber geometries successfully decouple Lmin from a�1. Section 3.3 of this
chapter details recent work on structured absorbers that involve porous
morphologies, ordered and un-ordered high-aspect ratio assemblies, and
modified dye-sensitized solar cells for photoelectrochemical solar water split-
ting devices. Each of these geometries presents its own set of benefits and
challenges for solar water splitting. However, the remainder of this analysis will
focus on highly ordered microwire arrays. We intend this discussion to high-
light some of the advantages and disadvantages of structured absorbers and to
encourage critical thinking towards nontraditional materials, new geometries,
and new characterization techniques for use in photoelectrochemical solar fuels
devices.

Experimental, theoretical, and computational modeling studies have indi-
cated that efficient photovoltaic and photoelectrochemical performance can be
achieved from highly ordered silicon microwire-array electrodes. This research
not only validates the microwire geometry, but also illustrates more generally
the benefits provided by structuring solar absorbers. Figure 3.5 presents a
summary of light absorption experiments on vapor-liquid-solid (VLS)-grown

Figure 3.4 Traditional bulk semiconductor geometries (left) require high-quality
materials such that the photogenerated minority-carrier diffusion length,
Lmin, is comparable to the characteristic light-absorption length, a �1. In
contrast, structured devices such as wire arrays (right) enable the ortho-
gonalization of light absorption and carrier collection. Decoupling Lmin

from a �1 reduces certain materials quality constraints.
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silicon microwire arrays that were impregnated with poly(dimethylsiloxane)
(PDMS) and then cleaved from the bulk Si(111) growth substrate. In this
configuration, the wire arrays demonstrated poor optical absorbance when il-
luminated at normal incidence but increasing absorbance as the incoming light
was rotated away from the substrate normal (Figure 3.5A).

Light-scattering techniques including a silver back reflector, a silicon nitride
antireflective coating, and 900 nm alumina particles embedded in the PDMS
each increased the overall light absorption of the microwire arrays. The com-
bination of these three light-trapping methods increased the maximum ab-
sorption to 0.96 and increased the normal incidence absorption to 0.92
(Figure 3.5B). The exceptional light-trapping ability of the silicon microwire
arrays exceeded the planar light-trapping limit for l4800 nm and also exceeded
the simulated day-integrated absorption for planar light-trapping silicon.
Interestingly, this light absorption occurred in a structure that had a fractional
silicon volume of 4.2%, and a total quantity of silicon equal to a 2.8 mm-thick
wafer of identical area. This exceptional light-absorption behavior is a major
benefit of structuring solar absorbers.14,16,17

In addition to effective light trapping and a reduction in materials purity
requirements, structured solar absorbers would not provide viable photovoltaic
or photoelectrochemical devices without facilitating effective carrier collection.
Several tools for quantifying the carrier properties of bulk semiconductors are
also useful for structured solar absorbers. In photoelectrochemical and
photovoltaic systems, analyses of the surface recombination velocity, external
quantum yield, and internal quantum yield can help elucidate the details of
photogenerated carrier transport and recombination within, and at the surface

Figure 3.5 Optical absorption results demonstrate that PDMS-embedded silicon
microwire arrays have poor absorption at normal incidence but increasing
absorption at off-normal angles (frame A). The addition of scattering
elements, including a silver back reflector, silicon nitride antireflective
coating, and alumina particles, significantly increases absorption at all
angles and all wavelengths of incoming light (frame B).
Image adapted from Kelzenberg et al.16
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of, structured semiconductors. Additionally, quantification of the open-circuit
photovoltage at an illuminated semiconductor-liquid interface is a primary tool
for ascertaining the overall device quality and performance.18

3.2.2 Open-Circuit Photovoltage at Structured

Semiconductors

Models of charge transfer at illuminated semiconductor-liquid junctions bal-
ance the current density of electron-hole pair photogeneration with the current
densities for deleterious processes.1,2,18 Such deleterious currents include carrier
recombination in the depletion region, tunneling through the interfacial po-
tential barrier, thermionic emission at the interfacial potential barrier, re-
combination via bulk trap states, recombination via surface states, and
interfacial charge transfer. Ideally, all of the deleterious currents should be
suppressed relative to the current due to carrier recombination in the bulk,
which is an intrinsic property of the semiconductor material.18 Solving the ideal
diode equation for zero net current yields equation (3.1), the open–circuit
photovoltage, Voc, at illuminated semiconductor-liquid junctions. Since current
flow is a kinetic phenomenon, the Voc for an illuminated semiconductor-liquid
junction is a kinetic parameter, not a thermodynamic parameter, and represents
a fundamental figure of merit for photoelectrochemical water splitting.

Voc¼ n
kBT

q
ln
JphND;ALmin

qDminn
2
i

ð3:1Þ

Here n is the diode ideality factor, Jph is the short circuit photocurrent density
(photocurrent per area) under illumination, ND (NA) is the donor (acceptor)
density, Lmin is the minority-carrier diffusion length, Dmin is the minority-
carrier diffusion coefficient and ni is the intrinsic carrier density. The term

N�1D;AL
�1
minqDminn

�2
i is frequently simplified as Js, the saturation current density,

equation (3.2).

Voc¼ n
kBT

q
ln
Jph

Js
ð3:2Þ

For bulk, planar semiconductors, the current density ratio on the right hand
side of equation 3.2 values reduces to a ratio of the photocurrent to saturation
current because the areas in Jph and Js are identical. However, current density
comparisons are more complicated for structured semiconductors. The area
defined for photocurrent density refers to the rectilinear parallel projection of
the structured semiconductor onto a plane that is illuminated by the incoming
light. Such a parallel projection defines the semiconductor projected surface
area. Conversely, the area defined for the saturation current density includes
the entire contact area of the rectifying junction. For a rectifying junction
formed conformally at the interface of a structured semiconductor-liquid
junction, the contact area is the geometric surface area of the semiconductor.
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The dimensionless figure of merit g defined in equation (3.3) reconciles the
discrepancy between these two areas.2

g¼ geometric surface area

projected surface area
ð3:3Þ

Incorporation of g into equation (3.1) enables a straightforward comparison of
the currents and current densities in equation 3.4.

Voc¼ n
kBT

q
ln
Jph

gJs
ð3:4Þ

Equation (3.4) demonstrates a potential disadvantage of structured solar
absorbers. When the semiconductor-liquid junction forms the rectifying con-
tact, increasing the surface area of the solar absorber will decrease the attain-
able Voc due to the increase in g. This decrease may be obviated by employing
small contact area heterojunctions,19,20 optical concentrators, or a nanoemitter-
style photoelectrochemical cell.21 The nanoemitter solution could be particu-
larly interesting, as the nanopatterened contact may further function as a
scattering element and/or as a solar fuels catalyst. Indeed, the ideally designed
nanoemitter solar fuels device may ultimately possess a geometric surface area
that is smaller than the projected surface area, yielding go1 and Voc4Voc,planar.

Returning to the example of highly ordered silicon microwire array photo-
electrodes, initial studies yielded an open circuit photovoltage, Voc¼ 389mV
and a short-circuit current density, Jsc¼ 1.43mA cm�2 for n-Si wire electrodes
in contact with dimethylferrocene1/0 in methanol under ELH-simulated 1-Sun
illumination (halogen lamp).15 Although this silicon microwire performance
was well below the Voc¼ 670mV and Jsc¼ 20mAcm�2 values obtained using
planar n-type silicon,22 these initial studies demonstrated the viability of highly
ordered silicon microwire arrays for photoelectrochemistry.

Subsequent experiments on Si microwire arrays established more efficient
performance. Spectral response measurements on polymer-embedded, 67 mm-
long wire arrays in methyl viologen21/1�

(aq) demonstrated nearly unity
internal quantum efficiencies between 400 nm and 900 nm.17 Scanning photo-
current measurements revealed a minority-carrier effective diffusion length,
Leff¼ 10 mm in individual 0.9 mm radius silicon microwires,23 which achieved
the Leff4r required to produce efficient photocarrier collection in a microwire
configuration.14 Arrays of p-Si microwires with an n1 emitter layer achieved
Voc¼ 540mV and energy-conversion efficiencies exceeding 5% for photoelec-
trochemical hydrogen production under 100mWcm�2 ELH-simulated 1 Sun
illumination using a Pt co-catalyst.20 These results illustrate the usefulness of
the microwire morphology as well as the methodology of employing structured
semiconductors for photoelectrochemical water splitting.

Light absorption and photovoltage considerations begin to highlight the
complexity involved in designing a highly efficient photoelectrochemical water-
splitting device. Next we consider electrochemical transport processes, which
incorporate yet another layer of complexity involving larger size scales and are
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especially relevant for structured solar absorbers and catalysts for water
splitting.

3.2.3 Electrochemical Transport at Structured Semiconductors

The understanding and control of electrochemical transport within a photoelec-
trochemical cell are critical to the construction of practical solar water-splitting
devices. Non-optimized mass transport will result in inefficient use of catalyst
material and will also produce overpotentials that degrade the device performance.

Based on comparisons between a–1 and Lmin, indirect-gap semiconductors
likely benefit more from structuring than direct-gap semiconductors, because
direct absorbers (with larger a values) intrinsically require less material to
achieve complete light absorption. However, solar absorbers play roles that are
more complicated than converting light to oxidizing and reducing equivalents.
In a hydrogen-producing system, balancing the proton flow requires proton-
permeable channels between the photoanode and photocathode. The use of two
planar, direct-gap semiconductors in the geometry of Figure 3.1 might result in
excellent light absorption at the expense of proton flow. Therefore, even direct-
gap semiconductors may require a degree of structuring to obtain efficient
photoelectrochemical solar fuels devices.

Electrochemical mass transport can be categorized according to three driving
forces: convection, migration, and diffusion. Mechanical movement of the bulk
solution generates convective transport. Migration refers to the motion of
charged species under the influence of electric fields. Concentration gradients
produce diffusive transport. A combination of these driving forces determines
the mass transport of reactants to an electrode surface and the transport of
products away from the electrode surface. Excess supporting electrolyte, or
operation in either highly acidic or highly alkaline media, effectively suppresses
ion migration forces. Additionally, structured photoelectrodes are likely to
suppress bulk solution motion arising from convective forces. Thus, diffusion is
likely to dominate mass transport in the vicinity of structured photoelectrodes.

In addition to laminar-flow mass transport phenomena, photoelectrochemical
production of gaseous H2 will affect several aspects of device operation. Gas
bubbles will modify light scattering and generate some local solution convection,
but it remains unclear whether these factors will produce a net increase or de-
crease in device performance. Gas bubbles may form at nucleation sites on the
photoelectrode surface, decreasing the overall performance by blocking catalytic
sites from access to the solution. However, the increased convective flow due to
bubble surface detachment and motion may facilitate mass transport.

Mass transport in electrochemical systems has been the focus of significant
research for over a century. Such transport studies include mass transport at
bulk, planar electrodes,24 diffusion-limited mass transport during metal de-
position at planar microelectrodes,25,26 and transport near conical and hemi-
spherical ultramicroelectrodes.27 Several research groups have characterized
mass transport, diffusion, and migration phenomena in dye-sensitized solar
cells.28–32 However, mass transport effects at structured solar fuels photoelec-
trodes remain relatively unexplored.
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In contrast to the rigorous mathematical treatments available for planar
electrodes and certain microelectrode configurations, models of mass transport
do not provide straightforward equations that describe the solution concen-
tration profiles in the vicinity of highly structured electrodes. Recently, simu-
lations in COMSOL Multiphysics have elucidated the mass transport in highly
ordered p-type silicon microwire arrays in contact with a solution of cobalto-
cene1/0 in acetonitrile.33 Figure 3.6 highlights relationships demonstrated by
these studies. In simulations where the wire diameter, d, is comparable to the wire
pitch spacing, the concentration profile of reactant species resembles a quasi-
planar boundary layer (frame A). In contrast, wire array geometries in which
d{pitch yield a conformal boundary layer (frame B). Simulations that modeled
the experimental arrangements demonstrated that the solution-phase reactant
concentration decreased to zero over the lower B70% of the wire length relative
to the bulk concentration above the microwire (frame C). In this example, the
entire microwire length may be necessary for effective light absorption, but less
than one third of the microwire length is an effective redox electrode.

Depletion of solution-phase reactants will adversely affect the photoelec-
trochemical device performance.33 A critical adverse effect is a concentration
overpotential, Zc, that represents a Nernstian potential shift due to changing
concentrations of reactants and products relative to bulk concentrations
(equation (3.5)).

Zc¼
RT

nF
ln

Cvox
ox

C
vred
red

� ln
C�voxox

C
�vred
red

� �
ð3:5Þ

Figure 3.6 The geometries, including size and spacing of solar absorber photoelec-
trodes, affect solution-phase mass transport. In highly ordered microwire
arrays in which the wire diameter is comparable to the spacing, solution
phase reactants deplete, forming a quasi-planar boundary layer to the
outside solution (frame A). In contrast, the volume between wires is less
likely to deplete of reactants when the spacing is significantly greater than
the wire diameter (frame B). COMSOL Multiphysics simulation results
(frame C) demonstrate the complete depletion of solution-phase reactants
overB70% of the 100mm wire length.
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In equation (3.5), n is the stoichiometric number of electrons transferred, R is
the gas constant, F is Faraday’s constant COx and CRed are the concentrations

of oxidized and reduced species at the electrode surface, respectively, C*
Ox and

C*
Red are the corresponding concentrations in the bulk solution, and vOx

and vRed are the stoichiometric numbers of the oxidized and reduced species,
respectively. This concentration overpotential adds to the kinetic catalyst
overpotential that is required to sustain a desired current density from an ideal
catalyst, such that Ztotal¼ Zcatalystþ Zc. Thus, if the surface concentrations or
concentration profiles are known, equation (3.5) quantifies the voltage penalty
that a structured electrode will incur to overcome mass transport effects
associated with its structure.

Simulations that elucidate mass transport effects will be useful when de-
signing and characterizing structured solar absorber photoelectrodes. The
characterization of structured photoelectrodes in non-aqueous photoelec-
trochemical cells with redox species that exhibit facile, 1-electron transfer re-
actions is also helpful in understanding the interplay between electrode
structure and concentration overpotential.

3.2.4 Catalysis at Structured Semiconductors

An understanding of the catalytic phenomena at structured solar absorber
materials is not straightforward. In the simple case, a structured solar absorber
with a ratio g of its geometric surface area to its projected surface area should
decrease the turnover demands for a conformally deposited catalyst by the
same ratio. For example, a highly ordered microwire array containing 100 mm
long, 1.8 mm diameter microwires on a 7 mm square pitch exhibits g¼ 5.2.
For this microwire array, a catalyst that is uniformly distributed along
the structured solar absorber need only support an actual current density of
1.9mA cm�2 for the device to achieve a 10mAcm�2 current density on the
basis of projected (i.e. illuminated) area. The implication of this simple case
predicts that structuring solar absorbers places a reduced demand on the
catalytic rates, and might thus enable the use of non-noble metal catalysts for
efficient, economical photoelectrochemical water splitting.

While structured catalysts may indeed reduce the demands for high catalytic
activity, several factors complicate the behaviors of structured catalysts.
Continuous metallic catalyst layers will behave differently from a discontinuous
and/or a non-metallic catalyst. A sufficiently conductive, continuous, metallic
catalyst layer deposited on a structured electrode will equilibrate to a uniform
potential along the layer surface. Despite being equipotential, this continuous
catalyst layer will not necessarily sustain a uniform current density. As
Figure 3.6 demonstrates, the volume between adjacent microwires within a
highly ordered array quickly depletes of reactants, and the electrode process
becomes limited by mass transport from the bulk. Such depletion would render
catalyst near the base of the microwire arrays less productive than catalyst
material closer to the wire tops. For a non-uniform catalyst layer, all of the
catalyst material is not necessarily at an equipotential but rather is at an
electrochemical potential that is determined by the minority-carrier
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quasi-Fermi level at the local semiconductor-catalyst interface. As a con-
sequence of being poised at different potentials, a non-uniform catalyst layer
will result in spatially non-uniform current densities, which may decrease device
efficiency.

The catalytic performance is convolved into catalyst structure, photoelec-
trode structure, light absorption, carrier transport, and mass transport. Chal-
lenges will remain for localizing catalyst material in regions along a structured
solar absorber to maximize the performance. Similarly, the quantification of
catalytic performance and isolation from other processes at structured photo-
electrodes will remain a challenge in the development of solar water splitting
devices. Structured photoelectrodes, however, will certainly relax the
constraints on exchange rates or turnover frequencies.

3.2.5 Outlook

Structuring of solar absorbers offers advantages and disadvantages for a
photoelectrochemical solar fuels device. Disadvantages include decreased
catalyst utilization efficiency and decreases in open-circuit photovoltage. Ad-
vantages include decoupling light absorption and charge-carrier collection,
enabling the use of less pure material, and decreasing the turnover constraints
on the associated catalyst system. These advantages promise to decrease device
costs by permitting use of lower amounts of less pure conventional materials
(e.g. Si, GaAs, Pt, Ru) or in enabling the use of otherwise less ideal materials
(e.g. oxide absorbers, non-noble catalysts).

Considering the different optical, carrier generation and mass transport
phenomena that occur simultaneously at structured photoelectrodes, it is im-
portant to note that very few research groups are incorporating structures and
characterizing multiple key phenomena. As this chapter illustrates, photoelec-
trode structuring is often advantageous to one aspect of overall performance
while disadvantageous to another. The most effective studies will therefore
combine experimentation and computation to investigate simultaneously sev-
eral characteristics of a putative photoelectrochemical water-splitting device.

3.3 Review of Recently Demonstrated Advantages of

Structured Materials for Photoelectrochemical

Water Splitting

This section highlights some features in the development of structured semi-
conductors and catalysts for the hydrogen evolution reaction (HER), the
oxygen evolution reaction (OER), and overall water splitting. We restrict this
discussion to developments from the last five years and focus on solar water
splitting as opposed to photovoltaics or other photoelectrochemical reactions.
Thus, Section 3.3 represents a targeted assessment of the ‘‘state of the art’’ in
solar water splitting rather than an exhaustive catalogue of all of the work
performed in the field over the last five years.
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While research must ultimately investigate solar absorption alongside cata-
lysis, mass transport, and light management, few research groups are ad-
dressing the multitude of challenges that exist in the production of a viable
photoelectrochemical water splitting device. Therefore, this section presents
separately recent experiments and results regarding (1) non-traditional pho-
toelectrode materials with a range of morphologies, (2) the structuring and
characterization of traditional semiconductor absorbers, and (3) structured
catalyst materials. Finally, this chapter concludes with an outlook and broader
considerations for research into practical and efficient photoelectrochemical
water splitting.

3.3.1 Metal Oxide Photoelectrodes

Metal oxides have traditionally dominated the field of semiconductor-coupled
oxygen evolution, due to the natural stability of the oxides under the highly
oxidative conditions demanded by the OER. Accordingly, much recent work
has focused on developing highly structured oxides for efficient oxygen
evolution.

3.3.1.1 Hematite

Hematite (a-Fe2O3), is readily synthesized from inexpensive materials, can be
doped n-type, and possesses a 2.2 eV band gap. These properties continue to
drive extensive research by several groups. Recent studies have illuminated the
fundamental challenge for water oxidation using hematite, namely poor
transport properties and short minority-carrier lifetimes resulting in minority-
carrier transport distances in the tens of nm.34,35 Additionally, hematite
exhibits strongly anisotropic behavior, with electrons and holes traveling more
easily along the (001) crystal planes.36 All of these difficulties point to the de-
sirability of developing highly nanostructured materials that may permit facile
charge carrier collection at the electrolyte interface.

The Grätzel group has successfully achieved control over both the structure
and doping of hematite thin films and has demonstrated progressively greater
efficiencies for conversion of incident white light to O2 (g) by synthesizing
nanostructured films using both physical and chemical deposition methods.
Initial experiments utilized chemical vapor deposition to synthesize hematite
films with nanoscale features, producing photocurrent densities of several
mA cm�2 at the thermodynamic water oxidation potential.37 Subsequent
experiments employed solution-phase deposition and generated hematite thin
films that achieved similarly large photocurrent densities by decoupling the
chemical benefit of sintering from the concomitant increase in feature size.38

Several research groups have successfully coupled overlayers on Fe2O3 sub-
strates for electronic or catalytic benefits. Zhong and Gamelin electrodeposited a
cobalt oxide catalyst onto hematite photoelectrodes and observed enhanced
oxygen-evolution activity at potentials less than the thermodynamic oxygen-
evolution potential.39 The Grätzel group noted a similar enhancement in catalytic
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activity by deposition of an iridium oxide co-catalyst or through the use of one of
several group 13 oxides on the surface of nanostructured Fe2O3 films.40,41

Another recent area of interest in hematite photoelectrochemistry is the use
of plasmonic nanoparticles to enhance light absorption in ultrathin films.
Deposition of gold nanoparticles that were tens of nm in diameter increased
the light absorption in Fe2O3 due to the coupling and scattering of the incoming
light with plasmon modes within the nanoparticles.42,43 Despite the increased
light absorption due to plasmonic coupling, Thimsen et al. saw no enhancement
in water splitting photocurrent.42 Thomann and coworkers, however, saw an
enhancement by more than a factor of ten for photocurrents in the spectral
region corresponding to surface plasmon resonances.43

Hematite has very promising physical and optical properties, and has gar-
nered much research interest as a water splitting photoanode. However,
hematite photoelectrodes have yet to attain sufficient photovoltage (41V) or
photocurrent density (45mAcm�2) for efficient water oxidation. Hamann re-
cently provided a thorough discussion of the reasons for the disparity between
the expected and actual performance, concluding primarily that methods need
to be developed to suppress, or out-compete, charge-carrier recombination at
the hematite surface to allow for efficient, productive hole collection.44

3.3.1.2 Tungsten Oxide

Tungsten oxide has been the subject of active investigation as a semiconductor
for water oxidation. Tungsten oxide does not suffer from the same unfavorable
electronic properties as hematite, as in crystalline form it has reasonably long
minority carrier lifetimes and isotropic electronic properties. Tungsten oxide is
also stable in acidic media. A challenge for WO3, however, is its indirect band
gap of B2.7 eV, which prevents absorption of a significant fraction of the solar
spectrum. Thus, work on nanostructured WO3 has focused on achieving high
quantum efficiencies, on attempts to reduce the band gap, and on the devel-
opment of nanostructures for more efficient charge capture at the
semiconductor-solution interface.

Several recent studies have leveraged the morphology of nanocrystalline
WO3 to maximize light capture and carrier collection. One approach by Hong
et al. involved the solution phase, hydrothermal synthesis of nanocrystals of
WO3.

45 Calcination at various temperatures afforded control over the grain size
of the material. Films that were calcined at 600 1C gave the highest energy-
conversion efficiencies, attributable to the best compromise between high
crystallinity and high hole collection efficiency.

In another approach, researchers synthesized a unique ‘‘flake-wall’’ morpho-
logy in WO3 nanoparticles that were prepared by a solvothermal method.46

The technique allowed the deposition of structures directly onto conductive tin-
oxide-coated glass plates by seeding with an underlayer of nanocrystalline
WO3. Annealed solvothermal films generated nearly an order of magnitude
higher photocurrent densities than un-annealed solvothermal films or the elec-
trodes that had only the nanocrystalline underlayer. In yet another approach,
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researchers synthesized WO3 in a unique inverse opal morphology to enhance
light absorption of the films.47 This inverse-opal structure led to a doubling of
photocurrent densities relative to those of conventional, compact films.

Several research groups have also increased the rate of oxygen evolution on
WO3 by the addition of catalysts to the surface of the material. Liu et al. used
atomic layer deposition (ALD) to deposit an overlayer of Mn oxide on WO3

and saw a small enhancement in the photocurrent, but a large enhancement
of O2 yield.48 Seabold and Choi deposited a cobalt oxide catalyst by electro-
deposition and observed greatly improved stability for water oxidation on
WO3.

49

Recently the Lewis group reported that in the absence of catalyst, the fara-
daic efficiencies of oxygen evolution in acidic media are quite low on WO3, as
oxidation of the electrolyte counter ion (e.g. chloride, sulfate, phosphate) is
favored over the OER.50 Catalysts were added either to decompose the oxidized
counter ion or to facilitate direct transfer of holes to water molecules, and
oxygen evolution proceeded with high faradaic yield.

Given its rather large indirect band gap, WO3 films will not be viable for
efficient photoelectrochemical water splitting unless credible methods can be
developed for significantly increasing their visible light absorption without
disrupting carrier transport properties. Further details of techniques employed
in synthesizing nanostructured and doped WO3 can be found in a recent review
by Liu et al.51

3.3.1.3 Bismuth Vanadate

The optical properties of the monoclinic form of BiVO4 make it similar to, or
even more attractive than, WO3 for driving the OER using visible light
irradiation. BiVO4 has a direct band gap of approximately 2.4 eV, allowing
efficient absorption of blue photons. Additionally, the band-edge alignment
allows generation of a relatively large photovoltage for water oxidation com-
pared to other metal oxides.52,53

Several research groups have improved photoelectrochemical water oxi-
dation by the introduction of controlled structure into BiVO4 films. Berglund
et al. found that deposition of nanostructured, vanadium-rich BiVO4 films
resulted in OER activity under illumination that was several times higher than
that of stoichiometric films, even after the excess vanadium had dissolved into
the electrolyte.54 Luo et al. synthesized BiVO4 films by a chemical bath de-
position, resulting in a variety of microstructured morphologies.55 Interest-
ingly, the highest photocatalytic activities were obtained for films that were
relatively compact, although with smaller crystallite size. This result implies
that diffusion of holes to the surface may be a limiting factor in the perform-
ance of crystalline BiVO4 films.

The photoelectrochemical water oxidation activity of BiVO4 films can also be
enhanced by addition of the group VI metals Mo and W. The Bard group
carried out a combinatorial study of the Bi-V-W oxide system using a scanning
electrochemical microscopy (SECM) technique.56 They found that a material
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consisting of the ratios 4.5 : 5 : 0.5 of Bi, V, and W, respectively, gave the highest
photoactivity, both in the combinatorial experiment and in bulk film studies. In
another approach, Hong et al. synthesized thin film heterojunctions of BiVO4

and WO3 by sequential deposition of multilayers of the respective precursors.57

They found that the most active heterojunction consisted of one layer of BiVO4

atop three layers of WO3. The enhancement was attributed to leveraging of the
favorable charge-transfer properties of WO3 alongside the high light ab-
sorption in BiVO4.

Perhaps the most successful approach in the development of BiVO4 photo-
anodes has been with films that incorporated overlayers of oxide co-catalysts
for the OER. The Bard group leveraged their SECM approach to screen
combinatorially a variety of catalytic materials deposited onto Bi-W-V oxide
films.58 Interestingly, they found that the highly active OER catalyst iridium
oxide did not significantly enhance the photoactivity, whereas the less active
catalyst materials Pt and Co3O4 did enhance the photocurrent densities by
nearly an order of magnitude. They attributed this result to the fact that the
interfacial properties of the semiconductor/catalyst junction are critically im-
portant in determining overall photoelectrode efficiency.

Several other research groups have found that deposition of oxide catalysts
on the surface of BiVO4 photoelectrodes significantly enhances its water oxi-
dation efficiency. Pilli and coworkers observed an enhancement in water oxi-
dation activity for BiVO4 both upon doping with 2% Mo in place of V as well
as upon deposition of a cobalt oxide catalyst onto the surface.59 Zhong et al.
saw a similar enhancement with a Co oxide co-catalyst on tungsten-substituted
BiVO4, which they attributed to efficient suppression of surface recombination
on application of the co-catalyst.60 Seabold and Choi obtained high photo-
current densities (on the order of 2 mA cm�2 short-circuit current density) for
water oxidation under AM1.5 illumination for a BiVO4 film synthesized by an
electrodeposition/calcination technique and coated with an iron oxyhydroxide
co-catalyst.61 These composite films were stable for several hours under oxygen
evolution conditions while being illuminated in neutral aqueous electrolytes.

Further efforts are warranted in the suppression of recombination losses in
the BiVO4 bulk, as well as coupling efficient OER co-catalysts to the surface for
simultaneous enhancement in catalytic activity and suppression of surface
recombination losses. Additionally, systematic efforts in the generation of
micro- or nanostructured BiVO4 may produce higher charge-carrier collection
efficiencies, similar to what has been seen with WO3 and Fe2O3. Also it is
important to determine the stability limits of BiVO4 in terms of pH and
electrochemical potential in aqueous solutions. With success in these areas,
BiVO4 may emerge as a very promising metal oxide photoanode for water
oxidation.

3.3.1.4 Other Oxide Systems

Several other systems that are composed of transition metal oxides have gained
recent interest for photoelectrochemical water splitting. The Mallouk group
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demonstrated a variation on the dye-sensitized solar cell (DSSC) as an oxygen-
evolution system.62 As with a conventional DSSC, the system is comprised of
titania nanoparticles that are functionalized with light-absorbing ruthenium
bipyridine dyes. Conventional dye-sensitized cells use a reversible redox couple
to regenerate the dye from its oxidized state following electron injection into a
mesoporous TiO2 electrode, but the Mallouk system transfers highly oxidizing
holes from the dye to an IrO2 co-catalyst, which then oxidizes water. The
electrons injected into the titania layer produce hydrogen at the counter elec-
trode when an additional bias is provided. This type of system allows for
utilization of visible photons in oxide-based water-splitting systems, but the
overall efficiencies need to be improved. Additionally, the long-term stability of
the sensitizer complexes under highly oxidizing conditions needs elucidation.

Several research groups have explored copper (I) oxide (Cu2O) as a p-type
oxide semiconductor material. The Lewis group demonstrated stable photo-
electrochemistry, and photovoltages of over 800 mV, from thermally prepared
Cu2O in contact with non-aqueous redox couples.63 However, stability was lost
in aqueous media due to reduction of the oxide to copper metal on the surface,
resulting in the subsequent loss of photovoltage. The Grätzel group circum-
vented the problem of instability of Cu2O by introducing protective layers of
aluminum/zinc oxide and TiO2 by atomic layer deposition.64 Their system was
able to evolve hydrogen stably for 41 hour using a Pt co-catalyst, albeit with
low photovoltages. The Choi group explored the electrodeposition of Cu2O,
and with careful tuning of electrodeposition conditions grew the semiconductor
in controllably branched, dendritic structures.65 Further work on Cu2O may
yield structured materials that can perform the HER efficiently.

3.3.2 High Aspect-Ratio Structures

Over the last decade, significant research efforts have investigated semi-
conductor nanowires and microwires. The greatest proportion of these efforts
has focused on use of wire structures as candidate materials for thin-film
photovoltaics and other optoelectronic devices. Several research groups have
also developed the wire geometry specifically for photoelectrochemistry
and water splitting. The recent review literature contains extensive discussion of
the history and progress of nanowire fabrication and solid state devices.66–72

Here we provide a short overview of the progress on structured Si and III-V
semiconductor developments with respect to their potential uses for water
splitting.

3.3.2.1 Si Structures

Chemical etching procedures have been developed to generate rods and/or
porous structures in silicon in a top-down manner via anisotropic metal-
assisted etching.73 A highly porous array of silicon nanowires is produced that
has the electronic quality of the parent wafer.74 This top-down nanostructuring
allows for generation of high photocurrent densities, due to the significant
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antireflective properties of the etched Si; hence the nickname ‘‘black silicon’’ is
given to such nanostructures.75

Researchers at the National Renewable Energy Laboratory have successfully
used black silicon photocathodes for photoelectrochemical hydrogen gener-
ation.76 Significant enhancements in photocurrent density were observed due to
the antireflective properties of the nanoporous coating. Additionally, the onset
of hydrogen evolution was shifted positive by several hundred mV for black
silicon electrodes relative to planar Si controls. The catalytic shift was attrib-
uted to relaxed catalytic turnover requirements as a result of increased Si
surface area, and was also likely due to the advantageous presence of trace Au
remaining on the porous Si surface after the metal-assisted etching procedure.
Chemically-etched silicon nanowire photoelectrochemical solar cells utilizing
redox couples other than H1/H2 or O2/H2O have demonstrated remarkably
high solar energy conversion efficiencies,48,77,78 implying that the water splitting
half reactions could also be driven efficiently with the proper electrode archi-
tectures and catalysts.

In addition to nanostructures, Si microstructures have also been fabricated
by top-down etching procedures, and these systems have been utilized for solar
hydrogen generation. Recently, Hou et al. demonstrated a photocathode based
on p-type Si micropillars that were generated using a dry etching procedure.79

These pillars were decorated with a molybdenum sulfide cubane cluster as an
earth-abundant hydrogen evolution catalyst. The structured composite device
generated a photocurrent density of B10 mA cm�2 at the reversible potential
for hydrogen-evolution. The observed current density was larger than the
photocurrent density generated by a planar control sample. These photo-
cathodes also evolved hydrogen stably for at least one hour.

Silicon nano- and microstructures have also been prepared using a bottom-
up synthesis approach that takes advantage of a vapor-liquid-solid growth
mechanism, in which a Si/metal eutectic selectively crystallizes silicon onto a
substrate from a vapor-phase precursor such as SiCl4 or various silanes.80

Several research groups have demonstrated VLS-based Si nanowires and
microwires in photoelectrochemical solar cells.15,19,81–84 However, there are
only a few examples of VLS-grown silicon structures for photoelectrochemical
hydrogen evolution.20,83 Si microwire arrays can also be embedded in a poly-
mer and removed from the growth substrate while retaining their photoelec-
trochemical activity,85–87 potentially allowing fabrication of water-splitting
device architectures that utilize tandem solar absorbers on either side of an
ionically conductive membrane.79,88,89

3.3.2.2 III-V Structures

The III-V semiconductors gallium arsenide and indium phosphide have both
been utilized as photocathodes for the efficient generation of hydrogen from
acidic electrolytes.90–92 Since both of these materials have direct band gaps,
highly structured morphologies might not be needed to improve light ab-
sorption or charge-carrier collection. Nevertheless, controlled structuring of the

70 Chapter 3

 1
4/

10
/2

01
3 

09
:3

7:
17

. 
Pu

bl
is

he
d 

on
 3

1 
D

ec
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

77
39

-0
00

52
View Online

http://dx.doi.org/10.1039/9781849737739-00052


semiconductor or catalyst layers in III-V photoelectrodes may be desirable to
enable novel device geometries or to relax catalyst turnover requirements.

Gallium phosphide is a III-V semiconductor with an indirect fundamental
band gap at relatively high energy, making it an interesting candidate as a
structured absorber in tandem water-splitting systems. Methods have been
devised for top-down formation of wire or porous structures in GaP through
anisotropic etching.93 Recently, the Maldonado group used this electro-
chemical etching technique to generate nanostructured n-type and p-type
gallium phosphide with vertically oriented pores of varying depth.94,95 The
structured material showed much greater efficiency than planar controls for
collecting excited charge carriers in both regenerative and fuel-forming modes.

Thus far, oxygen or hydrogen evolution has not been reported from highly
structured III-V semiconductors. This is due in part to the low stability of III-V
semiconductors under the reducing or oxidizing conditions required for the
HER and OER, respectively. An illustrative example is the work of Khasalev
and Turner on a full water-splitting system based on multi-junction, planar,
III-V semiconductors.96 Although this system generated hydrogen and oxygen
with high energy-conversion efficiency, it was stable for only a few hours. With
continued progress in nanoscale control over composition and morphology,
water-splitting devices based on III-V semiconductors might be made stable
under long-term operation.

3.3.3 Water Splitting by Colloidal Particles

Many research groups have attempted to split water using colloidal particles.
A recent analysis has suggested that colloidal water splitting is the best ap-
proach for efficient, scalable solar hydrogen generation, provided that the
colloidal species are composed of abundant elements and provided that that
inexpensive and safe methods for separating the products from an explosive
mixture can be developed.97

To date, there are very few examples of full water splitting that use colloidal
particle suspensions in the absence of sacrificial reagents. The Domen group has
reported the net generation of H2 and O2 gases in colloidal systems through
careful suppression of the parasitic (and thermodynamically downhill) back-re-
actions.98,99 The researchers relied on an overlayer of CrO3 on Rh particles de-
posited onto colloidal particles of GaN/ZnO solid solutions. The chromia
overlayer enabled net water splitting on these particles by affording selectivity of
the Rh cores for the HER, due to selective permeability of CrO3 to protons and
H2 but not water or oxygen. Work from the Domen group is detailed elsewhere
in this volume, but this selective system is worth noting for its control over
nanostructure, providing the necessary components for overall water splitting.

3.3.4 Water Splitting Catalysis by Structured Materials

Several research groups have advanced the development of nanostructured
catalysts for the HER and the OER. Significant work has focused on the
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replacement of the noble metals Pt, Ru, and Ir that are commonly used in
proton-exchange membrane electrolyzers, with non-noble alternatives, or on
leveraging structured geometries to minimize the quantities of expensive
elements. The following is a brief discussion of several research highlights in
the development of heterogeneous HER and OER catalysts, with special
emphasis on systems that have been developed with control of features at the
nanoscale.

3.3.4.1 Hydrogen Evolution

Several research groups have recently demonstrated molybdenum sulfides as
catalysts for the HER.100 These sulfides have been widely studied for their use
in hydrodesulfurization,101 but have demonstrated viability as hydrogen-
evolution catalysts based on DFT calculations from the Nørskov group that
suggested the HER catalytic activity of such systems could approach that of
pure Pt.102 Subsequent experimental work in the Chorkendorff group demon-
strated facile HER catalysis at the edge sites of nanocrystalline MoS2
lamellae.103

Recent work from the Chorkendorff and Jaramillo groups sought to maxi-
mize the density of active edge sites of MoS2. For example, a precursor was
deposited onto high surface-area carbon paper and subsequently annealed
under a sulfidizing atmosphere to yield a supported catalyst of nominally high
surface area.104 This carbon-supported metal sulfide catalyst produced ex-
change current densities on the order of 10�6 A cm�2 based on estimated total
surface area. The activity was increased by addition of small amounts of Co
salts to the precursor solutions. The Jaramillo group reported catalytic activity
from a structured MoO3-MoS2 core-shell morphology.47 Synthesized by sulfi-
dizing the outer layer of a nanostructured MoO3 layer, this morphology
avoided ohmic losses due to high resistivity of the MoS2, which is far less
conductive than MoO3. The high surface area MoO3-MoS2 composite attained
high geometric activity and demonstrated extended stability under acidic
conditions.

Transition metal sulfide electrocatalysts can be deposited from molecular
precursors onto structured Si for photoelectrochemical hydrogen evolution. As
discussed previously, Hou et al. observed efficient catalysis to yield a net energy
conversion of incoming light energy to stored energy in H2(g).

79 A subsequent
systematic study of transition metal sulfides derived from molecular precursors
observed the highest energy conversion efficiency fromMo and Cu/Mo sulfides,
but the highest stability was exhibited by pure Mo sulfide.105

Amorphous, rather than crystalline, molybdenum sulfide also is an efficient
HER catalyst. This active material can be either electrodeposited from
ammonium thiomolybdate under anaerobic conditions or can be chemically
synthesized by precipitation of nanoparticles.106,107 Interestingly, the electro-
deposited material is formed by passing both anodic and cathodic current
through the working electrode, which is unusual for a material intended only to
catalyze a reduction reaction. Similar to the results of Chorkendorff et al.,
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Merki et al. observed an enhancement in activity upon the addition of the first
row metals Fe, Ni, and Co to the amorphous films.107

Several groups have characterized the catalytic activity of molybdenum-
containing alloys. Rocheleau et al. studied a Co-Mo catalyst for solar water
splitting,108 and the Lewis group studied a Ni-Mo alloy for photoelec-
trochemical hydrogen evolution.83 Previously studied for alkaline electrolyzer
applications, Ni-Mo has demonstrated high activity over thousands of
hours.109,110 Lewis and coworkers showed that an alloy of Ni and Mo could be
electrodeposited directly onto p-type Si substrates for efficient hydrogen evo-
lution under mildly acidic conditions. The as-deposited films were nanoparti-
culate, and the apparent catalytic activity increased when the material was
deposited onto Si microwire arrays, due to the multi-scale roughness en-
hancement afforded by the nanostructured catalyst on the microstructured
semiconductor substrate. Researchers at Sun Catalytix have recently employed
a related catalyst system, Ni-Mo-Zn, which was integrated into a water splitting
cell that utilized a triple junction amorphous silicon solar cell as a substrate.111

Three-component Ni-Mo-X catalysts have been previously studied for alkaline
electrolysis,112,113 whereas the Sun Catalytix researchers reported stable
performance under buffered conditions at neutral pH.

3.3.4.2 Oxygen Evolution

Significant recent efforts have targeted understanding and development of co-
balt oxide for the OER. The 2008 publication by Kanan and Nocera stimulated
recent investigations into cobalt oxide catalysts in which amorphous Co oxide
is electrodeposited at neutral pH from Co salts.114 These recent studies follow
from previous research on Co oxides for water oxidation in alkaline and neutral
pH.115–117 The initial experiments suggested that the phosphate buffer played
some role in the formation of the catalyst, although subsequent work has
shown that other buffers, or Co metal films, generate similar coatings.118,119

The reports on Co oxide catalysts have driven efforts to understand the
mechanism of their operation. Nocera and coworkers utilized EPR and X-ray
techniques to suggest a cubane structure for the active species, where the Co is
proposed to undergo a redox transition from CoIII to CoIV during catalytic
turnover.120 Studies of Co oxide OER catalysts over a range of pH suggest that
the active catalytic mechanism transitions from primarily heterogeneous to
primarily homogeneous at pH values below 3.121

The Nocera group has investigated Co oxide as a commercially viable system
for efficient solar driven oxygen evolution. They generated current densities of
tens of mA cm�2 for oxygen evolution at overpotentials below 300 mV in
neutral pH at amorphous Co oxide deposited onto high surface area Ni
foams.122 Additionally, this electrodeposited Co oxide catalyst resisted poi-
soning by Ca21 ions and other contaminants found in natural waters, and the
catalyst exhibited a linear increase in catalytic activity with mass loading. This
linear scaling of activity with mass loading implies that the electrodeposited Co
oxide catalyst exhibits a large electrochemically active surface area for the
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OER, either as a result of nanoscale features or due to three-dimensional
porosity in the film. The same methodology for the deposition of Co oxide films
has been used in several functional systems for solar water splitting incorpor-
ating amorphous and crystalline Si semiconductors.111,123,124

Several researchers have incorporated Co oxide catalysts as active materials
for driving the OER on semiconductor absorber substrates. The Gamelin
group deposited amorphous Co oxide onto nanocrystalline hematite, yielding
an increase in the overall efficiency for oxygen evolution.39,125 The Choi group
deposited Co oxide onto ZnO and hematite nanostructures under illumination
and found that the catalyst morphology and energy-conversion efficiency could
be modulated by judicious control of the deposition conditions.126,127 The Choi
group also deposited Co oxide onto WO3 photoelectrodes and observed a
significant increase in the selectivity of the composite film toward oxygen
evolution relative to formation of peroxo-species, which also enhanced the
long-term stability of the oxygen-evolution system.49

In addition to studies of non-noble metal catalysts, a traditional water oxi-
dation catalyst, IrO2, is of interest with the goal of minimizing the iridium
loading while maintaining high oxygen evolution activity. The Murray group
reported a mesoporous IrO2 film consisted of nanoscale oxide particles that
were synthesized in the solution phase and then flocculated onto an electrode
that was maintained at positive bias.128 Significant oxygen-evolution activity
with 100% Faradaic efficiency was observed at overpotentials as low as
250mV. Additionally, the Mallouk group has published several deposition
methods that produce nanoscale iridium oxide films for electrochemical oxygen
evolution.129

Nanoscale noble metals and oxides have recently been explored for both of
the water splitting half reactions on planar Si electrodes that are protected from
deleterious interfacial reactions by thin oxide layers. Lewerenz andMuñoz have
carried out extensive work on so-called ‘‘nanoemitter’’ junctions between pla-
nar Si and either Pt or Ir metals accompanied by surface Si oxide. They
demonstrated stable, sustained electrochemical reactions on Si surfaces under
conditions that normally result in silicon degradation.130 McIntyre, Chidsey,
and coworkers recently leveraged ALD-deposited TiO2 for the protection of
planar n-type Si electrodes for sustained oxygen evolution under alkaline
conditions using an evaporated Ir co-catalyst.131

3.3.5 Advances in Modeling Heterogeneous Catalysis

Computational modeling of active redox catalysis for the water-splitting half
reactions has produced notable, recent advances. Several research groups, led
primarily by Nørskov and collaborators, have recently undertaken the chal-
lenge of developing DFT models that are sufficiently accurate to predict active
materials for the efficient evolution of hydrogen and oxygen, as well as other
fuel-forming reactions.132,133

Recent DFT modeling studies indicate a need for nanoscale control over the
catalyst composition and morphology. Nørskov et al. predicted that the
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activity of MoS2 for hydrogen evolution would stem primarily from active sites
at the edges of the lamellar crystal structure.102 This prediction was confirmed
experimentally by the Chorkendorff lab.103 These results imply that molyb-
denum sulfides must be nanostructured to maximize the proportion of step
edge sites and thus obtain an optimum hydrogen evolution efficiency.

Other recent work showed that composites consisting of adlayers of one
metal on another could attain higher catalytic activities for the HER than either
of the constituent metals.134,135 These results suggest that new structural/
compositional motifs can be used for new, highly catalytic nanomaterials to be
coupled with light absorbers for efficient water splitting.

DFT modeling results from Nørskov and Rossmeisl indicate conserved
differences in energy between intermediates for the OER on transition metal
oxides.136,137 These relationships may result in an upper bound for the catalytic
activity of any metal oxide OER catalyst that is modest in comparison with the
high activities of noble metals for hydrogen evolution. The development of
multifunctional catalysts that consist of chemically distinct ‘‘active sites’’ for
various primary steps could circumvent this limitation. These sites would need
to be located sufficiently closely to allow facile exchange of intermediate spe-
cies, and would thus require control over composition and structure at the
nanoscale. With several applications beyond photoelectrochemical water
splitting, the successful demonstration of a rationally designed nanoscale,
multifunctional electrocatalyst would be very significant.

3.3.6 Broader Considerations – Beyond Small

Recent efforts in the development of systems for photoelectrochemical water
splitting demonstrate the need for control over composition and morphology at
the micro, nano, and even atomic scale. In addition, successful photoelec-
trochemical water splitting systems based on nanostructured film morphologies
require a proper understanding of mass transport in relation to nanostructured
geometries. Alternatively, colloidal water-splitting systems may require some
form of convection to maintain particles in the suspended form. Both of these
characteristics demand an understanding of diffusion and convection of species
from the nanoscale to the tens or hundreds of micron scale. Efficient generation
of O2 and H2 gas implies copious bubble formation, the dynamics of which may
significantly influence key characteristics such as light absorption and reactant
transport. New work must address all such features of an overall water splitting
process.

The potential need for gas separation and pressure management in water
splitting systems also requires study. Systems with no physical barrier between
the oxygen-evolving anode and the hydrogen-evolving cathode may require a
means to minimize losses from the comparatively facile reverse reactions of
oxygen reduction and hydrogen oxidation, respectively. Barrierless systems will
also require schemes to safely manage and separate an explosive H2/O2 mix-
ture. Systems that employ a separator between the anode and cathode must
minimize ohmic losses due to ionic transport over distances between the two
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compartments. Another key concern for multi-compartment systems is the
potential need for active pressure management, as the 2:1 stoichiometry of
hydrogen and oxygen evolution, respectively, implies rapid buildup of differ-
ential pressures that may affect sustained operation of the system.

Many key insights involving distance scales larger than a few microns can be
gained from previous experience as well as from collaborations between the
fields of chemical engineering and systems design. If we are to have economical
solar water splitting systems in the near future, both large scale and small scale
developments must continually feed back to one another to efficiently move
toward functional, scalable solutions.
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2011, 23, 285–308.
74. K. Peng, X. Wang and S.-T. Lee, Appl. Phys. Lett., 2008, 92, 163103–

163103.
75. H. M. Branz, V. E. Yost, S. Ward, K. M. Jones, B. To and P. Stradins,

Appl. Phys. Lett., 2009, 94, 231121–231121.
76. J. Oh, T. G. Deutsch, H.-C. Yuan and H. M. Branz, Energy Environ. Sci.,

2011, 4, 1690–1690.
77. K-Q. Peng, X. Wang, X.-L. Wu and S.-T. Lee, Nano Lett., 2009, 9, 3704–

3709.
78. X. Shen, B. Sun, F. Yan, J. Zhao, F. Zhang, S. Wang, X. Zhu and S. Lee,

ACS Nano, 2010, 4, 5869–5876.
79. Y. Hou, B. L. Abrams, P. C. K. Vesborg, M. E. Björketun, K. Herbst,

L. Bech, A. M. Setti, C. D. Damsgaard, T. Pedersen, O. Hansen,
J. Rossmeisl, S. Dahl, J. K. Nørskov and I. Chorkendorff, Nat. Mater.,
2011, 10, 434–438.

80. R. S. Wagner and W. C. Ellis, Appl. Phys. Lett., 1964, 4, 89–89.
81. A. P. Goodey, S. M. Eichfeld, K.-K. Lew, J. M. Redwing and T.

E. Mallouk, J. Am. Chem. Soc., 2007, 129, 12344–12345.
82. E. A. Santori, J. R. Maiolo Iii, M. J. Bierman, N. C. Strandwitz,

M. D. Kelzenberg, B. S. Brunschwig, H. A. Atwater and N. S. Lewis,
Energy Environ. Sci., 2012, 5, 6867–6867.

83. J. R. McKone, E. L. Warren, M. J. Bierman, S. W. Boettcher, B.
S. Brunschwig, N. S. Lewis and H. B. Gray, Energy Environ. Sci., 2011, 4,
3573–3583.

84. G. Yuan, H. Zhao, X. Liu, Z. S. Hasanali, Y. Zou, A. Levine and
D. Wang, Angew. Chem., Int. Ed., 2009, 48, 9680–9684.

Structured Materials for Photoelectrochemical Water Splitting 79

 1
4/

10
/2

01
3 

09
:3

7:
17

. 
Pu

bl
is

he
d 

on
 3

1 
D

ec
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

77
39

-0
00

52
View Online

http://dx.doi.org/10.1039/9781849737739-00052


85. K. E. Plass, M. A. Filler, J. M. Spurgeon, B. M. Kayes, S. Maldonado, B.
S. Brunschwig, H. A. Atwater and N. S. Lewis, Adv. Mater., 2009, 21,
325–328.

86. J. M. Spurgeon, S. W. Boettcher, M. D. Kelzenberg, B. S. Brunschwig, H.
A. Atwater and N. S. Lewis, Adv. Mater., 2010, 91125, 3277–3281.

87. J. M. Spurgeon, K. E. Plass, B. M. Kayes, B. S. Brunschwig, H.
A. Atwater and N. S. Lewis, Appl. Phys. Lett., 2008, 93, 032112–032112.

88. S. L. McFarlane, B. A. Day, K. McEleney, M. S. Freund and N. S. Lewis,
Energy Environ. Sci., 2011, 4, 1700–1700.

89. J. M. Spurgeon, M. G. Walter, J. Zhou, P. A. Kohl and N. S. Lewis,
Energy Environ. Sci., 2011, 4, 1772–1772.

90. E. Aharon-Shalom and A. Heller, J Electrochem. Soc., 1982, 129, 2865–
2865.

91. A. Heller, Solar Energy, 1982, 29, 153–162.
92. A. Heller and R. G. Vadimsky, Phys. Rev. Lett., 1981, 46, 1153–1153.
93. B. H. Erne, D. Vanmaekelbergh and J. J. Kelly, J. Electrochem. Soc.,

1996, 143, 305–314.
94. K. Hagedorn, S. Collins and S. Maldonado, J. Electrochem. Soc., 2010,

157, D588–D588.
95. M. J. Price and S. Maldonado, J. Phys. Chem. C., 2009, 113, 11988–

11994.
96. O. Khaselev and J. A. Turner, Science, 1998, 280, 425–427.
97. B. D. James, G. N. Baum, J. Perez and K. N. Baum, Technoeconomic

Analysis of Photoelectrochemical (PEC) Hydrogen Production, GS-10F-
009, U.S. DOE, 2009.

98. K. Maeda, K. Teramura, D. Lu, N. Saito, Y. Inoue and K. Domen,
J. Phys. Chem. C., 2007, 111, 7554–7560.

99. M. Yoshida, K. Takanabe, K. Maeda, A. Ishikawa, J. Kubota, Y. Sakata,
Y. Ikezawa and K. Domen, J. Phys. Chem. C, 2009, 113, 10151–10157.

100. A. B. Laursen, S. Kegnæs, S. Dahl and I. Chorkendorff, Energy Environ.
Sci., 2012, 5, 5577–5577.

101. V. Chandra Srivastava, RSC Adv., 2012, 2, 759–759.
102. B. Hinnemann, P. G. Moses, J. Bonde, K. P. Jorgensen, J. H. Nielsen,

S. Horch, I. Chorkendorff and J. K. Norskov, J. Am. Chem. Soc., 2005,
127, 5308–5309.

103. T. F. Jaramillo, K. P. Jorgensen, J. Bonde, J. H. Nielsen, S. Horch and
I. Chorkendorff, Science, 2007, 317, 100–102.

104. J. Bonde, P. G. Moses, T. F. Jaramillo, J. K. Norskov and
I. Chorkendorff, Faraday Discuss., 2008, 140, 219–231.

105. Y. Hou, B. L. Abrams, P. C. K. Vesborg, M. r. E. Björketun, K. Herbst,
L. Bech, B. Seger, T. Pedersen, O. Hansen, J. Rossmeisl, S. r. Dahl,
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CHAPTER 4

Tandem Photoelectrochemical
Cells for Water Splitting

KEVIN SIVULA* AND MICHAEL GRÄTZEL

Institute of Chemical Sciences and Engineering, École Polytechnique
Fédérale de Lausanne, 1015-Lausanne, Switzerland
*Email: kevin.sivula@epfl.ch

4.1 Introduction and Motivation for Using Multiphoton

Systems

The realization of an energy economy based on solar hydrogen is contingent on
identifying a scalable system for solar H2 production at costs commensurate
with the price of H2 generated from conventional sources (2–3 US$ kg–1 for the
steam reforming of natural gas).1 Thus, a balance between minimizing system
complexity and maximizing energy conversion efficiency and device longevity
must be considered for any practical photoelectrochemical (PEC) water split-
ting system for solar H2 production. The most straightforward approach for
solar H2 production using PEC water splitting employs a single semiconductor
photoelectrode in combination with a metal counter electrode. Here, hydrogen
can be produced from water upon the absorption of two photons (under the
condition that one electron-hole pair is produced for each photon absorbed)
since the water reduction reaction requires two electrons to make one molecule
of H2. This single-absorber, two-photon approach (more simply called S2)
appears quite promising at first glance. Since only 1.23V are needed for water
splitting under standard conditions from a thermodynamic standpoint, one
could believe that a semiconductor with a minimum band-gap, Eg, of 1.23 eV
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(an absorption wavelength cut-off of 1008 nm) could be effective. Based on the
standard AM1.5G solar spectrum (1000Wm–2), a semiconductor with such a
band-gap would operate at maximum overall solar-to-hydrogen conversion
efficiency, ZSTH, of 47.4% assuming a unity quantum conversion efficiency
(fconv¼ 1) and no other losses.2

However, significant loss processes are involved and are unavoidable in any
energy conversion process. Figure 4.1 shows an electron energy scheme of S2
PEC water splitting using a photoanode and highlights these loss processes.

Firstly, there is an entropic energy loss resulting from the amount of work
that must be done to extract the excited states. The chemical potential of the
excited state, Dmex, represents the maximum amount of energy available to do
work,3 and is necessarily significantly less than Eg. The difference between these
quantities depends on the band-gap of the semiconductor and the illumination
intensity; it has been calculated by Bolton et al.4 to be about Eg/4 for a typical
semiconductor at terrestrial solar intensities, meaning that DmexE0.75Eg. In
addition, kinetic overpotentials, Zox and Zred, exist at both electrodes resulting
from the energies of the intermediate species involved in the complex water
reduction and oxidation reaction mechanisms. Even using the best catalysts,5

the overpotential of the water oxidation reaction, Zox, is notoriously large
(0.2–0.4 eV) for reasonable current densities (ca. 10mAcm–2) as a consequence
of the four-electron nature of the oxygen evolution reaction (OER)

These loss processes imply that a semiconductor with Eg much greater than
1.23 eV must be used to realize S2 PEC water splitting. This is clearly illustrated
in Figure 4.1. Since a semiconductor can only harvest photons with energy
greater than Eg, the requirement to use a material with a larger band-gap
implies a lower possible ZSTH. Indeed, while the ideal (Schottky-Queisser) solar

Figure 4.1 Electron energy scheme of S2 PEC water splitting using a photoanode.
The absorption of a photon (hn) by the semiconductor with a band-gap
(Eg) creates an electron-hole pair with free energy of Dmex. This free energy
must be greater than the energy needed for water splitting (1.23 eV) plus
the overpotential losses at both the anode and the cathode, Zox and Zred,
for the water splitting reaction to occur.
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energy conversion limit using one absorber material is 34% for AM1.5G
irradiation, Weber and Dignam2 followed by Bolton et al.6 analyzed the ‘‘upper
limit’’ for ZSTH using S2 water splitting with realistic losses and reported
maximum values of 11.6% (using Eg¼ 2.2) and 17% (using Eg¼ 2.03),
respectively. The latter report additionally considered photon absorption and
collection losses and estimated that 10% should be entirely feasible with an S2
approach. In reality, the realization of a S2 PEC water splitting device with
ZSTH¼ 10% is clearly a difficult task. A review by Walter et al.5 in 2010 sum-
marizes decades of progress on using either a photocathode or a photoanode
for S2 water splitting. While many promising S2 photocathodes exist (e.g. GaP
and InP), their cost and stability in aqueous environments remain critical
limitations. Semiconductor oxide photoanodes offer unmatched stability for
water splitting, but, due to the large energy loss processes discussed above,
materials with band-gaps greater than 3.0 eV (e.g. SrTiO3 and KTaO3) must be
employed, limiting ZSTH to less than 2%.

It remains possible that a single semiconductor material that possesses the
optimum band-gap, conduction and valence band levels, stability and avail-
ability will be identified, and a device exploiting the S2 approach will realize
over 10% ZSTH. However, the failure to do so after decades of work has led
researchers to consider alternative approaches. This chapter introduces an
approach to PEC water splitting that increases system complexity but also
energy conversion efficiency. By employing multiple light absorbers in tandem,
PEC systems can both harvest a significant portion of the solar spectrum and
provide enough Dmex to afford water splitting at high ZSTH. In the next sections,
various approaches using multi-absorber systems will be presented, analyzed,
and discussed using examples from literature. In addition, since the primary
goal of PEC research is to develop a system that balances system complexity,
cost, and efficiency, particular attention will be given to these aspects.

4.2 Strategies and Limitations of Multi-Absorber

Systems

4.2.1 ‘‘Brute Force’’ Strategies

The most obvious approach to accumulate sufficient Dmex for water splitting
with semiconductor materials that can also absorb a large fraction of the solar
spectrum is to connect multiple photovoltaic (PV) cells in series. For example, a
traditional pn-junction silicon solar cell generates a voltage of 0.5–0.6V at its
maximum power point under standard conditions. Thus three of these cells
connected electrically in series would create sufficient voltage to split water.
This ‘‘brute force’’ PVþ electrolysis approach is limited by the price and
availability of PV devices and electrolyzers, which, at the time of this writing
makes the price of the H2 produced around 10US$ kg–1.1 Nevertheless, this
path has generated fair amount of interest, and overall ZSTH’s up to 9.3% have
been demonstrated using single crystal silicon PV modules and high-pressure
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electrolysis.7 It has also been suggested that a complete optimization of these
systems could deliver H2 at a price of 4 US$ kg–1.8 This price may decrease
further if novel thin-film PV technologies are employed. For example, Dhere
and Jahagirdar9,10 have reported the use of two high voltage CuIn1–xGaxS2
(GIGS) PV cells side-by-side to generate a ZSTH up to 8.8%. A major drawback
with the brute force approach in general comes from the voltage output of a pn-
junction solar cell, which is strongly dependent on the illumination intensity.
This necessitates complicated switching mechanisms to ensure that the opti-
mum number of cells is connected in series during variations in light intensity
caused by haze or cloud cover.

4.2.2 The Tandem Cell Concept

Besides using PV cells side-by-side to obtain sufficient voltage for water
splitting, cells can be stacked on top of one another, in tandem, if they can
individually harvest different portions of the solar spectrum. The first (top) cell,
with band-gap Eg1 absorbs photons from the sun with a wavelength smaller
than l1¼ hc/Eg1. Ignoring scattering events, photons with l4l1 are trans-
mitted through to the next cell with a band-gap Eg2oEg1, and so on (see
Figure 4.2). If the cells are connected electrically in series, the total photo-
current density will be limited by the cell producing the least current, whereas
the total voltage will be the addition of all the cells used.

This tandem cell strategy not only increases the voltage provided by the
overall cell, but also significantly enhances the upper limit of solar power
conversion (solar-to-electricity) efficiency from 34% in the one absorber case to
42% (2 cells), 49% (3 cells), or 68% (for an infinite number of cells) for
unconcentrated AM1.5G sunlight.11 Of course, using an infinite number of cells
is not possible and in practice the addition of each layer brings technical dif-
ficulties that greatly increase the complexity and cost of these devices.

Figure 4.2 Electron energy scheme of a generic tri-level tandem cell for solar energy
conversion. Here three semiconductors (Eg1�3) are employed as pn-
junctions and connected by transparent ohmic contacts to give a final
photopotential of Vcell.
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Nevertheless, the precise control of materials used and device architecture
(typically triple-junction epitaxially grown III-V semiconductor devices) has
pushed the solar-to-electricity power conversion efficiency, ZPC, past 40%.12

However, the high cost of producing these devices relegates their use to specific
niches (e.g. extra-terrestrial application). The use of these types of ‘‘PV/PV’’
tandem cells for PEC water splitting is discussed in Section 4.3 and also other
chapters of this book. First, since the operation requirements and theoretical
maximum ZSTH for a water splitting PEC tandem cell are distinct from its
electricity producing (PV) counterpart, it is worthwhile to examine closely the
benefits and limitations of this strategy for solar water splitting.

4.2.3 The D4 Strategy and its Potential

While very impressive photovoltaic efficiencies have been demonstrated using
triple junction cells as mentioned above, the maximum possible ZPC does not
change significantly going from 2 to 3 cells (from 42 to 49%). This brings into
question the return on the device complexity added by the third cell. In add-
ition, gaining the Dmex necessary for water splitting should be feasible with only
two light absorbers. In fact, a two-photosystem solution is precisely what
evolved in plant photosynthesis, which uses sunlight to split water and stores
the energy in carbohydrate vectors. Finally, since the water splitting reaction
necessarily entails two separate half-reactions, it seems natural to use two light
absorbers for PEC water splitting.

In a dual-absorber approach where each absorbed photon creates one excited
electron-hole pair, four photons (two in each absorber) must be absorbed to
create one molecule of H2. Following Bolton’s convention,6 this is designated a
D4 approach. A simple way to accomplish D4 water splitting is to use a
separately illuminated photoanode and photocathode in a side-by-side (not
tandem) configuration. Weber and Dignam2 evaluated the potential ZSTH of
this approach and reported an upper limit of 16.6% with Eg1¼Eg2¼ 1.4 eV – a
modest increase over the 11.6% predicted with an S2 approach. However, using
an integrated tandem D4 approach, 22% ZSTH was predicted to be possible
with Eg1¼ 1.8 eV and Eg2¼ 1.15 eV. A more extensive analysis by Bolton
plotted the maximum ZSTH with respect to different absorber band-gaps and
reasonable losses.3,6 The formalism presented in that work can be extended to a
generalized expression for the expected tandem D4 solar-to-hydrogen con-
version efficiency as a function of the chosen semiconductors and the expected
losses:

ZSTH ¼
jminDG0

H2
Zfarad

2qES
ð4:1Þ

where DG0
H2

represents the standard free energy of the hydrogen produced

(lower heating value, 2.46 eV per molecule of H2), Zfarad is the Faradaic effi-
ciency for the water splitting reactions, q is the elementary charge
(1.6022�10–19 C¼ 1 eVV–1), and ES represents the power flux from the sun
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incident on the tandem cell. For standard conditions (AM1.5G), this latter
value is 1000Wm–2. The factor of 2 in the denominator represents the stoi-
chiometric relation between one molecule of H2 and the number of electrons
needed to produce it electrochemically from H2O. Finally, jmin represents the
photocurrent density (A m–2) of the D4 tandem device (i.e. the electrical current
that is flowing between the two cells), which is zero if there is not sufficient Dmex
generated by the tandem cell and is otherwise limited by the individual cell
producing the least amount of photocurrent, as the cells are assumed be con-
nected in series:

jmin¼
0; Dmex � 1:23 eV þ Zox þ Zred

minðj1;j2Þ; Dmex 4 1:23 eV þ Zox þ Zred

�
ð4:2Þ

Here, Dmex is equal to the sum of the free energies produced by each
cell, Dmex1þDmex2. The individual current densities produced by each cell, j1
and j2, can be expressed with respect to the known spectral irradiance from the
sun13 as a function of photon wavelength (Wm–2 nm–1), ES(l), and the wave-
length cut-offs for each semiconductor (li¼hc/Egi, i¼ 1,2, again setting
Eg14Eg2) as

j¼
Zli
li�1

ESðlÞjconv;iðlÞ
ðhc=lÞ dl; for i¼ 1; 2 ð4:3Þ

where fconv,i(l) represents the quantum conversion efficiency for each semi-
conductor as a function of wavelength (i.e. the ratio of photocurrent density
and absorbed photon flux), and l0 represents the smallest wavelength for which
there is an appreciable photon flux from the sun (ca. 300 nm for AM1.5G solar
irradiation).

For simplicity, the above formalisms assume that each semiconductor ab-
sorbs all photons with energy hn4Eg and transmits all photons with energy
hnoEg. No reflection or scattering losses are included for this ideal case. Thus
values for j1 and j2 calculated in this way represent upper bounds for real
systems. In real tandem systems, reflection and scattering losses exist, but can
be addressed with device engineering. Also, in real systems, both Dmex and fconv

are complicated functions of the light intensity and the semiconductor prop-
erties. Moreover, the overpotentials for the oxidation and reduction reactions,
Zox and Zred, are related to jmin by the Tafel relation. Thus, additional
assumptions are needed to obtain reasonable values for ZSTH. In principle, fconv

can be made very close to unity even in real systems,3 so fconv¼ 1 will be used to
evaluate equation (4.3). If we also assume that no corrosion or undesirable side
reactions occur then Zfarad¼ 1. Bolton selected some values for the remaining
loss processes based on reasonable assumptions regarding the overpotentials
and the free energy.6 The minimum reasonable value for the energy loss,
Uloss¼Eg1þEg2 – Dmexþ Zoxþ Zred, was chosen to be 1.2 eV (or 0.6 eV for each
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semiconductor). Figure 4.3 (top) shows a contour plot showing
how a reasonable upper limit for ZSTH depends on the chosen semiconductor
cut-off wavelengths, l1 and l2.The plot was obtained using equations
(4.1)–(4.3) and the above assumptions with slightly higher losses
(Uloss¼ 1.4 eV total).

The shapes of the contours (thick grey lines in Figure 4.3), which represent
values of l1 and l2 that result in the same ZSTH, are easily rationalized. First,
the contours remain to the right side of the 451 line because as this is where the

Figure 4.3 (Top) Contour plot (thick grey lines) showing the maximum reasonable
ZSTH with AM 1.5G incident radiation (1000Wm–2) and an total loss,
Uloss, set at 1.4 eV as it depends on the chosen semiconductor cut-off
wavelengths, l1 and l2 where (li¼ hc/Egi, i¼ 1,2, with Eg14Eg2). The
maximum ZSTH as it depends on the choice of the wider band-gap
absorber (l1) is also shown (thin black line). See text for full explanation.
(Bottom) The AM 1.5 G solar photon flux as a function of wavelength.
The optimum values of li are indicated and the areas corresponding to the
photons harvested by each absorber layer are shaded.
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set condition Eg14Eg2 is satisfied. The upper-right region, where ZSTH is
undefined, represents semiconductor combinations that do not possess
sufficient Dmex for water splitting in a D4 configuration given Uloss. Calculating
the upper limit of ZSTH and optimum l1, l2 pairing for an arbitrary system can
be simply done with the help of Figure 4.3 by first choosing l1. For example,
take l1¼ 477 nm (Eg1¼ 2.6 eV), which corresponds to WO3, a material
commonly used as a semiconductor photoelectrode for water splitting.14 A
horizontal line drawn at l1¼ 477 nm would intercept first with the solid black
maximum-ZSTH line. Reading the value on the top scale gives the maximum
value of ZSTH for WO3 as 6.3%. Continuing back on the imagined horizontal
line at l1¼ 477 nm further, it intercepts with a dashed black line running
against the contour lines. This line represents the values of l1 and l2 that meet
the current matching condition. Reading the value of l2 at that point gives
l2¼ 561 nm and thus the minimum value for Eg2¼ hc/l2¼ 2.2 eV. Choosing
larger l2 (smaller Eg2) will not result in a higher ZSTH as the photocurrent will
be limited by the top absorber, l1. For this reason the grey contour lines are all
horizontal to the right of the dashed black ‘‘current matching line’’.

To identify the optimum values for both l1 and l2 with Uloss¼ 1.4 eV, the
current matching line can be followed for increasing l1 and l2 (and ZSTH) until
the maximum ZSTH of 29.9 % with l1¼ 755 and l2¼ 1253 nm. The distribution
of the photons harvested by each absorber in this optimum case can be visu-
alized in the bottom of Figure 4.3,where the AM 1.5G solar photon flux is
plotted as a function of the wavelength. The optimum values for l1 and l2 are
indicated, and shaded areas indicate photons harvested (lighter shading for l1).
The areas of the two shaded regions in this plot are identical, as the optimized
circumstances exactly satisfy the current matching condition. By coincidence,
the cut off for absorber 1, l1, coincides with the sharp dip in the solar spectrum
at 762 nm, which is due to the weak spin-forbidden electronic absorption of
molecular oxygen.

Higher assumed values for Uloss result in lower values for the maximum ZSTH
at the optimum conditions. For example, with Uloss (total)¼ 1.6 eV, the opti-
mum conditions give ZSTH¼ 27.1 % using l1 ¼ 720 and l2¼ 1120 nm, and with
Uloss¼ 2.0 eV, ZSTH¼ 21.6 % using l1 ¼ 655 and l2¼ 925 nm.6 The maximum
predicted ZSTH for arbitrarily chosen l1, l2 does not change when assuming
higher values for Uloss, as long as sufficient Dmex can still be generated. For
example, with Uloss¼ 2.0, the maximum ZSTH for WO3 remains 6.3%, with the
current matching l2 remaining as 561 nm. However, in this case, l2 must also be
greater than 1914 nm to ensure that sufficient Dmex is generated.

Overall the model presented in this section only gives reasonable expected
maximum values for ZSTH, which can be of use in describing the basic capability
(or limitations) of specific materials or materials combinations. This is certainly
of use in determining the interest in developing specific systems. However, the
model does not include any additional constraints on selecting the materials
with respect to the conduction and valence band energy levels, or work func-
tion; factors that add to the difficulty of finding ideal and complementary
materials for a water-splitting tandem cell.
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4.2.4 D4 Device Architectures

Beyond band-gap selection, an important practical consideration for
tandem cell construction is the types of junctions used. While photovoltaic
(pn-junction) technology is well developed for solar electricity production, it
has been reasoned that the direct photoelectrolysis of water at a semiconductor-
liquid junction can potentially produce more efficient solar-to-hydrogen
conversion compared PV-electrolysis device.15 For this reason, many groups
have investigated tandem cells where one or both of the absorbers are in direct
contact with the aqueous electrolyte. In addition, alternative photoelec-
trochemical devices, like dye sensitized solar cells (DSSCs) can also be
employed as one of absorbers in a tandem scheme. Thus, many D4 configur-
ations are possible. Figure 4.4 shows, from an energy perspective, two classic
examples in addition to the PV/PV combination previously mentioned.

The p-type photocathode/n-type photoanode device (Figure 4.4a) is the
simplest in terms of junctions with only one interconnect between the two
semiconductors together with two semiconductor liquid junctions (SCLJs).
Here, materials must be chosen such that when the device is in contact with
the electrolyte, CB2o–qE0(Hþ /H2)oCB1oVB2o–qE0(H2O/O2)oVB1, where
VBi and CBi represent the valence band and conduction band energy levels of
semiconductor i, respectively. A similar situation is necessary for a photo-
electrode/PV configuration (Figure 4.4b) with the added complication of
aligning an additional n-type energy level and the work function of the metal
electrode used to perform the reduction reaction (this is usually necessary as the
semiconductors employed for PV cells are not stable when performing the
water splitting reaction).

Despite the constraints on both the material’s band-gap and energy levels,
various material combinations have been demonstrated in D4 configurations.
Specific examples can be categorized as photocathode/photoanode, photo-
electrode/PV, or PV/PV. Specific examples of these configurations are explored
in the next sections.

4.3 PV/PV Strategies

Devices employing two or more pn-junctions in tandem have attained the
highest reported ZSTH.

16,17 Champion devices use the well-known band-gap
engineering of III-V semiconductor systems to optimize light harvesting and
Dmex. In particular, Licht et al. have employed an AlGaAs/Si (pn-pn) structure
using Pt-black and RuO2, as reduction and oxidation catalysts, respectively,
and obtained solar-to-hydrogen conversion efficiencies as high as 18.3% under
simulated AM0 sunlight (135mWcm–2).18,19 Turner and co-workers have in-
vestigated monolithic GaAs/GaInP2 (pn-p, pn-pn, or pn-pn-p) systems and
attained ZSTH up to 12.5%.20–22 While the conversion efficiencies reported with
these systems are quite impressive, major concerns exist about the price (due to
the requirements of high material purity and costly fabrication methods) and
stability of these devices when they are used in contact with aqueous

Tandem Photoelectrochemical Cells for Water Splitting 91

 1
4/

10
/2

01
3 

09
:3

7:
23

. 
Pu

bl
is

he
d 

on
 3

1 
D

ec
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

77
39

-0
00

83
View Online

http://dx.doi.org/10.1039/9781849737739-00083


electrolyte.23 A comprehensive overview of these III-V systems will not be
presented here as other sections of this book are dedicated to that purpose.

Of course, it is not necessary to construct an all-PV tandem system from
III-V semiconductors; many other systems have also been reported. One system
of particular interest is based on amorphous silicon (a-Si). Bockris and co-
workers first showed that a triple stack of n-type/intrinsic/p-type (nip) a-Si (not
a D4 system, as 6 photons need to be absorbed for one H2) on a Ti substrate
could give up to ZSTH¼ 7.5% under AM1 (100mWcm–2) illumination when

Figure 4.4 Electron energy schemes of two possible D4 tandem water splitting device
configurations: (a) shows an n-type photoanode connected to p-type
photocathode and (b) shows a n-type photoanode with a pn-junction.
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islands of Pt and RuO2 were used as a reduction and oxidation catalysts, and
the device was directly submerged into aqueous electrolyte.24 Since the band-
gap of the a-Si was the same for each nip-junction, the layer thicknesses were
optimized so each layer produced the same photocurrent (i.e. the top two layers
were thin enough to transmit some photons with energy hn4Eg). This concept
was later extended to increase the efficiency for electricity production by mixing
some Ge in with the Si to modify the Eg of the bottom two layers.25 Using these
devices for water splitting, an ZSTH of 7.8% under AM1.5 (100mWcm–2) il-
lumination was achieved in 1 M KOH electrolyte with CoMo (reduction) and
NiFeyOx (oxidation) catalysts.

26 The stability of these devices was improved to
greater than 31 days while maintaining 5–6% ZSTH using a fluorine-doped SnO2

protection layer on the cathode.27 More recent efforts with these devices have
also shown that operation at near neutral pH is possible with ZSTH¼ 4.7%.28

While these a-Si based devices are presumably less expensive than III-V
semiconductor based tandem cells, their fabrication still requires relatively
expensive vacuum processing. Despite this, at the time of this writing, the mass
production by several companies of triple junction a-Si device modules for
photovoltaic energy conversion is beginning. It is not yet clear what the price
per kg H2 would be if these cells were used for water splitting. Furthermore, the
open-circuit voltages produced by such triple junction a-Si cells are around
2.4V – much higher than is needed for water electrolysis. The optimization of
this class of devices specifically for solar water splitting has yet to be
accomplished.

4.4 Photoelectrode/PV Systems

The most widely recognized photoelectrode/PV device is a monolithic, epi-
taxially grown III-V semiconductor system developed by Turner with a GaAs
pn-junction coupled to a GaInP2 photocathode.22 While the performance of
this system was impressive at ZSTH¼ 12.5%, the GaInP2 photocathode quickly
corrodes when in contact with the aqueous electrolyte.23 In general, this is a
major drawback of using direct semiconductor-liquid junctions. However, with
certain semiconductors the photoelectrode/PV system has many advantages.

4.4.1 Advantages and Operation of a Photoanode/PV Tandem

Cell

Identifying semiconductor materials that form stable junctions with water
under illumination has been a major challenge in the field of PEC water
splitting. Transition metal oxide semiconductors have, however, excelled in this
aspect, with the prototype being TiO2.

29,30 Unfortunately, a conundrum exists
for transition metal oxides with respect to their band-edge energy levels and
band-gap. The conduction band-edge energy is strongly influenced by the metal
d-orbitals and varies from metal to metal. However, the valence band edge
energy of a transition metal oxide is most strongly influenced by oxygen 2p
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orbitals, thus it does not change appreciably from a potential around 2.5–3.0 V
vs. NHE when changing the metal.31 In addition, the band-edge energies
typically exhibit a Nertsian pH response. Thus, for a transition metal oxide to
have a small enough Eg for adequate solar light harvesting its CB energy must
be well below the water reduction potential. This excludes them from being
used in a S2 water splitting scheme but essentially makes them ideal for use as
photoanodes in a D4 tandem cell. Moreover, the difficulty in identifying a
stable p-type cathode makes a photoanode/PV tandem device a good com-
promise, with device complexity and stability.

Since there are several examples of this type of tandem cell, it is useful to il-
lustrate general device function. The operation conditions of a photoanode/PV
tandem device can be predicted by comparing the current density-voltage char-
acteristics of each individual cell under the actual illumination conditions of that
separate part (given its position in the particular tandem configuration).2

Figure 4.5 shows the current density with respect to the applied potential for a
realistic but arbitrary photovoltaic cell (solid black curve) and a photoanode
(solid grey curve) under the appropriate illumination conditions. The operating
potentialUop is defined as the potential measured at a common node between the
PV and the PEC cell (i.e. where the curves overlap). The current density at this
point, jop, can be used directly in equation (4.1) as jmin to predict the ZSTH of the
tandem cell. In this way the properties of the individual cell can be independently
varied to maximize jop and, accordingly, the ZSTH of the device.

Figure 4.5 The operation conditions of a photoanode/PV tandem device as shown by
the idealized current-voltage curves for a PV cell (black) on top of a n-type
photoanode (grey) in the dark (broken lines) and under illumination
(solid lines). Relevant parameters of the curves are indicated and described
in the text.
Reprinted with permission from J. Brillet, et al., J. Mater. Res., 2010, 25,
17–24. Copyright 2010 Materials Research Society.
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It should be noted that, in a real device, the maximum jop is not necessarily
jmin as expressed in equation (4.2). That is to say that the maximum jop is not
found by merely maximizing the current output from each cell (denoted as the
short circuit current density, jsc, for the PV cell and the plateau photocurrent
density, jpl, for the photoanode). Uloss (as defined in section 4.2.3) and other
device non-idealities (such as high series and low shunt resistances) necessitate
that the characteristic cell potentials (denoted as the open circuit photo-
potential, Uoc, and the photocurrent onset potential, Uon, for the PV and the
photoanode, respectively) be also considered in device optimization.

4.4.2 Photoanode/PV Examples

The possibility of a photoanode/PV tandem device to employ a stable transi-
tion metal oxide photoanode and a complimentary PV device has attracted
many research groups to investigate various promising systems. For example, a
TiO2 photoanode in tandem with a thin film PV device based on Cu(In,Ga)Se2/
CdS produced hydrogen at a rate of 0.052 mL cm–2 s–1 during unassisted solar
water splitting (corresponding to an external quantum efficiency of 1.02%).32

While less interest has been paid to using the prototypical TiO2 as a photo-
anode due to its large band-gap (Eg¼ 3.2 eV, max ZSTH¼ 2%), this work
demonstrated the importance of using optimized protective layers
(Nb0.03Ti0.97O1.84 in this case) to eliminate corrosion of the PV cell in the
aqueous conditions.

Further research efforts have focused on using more promising transition
metal oxides such as WO3, and Fe2O3. As mentioned in section 4.2, WO3 can
potentially convert up to 6.3% of the energy of AM1.5G sunlight into
hydrogen. Hematite (a-Fe2O3) is a more promising transition metal oxide with
a band gap of 2.1 eV. This corresponds to a maximum ZSTH of 15.4% according
to Figure 4.3, if a second absorber with l24774 nm (Eg2o1.6 eV) is used. Be-
sides its relatively small band-gap, a-Fe2O3 is the most stable form of iron oxide
at ambient conditions, and both iron and oxygen are ubiquitous atoms in the
earth’s upper crust, making hematite an outstanding candidate for solar energy
conversion on a scale commensurate with the global energy demand. Fur-
thermore, both WO3 and Fe2O3 photoanodes can be prepared by inexpensive
solution-based techniques.33

Miller and co-workers have investigated combining tungsten34 or iron35

oxide photoanodes in tandem with a-Si:Ge PV. As a drawback, the large
overpotential for water oxidation (Zox) and the relatively low Uoc of a a-Si
device requires a double junction PV in tandem to provide sufficient potential
to drive the overall water splitting reaction (similar to the PV only case where 3
pn-junctions were needed with a-Si). Despite this, 3% ZSTH was obtained with
the WO3/a-Si:Ge/a-Si:Ge device.34 A similar device for iron oxide with only one
PV (Fe2O3/a-Si:Ge) did not split water without an external bias, but it was
shown that a 0.65 V bias ‘‘savings’’ was earned under AM1.5G illumination.35

This result could reasonably be improved with the recent advances in a-Fe2O3

photoanode performance.36
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4.4.3 The Photoanode/DSSC Tandem Cell

From a practical perspective, the attractive aspects of using a widely available,
highly stable and inexpensively produced photoanode are diminished when
using a tandem component that requires relatively expensive processing tech-
niques (e.g. the chemical vapour deposition of a-Si). Thus, more recently, in-
vestigations have focused on using next-generation photovoltaics that can also
be fabricated with inexpensive, solution processed methods. The dye sensitized
solar cell (DSSC) is the prototype example37 of this class of photovoltaic device
and thus has attracted significant attention for use in solar water splitting
tandem cells with a stable photoanodes.38 The photoanode/DSSC combination
was first suggested by Augustynski and Grätzel39 with WO3 as the photoanode
– suggesting that device would be capable of 4.5% ZSTH given the performance
of the two devices.40 In practice, tandem devices with WO3 have been con-
structed by Park and Bard41 and Arakawa et al.42 giving ZSTH’s up to 2.8% at
AM1.5G (100mWcm–2) using Pt as the cathode. However, similar to the a-Si
based devices, two DSSCs connected in series to the photoanode were necessary
to achieve overall water splitting. This was accomplished by positioning these
two DSSCs side-by-side behind the WO3 photoanode.

This photoanode/2�DSSC architecture does not fundamentally provide a
limitation to the possible solar-to-hydrogen conversion efficiency for WO3 or
even the more promising Fe2O3, as less than one third of the available solar
photons have wavelengths shorter than 600 nm, and pan-chromatic dyes with
high quantum efficiency extending beyond 900 nm are being developed.43

However, the architecture does present a challenge to device construction as
the two DSCs need to be constructed each with half of the active area of the
photoanode in order to normalize the total area of the device.

The development of new dyes for the DSSC during the past decade has
initiated work to explore alternative device architectures for optimizing light
harvesting in water splitting tandem cells. For example, all-organic dyes, such
as the squaraine dyes, which have a narrow absorption bandwidth extending
into the far red region of the visible, have demonstrated solar power conversion
efficiencies over 6% under AM 1.5G illumination.44,45 Specifically, the dye
coded SQ1 only absorbs light with wavelengths between 550 and 700 nm. In
addition to reducing costs considerably compared to a ruthenium-based dye,
Brillet et al. pointed out that two new distinct tandem cell configurations be-
come accessible when using this type of dye.46 The possible configurations are
shown in Figure 4.6. Besides the benchmark photoanode/2�DSSC design
(Figure 4.6a), a true tri-level device (photoanode/DSSC-squaraine dye/DSSC-
panchomatic dye) would also be effective (Figure 4.6b). This configuration
would eliminate the need to construct two DSSCs side-by-side. A second
possibility is to arrange two side-by-side DSSCs in front of a hematite
photoanode (Figure 4.6c). This ‘‘front DSSC’’ configuration is particularly
attractive in view of light harvesting, as transition metal oxides (in particular
hematite) have high indexes of refraction, which increase reflection. Moreover,
the front DSSC approach eliminates the need to deposit the photoanode on a
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Figure 4.6 The layouts of three architectures for water splitting tandem cells using a
n-type photoanode and two dye sensitized solar cells in series. (a) the
conventional ‘‘back DSSC’’ configuration, (b) a ‘‘trilevel’’ configuration,
and (c) the ‘‘front DSSC’’ configuration.
Reprinted with permission from J. Brillet, et al., J. Mater. Res., 2010, 25,
17–24. Copyright 2010 Materials Research Society.
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transparent conducting glass and an inexpensive metal foil support could in-
stead be used.

Brillet et al. determined how these two new photoanode/DSC tandem con-
cepts performed compared to standard architecture using state-of-the-art
nanostructured hematite47 photoanodes. The tri-level tandem architecture
(photoanode/DSSC-squaraine dye/DSSC-panchromatic dye) produced the
highest operating current density and thus the highest expected solar-
to-hydrogen efficiency of 1.36%. The conventional photoanode/2�DSSC
architecture gave an efficiency of 1.16% and the front DSSC configuration
0.76%. It should be noted that these values were far below the expected 3.3%
that should have been possible with the nanostructured hematite photoanodes
used. Evidently, reduced light harvesting caused by scattering and reflection
were limiting the overall conversion efficiency. This is illustrated by the optical
and electronic characteristics of the tri-level tandem cell presented in Figure 4.7.
Here it is shown that while the hematite photoanode only produces photo-
current for l4600 nm, the light transmitted to the middle and back cells is
severely attenuated by scattering and reflection losses. This causes the DSSC
photocurrent to limit the overall performance of the tandem cell. While device
engineering should improve the operating current density by reducing re-
flection, scattering and resistive losses, DSSCs with higher Uoc’s would enable
construction of a true D4 photoanode/DSSC water splitting tandem cell.

Indeed, in 2012, a specifically designed cobalt redox couple combined with an
all-organic dye (coded Y123) gave DSSCs with Uoc41.0V at 1 sun con-
ditions.48 This breakthrough allowed the first demonstration of a D4 photo-
anode/DSSC water splitting tandem cell.49 Devices were assembled with both
nanostructured WO3 and Fe2O3 photoanodes, and jop was measured to give
ZSTH values of 3.10% and 1.17% with the WO3/DSSC and Fe2O3/DSSC
combinations, respectively. An optical analysis also compared the predicted
photocurrent from the integration of IPCE measurements and the actual j-U
behavior of the device measured in situ. This optical analysis and the j-U curves
for each device are shown in Figure 4.8. In the case of the Fe2O3/DSSC tandem
cell, the jop is far from the plateau region of the hematite electrode photo-
current. This results in a performance far from the maximum obtainable. The
limitation of this system is clearly the late onset of the photocurrent in the
photoelectrode, despite the use of state-of-the-art strategies to shift the onset of
the photocurrent to less positive potentials by means of surface catalysis and
passivation. However, in the case of the WO3/DSSC tandem cell, the photo-
current onset is not a limitation and the jop is very close to the plateau region of
the photoanode (approx. 1000 mV). The limiting factor in this case is the low
photocurrent obtainable by the photoanode due to less than ideal absorption
capability of tungsten trioxide in the visible region of the solar spectrum.
Despite this, the Fe2O3/DSSC device still exhibited a near unity faradaic effi-
ciency and good stability over an eight-hour testing period. Overall this work
suggests that the low ZSTH of the D4 hematite/DSSC tandem cell offers the
larger room for improvement, in particular, further reduction of the over-
potential for water oxidation.
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Figure 4.7 The optical and electronic characteristics of the ‘‘trilevel’’ tandem cell.
Top panel: The solid line shows the incident solar flux. The IPCE of the
hematite photoanode employed (dashed line) is convoluted with the solar
flux to give the electron flux in the photoanode (shaded area). Middle
panel: The solar flux is convoluted with the transmittance of the hematite
(dotted line) to give the incident irradiance on the squaraine DSC (solid
bold line). The irradiance is convoluted with the IPCE of the squaraine
DSC (dashed line) to give the electron flux in the intermediate photo-
voltaic device (shaded area). Bottom panel: The solar flux is convoluted
with the transmittance of the squaraine dye plus hematite (dotted line) to
give the incident irradiance on the black DSC (solid bold line). The
irradiance is convoluted with the IPCE of the black DSC (dashed line)
to give the electron flux in the bottom photovoltaic device (shaded area).
Reprinted with permission from J. Brillet, et al., J. Mater. Res., 2010, 25,
17–24. Copyright 2010 Materials Research Society.
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4.5 Photoanode/Photocathode Systems

As mentioned in Section 4.2, the most straightforward and simple way to
construct a D4 tandem water splitting cell is to use an n-type semiconductor
photoanode and a p-type semiconductor cathode. However, this approach is
the least developed of the water splitting systems found in the literature. The
reason for this is clearly due to a lack of suitable photocathode materials for
water reduction. Many materials, for example GaInP2,

50 Si,51,52 SiC,53 WS2,
54

Cu(In,Ga)Se2,
55Cu2O,56 CuYO2,

57 CaFe2O4,
58 and even p-type (Mg21 doped)

Fe2O3
59 have been investigated as water reducing p-type electrodes, but the

magnitude of the photocurrent or the stability in aqueous solutions have
remained limiting factors. Despite this a few efforts have been made to
demonstrate D4 photoanode/photocathode tandem cells.

Early work by Nozik60 established the general theory for combining
photoanodes and photocathodes into tandem cells and introduced the n-TiO2/
p-GaP system. Ohmic contacts between single crystals of n-TiO2 and p-GaP

Figure 4.8 Spectral response study of the (a) WO3 (light grey)/DSC (dark grey) and
(c) Fe2O3 (light grey)/DSC (dark grey) D4 tandem cells. The transmittance
of the photoanode (dashed lines) convoluted to the photon flux on the
photoanode (thin black line) allows the calculation of the photon flux on
the DSC (thin grey line). The shaded areas represent the electron density
calculated from the IPCE (solid lines) convoluted to the photon flux on
each device. j-U curves of (b) WO3 (light grey)/DSC (dark grey) and (d)
Fe2O3 (light grey)/DSC (dark grey) tandem cells under AM 1.5 G irradi-
ation. The solid lines refer to the linear voltage sweep predicted from the
IPCE integration and the triangles refer to in situ measurements.
Reprinted from reference 49.
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(Eg¼ 2.26 eV) gave a tandem cell that was found to evolve both hydrogen and
oxygen without an applied potential. A high internal resistance limited the
conversion efficiency of the cell for H2 evolution, which was calculated to be
0.25% at zero bias (based on a total electrode area of 1.9 cm2 and 85mWcm–2

of net incident simulated sunlight). An oxide layer forming on the surface of the
p-GaP was the likely cause of the device instability.61

Very little research attention was given to constructing photoanode/photo-
cathode tandem devices for many years after this seminal demonstration. More
recently, following the advances in oxide photoanode performance, additional
demonstrations of photoanode/photocathode tandem devices have appeared.
For example, while also known to be unstable in aqueous systems,23 GaInP2

(Eg¼ 1.83 eV) photocathodes have been combined with either WO3
50 or

Fe2O3
62 photoanodes by Wang and Turner. Under intense white light

illumination (4200mWcm–2) the WO3/GaInP2 combination produced a
detectable photocurrent that rose linearly with light intensity to reach
jop¼ 20 mAcm–2 at 1000mWcm–2. Due to the insufficient potential difference,
the system did not function at illumination intensities below 200mW/cm2 (re-
call that the minority carrier quasi Fermi level and thus the Dmex of each
electrode should change proportionally with the logarithm of the illumination
intensity). For the case of Fe2O3/GaInP2, negligible photocurrent was observed
even at 10 sun illumination due to the mismatch of the conduction band
minimum of the spray-pyrolyzed Fe2O3 thin film and the valence band max-
imum in the GaInP2. Employing surface dipoles to raise the conduction band63

of Fe2O3 may be useful for this combination of materials, which is clearly not
ideal. Moreover the limited availability of indium in the earth’s crust prevents
the application of this material on a global scale.

A more novel p-type material made from abundant elements, CaFe2O4

(Eg¼ 1.9 eV), has been paired with n-TiO2 (in a side-by-side configuration) to
give a device operating at jop ¼110 mA cm–2 in 0.1M NaOH with the light from
a 500W Xe lamp.64 However, the Faradaic efficiency for water splitting was
found to be only 12%, and Fe and Ca were detected in the electrolyte after the
device test.

Nanostructuring techniques have also been employed to enhance the per-
formance of inexpensive electrode materials for photoanode/photocathode
tandem cells. Grimes and co-workers used an anodization technique to oxidize
Cu-Ti films to obtain p-type nanotubular Cu-Ti-O films (1000 nm length, 65 nm
pore diameter, 35 nm wall thickness).65 The films were primarily CuO
(Eg¼ 1.4 eV) with a Cu4Ti3 impurity phase detected. These films (on trans-
parent F:SnO2 substrates) were placed in tandem with nanotubular TiO2 to
give a working tandem device (see Figure 4.9). A jop¼ 0.25mA cm–2 (ZSTH
around 0.30%) under standard illumination conditions and a reasonable
stability in the minutes time scale were observed (however, photocurrent was
negligible after 5 hours). It should be noted that the TiO2 was exposed to 1M
KOH while the Cu-Ti-O was exposed to 0.1M Na2HPO4 and the electrolyte
compartments were connected by a salt bridge. The dissimilar pH values lead to
a favourable chemical bias equivalent to about 0.4V in this case. Exposing the
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Cu-Ti-O to the KOH caused the rapid decay of photocurrent as the CuO was
reduced to copper. Recent efforts to stabilize p-type photocathodes using
overlayers deposited via atomic layer deposition may improve the performance
of this and many other photocathode materials.66

4.6 Practical Device Design Considerations

Regardless of the nature of the combination of devices chosen to make a
tandem cell for solar water splitting, consideration must be given to how the
device will be illuminated and how the evolved gases will be collected. This

Figure 4.9 (Top) Illustration of a D4 tandem cell comprised of n-type TiO2 and
p-type Cu-Ti-O nanotube array films, with their substrates connected
through an ohmic contact. (Bottom) Photocurrent from the D4 tandem
cell under global AM 1.5 illumination. Light is incident upon the oxygen
evolving TiO2 side of the diode, with the visible portion of the spectrum
passing to the Cu-Ti-O side. The n-TiO2 side of the device is kept
immersed in a 1 M KOH aqueous solution, the p-Cu-Ti-O side is kept
in 0.1 M Na2HPO4 with a salt bridge linking the two sides solution.
Reprinted with permission from G. K. Mor, et al., Nano Lett., 2008, 8,
1906–1911. Copyright 2008 American Chemical Society.
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latter point is especially important, given that the stoichiometric combination
of H2 and O2 produced during water splitting is highly explosive when mixed.
Thus, effective gas separation is necessary. Fortunately, the intrinsic con-
figuration of water splitting tandem cell – one side for water oxidation and
another side for water reduction – facilitates the separate collection of gases.
A simple device has been described which uses 2 electrolyte compartments with
identical compositions separated by a glass frit or membrane for ionic equili-
bration and to prevent reverse water splitting reaction from occurring.67 An
idealized variation of this device is shown in Figure 4.10a. Here, gravity is the
driving force for separating the bubbles of gas forming on the electrode’s
surface and the remaining electrolyte. However, this force is maximized when
the photoelectrodes are vertical, which requires the illumination direction to be
perpendicular to the gravitational force. Without using mirrors, this illumin-
ation condition is only satisfied at sunrise or sunset. Thus, additional device
considerations are necessary. For example, the device could simply be placed
with the photoanode facing in the direction of the Earth’s equator and at an
angle optimized to maximize insolation while still providing sufficient buoyancy

Figure 4.10 (Top) A simple schematic of a photoanode/photocathode tandem cell
with gas collection. (Bottom) Conceptual design of a large-scale reactor
with integrated tandem cells and flowing electrolyte to facilitate gas
collection.
The bottom figure is adapted with permission from E. L. Miller, et al.,
Int. J. Hydrogen Energy, 2003, 28, 615–623. Copyright 2003 Elsevier.
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force. At large latitudes (north or south), this would allow for near optimal
illumination during the whole day while also permitting the gravity collection
of the gases. Since the illumination direction near the equator is parallel to the
gravitational force, the cells should be oriented flat with respect to the earth’s
surface to maximize insolation. This leads to difficulties with bubble accumu-
lation at the surface of the bottom cell which would reduce the performance of
the tandem cell by lowering the surface area of the electrode exposed to the
electrolyte.

Relying on gravity to separate the evolved gases from the electrolyte also
requires the bubbles to reach a certain size before buoyancy forces become
larger than surface forces and they detach from the photoelectrode surface in
any orientation. Thus to overcome any potential losses in the large scale im-
plementation of the tandem cell, a trough-type flow design has been proposed
(Figure 4.10b). Here two glass frits (or membranes) are used to prevent mixing
of the two electrolyte compartments, and the electrolyte is pumped though the
two compartments.68 The flowing electrolyte adds an extra force to shear the
bubbles off the surface, which are then carried along with the electrolyte to
separating tanks where the gases are collected at ambient pressure. This type of
system would allow the tandem cell to be at any angle, enabling the optimum
insolation at any latitude or by using solar tracking without any concern of
bubbles masking the active area of either electrode.

In addition to these relatively simple methods of tandem cell device imple-
mentation, many other systems have been proposed for different operation
scales, and even with concentrated sunlight.68,69 A common issue addressed in
tandem cell device design is implementing separate functional layers for cata-
lysis or protection. Of course these layers increase the cost of the system, but
they are necessary when employing unstable materials or those with large
overpotentials. The potential cost of producing the tandem device and its
longevity are equally important as its overall solar-to-hydrogen efficiency. Is
has been estimated that a device lifetime of 10 years, a cost of 100 US$ m–2, and
a ZSTH¼ 10% are necessary to produce hydrogen by PEC at a cost comparable
to that of steam reforming of methanol (H2 at a price of about 5 US$ kg–1).70

Thus reducing device complexity and employing inexpensive fabrication
methods while employing stable materials are the main issues for the practical
implementation of the solar water splitting tandem cell.

4.7 Summary and Outlook

In this chapter, the motivation and theoretical framework for the PEC water
splitting tandem cell were examined. While a single perfect material (in an S2
scheme) could reasonably convert 10% of the incident solar irradiation to
chemical energy stored in hydrogen, that single perfect material has not been
found. An integrated tandem approach (D4 scheme) could reasonably convert
over 20% of the sun’s energy (even with large assumed losses) and is more
flexible regarding material choice. Many different systems have been investi-
gated using various combinations of photovoltaic cells and photoelectrodes.
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In order to be economically competitive with simple ‘‘brute force’’ strategies or
the production of H2 from fossil fuels, a practical water splitting tandem cell
must optimize cost, longevity and performance. Due to the lack of stable
photocathode materials, a promising approach to meet the cost and perform-
ance targets is to use a stable photoanode material in tandem with an in-
expensive PV cell like the dye sensitized solar cell (DSSC). Promising
photoanode materials are stable transition metal oxides exemplified by
hematite (a-Fe2O3), which has vast potential given its band-gap, energy levels,
abundance, and stability. The successful demonstration of a D4 Fe2O3 DSSC
tandem cell with an solar-to-hydrogen efficiency of 1.17%, demonstrates the
convincing promise of this device, but much more research is needed to realize a
D4 tandem device with an ZSTH410%. Further reducing the overpotential for
the oxygen evolution reaction (by passivating surface traps and adding cata-
lysts)71,72 and increasing the photocurrent (by nanostructuring)73–75 are, at the
time of writing, ongoing research topics for hematite and other encouraging
photoanode materials. Device complexity and cost would also drop dramat-
ically if stable photocathode materials with suitable band-gap energies for
employment with hematite were developed. Other chapters of this book are
dedicated to describing approaches to improving the performance of materials
like hematite and to finding new materials that will someday be employed in an
efficient, inexpensive and stable tandem device for the overall conversion and
storage of the sun’s energy into molecular hydrogen.
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CHAPTER 5

Particulate Oxynitrides for
Photocatalytic Water Splitting
Under Visible Light

KAZUHIKO MAEDA AND KAZUNURI DOMEN*

The University of Tokyo, Department of Chemical System Engineering,
7-3-1 Hongo, Bunkyo-ku, Tokyo, 113-8656, Japan
*Email: domen@chemsys.t.u-tokyo.ac.jp

5.1 Introduction

Catalytic splitting of pure water into hydrogen and oxygen in the presence of
semiconductor powders with visible light is a promising approach from the
viewpoint of converting solar energy into chemical energy. The reaction (eq.
(1)) is typical of ‘‘uphill-type reaction’’ with a large positive change in the Gibbs
free energy (DG0¼ 238 kJ�mol–1).

2H2O! 2H2þO2 ð1Þ

whose half reactions are described as follows:

2Hþ þ 2e� ! H2 ð2Þ

2H2Oþ 4hþ ! O2 þ 4Hþ ð3Þ

The research was initially triggered by the potential of TiO2-based photo-
electrochemical reactions for the decomposition of water into H2 and O2.

1

Since then, a range of semiconductor materials have been examined as
powder photocatalysts in view of the emphasis placed on large-scale
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hydrogen production.2–6 For efficient solar energy conversion, a photocatalytic
material that can work under visible light (l4400 nm) – the main component
of sunlight – needs to be devised.

Figure 5.1 shows a schematic illustration of the basic principle of overall
water splitting on a semiconductor particle. Under irradiation with an energy
equivalent to or greater than the band gap of the semiconductor photocatalyst,
electrons in the valence band are excited into the conduction band, leaving
holes in the valence band. These photogenerated electrons and holes cause
reduction and oxidation reactions, respectively. To achieve overall water
splitting, the potential equivalent to the bottom of the conduction band must be
more negative than the reduction potential of H1 to H2 (0V vs. NHE at pH 0),
while the top of the corresponding potential for valence band must be more
positive than the oxidation potential of H2O to O2 (1.23V vs.NHE). Therefore,
the minimum photon energy thermodynamically required to drive the reaction
is 1.23 eV, which corresponds to a wavelength of ca. 1000 nm, in the near in-
frared region. Accordingly, it would appear possible to utilize the entire spec-
tral range of visible light (400olo800 nm). However, there are activation
barriers in the charge transfer processes between the photocatalyst and water
molecules, necessitating a photon energy greater than the band gap of the
photocatalyst to drive the overall water-splitting reaction at a reasonable rate.
In addition, the back reaction; that is, water formation from H2 and O2, must
be strictly inhibited, and the photocatalysts themselves must be stable in the
reaction. Although there is a large number of materials that possess suitable
band-gaps, materials that function as a photocatalyst for overall water splitting
are limited due to other factors, as will be mentioned later.

Since 1980, many metal oxides have been examined as photocatalysts for
water splitting. They include transition metal oxides containing metal ions of
Ti41, Zr41, Nb51, Ta51, or W61 with d0 electronic configuration and typical
metal oxides having metal ions of Ga31, In31, Ge41, Sn41, or Sb51 with d10

Figure 5.1 Basic principle of overall water splitting on a semiconductor particle.
Reprinted with permission from Reference 3. Copyright 2007 American
Chemical Society.
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electronic configuration.4,5 More than 100 metal oxides have been reported to
exhibit water splitting activity, and some have achieved high quantum effi-
ciencies of several tens of percent. However, metal oxide photocatalysts in
principle work only under UV light (lo400 nm), as explained later. Although
some non-oxide materials such as CdS and CdSe have been examined, par-
ticularly for visible-light catalysis, successful photocatalytic systems have yet to
be achieved, primarily due to the lack of oxygen productivity and inherent
instability of the materials.7,8

The two major obstacles to the development of powder photocatalysts are
the discovery of new stable photocatalytic materials and the construction of a
suitable visible light-driven photocatalytic system. The application of metal
oxides for photocatalysis in the visible-light region is complicated by the deep
valence band positions (O2p orbitals) of these materials, resulting in a band gap
that is too large to harvest visible light.9 In general, the conduction band of a
metal oxide photocatalyst is formed by empty d orbitals of a transition metal or
s,p orbitals of a typical metal, which lie above the water reduction potential of
H2O (0V vs. NHE at pH 0). On the other hand, the potential of the valence
band, which consists of O2p orbitals (ca. þ3 V), is considerably more positive
than the water oxidation potential (1.23V). Therefore, the band gaps of metal
oxide photocatalysts inevitably become wider than 3 eV, if they meet the
thermodynamic requirement for water splitting.

Since the N2p orbital has a higher potential energy than the O2p orbital, it
would be interesting to use a metal nitride or metal oxynitride as a photo-
catalyst. Figure 5.2 shows the schematic band structures of the metal oxide
NaTaO3 and (oxy)nitride BaTaO2N, both of which have the same perovskite
structure.3 The top of the valence band (i.e. the highest occupied molecular
orbital, HOMO) of the metal oxide consists of O2p orbitals. When N atoms are

Figure 5.2 Schematic band structures of a metal oxide (NaTaO3) and metal (oxy)ni-
tride (BaTaO2N).
Reprinted with permission from Reference 3. Copyright 2007 American
Chemical Society.
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partially or fully substituted for O atoms in a metal oxide, the HOMO of the
material is expected to shift above that of the corresponding metal oxide
without affecting the level of the bottom of the conduction band (i.e. the lowest
unoccupied molecular orbital, LUMO). DFT band structure calculations for
BaTaO2N indicated that the HOMO consists of hybridized N2p and O2p or-
bitals, whereas the LUMO is mainly composed of empty Ta5d orbitals. The
HOMO for the (oxy)nitride is at a higher potential energy than that of the
corresponding oxide due to the contribution of N2p orbitals, making the band
gap small enough to respond to visible light (o3 eV). Similar results were ob-
tained in calculations for other (oxy)nitrides. In this chapter, (oxy)nitrides are
presented as non-oxide type materials for photocatalytic water splitting under
visible light, focusing on recent research progress made by the authors’ group.

5.2 Oxynitrides Having Early-Transition Metal Cations

Some particulate (oxy)nitrides containing early transition-metal cations are
stable and harmless materials, and can be readily obtained by nitriding a cor-
responding metal-oxide powder.10–26 Note that this type of material differs
from materials doped with nitrogen. Figure 5.3 shows the UV-visible diffuse
reflectance spectra (DRS) for certain (oxy)nitrides containing transition-metal
cations of Ti41, Nb51 and Ta51 with d0 electronic configuration. It is clear that
these (oxy)nitrides possess absorption bands at 500–750 nm, corresponding to
band-gap energies of 1.7–2.5 eV that are estimated from the onset wavelengths
of the absorption spectra. As expected from DFT calculations, these (oxy)ni-
trides have band-edge potentials suitable for overall water splitting, as revealed

Figure 5.3 UV-visible diffuse reflectance spectra for (oxy)nitrides containing Ti41,
Nb51, and Ta51.
Reprinted with permission from Reference 3. Copyright 2007 American
Chemical Society.
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by UV photoelectron spectroscopy (UPS) and photoelectrochemical (PEC)
analysis.16 For example, it has been revealed that the tops of the valence bands
are shifted to higher potential energies in the order Ta2O5oTaONoTa3N5,
whereas the potentials of the bottoms of the conduction bands remain almost
unchanged, as shown in Figure 5.4.

As overall water splitting is generally difficult to achieve due to the up-hill
nature of the reaction, photocatalytic activities of a number of (oxy)nitrides for
water reduction or oxidation were examined in the presence of methanol or
silver nitrate as a sacrificial reagent. The reactions using sacrificial reagents
are not ‘‘overall’’ water splitting reactions, but are often carried out as test
reactions for overall water splitting.3,4 Table 1 lists the photocatalytic activities
of some d0-(oxy)nitrides for H2 or O2 evolution in the presence of sacrificial
reagents. These (oxy)nitrides exhibited relatively high photocatalytic activity
for water oxidation to form molecular oxygen under visible irradiation
(l4420 nm), with some exceptions, such as ATaO2N (A¼Ca, Sr, Ba) and
LaTaON2. Among this group, TaON achieved the highest quantum efficiency
of 34% (entry 5, Table 1).12 It should be noted that water oxidation involving a
4-electron process can be achieved by (oxy)nitrides with high quantum effi-
ciencies, although silver nitrate is used as an electron accepter in such a system.
In contrast, nitrogen-doped TiO2 displayed negligible activity for this reaction
under the same reaction conditions (entry 11, Table 1). (Oxy)nitrides also
produced H2 from an aqueous methanol solution upon visible irradiation when
loaded with nanoparticulate Pt as a cocatalyst for H2 evolution. In most cases,
a low level of N2 evolution accompanied the initial stage of photocatalytic
reactions over these catalysts, indicating that the (oxy)nitride is partially

Figure 5.4 Schematic illustration of band structures of Ta2O5, TaON and Ta3N5.
Reprinted with permission from Reference 16. Copyright 2003 American
Chemical Society.
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decomposed by the photogenerated holes (instead of water oxidation) ac-
cording to the reaction:

2N3� þ 6hþ ! N2 ð4Þ

However, the production of N2 was completely suppressed as the reaction
progresses, and no change in the XRD pattern of the (oxy)nitrides as a result of
the reaction has been detected. It thus appears that (oxy)nitride photocatalysts
are essentially stable in the individual water reduction and oxidation reactions.

5.3 Improvement of Water Reduction Activity of

d
0
-(Oxy)nitrides

It should be noted that the activities for H2 production are about an order of
magnitude lower than for O2 evolution, although the photocatalytic perform-
ance for H2 evolution is stable. In this context, several new modifications to
enhance the H2 evolution rate of (oxy)nitrides have been pursued. Here we
introduce such an attempt to reduce the particle size of Ta3N5. Nanoparticulate
Ta3N5 can be readily prepared from nanoparticulate Ta2O5 precursor prepared
through a precipitation method.21 Compared to the conventional bulk-type
Ta3N5 particles (300–500 nm), nanoparticulate Ta3N5 with a smaller particle
size of 30–50 nm was shown to exhibit enhanced photocatalytic activity for H2

evolution from aqueous solution containing methanol as an electron donor
under visible light. Diffuse reflectance spectroscopy and PEC measurements

Table 5.1 Photocatalytic activities of (oxy)nitrides with d0 electronic
configuration for H2 or O2 evolution in the presence of sacrificial
reagents under visible light (l4420 nm).a

Entry Oxynitride
Band gap
energyb/eV

Activity/mmol � h–1

Ref.H2
c O2

d

1 LaTiO2N 2.0 30 41 15
2 Ca0.25La0.75TiO2.25N0.75 2.0 5.5 60 15
3 TiNxOyFz 2.3 0.2 43 17, 19
4 CaNbO2N 1.9 1.5 46 14
5 TaON 2.5 20 660 12
6 Ta3N5 2.1 10 420 13
7 CaTaO2N 2.4 15 0 18
8 SrTaO2N 2.1 20 0 18
9 BaTaO2N 1.9 15 0 18
10 LaTaON2 2.0 20 0 18
11 N-doped TiO2 2.6e n.d. 1.6 17, 19

aReaction conditions: 0.2–0.4 g of catalyst, 200mL aqueous solution containing sacrificial reagents,
300W xenon lamp light source, Pyrex top irradiation-type reaction vessel with cutoff filter.
bEstimated from onset wavelength of diffuse reflectance spectra.
cLoaded with nanoparticulate Pt as a cocatalyst, reacted in the presence of methanol (10 vol%),
sacrificial reagent.
dSacrificial reagent: silver nitrate (0.01M).
eEnergy gap estimated from a shoulder peak (400–500 nm).
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suggested that the enhancement was due to the promotion of the water re-
duction process originating from the lower defect density of the material. It is
also possible to prepare nanosized Ta3N5 particles through a template ap-
proach using a mesoporous carbon nitride (mpg-C3N4),

22 which has a potential
to reduce or oxidize water with visible light as well.27,28 This method allows one
to prepare Ta3N5 nanoparticles with a primary particle size that in principle
reflects the pore size of mpg-C3N4. Nanoparticles Ta3N5 having the smallest
particle size, which was prepared from mpg-C3N4 with a pore size of 7 nm,
showed approximately one order of magnitude higher activity than bulk
Ta3N5, as shown in Figure 5.5. In addition to the low particle size and high
surface area, the low density of defect sites would also result in an improvement
of the activity, since fewer defect sites would be favorable for electron migration
from the Ta3N5 bulk to the surface and/or electron transfer from the con-
duction band of Ta3N5 to the loaded Pt.21

Reducing the particle size of TaON, which exhibits higher activity than
Ta3N5 (see Table 1), has been examined in a similar manner. However, it was
difficult to suppress the generation of defects during the nitridation process,
because TaON is an intermediate phase between Ta2O5 and Ta3N5.

23 As a
result, the as-obtained TaON did not show an appreciable increase in photo-
catalytic activity, despite a relatively small particle size (50–80 nm). Although
the calcination of solid photocatalysts after preparation has been demonstrated
to be an effective approach for reducing the density of defects,29,30 such post-
calcination appears to be disadvantageous for TaON due to its low thermal

Figure 5.5 Time courses of 0.5wt% Pt-loaded Ta3N5 samples for H2 evolution from
aqueous methanol solution under visible light (l4400 nm), along with a
TEM image of Ta3N5 nanoparticles. Catalyst (0.2 g); an aqueous
methanol solution (20 vol%, 400mL); light source, high pressure mercury
lamp (450W); inner irradiation-type reaction vessel made of quartz or
Pyrex with or without an aqueous NaNO2 solution (2M) filter.
Reprinted with permission from Reference 22. Copyright 2010 The Royal
Society of Chemistry.
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stability. In fact, post-calcination of TaON under O2 or N2 results in a decrease
in activity.31 The elimination of defects in TaON therefore remains a challenge.

To overcome this, a new method to reduce surface defects on TaON was
applied using ZrO2 as a ‘‘protector’’ through a surface modification techni-
que.24 Specifically, monoclinic ZrO2 nanoparticles are dispersed on the surface
of Ta2O5 precursor before nitridation, thereby protecting Ta51 cations in the
TaON surface from being reduced by H2 (derived from disassociation of NH3

at high temperatures) during nitridation, as schematically illustrated in
Figure 5.6. As has been observed for other (oxy)nitrides such as LaTiO2N

15

and TiNxOyFz,
19 the reduction of Ta51 cations in TaON during nitridation

generates reduced tantalum species, which can act as recombination centers
between photogenerated electrons and holes. On the other hand, when ZrO2 is
loaded on the surface of Ta2O5, tantalum cations at the interface between
Ta2O5 (and/or TaON) and the loaded ZrO2 are expected to interact with ZrO2

and thereby become more cationic. As a result, the formation of reduced
tantalum species on the TaON surface is effectively suppressed by prior loading
with nanoparticulate ZrO2. As expected, the as-prepared ZrO2-modified TaON
(represented as ZrO2/TaON) exhibited enhanced water reduction behavior
compared to unmodified TaON. This enhancement of activity is attributed to
the reduced density of defects in ZrO2/TaON, which contributes to a lower
probability of undesirable electron-hole recombination in ZrO2/TaON than in

Figure 5.6 Nitridation of ZrO2/Ta2O5 composite to produce ZrO2/TaON while
suppressing the production of reduced tantalum species (defect sites)
near the surface of the material.
Reprinted with permission from Reference 24. Copyright 2008 The
Chemical Society of Japan.
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TaON. This material is also applicable to a building block for H2 evolution in a
two-step water splitting system under visible light, as will be presented later.

Improvement of water reduction was also attempted for a mixed metal
oxynitride, CaTaO2N.26 CaTaO2N was successfully prepared by nitriding a
mixture of layered Ca-Ta oxide (RbCa2Ta3O10 or HCa2Ta3O10) and CaCO3

under NH3 flow. The as-prepared CaTaO2N consisted of aggregated nano-
particles with a primary particle size of 50–100 nm, and had a lower density of
anionic defects. Compared to CaTaO2N prepared from a bulk-type Ca-Ta
oxide in a conventional manner, CaTaO2N derived from the layered oxides
exhibited an enhanced photocatalytic activity (about 2.5 times) for H2 evo-
lution under visible light.

5.4 Ge3N4, a Typical Metal Nitride with d
10

Electronic

Configuration

As described above, (oxy)nitride photocatalysts having the ability to reduce
and/or oxidize water under visible light had been composed of transition-metal
cations of Ti41, Nb51, or Ta51 with d0 electronic configuration. From the
viewpoint of the electronic band structure, however, d10-based semiconducting
materials are advantageous over the d0 configurations as a photocatalyst in that
while the top of the valence band consists of O2p orbitals, the bottom of the
conduction band is composed of hybridized s,p orbitals of typical metals.5 The
hybridized s,p orbitals possess large dispersion, leading to increased mobility of
photogenerated electrons in the conduction band and thus high photocatalytic
activity. This has stimulated study of (oxy)nitrides with the d10 electronic
configuration as photocatalysts for overall water splitting.

(Oxy)nitrides with a d10 electronic configuration are therefore of interest as
potentially efficient photocatalysts for overall water splitting. In evaluating
such d10-compounds according to this hypothesis, b-Ge3N4 was examined as a
water-splitting photocatalyst.32 This compound can be readily prepared by
nitriding GeO2 powder at 1123–1223K for 15 h. HR-TEM images and an
electron diffraction pattern of the as-prepared b-Ge3N4 indicated it to consist of
primary well-crystallized rod-like particles with a hexagonal crystal system. The
specific surface area of the as-prepared b-Ge3N4 was ca. 2.4m

2/g.
It was found that b-Ge3N4 loaded with RuO2 nanoparticles functions as a

photocatalyst for overall water splitting. This was the first case involving a non-
oxide photocatalyst for the cleavage of pure water. Since this discovery, the
photocatalytic properties and effects of post-treatment to enhance the activity
of Ge3N4 have been examined in detail.33,34 The relationship between the
structural characteristics and the photocatalytic performance of Ge3N4 has also
been investigated.35 Unfortunately, the band gap of b-Ge3N4 is about 3.8 eV,
which is responsive only to ultraviolet light.34 Figure 5.7 shows the dependence
of the photocatalytic activity of RuO2-loaded b-Ge3N4 for overall water
splitting on the wavelength of incident light, along with a typical DRS of
b-Ge3N4. The rate of H2 and O2 evolution in overall water splitting decreased
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with increasing the wavelength of the incident light, due to a decrease in the
number of incident photons from the light source. No H2 and O2 evolution was
observed when the reaction was carried out at wavelengths longer than 400 nm
or in the dark. These results indicate that the sharp absorption band at 350 nm,
indicative of the band gap transition from the valence band formed by N2p
orbitals to the conduction band formed by Ge4s,4p hybridized orbitals, con-
tributes to promoting overall water splitting on RuO2-loaded b-Ge3N4. In
addition, it is clear that the broad absorption in the visible-light region as-
signable to impurities and/or defect sites is not available for the reaction. This
situation forced us to search for a new d10 compound that can function under
visible light.

5.5 GaN-ZnO and ZnGeN2-ZnO Solid Solutions

To devise a new oxynitride with d10 electronic configuration that can de-
compose water under visible light, the solid solution of GaN and ZnO,
(Ga1–xZnx)(N1–xOx), was examined.36,37 The (Ga1–xZnx)(N1–xOx) solid solu-
tion is typically synthesized by nitriding a mixture of Ga2O3 and ZnO. Elem-
ental analyses by inductively coupled plasma optical emission spectroscopy
(ICP-OES) revealed that the ratios of Ga to N and Zn to O in the as-prepared
material are close to unity, and N and O concentrations increase with the
Ga and Zn concentrations, respectively. The atomic composition is controllable
by changing the nitridation conditions.37 X-ray diffraction and neutron
powder diffraction analyses showed that the prepared samples are solid

Figure 5.7 (Left) Dependence of photocatalytic activity of 1 wt% RuO2-loaded b-
Ge3N4 for overall water splitting on wavelength of incident light: l4 (A)
200, (B) 300, and (C) 400 nm. Catalyst (0.5 g); an aqueous H2SO4 solution
(1M, 350–400mL); light source, high pressure mercury lamp (450W);
inner irradiation-type reaction vessel made of quartz or Pyrex with or
without an aqueous NaNO2 solution (2M) filter. (Right) UV-visible
diffuse reflectance spectrum of b-Ge3N4.
Reprinted with permission from Reference 34. Copyright 2007 American
Chemical Society.
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solutions of GaN and ZnO with no interstitial sites and no large disorder in the
material.38

While GaN and ZnO both have band gap energies greater than 3 eV and thus
do not absorb visible light, the (Ga1–xZnx)(N1–xOx) solid solution has ab-
sorption edges in the visible region. Figure 5.8 shows the UV-visible DRS for
several samples. The absorption edge of (Ga1–xZnx)(N1–xOx) lies at a wave-
length longer than those of GaN and ZnO and shifts to longer wavelengths with
increasing Zn and O concentration (x) in (Ga1–xZnx)(N1–xOx). The band gap
energies of the solid solutions are estimated to be 2.4–2.8 eV based on the DRS.
It is thus clear that the visible-light-response of (Ga1–xZnx)(N1–xOx) originates
from the presence of ZnO in the crystal. Initially, the origin of the visible-light
absorption was thought to be band-gap narrowing of GaN due to p–d
repulsion between Zn 3d and N 2p electrons in the upper part of the valence
band.36,37 Follow-up studies on the electronic structure of GaN-rich
(Ga1–xZnx)(N1–xOx) using photoluminescence spectroscopy and DFT calcula-
tions suggested that this material absorbs visible light via electron transitions
from the Zn acceptor level to the conduction band while maintaining the band-
gap structure of the host GaN, as illustrated in Figure 5.9.39,40 Because the
concentration of Zn in (Ga1–xZnx)(N1–xOx) is relatively high, the acceptor level,
which is filled with electrons derived from O donor levels (or thermal exci-
tation), is likely to behave as an impurity band with a high density of states.
Electrons can thus be transferred from the Zn acceptor level to the conduction
band by visible-light absorption.

The as-prepared (Ga1–xZnx)(N1–xOx) exhibited little photocatalytic
activity for water decomposition even under UV irradiation. However, modi-
fication by surface deposition of metal oxide nanoparticles as cocatalysts

Figure 5.8 UV-visible diffuse reflectance spectra for various (Ga1–xZnx)(N1–xOx)
solid solutions.
Reprinted with permission from Reference 3. Copyright 2007 American
Chemical Society.
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resulted in clearly observable H2 and O2 evolution. The activity was strongly
dependent on the loaded cocatalyst, and a mixed-oxide of Rh and Cr (Rh2–y
CryO3) is the most effective for (Ga1–xZnx)(N1–xOx) among the co-catalyst
materials examined.41,42 Figure 5.10 displays a typical time course of water

Figure 5.9 Expected energy level diagram for impurity levels in undoped GaN,
Zn-doped GaN, and GaN-rich (Ga1–xZnx)(N1–xOx) solid solutions. Arrows
denote photoabsorbtion, photoluminescence, and thermal relaxation.
Reprinted with permission from Reference 40. Copyright 2010 American
Chemical Society.

Figure 5.10 Time courses of overall water splitting on (Ga1–xZnx)(N1–xOx) loaded
with Rh2–yCryO3 (1wt% Rh and 1.5wt% Cr) under (A) UV (l4300 nm)
and (B) visible light irradiation (l4400 nm). Reactions were performed
in pure water (370mL) with 0.3 g of catalyst powder under illumination
from a high-pressure mercury lamp (450W).
Reprinted with permission from Reference 42. Copyright 2011 Elsevier
B. V.
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splitting over Rh2–yCryO3-loaded (Ga1–xZnx)(N1–xOx). As can be seen, this
photocatalyst produced both H2 and O2 in the stoichiometric ratio (H2/O2¼ 2)
without noticeable degradation. The photocatalytic performance was also
dependent on the pH of the reactant solution.43 The photocatalyst exhibited
stable and high photocatalytic activity in an aqueous solution at pH 4.5 for as
long as three days. The photocatalytic performance at pH 3.0 and pH 6.2 was
much lower, attributable to corrosion of the cocatalyst and hydrolysis of the
catalyst. It has also been confirmed by X-ray diffraction, X-ray photoelectron
spectroscopy, and X-ray absorption fine structure that the crystal structure of
the catalyst and the valence state of both the surface and bulk do not change
even after reaction for three days at optimal pH (4.5). These results offer useful
guidelines for further research using other oxynitrides.

A solid solution of ZnGeN2 and ZnO, (Zn11xGe)(N2Ox), which is a similar
material to (Ga1–xZnx)(N1–xOx) in terms of crystal structure and optical ab-
sorption, has also been found to be an active and stable photocatalyst for
overall water splitting under visible light.44,45 Both ZnGeN2 and ZnO are
wide-gap semiconductors with band gaps larger than 3 eV, although the band
gap of ZnGeN2 is dependent on the crystal structure and composition.46 The
(Zn11xGe)(N2Ox) solid solutions can be prepared in a method similar to
(Ga1–xZnx)(N1–xOx), but with a mixture of ZnO and GeO2 as the starting
material. The crystal structure of the synthesized sample was confirmed by
both Rietveld analysis and neutron powder diffraction to be wurtzite with
space group P63mc.44 In the solid solution between ZnGeN2 and ZnO, the
oxygen atoms are replaced with nitrogen sites. The band gap of the material is
estimated to be 2.5–2.7 eV based on the absorption edges, which is smaller
than the band gaps of b-Ge3N4 (ca. 3.8 eV), ZnGeN2 (ca. 3.3 eV), and ZnO
(ca. 3.2 eV). Figure 5.11 shows DRS spectra of ZnGeN2, ZnO, and a solid
solution between the two, along with the proposed scheme of the origin of the
visible-light response. The visible-light response of the material originates
from the wide valence bands consisting of N2p, O2p, and Zn3d atomic
orbitals and p–d repulsion between Zn3d and N2p and O2p electrons in the
upper part of the valence bands. Therefore, the absorption edge of
(Zn11xGe)(N2Ox) tends to be located at longer wavelengths with increasing
ZnO content.

Neither ZnGeN2 nor ZnO alone exhibited photocatalytic activity for overall
water splitting under UV irradiation. However, (Zn11xGe)(N2Ox) became
photocatalytically active under visible irradiation when loaded with a proper
cocatalyst. Overall water splitting on a modified (Zn11xGe)(N2Ox) proceeded
by band gap photoexcitation from the valence band formed by N2p, O2p, and
Zn3d atomic orbitals to the conduction band consisting of Ge4s,4p hybridized
atomic orbitals. As demonstrated in the (Ga1–xZnx)(N1–xOx) section earlier, the
photocatalytic activity of the transition metal-loaded catalysts was improved
markedly by coloading Cr oxide.45 The largest improvement in activity was
obtained by loading the base catalysts with both 3 wt % Rh and 0.2 wt % Cr.
It was confirmed that catalytic gas evolution of Rh2–yCryO3-loaded
(Zn11xGe)(N2Ox) is stable for as long as 60 h.
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In addition to cocatalyst-loading, preparation conditions of (Zn11xGe)(N2Ox)
and the kind of precursors had a significant impact on the photocatalytic activity.
As mentioned earlier, (Zn11xGe)(N2Ox) are typically prepared by reaction of
GeO2 and ZnO under a NH3 flow at 1123 K. With increasing nitridation time, the
zinc and oxygen concentrations decreased due to reduction of ZnO and volatil-
ization of zinc, and the crystallinity and band gap energy of the product increased.
The highest activity for overall water splitting was obtained for the sample after
nitridation for 15 h. Structural analyses revealed that the photocatalytic activity of
(Zn11xGe)(N2Ox) for overall water splitting depends heavily on the crystallinity
and composition of the material. The preparation route had a strong influence on
photocatalytic performance of (Zn11xGe)(N2Ox).

47 Improving the homogeneity
of the (Zn11xGe)(N2Ox) powder, reducing the number of superficial defects or
increasing the crystallinity, showed a direct positive impact on the photocatalytic
activity for overall water splitting. On the other hand, photoreduction of water, a
half reaction of overall water splitting, occurred with low Zn/Ge ratios and water
oxidation requires a high crystallinity. Moreover, overall water splitting was
achieved only if the crystal phase is active enough for photoreduction.

A

(a)

(b)
B

C

Figure 5.11 UV-visible DRS traces for (A) ZnO, (B) ZnGeN2, and (C) a solid
solution between the two, (Zn1.44Ge)(N2.08O0.38).
Reprinted with permission from References 44 and 45. Copyright 2007
American Chemical Society.
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5.6 Two-Step Water Splitting Mimicking Natural

Photosynthesis in Green Plants

Despite the efforts mentioned above, overall water splitting using these d0-
(oxy)nitrides has yet to be achieved. One plausible explanation for this is that
they still have a high density of defect sites that can act as recombination
centers for photogenerated electrons and holes. Nevertheless, Z-scheme overall
water splitting under visible light has been achieved using several combination
of (oxy)nitrides in the presence of an IO3

–/I– shuttle redox mediator.
TaON modified with Pt was first applied as a component for H2 evolution in

a two-step water splitting system.48 When it was combined with Pt-loaded WO3

as an O2 evolution photocatalyst, overall water splitting was achieved under
visible light in the presence of an IO3

–/I– shuttle redox. One reason for the
effectiveness of TaON as a H2 evolution component in an IO3

–/I–-based
Z-scheme system is the good ability of TaON to oxidize I– into IO3

–. However,
this in turn implies that it is difficult to apply TaON into an O2 evolution system;
I– ions are more susceptible to oxidation than water, thereby hindering water
oxidation catalysis. Actually, neither Pt/TaON nor TaON are active for O2

evolution half reaction from aqueous NaIO3 solution. Interestingly, modification
of TaON with nanoparticulate RuO2 resulted in observable O2 evolution.49

Structural analyses and (photo)electrochemical measurements revealed that the
activity of RuO2/TaON is strongly dependent on the generation of optimally
dispersed RuO2 nanoparticles, which simultaneously promote both the reduction
of IO3

– and oxidation of water.50 Thus, Z-scheme water splitting under visible
light has been achieved using modified TaON catalysts.

ZrO2/TaON, introduced earlier, exhibits higher performance for H2 evolution
in Z-scheme water splitting than TaON. In particular, combining Pt-loaded
ZrO2/TaON with Pt/WO3 and an IO3

�/I� shuttle redox mediator achieved
stoichiometric water splitting into H2 and O2 under visible light, yielding an
AQY of 6.3% under irradiation by 420.5 nmmonochromatic light under optimal
conditions, six times greater than the yield achieved using a TaON analog.51 To
the best of the authors’ knowledge, this is the highest reported value to date for a
non-sacrificial visible-light-driven water-splitting system.

Using ZrO2/TaON instead of TaON as a H2 evolution photocatalyst also
allowed one to apply a modified Ta3N5 as an O2 evolution photocatalyst, ex-
tending the available wavelength for O2 evolution up to 600 nm.52 In this case,
not only the use of ZrO2/TaON but also modification of Ta3N5 is very im-
portant. Modification of Ta3N5 with nanoparticulate Ir and rutile titania
(R-TiO2) achieved functionality as an O2 evolution photocatalyst in a two-step
water-splitting system with an IO3

–/I– shuttle redox mediator under visible light
(l4420 nm) in combination with a Pt/ZrO2/TaON H2 evolution photocatalyst.
The loaded Ir nanoparticles acted as active sites to reduce IO3

– to I–, while the
R-TiO2 modifier suppressed the adsorption of I– on Ta3N5, allowing Ta3N5 to
evolve O2 in the two-step water splitting system.

Although the absorption edge of TaON and ZrO2/TaON (H2 evolution
photocatalysts) is limited to 520 nm in wavelength, replacing these
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photocatalysts with BaTaO2N extended the wavelength available for H2 evo-
lution up to 660 nm.53 The photocatalytic performance of BaTaO2N for H2

evolution can be improved by 6–9 times as a result of forming a solid solution
with BaZrO3, due to an enhanced driving force for the redox reactions and the
reduction of defect density.54

Thus, several combinations of (oxy)nitrides for Z-scheme water splitting in
the presence of an IO3

–/I– shuttle redox mediator have been achieved, as
schematically illustrated in Figure 5.12. The absorption wavelength available
for the individual H2 and O2 evolution has been increased up to 660 nm and
600 nm, respectively. The next challenges remain in the promotion of electron
transfer between two semiconductors and in the suppression of backward
reactions involving shuttle redox mediators.

5.7 Photoelectrochemical Water Splitting Using

d
0
-Oxynitrides

(Oxy)nitrides are also useful as photoelectrode materials. While the separation
of H2 and O2 produced in water splitting reaction is one of the biggest issues to
be solved toward practical application, however, it is in principle possible to
produce H2 and O2 separately in a PEC cell, as shown in Figure 5.13. Besides,
in this approach, not only light energy but also electric energy can be put into
the system for operation, resulting in a relatively high incident photon-
to-current conversion efficiency (IPCE).

As mentioned earlier, most (oxy)nitrides have band edge potentials suitable
for water splitting under visible light (o3 eV). This suggests that they are, in
principle, capable of working as photoelectrodes to split water even without an

Figure 5.12 A schematic illustration of a two-step water-splitting system based on
oxynitrides in the presence of an iodate/iodide shuttle redox mediator.
The absorption edges of photocatalysts are also shown.
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externally applied potential. This is distinctly different from the conventional
metal-oxide based visible-light-responsive electrodes such as WO3 and Fe2O3,
which need an external bias for operation, due to their conduction band po-
tential being located at more positive potential than water reduction
potential.55,56

Several (oxy)nitrides such as TaON,31,57 Ta3N5,
58–60 and LaTiO2N,61,62 have

been studied as water-splitting photoelectrodes, and it was found that they
function as photoanode materials due to their n-type semiconducting character.
Abe et al. have developed a simple method for preparing efficient photoanodes
of TaON and Ta3N5.

57,60 In this method, TaON or Ta3N5 particles are first
deposited on a conductive glass (fluorine-doped tin oxide; FTO) substrate by
electrophoretic deposition, and then a necking treatment is applied to form
effective contacts between the deposited particles. Figure 5.14 displays the
structure of electrodes after various treatments and the corresponding per-
formance for PEC water splitting. The as-deposited TaON electrode, even after
calcination at 673K, gave little photoresponse (Figure 5.14(a)). However,
TaCl5 treatment followed by calcination at 723K in air resulted in an appre-
ciable increase in the photocurrent (Figure 5.14(b)). This increase in photo-
current was attributed to the presence of Ta2O5 bridges that promote electron
transfer between TaON particles. Subsequent heating of the same electrode
sample under NH3 significantly increased the photocurrent (Figure 5.14(c)).
XPS analysis indicated that most Ta2O5 bridges transformed into TaON,
greatly facilitating the interparticle electron transport in the electrode structure.
Modification of this electrode with colloidal IrO2, which is known to be an
effective catalyst for water oxidation,63 further enhanced the photocurrent
(Figure 5.14(d)). The onset potential of IrO2-loaded post-necked TaON elec-
trode was about �0.25V vs. RHE, indicating that the electrode can potentially
split water into H2 and O2 even without an applied bias. IrO2 loading was also
found to improve the stability of TaON electrodes during photoelectrolysis,
with nearly stoichiometric H2 and O2 evolution in a two-electrode

Figure 5.13 Photoelectrochemical water splitting systems using n-type semiconductor
photoanode (a), p-type semiconductor photocathode (b), and tandem
system (c).
Reprinted with permission from Reference 6. Copyright 2011 Elsevier B. V.
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configuration in the presence of an applied bias greater than 0.6V vs. Pt wire
cathode. A similar result was observed when Ta3N5 was employed as an anode
material. The IPCE of the optimized TaON and Ta3N5 electrode recorded at

(a) (b)

(c) (d)

Figure 5.14 (Top) Schematic illustration of post-necking process and IrO2 loading on
TaON, and (bottom) Current–potential curves in aqueous 0.1M Na2SO4

solution (pH 6) under chopped visible light irradiation (l4400 nm) for
TaON electrodes as-prepared (a), treated by TaCl5 (b), heated in NH3

(c), and loaded with IrO2.
Reprinted with permission fromReference 6. Copyright 2011 Elsevier B. V.
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1.15V vs. RHE was ca. 76% at 400 nm and 31% at 500 nm, the former of which
is the highest IPCE among oxynitride or nitride semiconductor photoelectrodes
reported so far.

In terms of available wavelength, photons with wavelengths up to 600 nm
are available for PEC water oxidation with Ta3N5

58–60 and LaTiO2N.61,62

However, no photoanode (including metal oxides) with a band gap smaller
than 2.0 eV (corresponding to a 600 nm absorption band) that can oxidize
water without application of an external potential (except through the use of a
tandem cell configuration64) has been reported to date. As the band gap of
a given material is decreased, the driving forces for water oxidation and
reduction should inevitably decrease, making water splitting more difficult.

In such a situation, a niobium-based oxynitride, SrNbO2N, was shown to
achieve the functionality as a photoanode to oxidize water even without ap-
plying an external bias.65 SrNbO2N is a perovskite-type oxynitride consisting of
relatively earth-abundant metals that has a band gap of ca. 1.8 eV.66 SrNbO2N
powder also has the ability to photocatalytically reduce or oxidize water into
H2 or O2 in the presence of proper electron donors or acceptors, respectively.
When particulate SrNbO2N modified with colloidal IrO2 is employed as a
photoelectrode for visible-light-driven water splitting, it acts as an active
photoanode to oxidize water, even without an externally applied potential.
Nearly stoichiometric H2 and O2 evolution was observed during photo-
electrolysis in a neutral electrolyte of Na2SO4 (pHE6) when a potential of
þ1.0-1.55V vs. RHE was applied.
Figure 5.15 shows the dependence of photocurrent generated from the post-

necked SrNbO2N electrode modified with colloidal IrO2 at 0.95V vs. RHE on
the cutoff wavelength of the incident light, along with the DRS of SrNbO2N.

Figure 5.15 Dependence of photocurrent generated from the IrO2-modified
SrNbO2N electrode (6 cm2) at 0.95V vs. RHE in aqueous 0.1M Na2O4

solution upon the cutoff wavelength of the incident light. Diffuse reflect-
ance spectrum for SrNbO2N is also shown.
Reprinted with permission from Reference 65. Copyright 2011 American
Chemical Society.
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The photocurrent was decreased with cutoff wavelength, reaching almost zero
at 700 nm, which corresponds to the absorption edge of SrNbO2N. This result
indicates that PEC water oxidation occurs through light absorption by
SrNbO2N, and that an absorption band at longer wavelengths, assignable to
reduced Nb species (e.g. Nb41) which are defects of the material, does not
contribute to the reaction. The main problem of this electrode material is the
low IPCE, which was 0.2% at 400 nm in the presence of a 1.23V (vs.
RHE) bias.

5.8 Conclusions

A range of (oxy)nitride materials for photocatalytic overall water splitting has
been developed. (Oxy)nitrides have been found to function as stable photo-
catalysts for water reduction and oxidation under visible irradiation, and the
(Ga1–xZnx)(N1–xOx) and (Zn11xGe)(N2Ox) solid solutions with d10 electronic
configuration have been shown to achieve overall water splitting under visible
light without noticeable degradation. Some of d0-type (oxy)nitrides are ap-
plicable to a two-step water splitting system that can harvest a wide range of
visible photons. Carefully prepared photoelectrodes based on d0-(oxy)nitrides
such as TaON and Ta3N5 exhibit excellent IPCEs for splitting water under
visible light in the presence of an external bias.
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CHAPTER 6

Rapid Screening Methods in the
Discovery and Investigation of
New Photocatalyst Compositions

ALLEN BARD,* HEUNG CHAN LEE, KEVIN LEONARD,
HYUN SEO PARK AND SHIJUN WANG

Chemistry and Biochemistry Department, University of Texas at Austin,
Austin Texas TX 78712-1224, USA
*Email: ajbard@mail.utexas.edu

6.1 Introduction

The search for new photocatalysts is driven by the desire to find an efficient and
stable, yet inexpensive material that will be useful for carrying out photoelec-
trochemical (PEC) reactions. Currently the generation of hydrogen or fuels by
photoelectrolysis of water (‘‘water splitting’’) is of interest. However, 40 years
of experience in this field has shown that photocatalyst materials can be
fabricated from many elements in the periodic table, and the efficiency for
conversion of photons to electrons and holes can depend on the composition of
the material, each involving 4 or more elements. Thus, the experimental
exploration to discover and optimize photocatalysts involves millions of
candidates. Rapid screening, involving the automated preparation of candidate
arrays and their testing, is a promising approach. Moreover, quantitative
comparisons of different elemental dopings of a given material can provide
useful data that can guide the formulation of theories and models as well as
indicate the compositional factors that are important in their behavior.
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Rapid screening methods have been developed extensively for a variety of
materials and films, e.g. catalysts, dielectrics, and phosphors.1–3 In the exam-
ination of inorganic materials as PEC catalysts, a number of screening methods
have been used, most of which center on creating electrodes consisting of arrays
of spots of photocatalysts, with each spot having a different composition. There
exists a variety of different methods of preparing arrays of photocatalysts in
addition to different methods of screening the arrays. One example is inkjet
printing, which is inexpensive, easy to use, and useful for the production of
luminescent metal oxide libraries and multiple-metal oxides. When using inkjet
printing to create photocatalyst arrays, the printers can either be inexpensive
‘‘off-the-shelf’’ consumer inkjet printers or research-grade ones. Consumer
inkjet printers typically produce triangular gradient patterns created from three
metal precursor solutions that replace the ink containers. From these patterns,
qualitative information can be obtained about which combinations of metal
precursors produce an increased photoresponse. Quantitative information can be
obtained from research-grade inkjet printers, where known amounts of the
precursor solution can be deposited. The Parkinson and Lewis groups utilized
inkjet printing of overlapping patterns of soluble metal oxide precursors onto
glass coated with fluorine-doped tin oxide (FTO).4–8 Subsequent annealing in the
air at temperatures below 550 1C yielded electrodes with patterns of mixed oxide
compositions. The mixed metal oxide patterns were immersed in an electrolyte
and the photocurrent responses were screened and mapped by scanning a green
laser over the material. The McFarland group reported their work on the
combinatorial production of materials by electrochemical synthesis and screen-
ing for water splitting through an automated electrochemical system.9–11 This
setup utilized a system with as many as 120 individual and isolated electro-
chemical cells (wells) into which different mixtures of precursors can be de-
posited, usually manually. A perforated Teflon block having an array of 10�12
holes of 6mm diameter was used to create the individual and isolated electro-
chemical cells, and FTO glass placed under the Teflon block was used as the
working electrode. A Pt wire counter electrode and Ag wire reference electrode
were moved from one cell to the next to carry out electrodeposition at each lo-
cation. In addition, the Maier group prepared a production array via sol-gel
processes by controlled pipetting robots and screening strategies to search for
novel hydrogen evolution photocatalysts.12

This chapter is mostly concerned with the techniques used in our laboratory,
which involve robotic preparation of arrays from solution dispensed with a pL
dispenser (described in Section 6.2) and screened by immersing the array in a
given test solution and employing a scanning fiber optic in a commercial
scanning electrochemical microscope (SECM) (described in Section 6.3). The
photocurrent is measured as the fiber optic passes over a given spot in the array.
It is also possible to detect photogenerated products electrochemically with a ring
electrode around the fiber optic. Section 6.4 expands screening to electrocatalysts
on the photocatalyst surface. Section 6.5 deals with establishing the composition
and characteristics of the successful array spots (‘‘hits’’) and their use in larger
PEC cells. Section 6.6 briefly considers correlations of doping effects with theory.
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6.2 Rapid Synthesis on Arrays

To screen photocatalysts rapidly, it is necessary to perform ‘‘synthesis on a
chip’’ where one can have many photocatalysts of different compositions on a
single compact electrode. These multi-component electrodes (referred to as
spot array electrodes) are typically composed of an array of spots on a single
support material, where each spot is a photocatalyst having a different com-
position. In most circumstances, one wants to screen photocatalysts rapidly to
investigate doped photocatalysts, composites comprising two or more elements,
or excesses and deficiencies of certain elements in multi-metal photocatalysts.
Spot array electrodes provide a convenient method for making these com-
parisons because the photocatalytic behavior of each spot can be measured
independently and used to determine the optimum photocatalyst composition.

An example of a spot array electrode in which the ratios of ZnxCd1�xSySe1�y
were examined using SECM is shown in Figure 6.1.13

Here, the spot array electrode contains 50 spots, each having a different
composition of ZnxCd1�xSySe1�y. The diagram in Figure 6.1(a) shows the
relative compositions of each element, where the numbers in each circle
represent the Zn/Cd ratio and the numbers next to each two-row set represent the
S/Se ratio. Figure 6.1(b) is a photograph of the finished spot array electrode.

As stated previously, spot array electrodes can be synthesized by different
methods, depending on the technique to be used for rapid screening. Here, we
focus mainly on fabricating spot array electrodes for rapid screening by
SECM.14 Generally, spot array electrodes for SECM are fabricated by dis-
pensing drops of a photocatalyst precursor solution onto a support electrode

Figure 6.1 (a) Dispensed pattern of ZnxCd1�xSySe1�y array where each spot has
different composition; number within a spot represent number of drops of
Zn21 and Cd21 solution and listing on right side are relative number of
drops of the S or Se precursor; (b) photograph of ZnxCd1�xSySe1�y array
sample. Spots with high S content are difficult to see against the white
background of the photo. Spot diameter about 230mm.
Reprinted with permission from G. Liu, C. Liu and A. J. Bard, J. Phys.
Chem. C, 2010, 114, 20997. Copyrightr 2010 American Chemical Society.
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followed by annealing to form the desired photocatalysts. Here, each spot has a
quantitatively different proportion of each photocatalyst component, and the
ratio of components is determined by the number of drops of each precursor
solution dispensed on each spot. The photocatalyst spots are typically created
using a piezo dispenser that delivers pL-drops of the appropriate precursor
solutions. These dispensers are computer-controlled to move and dispense
drops at precise locations. Typically, one precursor solution is dispensed at a
time. After one precursor solution is deposited, the solution is drained from the
dispenser and a second (and perhaps a third or fourth) precursor solution is
deposited at exactly the same position on the spot array electrode. The result is
an array of drops containing different pre-programmed amounts of each metal.
The distances between photocatalyst spots on the array are usually about
500–900 mm, with a spot diameter of approximately 200–500 mm as discussed in
Section 6.3. Multidispenser systems are also available, and these speed up array
preparation. With these, one must calibrate each dispenser drop size to es-
tablish each spot composition. Dispensers can have reproducibility problems
because they are easily clogged with particles and damaged by inadvertent
crashes with substrate. All solutions used in spot preparation should be filtered.

An example of dispensing equipment for creating spot array electrodes for
SECM is a CH Instruments model 1550 Dispenser (Austin, TX) with a
piezoelectric dispensing tip (MicroJet AB-01-60, MicroFab, Plano, TX) con-
nected to an XYZ stage driven by a computer-controlled stepper-motor system
(Newport). The applied potential and the pulse duration are controlled to
change the amount dispensed from the piezo-dispensing tip. Typical drop sizes
are B100 pL. For example, to get B100 pL/drop with the above equipment, a
potential of 80V is applied to the piezo-dispensing tip for 40 ms.15 The total
number of drops can vary depending on the resolution of concentrations
needed. For example, a total of 10 drops will give a 10% change/drop
in composition, while a total of 33 drops will give a 3% change/drop in
composition.

When creating spot array electrodes, great care must be taken when
producing the spots so that one can accurately compare their photocatalytic
behavior. To make accurate comparisons, it is important that each spot has the
same diameter and the same thickness. An example of an optical profile image
showing the uniformity of a good spot array electrode created by the piezo-
dispensing technique is shown in Figure 6.2.13

Here the optical profile image was measured by white light vertical scanning
interferometry using a commercial optical surface profiler (NT9100, Veeco,
New York).16 The color in Figure 6.2 represents the surface height of the spot
array electrode. In this example, each spot has a uniform thickness of 440 nm
and uniform diameter of 230 mm.

To create high-quality spot array electrodes for which accurate comparisons
between the spots can be made, one must consider several factors: the support
electrode material, the photocatalyst precursors, the solvents for the photo-
catalyst precursors, pretreatment of the support electrode, the spot deposition
method and conditions, spot size and spacing, and annealing of the electrode.
Here we provide guidelines for each of these factors for creating spot array
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electrodes to be screened by SECM. However, many of these guidelines
translate well to other array preparation techniques.

The support electrode must be conductive so that the photocurrent from
each individual spot can be measured from a single electrical contact. It should
also show low photocatalytic and dark electrochemical activity, so that the
background current density in the regions between the individual spots is sig-
nificantly lower than the photocurrent from individual spots. For example,
good photocatalysts, like doped BiVO4, can achieve a 10-fold increase in spot
current over the background current,15,17 although a factor of 2 between the
background current and spot current is also adequate.14,18 Finally, the support
electrode must be able to withstand the annealing temperatures required to
form the photocatalysts. FTO coated glass, a widely used substrate, is con-
ductive, shows low photocatalytic behavior, and can be safely heated to 550 1C
without decomposition or significant changes in conductivity.

When depositing spots of photocatalysts, it is usual to deposit precursor
solutions that contain metal salts and then to anneal these salts to obtain the
desired oxide or other compound. For single metal oxides (e.g. Fe2O3), the
precursor can be a simple nitrate or acetate salt (e.g. Fe3(NO3)3),

18 where any
component from the anion is removed by the annealing step. For multi-metal

Figure 6.2 Optical surface profile image of a spot array electrode.
Reprinted with permission from G. Liu, C. Liu and A. J. Bard, J. Phys.
Chem. C, 2010, 114, 20997. Copyrightr 2010 American Chemical Society.
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photocatalysts (e.g. BiVO4 or CuInSe2),
17,19 the individual metal salts are

mixed to keep ratios constant, or they can be deposited one at a time if different
ratios are to be studied. Typically, the precursor must be sufficiently soluble in
the solvent to achieve at least 0.1 M concentrations,14 which can create spots
with enough mass to generate sufficient photocurrent, while keeping the volume
of the precursor minimized to avoid intermixing and size variation between the
spots on the array electrode. However, in some of the inkjet printing techni-
ques, solution concentrations of 0.5M are used.6 There are some exceptions to
using either nitrate or acetate salts; one example is tungsten precursors, which
are typically (NH4)10H2(W2O7)�xH2O because of their high solubility.15

In addition to finding a solvent/precursor combination to achieve at least
0.1M concentrations, the solvent should also have a volatility that ensures high
spot uniformity and avoids ‘‘coffee rings’’. It is also important that the solvent
has a high contact angle when deposited on the support electrode. This ensures
adequate spacing between each spot and prevents individual spots from
running together during dispensing. The most popular solvent for deposition of
metal oxides onto FTO supports is ethylene glycol, which is able to dissolve
many metal salt precursors, has an appropriate volatility, and has a high
contact angle on well-cleaned FTO.

Preparation and cleaning of the support electrode is also important for
creating high quality spot array electrodes. When FTO is used, cleaning is
usually done by washing in water and ethanol and sonicating in ethanol for at
least 30 minutes. However, freshly cleaned electrodes typically have improved
wettability of the solvent on the substrate, which is not desirable for creating
spot array electrodes. This can be remedied by allowing the FTO to dry in air
for at least 12 hours before the dispensing step. This air drying process pre-
sumably provides an electrode that has adsorbed organics that cause a high
contact angle between the substrate and the precursor solution. In addition,
methanol6 or a siliconizing solution7 can also be used to increase the contact
angle between the solvent and the support electrode.

After the precursor solutions are deposited, the photocatalysts are formed by
an annealing process. For oxides, annealing in air is most convenient (most
oxides can be formed by firing at 500 1C for 3 h). When non-oxides are studied,
annealing can be performed in different environments. For example, in the case
of ZnxCd1�xSySe1�y, the metal precursors were 0.1M Zn(NO3)2 and Cd(NO3)2
in a water/glycerol solvent. The solutions to produce the anions were 0.2M
thiourea and dimethyl selenourea (containing 0.05M hydrazine). The arrays
were held at 100 1C for 12 hours under an Ar atmosphere to produce the mixed
sulfide–selenide photocatalysts.13

6.3 Rapid Screening with SECM

6.3.1 Method

An SECM typically involves an ultramicroelectrode (UME) that is scanned
close to a substrate of interest while generating a species that interrogates the
surface and reports back to the tip (called feedback).20 In PEC SECM
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applications, sometimes called scanning photoelectrochemical microscopy
(SPECM) (Figure 6.314,21), the tip is replaced by a fiber optic.14 This is coupled
to a Xe lamp directly focused on one end of the fiber optic via a five-axis fiber
aligner, the other end of the fiber optic irradiates spots on the substrate and the
photoresponse of the spot is recorded. From the photoresponses of each spot, a
photoactivity map of the total area of the substrate can be drawn.

An array of photocatalyst spots can be screened rapidly by this technique,
typically in 10 to 45 min. By measuring the comparative photoresponse of spots
with different compositions, the material compositions with the best

Figure 6.3 (a) Diagram of a spot array and resulting SECM image of the array
involving W doping of BiVO4. Brighter yellow spots indicate higher
photocatalytic activity of the specific composition.21(b) Schematic dia-
gram of scanning electrochemical microscope (SECM) with the fiber optic
for photoelectrochemical screening of a photocatalytic material array.14

Reprinted with permission from J. Lee, H. Ye, S. Pan, A. J. Bard, Anal.
Chem., 2008, 80, 7445; and H. Ye, J. Lee, J. S. Jang, A. J. Bard, J. Phys.
Chem. C, 2010, 114, 13322. Copyright 2008 and 2010 American Chemical
Society.
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photoactivity can be found21 (Figure 6.4). The size of the fiber optic, the di-
mension of the spots on the array, and the scan rate are important to ensure
high resolution of the SECM. Although a smaller irradiated area can provide
higher geometric resolution, the intensity of the light through the smaller
diameter optical fiber decreases the photocurrent, making fast scanning more
difficult.

Figure 6.4 (a) Schematic view of the fiber optic and the array substrate in the SECM
setup. (b) An image of spot array and (c) corresponding current vs.
distance plot. Peaks in (c) represent photoactivity of each spot. The
resolution of the peaks in (c) depends on dimensions in (a).
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When designing the spacing of a spot array electrode and the positioning of
the fiber optic cable, it is important to determine the signal resolution. The
signal resolution (Rs) can be determined by considering the geometry of the
SECM system assuming that (1) the photocurrent is sufficient to resolve the
peak current from the background current and (2) the tip scan rate (fiber optic
movement distance per unit time) is slow enough to a get steady state photo-
current at all points on the scan. We will discuss the dependence of pixel
resolution on scan rate below.

RS ¼
ds2 � ds1ð Þ

ws1 þ ws2ð Þ = 2 �
ds2 � ds1ð Þ

ws2
when ws1 � ws2 ð6:1Þ

In equation (6.1), ds1 and ds2 are the positions of two adjacent spots, spot 1
and spot 2, respectively along a line of spots, and ws1 and ws2 are the average
peak width of spot 1 and spot 2, respectively. The average peak width can be
approximated as the spot diameter (Dspot) when the spot diameter is larger than
the irradiation diameter (Dirr). When the irradiation diameter is larger than the
spot diameter, the average peak width can be approximated to the irradiation
diameter.

ws2¼Dirr; Dirr 4Dspot

¼Dspot; Dspot 4Dirr

ð6:2Þ

When the signal resolution is 1 or less, peaks are not well resolved, and a
resolution of at least 1.5 is recommended for direct comparison of photo-
currents generated at individual spots on a spot array electrode.

The actual irradiation diameter (Dirr) depends on the specifications of the
fiber optic (core diameter (Dfo) and numerical aperture (NA)) and the height
(Hfo) (i.e. the distance between the fiber optic and the substrate). The irradi-
ation diameter on the electrode surface can be calculated by,

Dirr¼Dfo þ 2Hfo tan y ð6:3Þ

The angle y can be determined from the definition of numerical aperture
(NA),

NA¼ n sin y ð6:4Þ

where n is the refractive index of the solution medium.
When a fiber optic (model FT-400-UMT with TECS 39) with a numerical

aperture of 0.39 and a core diameter of 400 mm is set 200 mm above the sub-
strate, the irradiation diameter is calculated to be 522 mm using the refractive
index of water of 1.33. If the spot size on the array is 300 mm, the peak width
can be estimated to be the irradiation diameter. Using a spot distance of
800 mm, the signal resolution is 1.5 and the spots will be sufficiently dis-
tinguishable from each other (Figure 6.4). From our experience, a fiber optic
with a 400 mm core diameter and a 750 mm coating diameter is suitable for
SPECM screening; fiber optics with smaller dimensions have poorer structural
strength and produce photocurrents that are too low to obtain useful results.
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In SECM, geometric scan rate is determined by two parameters – increment
distance and increment time. Increment distance is the distance the tip moves in
a given increment of time. Thus, the geometric scan rate is simply: Geometric
Scan Rate (mm/sec)¼ Increment Distance (mm) / Increment Time (s). The in-
crement distance determines the pixel size in an image, while the increment time
determines how long the current will be collected for one pixel. Because the
photocurrent of a semiconductor/electrolyte junction is limited by the photon
flux, the response should be immediate, and the increment time can be small
(B0.1 s) so as to reduce the overall scanning time. Figure 6.5 shows an example
of two pixel resolutions of an identical spot.

One can also detect the products of the photoreaction (e.g. oxygen) using an
optical fiber with a ring electrode as the SECM tip (Figure 6.6(b)).14 This tip
provides typical SECM-type measurements and collection of substrate gener-
ated products, during simultaneous irradiation of the substrate17,22

(Figure 6.6(a)). Using the tip-collection/substrate-generation (TC/SG) mode
of SECM, the photogenerated products can be collected at the ring electrode
when it is held at an appropriate potential. These types of measurements are
especially useful when the activities of electrocatalysts for specific reactions on
semiconductor electrodes are of interest.

6.3.2 Guidelines

The SECM cell for photocatalyst rapid screening consists of a Teflon cell body,
an O-ring, the spot array electrode, and a plastic piece that holds the array
against the O-ring and in contact with electrolyte in the cell (Figure 6.7). All
components are tightly assembled with screws. The cell body has one small
chamber for the counter electrode and a larger chamber for the reference
electrode. The O-ring limits the size of the array and is consistent with the
moving range of the stepper motors in the SECM. The size of the array should
be designed to this limitation.

Figure 6.5 Images of an identical spot with two different geometric scan rates
(500 mm/s and 1000 mm/s, increment distance¼ 50mm and 100 mm for left
and right image with increment times of 0.1 s for both). Pixel resolution on
left-hand image is four times better.
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The electrolyte for the screening is determined by the nature of the desired
photoreaction. If the goal of the experiment is to screen for the maximum
photoactivity of an n-type material, one can use a sacrificial reagent (e.g. SO3

2�)
as an electron donor that undergoes an irreversible reaction. If one is interested in
a specific reaction (for example water oxidation with an n-type semiconductor),
the corresponding solution would be water with buffer electrolyte at a particular
pH. In this case, recombination of photogenerated carriers with reaction
intermediates will often produce a smaller photocurrent than that seen with a
sacrificial donor. If the photoreaction at the semiconductor involves the
production or consumption of protons, the electrolyte should be adequately
buffered to prevent significant pH changes at the electrode surface.

The adhesive copper tape attached FTO of the array electrode substrate is
placed between the cell body and the back of the cell. The holes for working and

Figure 6.6 (a) Schematic diagram of tip-collection/substrate-generation mode of
SECM on the electrocatalyst array prepared on photoanode. (b) Photo-
graphic images of the ring-disk optical fiber electrode.22 Inset shows the
bright optical fiber when the light is on. SECM images of (c) photocurrent
at Co3O4 spot onW-doped BiVO4 with the substrate at 0.3V (vsAg/AgCl)
and (d) oxygen reduction current at the ring at �0.2V (vs Ag/AgCl)
in Ar-saturated 0.2M sodium phosphate buffer (pH 6.8) solution under
UV-visible light irradiation.17 Indicated negative current in (c) is anodic
current and positive current in (d) is cathodic current.
Reprinted with permission from H. Ye, H. S. Park, A. J. Bard, J. Phys.
Chem. C, 2011, 115, 12464 and Y. Cong, H. S. Park, S. Wang, H. X. Dang,
F.-R. F. Fan, C. B. Mullins, A. J. Bard, J. Phys. Chem. C, 2012, 116,
14541. Copyright 2011 and 2012 American Chemical Society.
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reference electrodes prevent them from interfering with the movement of the
SECM tip, i.e. the fiber optic and its holder. The optical fiber is positioned 100
to 200 mm above the substrate to prevent it from touching the substrate while
screening. This is accomplished by first touching the fiber optic to the FTO of
the substrate, tightening the fiber in the SECM tip holder, and then with-
drawing the fiber away from the substrate to the desired distance using the
piezoelectric or stepping motor actuator. The array can be irradiated with the
full light of the Xe lamp or at a given wavelength by inserting a bandpass filter
between the fiber optic aligner and the Xe lamp.

Many factors affect the image quality and current magnitude of the screened
array. Light intensity must be constant during the scanning. Thus, one needs to
wait until the Xe lamp has stabilized to prevent drifting of the light intensity
with time. Higher light intensities generally provide better signal to noise ratios.

Generally, screening is carried out under chronoamperometric conditions.
The potential of the substrate should be selected at a position where the dark
current is near zero while the photocurrent reaches its maximum level. For
example, for the current-potential profile of the photocatalyst shown in
Figure 6.8, holding the potential at þ0.2 to þ0.3 V vs. Ag/AgCl for screening
produces a high photocurrent while the dark current is small. The current scale
for the color-coded image needs to be adjusted for a good signal-to-noise ratio
and contrast between the different spots.

Even when the potential is set where the dark current is small, the back-
ground current from the substrate should be minimized. This often requires
adjusting the potential and allowing the background current to stabilize by
holding it in the dark for a significant time before scanning. For spots of the size
described here, a typical background current is on the order of 10�8 to 10�7A.
If the background current is significantly larger, leakage of solution to the

Figure 6.7 Photos of an SECM cell for PEC array screening. From the top,
assembled cell, cell body, O-ring, spot array electrode substrate with
adhesive copper tape attached, bottom side of the cell and screws.
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contact might be the cause. An unusually small background current, e.g. 10�9A,
might indicate bad contact to the FTO.

6.3.3 Data Analysis

In assessing the relative photocurrents of different spots and in searching for
‘‘hits’’, one should not set the current scale over too small or too large a range.
Typically the maximum should be at least 4 times the photocurrent of known
compositions, and thus the current scale has to be adjusted over a large enough
range that observed differences among spots are meaningful and that current
densities represent reasonable photo responses at the given light intensity. Also,
having two lines on the array (at top and bottom) with identical composition to
serve as internal controls is useful in avoiding misinterpretations, since these
two lines should be identical. Figure 6.913 shows examples of well resolved
SECM images taken from the spot array in Figure 6.1(a) in a 0.1M Na2SO4/
Na2S solution with the potential held at �0.4V vs Ag/AgCl with (a) UV-vis
and (b) visible light irradiation.

Figure 6.10 shows 5 spots with the same composition as a control line, a
spot array with the same component and the same concentration. Although the
first spot shows less photocurrent, the actual photocurrent difference is only
about 40 nA, which is not significant. In this case, the smaller photocurrent
was the result of non-uniform spot thickness. Non-uniformity of spot thickness
can cause errors in the relative spot evaluations and, as described above (e.g.

Figure 6.8 An example of a linear sweep voltammogram under chopped light. The
holding potential of the array electrode for the rapid screening can be
determined by the potential where the dark current is zero while photo-
current is maximized (here, 0.2 to 0.3V).
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Figure 6.2), one can evaluate spot thickness by white light interferometry or
atomic force microscopy. It is also possible to obtain absorbance spectra of
spots in an array with a fiber optic light source and a detector.13

6.4 Rapid Screening with Electrocatalysts

For many PEC reactions of interest, using electrocatalysts at the photocatalyst/
solution interface can promote the reaction, decrease surface recombination,
and improve stability.23,24 For example, for an n-type semiconductor one might
want to promote photogenerated holes to oxidize water molecules rather than
recombine with electrons or react with lattice anions leading to subsequent
decomposition. Two reactions of interest are those involved in water

Figure 6.9 SECM images of the spot array in Figure 7.1(a) in a 0.1M Na2SO4/Na2S
solution with the potential held at �0.4V vs Ag/AgCl with (a) UV-vis and
(b) visible light irradiation.
Reprinted with permission from G. Liu, C. Liu and A. J. Bard, J. Phys.
Chem. C, 2010, 114, 20997. Copyrightr 2010 American Chemical Society.

Figure 6.10 Spot array with the same component and the same concentration.
Although the first spot shows less photocurrent due to slight mismatch
of thickness, the actual photocurrent difference is only about 40 nA,
which is not significant.
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photolysis, i.e. the hydrogen evolution and oxygen evolution reactions (HER
and OER). Both are heterogeneous, multi-electron inner-sphere reactions,
which can limit the overall water photolysis rate because of slow kinetics.25

Consequently, electrocatalysts are often required to achieve reasonable re-
action rates. Extensive studies have been done to find good electrocatalysts for
the HER and OER on both conductor and semiconductor electrodes. For
example, Pt, Pd, Ru, Ni, Ni-Mo, MoS3, and many other materials have been
studied as HER catalysts26–29 and have been deposited on Si, Cu2O, SrTiO3,
and other photocathodes.30–32 Similarly, Co3O4, RuO2, MnO2, IrOx, Pt and
many other metal (hydr)oxides and complexes have been reported as good
OER electrocatalysts33–35 and have been applied to Fe2O3, BiVO4, TaON,
WO3, TiO2, and many other photoanodes.36–41 Thus, it is of interest to screen
different electrocatalysts on semiconductor photocatalysts. The existence of
catalyst-support interactions as well as molecular interactions between elec-
trocatalysts and adsorbates (e.g. hydroxides and protons) can affect the activity
of the electrocatalysts. This implies that the activity of a given electrocatalyst in
a PEC system may be different than that of the same electrocatalyst on a
conductive support in the dark.34,42,43

Rapid screening of photocatalysts with electrocatalysts is a valuable ap-
proach to finding a good combination of electrocatalyst and photocatalyst. For
example, the rapid screening of the electrocatalyst arrays prepared on photo-
electrodes has been demonstrated using SECM to study the OER activity of
several electrocatalysts on W-doped BiVO4.

17 In this study, the OER activity of
cobalt oxide electrodeposited from a phosphate medium (Co-Pi), Co3O4, Pt,
and IrOx on W-doped BiVO4 arrays were investigated (Figure 6.11).17 These
included Ir/Co oxide electrocatalyst arrays with different atomic ratios of Ir/Co
deposited using the piezoelectric dispenser on the photoanode substrate
(Figure 6.11(a)). The deposition and heat treatments were similar to those
described previously for the photocatalyst arrays, but a photoanode was used
in place of the conducting substrate. Moreover, photochemical deposition was
used to deposit Pt electrocatalyst arrays on the W-doped BiVO4

(Figure 6.11(b)). This was accomplished by placing an optical fiber over the
photocatalyst substrate to generate electron-hole pairs, where the metal pre-
cursor, H2PtCl6, was reduced to form the electrocatalyst while the generated
hole was consumed by a sacrificial electron donor, MeOH. From the rapid
screening, Co3O4 and Pt were found to be good electrocatalysts with W-doped
BiVO4. In contrast, IrOx formed from nanoparticles showed weaker OER ac-
tivity on W-doped BiVO4, although it is a good OER electrocatalyst on con-
ducting substrates in the dark. Again, the results indicate strong interactions
between the electrocatalysts and the photocatalysts, which may significantly
affect the kinetics of desired chemical reactions on the electrocatalysts.
Using the rapid screening technique, optimum compositions of the complex
electrocatalyst pairs, as well as the deposition conditions, can be studied on
photoelectrodes.

There are several advantages to using a photoelectrode as the substrate for
rapid screening of electrocatalyst arrays including: (i) the activities of the
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photoelectrodes alone and in combination with electrocatalysts are obtained
quantitatively at the same time, (ii) the effect of material density and com-
positional variations of electrocatalysts on the photocatalytic activities can be
screened rapidly, (iii) the products of the catalytic reactions, such as oxygen
from OER and hydrogen from HER, can be titrated quantitatively by the
tip-collection/substrate-generation (TC/SG) mode of the SECM with the
optical fiber/ring configuration, and (iv) effects of undesirable sample-
to-sample deviation of photoelectrode activities are avoided because various
electrocatalyst arrays are prepared and studied on the same substrate under the
same conditions. The TC/SG study of SECM is invaluable for identifying the
origin of photoreactions on the electrocatalyst/photocatalyst electrodes and
for measuring the faradaic efficiency of the desired reaction from the electro-
catalysts. For example, irradiation of an n-type photocatalyst often leads to
both the OER and semiconductor decomposition; collection of O2 allows one
to determine the ratio of these two reactions.17,22

Figure 6.11 (a) SECM images of a Ir/Co oxide array on W-doped BiVO4 film and
(b) the images of Pt arrays on W-doped BiVO4 film at 0.3 V vs. Ag/AgCl
in 0.2 M sodium phosphate buffer (pH 6.8) under UV-visible irradiation.
Numbers under each spot represent the number of drops of dispensed
Ir and Co solutions, respectively in (a). Pt spots were fabricated
by photodeposition of Pt precursor under UV-visible light irradiation
through an optical fiber for 20, 30, and 40 min (left to right) in (b).14

Reprinted with permission from J. Lee, H. Ye, S. Pan, A. J. Bard,
Anal. Chem., 2008, 80, 7445. Copyright 2008 American Chemical
Society.
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The fact that the preparation methods for electrocatalysts vary with the
nature of the electrocatalyst (e.g. direct application, photodeposition, elec-
trodeposition) may limit the application of rapid screening. For example, if
different electrocatalysts cannot be prepared simultaneously on the same
photoelectrode using identical preparation methods or if the photoelectrodes
are degraded during the preparation of the electrocatalysts, rapid screening
cannot be used. The interactions between the catalyst precursor solution and
the photoelectrode substrates can also limit array preparation with a
piezoelectric dispenser. For example, if a drop of precursor solution is not
confined to a certain photocatalyst spot and spreads over the substrates, the
thickness or amount of electrocatalyst on the spots cannot be controlled.
Consequently, quantitative comparisons between the spots in an array
may not be possible. Thus, in screening arrays of the electrocatalysts on a
photoelectrode, it is important that they are properly prepared as described
in 6.2.

6.5 Follow-Up Studies with Large Electrodes

After finding photocatalyst compositions that show good photocurrents
(‘‘hits’’) using rapid screening, it is necessary to synthesize and characterize
bulk electrodes of the optimum compositions to verify the rapid screening
results. One of the goals of creating bulk film electrodes is to mimic the
composition of the spot on the array electrode with amounts that are easier to
characterize and study in cell configurations. Thus, it is often convenient to use
the same support electrode as was used with the spot array electrode (typically
FTO). While there are several methods for creating bulk film electrodes (e.g.
electrodeposition, spin-coating, spray-coating), one simple method is to drop-
cast the same precursor solutions used in the spot array electrode onto the
FTO substrates.15 For example, on an FTO substrate with dimensions of
1.5 cm�1.5 cm, drop-casting 100–200 mL of a 0.02M precursor solution in
ethylene glycol will create a uniform bulk film after annealing. To create bulk
films of mixed compositions, it is better to premix the precursor solutions as
opposed to depositing one at a time as is done for the spot array preparation.
After drop-casting, the bulk film electrodes are annealed using the same con-
ditions as the spot array electrode.

Bulk films can then be characterized by standard electrochemical
techniques such as chopped-light linear sweep voltammetry and Mott-Schottky
analysis. In addition, other materials characterization techniques, such as
XRD, XPS, and UV-Visible absorbance measurements, can be used on bulk
electrodes. Figure 6.12 is an example showing the chopped-light linear sweep
voltammograms of undoped BiVO4, BiVO4 doped with W, and BiVO4 doped
with W and Mo, which were compositions selected via rapid screening.15 If the
bulk films bear out the screening results, alternative methods of film prepar-
ation and the effect of structure on performance can be probed to optimize the
material.44
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6.6 Correlation of Doping Effects and Theory

Many factors that affect the activity of photocatalysts have to be considered
when selecting materials for screening, e.g. the band gap energy, the position of
band edges, light absorptivity, carrier mobility, recombination rate of the pho-
togenerated carriers in bulk and at the interface, and the stability of the semi-
conductor material under irradiation.45,46 However, many semiconductor
materials do not have the appropriate characteristics to be used as photoelec-
trodes for OER and HER. Thus, metal doping into the photocatalyst has been
tried to modify the semiconductor properties. For example, H, C, N, Nb, and
many other elements have been doped into TiO2 to decrease its large band-gap so
as to utilize more radiant energy.47–51 Modification of band-gap size has also
been demonstrated for chalcogenide semiconductors, like CdSe using the SECM
screening technique (Figure 6.1(b)).13 Ni, Zn, Pt, and Ru were doped into WO3

to improve its chemical stability and to enhance the carrier mobility.52,53 Also,
W, Mo, and P were doped into BiVO4 and Mo, Cr, and Sn were doped into
Fe2O3 to improve the conductivity of the metal oxides.15,21,54–58

One example of how doping affects photocatalysts is an increase in the carrier
density and improvement in the conductivity of the photoelectrodes. However
more subtle effects of dopants are important as well. While it is beyond the scope
of this chapter to consider in any depth the application of theory, e.g. density
functional theory (DFT), to predict semiconductor properties, we briefly con-
sider the case of BiVO4 and the effect of W and Mo doping (Figure 6.1315). In
Figure 6.13(a) and (b), the donor densities can be estimated by capacitance
measurements in Mott-Schottky plots where the slope of the plot is inversely

Figure 6.12 Linear sweep voltammograms of undoped BiVO4 (blue), W-doped
BiVO4 (red), and W/Mo-doped BiVO4 (black) with chopped light under
UV-visible irradiation in a 0.1 M Na2SO4 aqueous solution (pH 7, 0.2M
sodium phosphate buffered). Beam intensity was B120mWcm�2 from a
full Xe lamp and the scan rate was 20mVs�1.
Reprinted with permission from H. S. Park, K. E. Kweon, H. Ye,
E. Paek, G. S. Hwang and A. J. Bard, J. Phys. Chem. C, 2011, 115,
17870. Copyright r 2010 American Chemical Society.
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proportional to the donor density. The dopants can also modify the electronic
states of the host semiconductor, e.g. the band-gap energy of photocatalysts as
reported for TiO2.

59 In addition to the electronic modification of the semi-
conductor, heavily doped metal oxides show a deformation of the crystal
structure as shown in Figure 6.13(c) and (d) for BiVO4.

15 In Figure 6.13(c) and
(d), the lattice parameters of monoclinic scheelite-like structures were changed as
the doping concentration of W and Mo increased in the BiVO4 with an im-
provement in performance. The relationship of doping with the crystal and
electronic structures and the activity of photocatalysts is discussed in depth in
reviews specifically dealing with the water splitting reaction.15,60–63
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CHAPTER 7

Oxygen Evolution and Reduction
Catalysts: Structural and
Electronic Aspects of Transition
Metal Based Compounds and
Composites

SEBASTIAN FIECHTER* AND PETER BOGDANOFF

Institute for Solar Fuels, Helmholtz-Zentrum für Materialien und Energie,
Hahn-Meitner-Platz 1, 14109 Berlin, Germany
*Email: Fiechter@helmholtz-berlin.de

7.1 Introduction

The direct generation of fuels from sunlight, water and CO2 to establish a
sustainable energy supply for mankind by chemical means can be considered as
a paramount challenge. Such energy converting devices could solve the
inherent problem of energy storage of sunlight, having also the discontinuous
availability of sunlight and regenerative energies in general in mind. Fuels,
which are in demand to guarantee mobility especially for air transportation,
can be obtained by converting harvested hydrogen into hydrocarbons.

Among biomimetic approaches using inorganic systems, one possible solu-
tion is the conversion of sunlight into chemical energy via photonic excitation
of a thin film PV structure which is directly combined with corrosion-stable
layers at the front and back contact of the PV system, catalyzing the process of
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water electrolysis at the electrode-electrolyte-interfaces.1 Generated hydrogen
can be stored as compressed gas, liquid-H2, metal hydride or methanol.
Alternatively, CO2 reduction and hydrocarbon production can be achieved on
the cathode side of the device. In both cases, noble metal-free catalysts are
needed to develop electrodes for a mass market with respect to oxidation/
reduction of water (light-induced hydrogen and oxygen evolution) and
reduction of CO2, respectively. In this context, CO2 reduction to organic fuels
at gas diffusion electrodes (GDE) based on noble and non-noble catalysts in
combination with a photoanode also appears a promising route.

7.1.1 Chemical Energy Storage

It is well known that solar cells, thermal concentrators and wind generators are
able to convert sunlight directly and indirectly into electrical energy. As solar
energy in the form of irradiation and wind energy is not permanently available,
a part of this energy has to be stored. There are only two possibilities to do this
on a large scale (i.e. GW range), namely by hydrogen or hydrocarbon gener-
ation and hydropower. In case of hydrogen generation, water photolysis can be
used. Compared with battery systems and hydrocarbons such as benzene or
diesel, hydrogen has an extraordinarily high energy density and can be stored in
pressurised bottles or as metal hydride. The low weight of hydrogen and its high
energy content also make it attractive as fuel for mobile applications. By way of
comparison: 3 kg H2 corresponds to about 100 kWh of chemical energy, whereas
the weight of lithium ion battery needed to deliver 100 kWh of electrical energy is
presently 540kg. Subsequent conversion of this chemical energy into electricity
by a fuel cell (typical system efficiency of 50%) means that the overall energy
conversion efficiencies are comparable. Since cheap metal hydrides are not yet
available for technical application, compressed hydrogen has to be stored in
dedicated containers. Based on present technology, the system weight of 125 kg
(H2) still compares favourably with a battery system weighing 830kg.Thus to
store chemical energy in the form of hydrogen efficiently, novel storage systems
(e.g. metal hydrides, methanol, NH3) as well as efficient energy converting sys-
tems have to be developed in order to use sunlight as a virtually inexhaustible,
renewable energy source. Therefore to realize a future hydrogen economy, it is
necessary to develop efficient catalysts and efficient energy converting devices.

In contrast to the process of photosynthesis, in which non-noble metal
catalysts such as Mn- and Fe-Ni-containing complexes convert CO2 and water
into O2 and carbohydrates (or, under certain conditions, hydrogen), existing
systems, which connect solar cells or wind generators to electrolysing systems,
employ platinum and ruthenium oxide as catalysts for water splitting in the so
called Polymer Electrolyte Membrane (PEM) electrolyzer.2 Non-noble
catalysts such as Ni (hydrogen evolution) and Mn-Co-Ni oxides/hydroxides
(oxygen evolution) are only used in alkaline electrolyzers, which are best suited
for stationary applications but show disadvantages under energy fluctuating
conditions. One of the intriguing research goals is therefore the mimicking of
the thylakoid membrane in plants. In this context, development of an artificial
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leaf, i.e. a ‘‘water splitting membrane’’, allowing the direct conversion of
sunlight into hydrogen and oxygen, is particularly important. Approaches that
include organic and inorganic systems to achieve this goal have been proposed.
The basic challenges relate to the stability of organic artificial systems, and
an alternative research target pursues a design that hitherto uses inorganic
components: a thin film photovoltaic monolithic so called back-to-back
tandem structure with integrated catalysts at photocathode (hydrogen gene-
ration) and the photoanode side (oxygen generation) to facilitate water splitting
by sunlight as shown in Figures 7.1 and 7.28.1,3

7.1.2 Oxidation and Reduction Catalysts in Nature

Catalytic centers, which enable photolysis of water in plants, algae and
cyanobacteria, are associated with photosystem I and II, which are part of the
thylakoid membrane of the chloroplasts in plant cells (Figure 7.2).

While the Oxygen Evolving Complex in photosystem II is responsible for
oxidation evolution of water molecules according to equation (7.1)

2H2Oþ 4 hþ ! 4Hþ þO2 ð7:1Þ

photosystem I can produce in algae and cyanobacteria hydrogen according to
equation (7.2)

4Hþ þ 4 e� ! 2H2 ð7:2Þ

Figure 7.1 Schematic cross section of a water splitting membrane combining a thin film
tandem solar cell structure with nano-scaled catalysts to generate hydrogen
at the cathode and oxygen at the anode side under irradiation of the device
with sunlight after immersion in water (adapted from reference 3).
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The structure of the oxygen evolving complex of composition Mn3CaO3MnO
in PS II is shown in Figure 7.3.4 On the basis of a recent structure determination
of PS II with a resolution of 1.9 Å by Umena et al.,5 the OEC can be described
as a distorted cubane-type cluster consisting of 3 Mn, 1 Ca and 4 O atoms.
A further MnO unit is attached at one edge of the cubane-type unit
(Figure 7.3). The five oxygen atoms serve as oxo-bridges linking four Mn
and one Ca atom. In addition, Umena et al. found that four water molecules
were associated with the cluster: two associated with the terminal Mn (Mn4)
atom and two with the Ca atom. Some of these water molecules may therefore
serve as the substrate for water splitting.5

Dau and Zaharieva describe the energetics of electrons and protons after
excitation of pigment 680* (DEm¼ 1.83 eV) in PS II (Figures 7.4a and 7.4b).6

The excited electron acts on the one hand to reduce a bonded quinone (QA)
after oxidation of tyrosine Tyrz (Tyr160/161) within 1 ms. This radical pair is
stable for 1ms against recombination losses. These authors assume that in
maximum 50% of the excited states are stored via this chemical form. They
suggest a maximum efficiency of Z¼ 10.5% for hydrogen generation by inter-
action of PS II and PS I, taking into account losses in the chain of electron
transfer. The overvoltage in the process of water oxidation at the Mn4Ca

Figure 7.2 In a simplified picture a section of a thylakoid membrane is shown.
Integrated in the membrane are the complexes photosystem I (PSI) and
photosystem II (PSII) as well as the b6-f complex and the enzyme ADP
synthease. While after light excitation electrons (e�) are transported along
the thylakoid membrane protons (H1) migrate from the stroma to the
lumen side and form together with protons produced by water splitting
a pH gradient between stroma (pH 8.5) and lumen (pH 5.5), which is
the driving force to form at the one hand the reduction equivalent
NADPHþH1 (nicotinamide adenine dinucleotide phosphate) from
NADP1 or via hydrogenase hydrogen and the energy equivalent ATP
(adenosine triphosphate) from ADP (adenosine diphosphate) via the ADP
synthease complex. Ferredoxin (Fd) is responsible for the transfer of
protons to other enzymes, b6f is a cytochrome complex transporting
together with plastocyanin (PC) and plastoquinone (PQ) protons. In the
Oxygen Evolving Complex (OEC) oxygen will be generated.
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complex is expected to be at least 0.3V. The tyrosine radical oxidizes the
Mn4Ca complex as a function of already accumulated oxidizing equivalents.
Driven by four photons, one oxygen molecule will be released.

The fractional energy yield (FEY) of the overall reaction of H2 production
from water is given by

FEY H2ð Þ¼
q EO2� � EmH2

� �
E680 þ E700

ð7:3Þ

or

FEY H2ð Þ¼ 1:23 eV þ 0:059 eVpHO2
� qEmH2

3:60 eV
ð7:4Þ

Figure 7.3 Oxygen Evolving Complex (OEC) in Photosystem II (PS II). The complex
can be understood as a distorted cubane cluster embedded in a protein
matrix consisting of 3 Mn (Mn1-Mn3), 1 Ca and 4 O atoms. An additional
Mn-O pair (Mn4-O) is attached at one side of the cubane cluster (penta-
nuclear complex).4
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where pHO2 and pHH2 denote the pH at the lumen (water oxidation) and at the
stroma side (proton reduction), respectively (see Figure 7.2). The pH depend-
ence is formally given, but it is of minor interest with respect to the ‘‘harvest-
able’’ dihydrogen. Neglecting the pH difference, we arrive at a FEY value of
34%. This figure represents a maximal value assuming that all electrons
removed from water are used for hydrogen reduction.6

(a)

(b)

Figure 7.4 (a) Scheme on light-driven H2 formation by PSII and PSI. The corres-
ponding maximal ZSOLAR is estimated to be 10.5%. The reducing equiva-
lents provided by PSI normally are used for CO2 reduction and eventually
carbohydrate formation, but they can also be used for driving proton
reduction and H2 formation by enzymes denoted as hydrogenases.6

(b) Arrangement of redox factors in PSII. The protein subunits harbor
all essential redox factors. The aqueous phases at the acceptor side
(stroma) and donor side (lumen) are separated by a lipid bilayer (thylakoid
membrane). Formation of the excited state of P680 is followed by electron
transfer steps, which at the donor side resembles movement of a positively
charged ‘‘hole’’.6
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In oxygenic photosynthesis, the reduced plastoquinone molecules (QH2) feed
electrons in an electron transfer chain (Figure 7.4b), thereby (i) increasing the
proton motive force by intricate coupling of redox chemistry with proton
transport and (ii) providing reducing equivalents to PSI. The PSI threshold
energy corresponds to 700 nm (P700 instead of P680, E700¼ 1.77 eV). Its design
is similar with respect to the fast energy transfer and electron transfer processes
that are mediated by pigments and redox factors in the low dielectric,
membrane-intrinsic regions of the cofactor-protein complex but necessarily
different for the slower redox reactions at the donor and acceptor side.4,6

The energy loss is clearly lower at the PSII donor side than at the acceptor
side (see Figure 7.4b). This relates to the low ‘‘overpotential’’ of PSII water
oxidation compared to other energy losses. In electrochemical water oxidation,
the overpotential (Z) is here defined as the difference between the H2O/O2

equilibrium potential and the anodic potential V1 at room temperature, i.e.
Z(V)EV1� (1.23� 0.06 pH) V at a current density of 1 mA cm�2.

Siegbahn has performed density functional theory (DFT) calculations to
describe the process of water splitting.7 The best O-O bond formation mech-
anism found can be explained with a reaction between an oxygen radical and a
m-oxo ligand. The reconstruction found in the S2 to S3 transition provides
energetically improved binding the water molecule to a manganese atom in the
Mn3Ca cubane-type unit (Figure 7.5).

The different steps of water oxidation assigned as S-transitions, are shown
schematically in Figure 7.6. The starting point is a state, S0

0, where O2 was
released in the previous cycle. After O2 removal, the cubane-type cluster is
incomplete, exhibiting an opening in the bond. In the transition S0

0 to S0, a
water molecule has reacted with the cluster. An OH group is now bonded,
completing the cubane-type unit which is connected with a simultaneous loss of
a proton to the bulk. An arrow indicates the position of the substrate OH. In
the S0 to S1 transition, an electron is removed from the Mn4 atom in the Mn-O
unit which is attached to the cube cluster (an * marks the oxidation in S1), and
a proton from the cube is released to the bulk. In the transition S1 to S2, a first
Mn atom of the cubane-type unit changes its oxidation state from Mn31 to
Mn41 (Mn2 in Figure 7.3) releasing an electron. In S2 to S3 transition, the next
substrate water binds. In this process, a proton is removed simultaneously from
the substrate water, exactly as in the formation of S0, and an electron is taken
from a further Mn atom (Mn1). In S3 to S4 transition, all manganese are now in
the valence state Mn(IV) (oxidation of Mn3). In the final transition S3 to S4, a
proton is taken from the substrate OH and an electron from the substrate
oxygen. Finally, the O–O bond is formed between the oxygen radical and the
oxo-group remaining from the first substrate water, O2 is released, and the cycle
starts all over again.

As described above, protons and electrons are removed in an alternating
fashion from the CaMn4 cluster, reacting with water molecules in two steps.
The model with alternating removal of charges has been used experimentally to
analyze water oxidation in PSII and can essentially explain the experimental
results.4,7
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7.2 Oxygen Evolving Catalysts – an Inorganic Approach

In the last 15 years, water splitting membranes and (photo)electrodes that
mimick photosynthesis have been designed and developed.1,8,9 Presently, PV
hybrid electrolyzing systems integrating non-noble catalysts in the front and
back contact of a photovoltaic thin film device are most promising.1,8 The
advantage of this strategy is that the PV system is separated from the
electrochemical processes, i.e. the thin film PV device only acts as a light-driven
power supply to enable water splitting because the catalytically active layers are

Figure 7.5 Schematic picture of the different S-transitions. The structures have been
optimized, but only the most important atoms are shown. The * marks the
atom that has been oxidized in that transition.7
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deposited on the back contact or on the transparent conductive film protecting
the PV device from contact with the electrolyte (Figures 7.1 and 7.7). To mimic
the catalytic behavior of the CaMn4Ox cluster in photosystem II, different
calcium manganates have been synthesized and their catalytic behavior with
respect to the oxygen evolution reaction (OER) investigated.10–13 Catalyst
layers consisting of nano-sized particles showed the best catalytic properties
and lowest overvoltages in the oxygen evolution reaction.13 Special interest has
been focussed on birnessite-type phases, which crystallize in a layer structure
where alkali and earth alkaline metals as well as water molecules are inter-
calated between manganese oxide sheets.12

Another approach involves using pure cobalt and manganese oxides. CoOx

nanoparticles deposited electrochemically from a cobalt nitrate solution in
presence of a phosphate buffer were described by Reece et al. as an
OER catalyst.1 With this material, a water splitting device employing a

Figure 7.6 Extended S-state cycle and its relation to electron and proton removal in
the individual S-state transitions (see reference 4 and references therein).
A complete cycle requires sequential absorption of four photons. For each
transition it is indicated whether an electron is transferred from the Mn
complex to the oxidized tyrosine Tyrz, whether a proton is released from
the Mn complex or its ligand environment, and whether or not the rate
constant is sensitive to pH and H2O/D2O exchange. The transition times
given are indicating that the processes between the single transitions are
relatively slow (30 ms–1.1 ms).4
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triple-junction amorphous silicon solar cell (3jn-a-Si) was realized showing a
Solar To Hydrogen (STH) efficiency of 2.5% (Figure 7.7). The wired coun-
terpart where the dark cathode, consisting of a metal mesh with NiMoZn
catalyst, was located in front of the PV hybrid anode yielded a STH of 4.7%.
The difference in efficiency can be explained by the low migration velocity and
mobility of protons in water (3.27�10�5 cm2 V�1 s�1) at pH 7 according to the
Grotthus mechanism.

Recently Gorlin and Jaramillo described a-Mn2O3 as a catalyst that can be
employed for the OER as well as for Oxygen Reduction Reaction (ORR). The
bifunctional catalyst was electrodeposited potentiostatically. At a current
density of 5mA cm�2, this Oxygen Evolving Catalyst (OEC) showed an over-
voltage of about 450mV.14

7.2.1 Structural Features

The crystal structures of mineral birnessite15 (NaMn7O14 x nH2O), Ca2Mn3O8

and other layer compounds consisting of manganese and oxygen can be derived
from the structure of manganese dioxide, d-MnO2, by intercalation of alkaline
and alkali earth elements as well as water molecules between the manganese
oxide sheets. Birnessite, buserite and related phases are amongst the strongest
known natural oxidants.16 In nature, MnIIIMnIV(O,OH)x phases are produced
by the bacterial oxidation of soluble MnII. In these phases, the manganese
atoms are octahedrally coordinated by oxygen, and layers are formed by
edge-sharing of the octahedra. All these manganates belong to the structure
family of phyllomanganates. Alternatively to d-MnO2-type phases, in

Figure 7.7 ‘‘Artificial leaf’’ consisting of a triple-junction a-Si PV structure (3jn-a-Si)
deposited on a stainless steel foil. A NiMoZn layer was used as cathode
catalyst, and the anode catalyst consisted of CoOx clusters interlinked by
phosphate groups.1
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Ca2MnO4 layer units are formed by corner-sharing of the coordination
octahedra (see Figure 7.8a–c). Recently, Najafpour et al.11 discussed the
mineral marokite (CaMn2O4) as a possible oxygen evolving catalyst. Its
structure can be interpreted as a post-spinel structure consisting of two dis-
torted edge-sharing MnO6 octahedra and calcium atoms that are eight-fold
coordinated by oxygen.17 The material has a bifunctional character because it
can also be used as oxygen reduction reaction (ORR) catalyst.18 In all these
compounds, structural motifs can be found that show similarities with the
cubane-type CaMn3O4MnO cluster in PSII. Alkaline earth and alkali-
metal-free manganese compounds also exhibit remarkable catalytic effects in
the OER. Most prominent examples are a-Mn2O3, which crystallizes in a
distorted bixbyite structure, and Mn3O4, known as mineral hausmannite. The
structure of the latter can be understood as a tetragonally distorted spinel
structure where the Mn21 ions are coordinated tetrahedrally by oxygen, while
the Mn31 ions are located in an octahedral ligand field of oxygen atoms. As
described above, the oxidation state of manganese atoms in the CaMn4Ox

Figure 7.8 Structural features of Ca-Mn-O and Mn-O phases.

164 Chapter 7

 1
4/

10
/2

01
3 

09
:3

7:
39

. 
Pu

bl
is

he
d 

on
 3

1 
D

ec
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

77
39

-0
01

54
View Online

http://dx.doi.org/10.1039/9781849737739-00154


cluster in PSII varies from þ3 to þ4 during the OER. In birnessite of ideal
composition, manganese occurs in a valence state of þ3.86. As known from
chemical analysis of different birnessites, up to 20% of the sodium atoms can
be replaced by calcium in the lattice. Under these conditions, the valency of
manganese approaches þ3.8, a value equal to the mean oxidation state of
manganese in the CaMn3O4MnO cluster in PSII.11 Therefore, it is thought
that manganese oxide cluster units showing a mixed Mn31/Mn41 valence
state in a MnOx electrode in contact with an aqueous electrolyte should fulfill
the requirements of good oxygen evolving catalysts. However, as will be
shown below, the best catalytic effects were found in porous a-Mn2O3 layers.
As a sesquioxide of orthorhombic symmetry, a-Mn2O3 crystallizes in a dis-
torted bixbyite structure.17 Characteristic features are MnO6 octahedra sharing
six edges with neighboring coordination units. In comparison to the other
structures discussed above, a-Mn2O3 is characterized by two different types of
coordination octahedra. The type I octahedra show three pairs of Mn-O dis-
tances varying from 1.955 to 2.067 Å. In the type II octahedra, all distances in
the octahedral are different: four shorter Mn-O bonds are located in a common
plane with values ranging from 1.875–2.011 Å, and two longer bonds are lo-
cated each side of this plane, forming the tops of an elongated octahedron with
distances varying from 2.192 to 2.306 Å. The observed distortion can be ex-
plained by the Jahn-Teller effect due to the d4 state of the Mn31 atoms in high
spin configuration.17 This variety in bond lengths is thought to be advantageous
for an electrocatalyst, offering a wide range of different Mn-O distances in the
multistep process of water cleavage and oxygen formation.

a-Mn2O3 and Mn3O4 have a further advantage compared to many other
phyllomanganates: they show low resistivities compared to the mentioned
compounds. Resistivities are given in the figure captions of Figure 7.8. Here
a-Mn2O3 and Mn3O4 have highest conductivity, while all other compounds are
highly insulating.19–24

7.2.2 Preparation Routes and Phase Formation

Films of the above mentioned phyllomanganates and binary manganese oxides
have been deposited on conductive F:SnO2/glass substrate by sol-gel process-
ing, reactive magnetron sputtering and potentiostatic as well as galvanostatic
deposition.12,24,25,29

7.2.2.1 Phyllomanganates

Phyllomanganates are characterized by arrays of MnO6 octahedra ordered in
planes of repeating distances along one of the crystallographic axes of the re-
lated crystal lattice. Formed at low temperatures they show a high degree of
disorder such as manganese and oxygen point defects.

(i) Phyllomanganates with birnessite-type structure were prepared by
Wiechen et al.10 by a conproportionation reaction of Mn21 and MnO4

�

ions in aqueous solution in presence of different alkali and alkaline earth
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cations at high pH. It is thought that the first product obtained after
three days ripening belongs to buserite structure, showing a higher
number of water molecules intercalated between the sheets consisting of
MnO6 octahedra in comparison to birnessite. After drying the precipi-
tate at 65 1C in air, birnessite was formed.

(ii) Another method to prepare thin films of calcium phyllomanganates by
sol-gel and screen printing techniques was reported by Ramirez et al.13

The Pechini sol-gel method was employed following a procedure
described by Fawcett et al. to prepare a thin film of Ca2Mn3O8 by
dipping into a solution.23 For this purpose, stoichiometric amounts of
Ca(NO3)2� 4H2O and Mn(NO3)2 were dissolved in 25 mL of distilled
water. Three moles of citric acid monohydrate and ethylene glycol were
added to the mixture and stirred for fifteen minutes. To obtain a powder
from the Ca2Mn3O8 sol-gel solution, the yellowish solution was heated
slowly (6K/min) up to 773K and held at this temperature for two hours
to eliminate water, nitrates and carbonaceous material. The resulting
voluminous brown powder was pressed into pellets and heated at
1023K for two hours in air. To deposit thin films, F : SnO2/quartz
substrates were submerged at slow speed (1 mm s�1) into a Ca2MnO4

sol-gel solution. The films obtained were then heated at a rate of 6K
min�1 up to 773K and held at this temperature for two hours.
A subsequent heat treatment at 1073K for one hour was performed to
assure the formation of the crystalline phase. Screen-printed films were
prepared from a Ca2Mn3O8 paste, which consisted of 1 g of Ca2Mn3O8

powder, 1.5 g of polyethylene glycol 20 000, 1.6mL ethanol and 0.016
mL acetic acid. The paste was homogenized in a silicon carbide ball mill
at 400 rpm for five hours. After screen-printing with a 90T mesh, the
film was dried for five minutes at room temperature before heating at
393K for two minutes and annealing at 723 K for thirty minutes.13

(iii) Hocking et al. described a further method to prepare a potassium bir-
nessite.16 After impregnating a synthetic tetranuclear-manganese cluster
([Mn4O4L6]

1 (L¼ diaryl-phosphinate)) into a Nafion matrix, formation
of a potassium birnessite nanoparticles in the membrane was observed
by coalescence of the metal organic precursor after electrochemical
treatment and catalytic cycling.

7.2.2.2 Binary Oxides

Films of high electrocatalytic activity towards OER were found using the fol-
lowing material deposition protocols.

(i) Films were prepared by galvanostatic deposition onto F : SnO2/glass
substrates at a current density of 0.25mA/cm2, as reported by Wu
et al.22 Electrochemical deposition was carried out in a continuously
stirred solution of 0.5M MnSO4 and 0.5M Na2SO4 (1 : 1 ratio) for
25 minutes. After removal from the solution, the films were rinsed
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thoroughly with demineralized water and dried at 373K in air. The
as-deposited material appeared mainly amorphous in X-ray powder
diffractograms, which showed only a single broad peak of small inten-
sity identified as Mn(O,OH)x. After heating of the film at 773K for one
hour in air, a-Mn2O3 was formed. Further annealing at 873K for three
hours under nitrogen atmosphere resulted in the formation of Mn3O4

(Figure 7.9).24

Raman spectra of the films showed a strong phonon band in
the 648–659 cm�1 region and weak phonon bands in the range from
200–500 cm�1. The vibrations found in these spectra were related to the
motion of the oxygen atoms within the MnO6 octahedral units in
Mn(O,OH)x, a-Mn2O3 and Mn3O4.

24

Cross section TEM pictures of the deposited films showed that
Mn(O,OH)x, a-Mn2O3 and Mn3O4 films had thicknesses of 900 nm,
580 nm and 360 nm, respectively. The mean crystallite size of the layers
amounted to 26 nm, 25 nm and 48 nm, respectively. The layers of
Mn(O,OH)x and a-Mn2O3 were highly porous, those of Mn3O4 rather
compact. Scanning electron micrographs shown in Figure 7.10 revealed
a surface morphology of bended and intergrown nanosheets in case of
Mn(O,OH)x, of intergrown nanoplatelets in case of a-Mn2O3 and
compact nanograins in layers of Mn3O4. A crack in the Mn3O4 film is
visible in Figure 7.10c. The micrograph with this untypical feature was
chosen to demonstrate that the film is also uniform in the cross
section.24

Figure 7.9 X-ray diffraction patterns of galvanostatically deposited films before
(pattern (a)) and after heat treatment (patterns (b) and (c)). Pattern (a)
is related to the amorphous phase Mn(O,OH)x, pattern (b) to a-Mn2O3

and pattern (c) to Mn3O4. The as grown layers and those treated at 773 K
could be removed from the substrate and measured independently while
the layer treated at 873 K was measured on the TCO layer (F : SnO2 on
glass).24
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(ii) Zaharieva et al. described Mn oxide layers electrodeposited on trans-
parent conductive substrates by cycling a voltage 25 times in a range
from 2.15 to �0.75V at a sweep rate of 100mVs�1 (i.e. 58 s per cycle) in
an aqueous Mn21 solution (0.5mM Mg(CH3COO)). Oxide films
deposited by this technique showed high activity in OER while layers
deposited at a constant potential were catalytically inactive.12 Gorlin
and Jaramillo used potentiostatic deposition at two potentials (5 min at
1V followed by deposition of 25mC at 1.2 V) and a calcination of the
films at 480 1C for 10 h.12,26

(iii) MnOx layers were deposited by reactive magnetron sputtering using a
manganese target. The temperature of the heated F:SnO2/glass sub-
strates was varied in the range from 300 K to 873 K. Layers of about 50
nm thickness could be deposited within 20 minutes. The layers ex-
hibiting best OER activity crystallized in the a-Mn2O3 structure when
deposited at 630 1K. Scanning and transmission electron micrographs of
these layers as shown in Figure 7.11 show a uniform coverage of the
substrate with grain sizes in the film of several ten nanometers.

7.2.3 Electrochemical Behavior and Structure-function Analysis

In this section, the electrochemical behaviour of the materials (films and
powders) prepared by different methods will be discussed with respect to
oxygen evolution reaction as a function of morphology, crystal structure and
surface properties.

7.2.3.1 Phyllomanganates

(i) Powder precipitated from a Mn21, MnO4
� solution

The highest catalytic activity with respect to oxygen evolution was ob-
tained using a slurry of nearly amorphous Ca-birnessite particles and
CeIV as oxidant in an aqueous solution.10 The presence of a layer oxide
structure composed of MnO6 octahedra was confirmed by X-ray

Figure 7.10 (a) Mn(O,OH)x film after galvanostatic deposition from MgSO4 solution
annealed at 373 K in air. (b) Mn(O,OH)x film annealed at 773 K in air.
Formation of a-Mn2O3 could be confirmed by XRD (see Figure 7.9).
(c) a-Mn2O3 film annealed at 873 K under N2 atmosphere. a-Mn2O3 was
transformed into Mn3O4 by release of oxygen.24
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absorption spectroscopy. From a careful evaluation of the spectra,
mean manganese oxidation states ranging from þ3.5 to þ3.8 were
found depending on the intercalated metals M (M¼K,Mg, Ca, Sr). The
structural motif of CaMn3(m-O)4 cubes was deduced from the analysis
of the Fourier-transformed Extended X-ray Absorption Fine Structure
(EXAFS) spectra of the materials.

Figure 7.11 (a) Scanning electron micrograph of a a-Mn2O3 layer deposited at 630K.
The edge length of the stacked crystallites is r50 nm. (b) Cross-section
transmission electron micrograph of a Mn2O3 film deposited on a
F:SnO2 coated glass substrate at 630K. The thickness of the layer
amounts to B45 nm. Crystal lattice plains belonging to individual grains
of 10–25 nm size are visible.29
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(ii) Thin films of Ca2Mn3O8 prepared by the sol-gel method and by screen
printing
Cyclic voltammetry measurements were performed using a scan rate of
50mV s�1 at pH 7 in a phosphate buffer. All films showed an onset of
anodic current density starting at 1.8V (RHE) (see Figure 7.14). The
current density for the screen-printed Ca2Mn3O8 film was six times
higher at 2.3V than for dip-coated films. Micrographs revealed that
screen-printed Ca2Mn3O8 layers had a pronounced higher surface area
than dip-coated films because of their microporosity at a thickness of 6
mm compared two 100 nm film thickness of a sol-gel film. The Tafel
slopes of screen-printed and dip-coated Ca2Mn3O8 layers were 223 mV/
dec and 370mV/dec, respectively. It is assumed that the kinetics at the
electrode/ electrolyte interface were not limited by electron transfer but
by previous adsorption processes of the reactants. The differences in
adsorption processes for both films could also be due to variations in
the surface compositions. An exchange current density jo of less than
10�7A cm�2 was obtained for both films.13,24

(iii) Nafion films with integrated birnessite nanoparticles
The films were cycled in unbuffered and buffered solutions at pH 7.
After electrooxidation at a potential of 1.0 V (versus Ag/AgCl) in
aqueous electrolyte (0.1M Na2SO4), an oxidation state of the manga-
nese ions in formed oxide nanoparticles between þ3.75 and þ3.85 was
derived from the analysis of XANES spectra. EXAFS spectra allowed
the conclusion that a disordered birnessite type phase had been formed.
Illumination of the film with visible light for 40 minutes in an electrolyte
resulted in dissolution of the nanoparticles, which could be correlated
with a reduction of manganese ions from MnIII/ MnIV to MnII. It could
be demonstrated that this process is reversible (see Figure 7.12).

The experiments of Hocking et al. demonstrated that, under oxidative con-
ditions of an electrode in contact with an aqueous electrolyte, MnII-containing
oxide precursors are spontaneously transformed in a MnIII/MnIV layer com-
pound such as birnessite-type. As shown in the next section, oxidation of a
Mn3O4, hausmannite, thin film electrode leads to an oxidation of manganese
from MnII and MnIII to a mean oxidation state higher than 3þ (Table 7.1). It
can be expected that this change in oxidation state is also correlated with a
structural change at the electrode/electrolyte interface.16

7.2.3.2 Binary Oxides

(i) Cyclic voltammograms of galvanostatically deposited films were re-
corded using N2-purged electrolytes at a scan rate of 5 mV s�1 at pH 7
(phosphate buffer) and at pH 13, respectively. At potentials41.8 V vs.
RHE, all films exhibited significant anodic currents which could be ei-
ther due to an oxidation of the electrodes or due to an electrooxidation
of water (OER). In order to distinguish between these two possible
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processes, differential electrochemical mass spectroscopy (DEMS)
measurements were performed. Experimental details of this technique
are given in references 27 and 28. The inlet system between the elec-
trochemical cell and the differential pumped vacuum system of the mass
spectrometer consists of a porous hydrophobic membrane. The working
electrode covered by the manganese oxide layer was directly attached to
the membrane of the inlet system. The remaining thin layer of electrolyte
between the membrane and electrode is sufficient to perform electro-
chemical experiments (Figure 7.13). Some of the oxygen which is formed
at the working electrode surface diffuses into the mass spectrometer
where it is detected simultaneous to the electrochemical data
(Figure 7.14).
DEMS measurements performed during the first CV sweep at pH 7

revealed that the onset of positive currents of manganese oxide films
were not correlated with the detected oxygen evolution. This effect is
explained by an oxidation of the electrode surfaces in the beginning and
to some extent also by capacitive currents. After several potential scans,
the current densities for the water oxidation process of amorphous

Figure 7.12 Comparison of XANES spectra during various states of catalytic cycling.
Mn K-edge XANES of a Nafion-coated [Mn4O4L6]

1-loaded glassy
carbon electrode measured in different ‘‘states’’ of photochemical cyc-
ling. State 1¼ initial load; State 2¼ State 1þ 1.0V (versus Ag/AgCl)
applied potential in electrolyte; State 3¼ State 2þ 40 minutes of light
excitation in electrolyte; State 4¼ State 3þ 1.0V applied potential in
electrolyte; State 5¼ State 4þ 20 minutes of light excitation in electro-
lyte. Two clean isosbestic points can be observed indicating that repeated
cycling between an oxidized birnessite-like state and a reduced Mn(II)
state can be achieved.16
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Mn(O,OH)x were found to be improved visible by a negative shift of
their O2 evolution onset potentials from 1.8 V and 1.7V vs. RHE, re-
spectively (compare solid and dotted line in Figure 7.15). In the case of
a-Mn2O3 and Mn3O4, no significant improvement was observed even
after several scans.
X-ray Photoelectron Spectroscopy (XPS) spectra of the Mn 2p region

were measured to get insight of the manganese oxidation state close to
the surface before and after cycling of the electrodes in the voltage range
from 1.2 to 2.05V. The observed binding energies were assigned to
MnIV, MnIII and MnII, respectively. The Mn 2p2/3 double peak structure
of Mn3O4 (curve c in Figure 7.16) is thought to be related to MnIII

(641.4 eV) and MnII (640.8 eV). After OER, the dotted red curve of this

Figure 7.13 Set-up of a differential electrochemical mass spectrometer (DEMS) used
to characterize manganese oxides.27,28

Figure 7.14 DEMS measurements to detect oxygen evolution studying RuO2,
Mn2O3 and different calcium manganate electrodes as oxygen evolving
catalysts.13,24
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material becomes similar to the curve of Mn(O,OH)x (curve a in
Figure 7.16), which remains unchanged before and after the electro-
chemical treatment. The Mn(O,OH)x spectrum shows two shoulders at
641.4 eV and 643.3 eV and a peak position at 642.4 eV assigned as
MnIV. XPS spectrum of a-Mn2O3 exhibits a main peak at 641.4 eV
addressed as MnIII and a shoulder at 642.4 eV. After electrochemical
oxygen evolution, the XPS spectrum indicates a slight shift towards
higher binding energies which is tentatively interpreted as a partial
oxidation of MnIII to MnIV at the surface near region of the electrode.
Since the absolute binding energies are difficult to compare with
measurements performed by other groups the relative position of the
Mn 2p1/2 satellite structure (DE 2p1/2) are used to characterize the
oxidation state of manganese oxide. Matsumoto and Sato26 as well as
Gorlin and Jaramillo14 reported for MnO2, Mn2O3 and Mn3O4 values
of 11.9 eV (11.8 eV) and 10.5 eV (10.0 eV) and 11.3 eV (10.0 eV) using
powders as references. From the spectra of the as deposited films of own
work, shown in Figure 7.16, values of 11.2 eV, 10.0 and 10.2 eV as well
as 11.4 eV, 10.1 eV and 11.2 eV after electrochemical treatment were
determined.24

Cross section TEM pictures of the deposited films showed that
Mn(O,OH)x, a-Mn2O3 and Mn3O4 film had thicknesses of 900 nm,
580 nm and 360 nm, respectively. Mean crystallite sizes of the layers
amounted to 26 nm, 25 nm and 48 nm. The layers of Mn(O,OH)x and
a-Mn2O3 were highly porous, those of Mn3O4 compact.24

Figure 7.15 Oxygen mass signal as a function of applied voltage investigating a RuO2

reference electrode (green), a Mn(O,OH)x electrode (red), a a-Mn2O3

electrode (black) and a Mn3O4 electrode (blue). All films were deposited
on F:SnO2/glass substrates. The figure shows the DEMS curves after the
first scan (solid lines) and after repeated cycling (dotted lines) in phos-
phate buffer (pH 7).23
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Even in initial CV scans, Mn2O3 exhibited highest current densities at
1.8V vs. RHE compared to Mn3O4 and Mn(O,OH)x. After further
cycling, Mn(O,OH)x electrodes improved their performance drastically
while a- Mn2O3 and Mn3O4 remained mainly uneffected (Figure 7.15).
These results led us to conclude that although MnOx and Mn2O3 films
possess similar surface areas, particle sizes and porosities, the difference
in the onset potential values is connected with the Mn31/Mn41 ratio at
the surface of the films. From Table 7.1 it can be inferred that all three
films experience oxidation during the electrochemical process. This
effect is most pronounced in the case of Mn3O4, which is obviously
corroborated with a degradation of the film. Oxidation of MnIII to
MnIV is clearly visible in Mn(O,OH)x, but smallest in a-Mn2O3.
The high catalytic effect of a-Mn2O3 is tentatively attributed to the
presence of few MnIV centres on the surface of the grains, leaving the
MnIII ions in the bulk unaffected.

Figure 7.16 XPS- Mn 2p transitions of Mn(O,OH)x (a), a-Mn2O3 (b) and Mn3O4

(c) films on F:SnO2/glass before (black) and after (red) electrochemical
measurements.23
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At pH 13, only Mn2O3 and Mn3O4 films showed a stable electro-
chemical behavior. According to the pH-shift of the water oxidation
reaction, the onset potentials of these currents and the oxygen signals
are shifted by about 380mV to more negative potentials. Compared to
the measurements at pH 7, significantly enhanced current densities and
oxygen signals in the mass spectrometer were obtained at pH 13. This
effect could be explained by a higher reaction rate of OER due to the
high concentration of OH� ions present at pH 13. Furthermore the
lower conductivity of the phosphate electrolyte and chemisorption of
the phosphate ions on the surface of the film have to be taken into
account.24

(ii) When comparing layers deposited by cycling in CV and those deposited
at constant potential, inactive behavior of the latter was found, but
increasing activity towards OER at potentials41.66V (RHE) measured
in a 0.1M phosphate buffer in the counterparts. Scanning electron
micrographs of the oxides revealed that the electrodeposited material
did not form closed films, but was characterized by upright standing
platelets not fully covering the substrate surface. The inactive material
consisted of bent and intergrown nanosheets of 100 to 200 nm length
and few nm thickness. The film morphology is comparable to the
samples shown in Figure 7.10a. The active films showed an appearance
comparable to Figure 7.10b, but the shape of the individual upright
standing nanosheets was more uniform and the individual sheets re-
mained unbent, but were also intergrown (Figure 7.17).12

By performing in-line X-ray absorption spectroscopy using synchro-
tron radiation, it has been proven that the active film when immersed
in an electrolyte and after application of a potential of 1.77 V (RHE)
exhibits a mixed manganese valence state of þ3.8 visible in Near Edge
X-ray Absorption Fine Structure (NEXAFS) while the inactive films
exhibited a value of þ4.0. Figure 7.18 shows the Fourier transform of
the Extended X-ray Absorption Fine Structure (EXAFS). The first peak
of these spectra represents the nearest Mn-O distance related to an
octahedral coordination of the manganese atoms. The second peak
represents di-m-oxo bridging of Mn atoms at 2.86 Å, which is at a

Table 7.1 Mn DE2p1/2 splitting evaluated from X-ray photoelectron spectra
of powders and films of different manganese oxides (powders and
films). The powder values were taken from reference 14 (values in
brackets) and 26.

Sample
Mn DE2p1/2
Powder/eV

Mn DE2p1/2
Film as grown/eV

Mn DE2p1/2
Film after EC

MnO2 11.9 (11.8)
Mn(O,OH)x – 11.2 11.4
Mn2O3 10.5 (10.0) 10.0 (10.0) 10.1
Mn3O4 11.3 (10.0) 10.2 11.2
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Figure 7.17 Cyclic voltammograms of electro-deposited Mn films, which are active
(A) or inactive (B) in water oxidation (sweep rate 20mVs�1). The
electrolyte was 0.1M phosphate buffer. At low electrode potentials,
partial dissolution of the oxide film may occur.12

Figure 7.18 X-ray absorption spectra of the MnCat (orange) and the inactive oxide
(green). The edge region of the spectrum (XANES) is shown in the inset;
the arrows mark shoulders in the MnCat spectrum. Each peak in the
Fourier-transformed EXAFS spectra relates to a specific structural motif
that is schematically depicted (O in red, Mn in purple). The spectra
obtained by EXAFS simulations are shown as thin black lines.12
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coordination number of six in the second shell also typical for birnessite
type materials due to six edge-sharing octahedra. While the inactive
layer also shows long range order represented by the EXAFS peak at
5.72 Å again fitting to a MnOx layer compound (see Figure 7.8a), the
active material was characterized by an increased intensity of mono-m-
oxo bridges and corner sharing coordination octahedra. Unfortunately
the electrodes with active MnOx nano-sheets began to dissolve after few
CV cycles.

(iii) Cyclic voltammograms (CVs) of sputtered MnOx films deposited at
420K and 620K, respectively are shown in Figure 7.19. Layers
deposited at temperatures below 573K are belonging to MnO2. It is
assumed that films deposited in the temperature range from 600 to
650K crystallize in an a-Mn2O3 structure. Figure 7.19 displays CV-
diagrams of MnO2 and a-Mn2O3 electrodes at voltages above 1.5 V and
1.6V, respectively. The related films were produced in two different
sputter systems to screen reproducibility of the electrode performances.
Their behavior fits well into the trend for OECs shown in Figure 7.15.
Figure 7.20 shows the current density as a function of deposition tem-
peratures measured at a potential of 1.785 V/RhE. The red line depicts
the behavior during the first cycle of CV where the surface of the
electrodes in contact with the electrolyte are established by a
forming process, the blue line represents the performance after the

Figure 7.19 CV curves of 50 nm thick films of a-Mn2O3 and MnO2. Dashed and solid
lines represent the performance of electrode films deposited in two
different sputter systems.29
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4th cycle when CVs are not subjected by further changes in the waves. In
the temperature range belonging to the peak at 357 1C (630 K;
Figure 7.20), the a-Mn2O3 phase is stable while at lower temperatures
MnO2 and at higher temperatures Mn3O4 are stable. All CVs were
performed in 1M KOH (pH 14) with a scan rate of 20 mV/s in deaerated
solutions.29

7.3 Functionalization of Electrode Surfaces and

In-Operando studies

As described above, the process of forming an electrocatalyst depends on the
structure of the material in the bulk and on the reconstruction and conform-
ation of the surface in contact with an electrolyte as a function of potential, pH
value and constitution of the electrolyte. Here the spontaneous formation of a
birnessite-type catalyst by coalescence of nanoparticles in a Nafion film might
be a convincing example.16 The metal organic manganese complexes in the film
obviously react with each other under formation of a layer compound, inter-
calating K1 ions from the electrolyte. In addition, it is known from layer
compounds that their charge carrier transport is highly anisotropic and
therefore dependent on the orientation of the grains in a polycrystalline film
with respect to the substrate and the electrolyte. It is also known that electron
transport within the layers is typically several orders of magnitude higher than
perpendicular to them. Furthermore, defect chemistry and structural disorder
play an important role. In TiO2, for example, it is thought that titanium point

Figure 7.20 Current density of MnOx phases deposited by reactive sputtering as
a function of substrate temperature. The red curve shows the behavior
of layers during the 1st CV cycle, the blue one that of the electrodes
after the fourth cycle when the CVs show no further change in electro-
chemical behavior. The peak position belongs to a-Mn2O3 electrode
material.29
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defects at the surface play an important role in water photolysis. Disorder
within the layers of layer-type compounds could enhance and facilitate
reactions on the surface.

From Figure 7.20 it is obvious that manganese oxides have stability ranges
which are defined by temperature and oxygen activity. The peak position in this
figure can be explained by a beneficial defect chemistry in the oxide with respect
to OER. In addition, the morphology of the films contributes to its catalytic
activity because a porous film of high surface area offers a higher number of
catalytically active sites in contact with the electrolyte than a rather bulky layer.
Film morphology, nanoparticle orientation, phase formation and electronic
properties are accessible by electron microscopy, X-ray diffraction, X-ray
absorption spectroscopy and conductivity measurements. Elucidation of
surface formation and point defect interaction with water molecules on an
atomic scale in order to unravel the reaction steps of water oxidation still
remains challenging. Two methods will be presented which can contribute to
these open questions.

7.3.1 In-Line Synchrotron Radiation X-ray Photoelectron

Spectroscopy

Figure 7.21 shows a picture and the corresponding scheme of an electro-
chemical cell where electrode surfaces in contact with a droplet of an

Figure 7.21 Picture and corresponding scheme of an electrochemical cell (three-
electrode arrangement) for surface preparation of an electrode in nitro-
gen atmosphere. The electrode is fixed to a transporting rod which allows
the transfer of the electrode from the glass vessel to the UHV chamber
for surface characterization.30,31

Oxygen Evolution and Reduction Catalysts 179

 1
4/

10
/2

01
3 

09
:3

7:
39

. 
Pu

bl
is

he
d 

on
 3

1 
D

ec
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

77
39

-0
01

54
View Online

http://dx.doi.org/10.1039/9781849737739-00154


electrolyte can be prepared under defined gas atmosphere. The cell is specif-
ically designed for the combined in-system analysis of surfaces using elec-
trochemical and surface analytical (XPS) tools. The figure also shows the
glass vessel of this setup connected to an ultrahigh vacuum (UHV) chamber.
The capillary with the Ag/AgCl reference electrode works also as an elec-
trolyte inlet system. Using N2, the pressure created in the capillary forms an
electrolyte drop below the Pt counter electrode and the working electrode.
The electrical contact between the three electrodes and the drop of electrolyte
is then formed by moving the sample holder with the working electrode up-
wards. After the electrochemical treatment, the sample is rinsed with water
and dried in N2. The sample is then transferred into a buffer chamber for
outgassing and, after the pressure reached values in the 10�9 mbar range, it is
transferred into the UHV analysis chamber.30,31 This setup was successfully
employed to characterize a conductive indium oxide phosphate film on top of
an InP electrode.32,33

Since XPS is a surface sensitive method it can be expected that in-line syn-
chrotron radiation X-ray photoelectron spectroscopy (SR-XPS) can contribute
to clarification of the oxidation states present on the electrode as a function of
potential. Experiments performed using this technique on the Ru-Se-S-O sys-
tem are described below (Figure 7.22).

7.3.2 In-Situ X-ray Absorption Spectroscopy

Another technique which should contribute to elucidation of the surface
structure of the investigated electrodes after electrochemical treatment is in-situ
X-ray absorption spectroscopy (XAS). The setup shown in Figure 7.23 can be
used to perform in-situ X-ray Absorption Near Edge Spectroscopy (XANES)
and Extended X-ray Absorption Fine Structure (EXAFS) spectroscopy. XAS
measurements can be carried out under in-situ conditions using an

Figure 7.22 X-ray photoelectron spectrum of a RuSe0.3 catalyst in the Se3p region
after oxidation of the sample. As found by in situ NEXAFS (see
Figure 7.25) selenium shows the oxidation states �2, þ4 and þ6.
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electrochemical cell consisting of a plastic body where a graphite paper with a
thin catalyst layer on top was fixed between acrylic glass rings (Figure 7.23).
Kapton-windows fixed at the edges of these rings and located closely to the
coated carbon paper allow XAS measurements in the transmission as well as in
the fluorescence mode. Simultaneous electrochemical experiments to study the
related electrochemical processes are performed under the flow of a thin elec-
trolyte film driven by a peristaltic pump.

As an example to characterize an electrocatalyst by this technique, the system
Ru-S-Se-O is used to demonstrate how a surface modified catalyst can change

(a)

(b)

Figure 7.23 (a) Scheme and picture of the electrochemical setup of half-cell for in-situ
XAS measurements of electro-catalysts in transmission and fluorescence
mode. The working electrode consists of carbon paper coated with the
catalyst. Reference and counter electrodes are not shown for the sake of
simplification. (b) During the measurement, the surface normal of the cell
is adjusted with an angle of 451 towards the incoming beam. The cell is
flushed with the requested electrolyte. A potentiostatic regime is main-
tained during the measurement.
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its properties from an oxygen reduction catalyst to an oxygen evolving ma-
terial. Carbon-supported RuxSy nanoparticles were prepared by annealing a
commercial ruthenium catalyst (carbon-supported Ru catalyst: Ru 40 wt%) in
H2S gas flow at temperatures ranging from 300 K to 1073 K. The Se coun-
terpart, RuxSey, was prepared by impregnation of a specifically pre-treated
commercial carbon black with RuCl3 followed by reduction and subsequent
selenization using a reductive annealing technique at elevated temperatures.33,34

Phase analysis and morphology of the catalysts were carried out using TEM
and ex-situ as well as in-situ XRD. It could be demonstrated that the carbon-
supported RuxSy catalyst exclusively exhibited ruthenium as a crystalline phase
up to 673 K. At higher temperatures the pyrite-type phase RuS2 (laurite) be-
comes dominant whose particles continuously grow from 9 to 14 nm with in-
creasing annealing temperature in the range from 773 to 1073 K (Figure 7.24).

A totally different behavior was found in the Ru-Se-system. With increasing
temperature, an optimized Ru-Se-ratio adjusts itself to a ratio of Ru : Se¼ 1 : 0.3,
while in the case of the system Ru-S the amount of sulphur dissolved in
the metallic nanoparticles is a function of the annealing temperature
(Figure 7.24).34,35

Figure 7.24 depicts the continuously probed X-ray diffractogram taken as a
function of temperature. Analyzing line scans at 300 1C, 700 1C, 900 1C and
925 1C, it was found that coalescence of the carbon supported Ru nano-
particles occurred with increasing temperature, leading to a decrease of full
width half maxima (FWHM) of the Ru peaks. Furthermore, new diffraction
lines at 2yE53.81 and 45.51 appeared at temperatures above 530 1C, pointing to
the formation of the pyrite-type phase RuS2. At temperatures above 900 1C,
these lines disappeared again, indicating decomposition of the RuS2. A RuxSy/
C catalyst prepared at RT and heated did not show any RuS2 diffraction lines,
proving that the amount of sulfur attached to the catalyst can be controlled by
the annealing temperature.

The structure of the most active RuSex/C ORR catalysts (Ru : Se
ratioE1 : 0.3) at a mean Ru particle size of 2.5 nm cannot be consistently de-
scribed by an idealized core-shell model assuming a closed Se coverage around
the metallic Ru nano-cores. More realistically, as elucidated from Anomalous
Small Angle X-ray Scattering (ASAXS), selenium tends to form clusters with
sizes of about 0.5 nm firmly bonded to the Ru cores of approx. 2.5 nm in
diameter.35 It was therefore concluded that a significant part of the surface of
the Ru cores has to be accessible to reactants participating in the electro-
chemical process.34

This perception has been confirmed by evaluating in-situ XAS spectra in the
XANES range varying the potential of the electrode (Figure 7.25a). A gradual
shift of the absorption edge with increasing potential was observed in the case
of the RuSex catalyst, which can be correlated with an increasing oxidation of
the surface of the ruthenium nanoparticle from Ru0 and Ru2� to Ru41 and
presumably even higher oxidation states (see Figure 7.22). The principal course
and shape of the curve change at potentials 4850mV. Above this value, the
surface of the ruthenium nano-particles oxidizes cumultatively, forming a
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(a)

(b)

Figure 7.24 (a) 2D representation of diffractograms as a function of temperature
heating RuSx/C nano-particles under vacuum from RT to 925 1C. Red
color represents low intensity of the diffraction signal, yellow and blue
colors represent medium and high intensity, respectively. The blue stripe
is caused by coalescence of Ru nano-particles. Additional lines appearing
at 2y¼ 29.91 and 35.21 above 550 1C indicate the formation of RuS2.
(b) X-ray diffractograms of a RuSx/C catalysts heated at 300 1C, 700 1C,
900 1C and 925 1C. To allow comparison of the in-situ measurements
with those performed under Cu ka radiation conditions, the 2y scale was
transformed appropriately.36
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ruthenium oxide layer of increasing thickness (Figure 7.25b). Looking at the
RuSy counterpart, an opposite behaviour was found. The particles show nei-
ther a shift of the absorption edge with increasing potential of the electro-
chemical half-cell nor a change of the shape of the curves, even under anodizing
conditions. The absorption edges of the curves are located at lower energies
than that of the Ru-black reference, but in principle follow the shape of its
curve. Obviously the surfaces of the sulfur-modified Ru nano-particles are
stabilized against oxidation by an ultrathin layer of sulfur since no RuS2 was
formed even heating the sample up to 800 1C. The reference NEXAFS curves of

(a)

(b)

Figure 7.25 (a) In situ NEXAFS measurements of a RuSex catalyst (prepared at
800 1C) performed at the Ru-K edge in an electrochemical half cell at
different potentials. The minimum of the NEXAFS curves at 22.137 eV
disappears at voltages higher than 950 mV indicating oxidation of the
catalyst particles. (b) In situ NEXAFS measurements of a RuSy catalyst
(prepared at 70 1C) performed at the Ru-K edge in an electrochemical
half-cell at different potentials. Even at voltages of 1300 mV no oxidation
is visible.36
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both, RuS2 and RuO2, differ essentially from the curves of the catalyst meas-
ured at different potentials (Figure 7.25b).36,37

To further prove this concept, in-situ XANES measurements were performed
at the Se-K-edge (Figure 7.26). It can be inferred from the spectra shown in
Figure 7.26 that selenium bonded to the surface of the ruthenium particles can
be switched between an oxidized (e.g. Se1IV) and a reduced (Se-II) oxidation
state. Under open circuit conditions, the original material possesses selenium in
both oxidation states (black line in Figure 7.26).

The amount of chalcogen on the surface of the Ru nanoparticles is of sig-
nificant importance for the electrocatalytic activity of the final electrocatalyst.
The corresponding catalytic activities for the oxygen reduction reaction were
analyzed by cyclic voltammetry (CV) and rotating disk electrode (RDE)
measurements studying sulfur modified Ru/C catalyst. The highest activity in
ORR is realized as long as the ruthenium nanoparticles are not completely
covered by chemisorbed sulfur. With increasing amounts of sulfur (resulting
from treatment of the carbon-supported ruthenium nanoparticles in an H2S gas
flow at higher temperatures) the kinetic current related to the ORR drops
rapidly. As soon as RuS2 has been formed, the catalyst becomes active towards
H2O2 production (Figure 7.27). H2O2 formation increases with increasing size
of the RuS2 particles.

36

RuS2 is a compound semiconductor with a direct gap of 2.2 eV. Thin films of
this sulfide were deposited by reactive sputtering to investigate the material as a
photoactive electrode with catalytically-active centres formed in contact with

Figure 7.26 XANES spectra of a RuSex catalyst measured at different potentials of
the half cell. The oxidation state of selenium bonded on the surface of the
Ru nanoparticles can be switched between an oxidized and a reduced
oxidation state of selenium.36
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the electrolyte.37 It could be demonstrated that OER activity increases with
increasing size of the RuS2 particles deposited on Ti substrates. However, in
contrast to RuS2 single crystals, no photoeffect could be observed on the
sputtered layers under illumination with a tungsten lamp. Time-resolved
microwave conductivity analysis indicated the presence of mobile charge car-
riers after illumination, but apparently these carriers cannot participate in the
electrooxidation of water. After an activation step involving cycling the elec-
trode in 0.5 M H2SO4 of a deaerated electrolyte, the formation of an oxide/
hydroxide layer was confirmed by analysis of the O1s-XPS spectrum, which
shows a significant increase of the oxygen peak (531.1 eV) measured at the
electrochemical treated surface. The layer thickness can be roughly estimated
from the electrical charge passed to be r0.5 nm.37

7.4 Integrated Concepts and Challenges in Catalysts

Characterization

Section 7.3 discusses characterization techniques that can contribute to analysis
of the changes at the surface of the catalyst in contact with an electrolyte. Since
XPS is in principle a surface sensitive method, electrodes consisting of the
transition metal chalcogenides mentioned above can be investigated. However
to learn more about the coordination and bonding distances in the near-surface

Figure 7.27 Kinetic current densities ik measured at 0.7 V (NHE) as a function of
annealing temperature of RuSx/C catalysts. The inlet shows the tem-
perature dependence on the formation of H2O2 in rotating ring disc
electrode (RRDE) measurements at a rotation speed of 400 rpm at 0.4 V
(NHE).36
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region, the investigated catalysts have to be prepared in an appropriate manner.
As described in section 7.3.2, it is possible to modify and functionalize a
catalyst by chemisorption of an element that enhances the catalytic effect
remarkably. In the case of Ru nanoparticles, this was possible by modifying
their surface by chalcogen atoms. This concept cannot be transferred directly to
transition metal oxides, as discussed in section 7.2. It is necessary to enlarge the
surface of the catalytically-active material to perform XAS by impregnation of
a conductive support with nanoparticles of the material to be investigated. In
case of ruthenium catalyst, carbon black was used as support. However under
anodic conditions, this support is chemically unstable and cannot be employed.
Recently Liu et al.38 have reported that oxides such as TiOx and ZrOx can be
used as support for the electrocatalyst to be investigated. The conductivity of
the carrier particles can be adjusted by control of their defect chemistry (oxygen
point defect or doping concentration). The carrier particles should have a
typical size of several 10 nm and can be loaded by the transition metal oxide
particles to be investigated by XAS. If the particle size is fixed at 2 nm, about
50% of the atoms are located on the surface. Under these conditions, the
sensitivity of in-situ XAS measurement can be increased significantly with re-
spect to changes at the surface.

The complex structure of the light-driven water splitting device as shown in
Figure 7.1 could in principle be simplified by depositing at the back and front
sides of a conductive support highly light-absorbing semiconductors in form of
thin films that are not only able to separate electron-hole pairs under illu-
mination in the bulk of the films, but also to catalyse water oxidation and
proton reduction at the related electrode/electrolyte interphases. So far, no
system is known where photoactivity and catalytic activity are realized in one
electrode material. Presently the following approaches for a water splitting
device are under development.

(i) A photoelectrochemical setup where a single photoactive electrode is
used as photoanode or photocathode, the band gap of which is adapted
to the energetic needs of water splitting. Prominent examples are n-type
a-Fe2O3, n-type BiVO4 (W alloyed) and p-type Cu2O.39,40

(ii) A p-type photoactive electrode combined with a n-type electrode. Illu-
mination of both electrodes needs to achieve a photovoltage that is high
enough to split water. Typical potentials needed are 1.6–1.8V at current
densities of 5–10mAcm�2. Best efficiencies might be obtained using a
transparent conductive substrate for one of the electrodes (back side
illumination) while the counter electrode is illuminated via the
electrolyte.41–43

(iii) Using a PV hybrid system where the front or back contacts of a thin film
solar cell device are in direct contact with an aqueous electrolyte. In such
a geometry, the PV system is decoupled from the electrochemical system
(see Figure 7.28). Transition metal oxides such as MnOx, NiOx and
CoOx can be employed as efficient dark catalyst in order to lower charge
carrier barriers at the electrode/electrolyte interface.
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(iv) State of the art triple junction silicon thin film solar cells (3j a-Si/mc-Si solar
cells) possess the capability to generate a photovoltage of 1.8V at the
maximum power point at a current density of 5 mA cm�2. However a more
economic version can be realized by combining a photoactive oxide
semiconductor with an easier to fabricate tandem-junction Si thin film solar
cell (2j a-Si/mc-Si solar cell). The special geometry displayed in Figure 7.27
uses a 2j Si thin film cell in superstrate configuration. Both sides of a TCO
glass substrate are used to deposit on the one side a POS and on the other
side a 2j Si solar cells structure. Since the photoactive oxide semiconductor
is acting as anode and should have a higher band gap than the photo-
cathode a-Fe2O3, n-type BiVO4 and n-type TaON can be used.39,40,43

Transition metal oxides are in demand for all of the systems described above.
In case of the photoactive oxide semiconductors (POS) shown in Figure 7.28, a

Figure 7.28 Schematic cross section of a water splitting light-driven device combining a
tandem Si solar cell and a photoactive oxide semiconductor. In the upper
part of the scheme a tandem junction thin film amorphous (a-Si) -
microcristalline (mc-Si) silicon solar cell deposited on the right side of
aTCO glass substrate is shown, on the left side a photoactive oxide
semiconductor layer is displayed. The water splitting device is illuminated
via the photoactive oxide semiconductor layer, the surface of which is
functionalized by an oxygen-evolving catalyst. While the oxygen evolution
reaction is taking place at the anode side, hydrogen evolution happens at
the metallic back contact equipped with a related catalyst. The lower part
of the figure is displaying the band structure of the device. Starting from
the highest in case of the POS and the lowest close to the back contact to
absorb a high fraction of incident solar light (adapted from reference 43).
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current density of up to 10mAcm2 is required. Presently no POS can be pre-
pared that gives such high current densities. Remarkable success has
been achieved during the last decade by doping and defect control of the POSs
a-Fe2O3 and BiVO4.

39,40 The latter material presently shows the highest current
density (up to 4 mAcm�2) measured at pH 7 after deposition of a CoOx layer as
co-catalyst. The generically small carrier mobilities and charge carrier life times
could be influenced by tailoring the defect chemistry of the POS. Further im-
provement can be expected by designing a convenient nano-architecture of the
light absorbing films. In addition, doping gradients and modification of the
surface defect chemistry should lead to an improved POS performance.

For all these water splitting devices, transition metal oxide catalyst can be
used to lower overvoltages at the anode side. In the case of the system Mn-O,
the best results with respect to current density at 1.8V and the highest elec-
trochemical stability were obtained with a galvanostatically deposited thin film
of a-Mn2O3 using a TCO-coated glass substrate.

7.5 Summary and Outlook

Coming from the CaMn4Ox cluster in photosystem II, which acts as oxygen
evolving catalyst in photosynthesis, different inorganic materials were con-
sidered focusing on manganese oxides and alkali metal and earth alkaline metal
manganates that have in common bonding distances similar to those known the
CaMn4Ox complex in PSII. Phyllomanganates are considered as model sub-
stances assuming that the catalytically active centres are located on the surface
of layers composed of edge-sharing MnO6 octahedra coordinated to inter-
calated calcium and water molecules. Among binary manganese oxides,
a-Mn2O3 is characterized by remarkable properties towards oxygen evolution.
The electrochemical stability of thin films of this oxide can be controlled by the
preparation conditions. The most stable layers are those deposited galvano-
statically and treated in air at 673 K. X-ray absorption techniques using syn-
chrotron radiation were used to distinguish between different manganese
oxides. This technique is without any alternative, because also amorphous
or highly disordered materials can be characterized. Using the example of
ruthenium catalysts functionalized by chalcogen atoms which are efficient
catalysts for the oxygen reduction reaction (ORR) as well as the oxygen evo-
lution reaction (OER), it was demonstrated how sensitive X-ray absorption
near edge structure (XANES) and extended X-ray absorption fine structure
(EXAFS) analyses can be to characterize changes at the surface of nano-sized
catalyst particles during electrochemical treatment. Depending on the prepar-
ation conditions, the investigated dark catalysts have to be integrated in a light-
driven water splitting device. One option is to separate the photovoltaic part
from the part where the electrochemical processes occur. As a mid-term solu-
tion, triple junction a-Si/mc-Si thin film solar cells in superstrate geometry can
be used, where the back contact can be used as cathode to evolve hydrogen and
the dark anode for oxygen evolution. An advantage of this configuration is that
protons formed at the anode surface have a short distance to migrate to the
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cathode surface, where they are reduced under hydrogen formation. A further
advantage is that the PV part is not shadowed by the catalysts and that incident
light cannot be scattered by evolving gas bubbles in this geometry.

The following questions have to be taken into account in the development of
an electro-catalytically active material.

� Are the components available, cheap and nontoxic?
� How far can the defect chemistry be used to tailor the conductivity in the

bulk?
� Can dopants improve the electrocatalytic properties?
� Can an electrochemical stable surface be prepared by interaction of the

electrolyte with the as grown material cycling the electrode in a certain
potential range?

� How far is the electrocatalytic performance of the catalyst influenced by
the morphology of the individual nanoparticles and their texture in the
deposited film?

� Which role plays disorder and amorphous regions in the electrocatalysts?

In common with materials development in general, the design of suitable
electrocatalysts for water splitting is a challenge where a matrix of different
properties has to be considered.
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CHAPTER 8

The Group III-Nitride Material
Class: from Preparation to
Perspectives in
Photoelectrocatalysis

RAMÓN COLLAZO*a AND NIKOLAUS DIETZb

aDepartment of Material Science & Engineering, NC State University,
Raleigh, NC, 27606, US; bDepartment of Physics & Astronomy, Georgia
State University, Atlanta, Georgia, 30303, US
*Email: rcollaz@unity.ncsu.edu

8.1 Introduction

Renewable solar fuel generation either via photovoltaic (PV) cells or via photo-
electrocatalytic solar fuel cells is expected to play a central role in the way en-
ergy is produced in the coming century to mitigate environmental problems
associated with continued consumption of fossil fuels. Fuels generated by
photoelectrocatalytic conversion may be hydrogen (H2), methanol (CH3OH),
or other alkanes – molecules that can store tremendous amounts of energy per
mass unit. These solar fuels can release energy in usable fashion upon reaction
with oxygen (O2), without producing environmentally harmful byproducts. The
formation of these envisioned solar fuels can be readily addressed through the
development of compound semiconductor-based electrolytic cells that have the
advantage of producing the products at separate locations. Group III-nitrides
compound semiconductors are ideally suited to drive such endergonic reactions
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with light, acting as the light absorbing units in hybrid photoelectrochemical
(PEC) cells. The surfaces of these semiconductors have to be stabilized and
modified with molecular or inorganic catalysts in order to catalyze specific
desired reactions pathways. Research in this area will require materials of
high quality with well-defined tailored properties and reproducibility. In the
following sections, we provide a brief review of present knowledge of the
properties the group III-nitride compound semiconductors and of efforts to
improve their structural and physical materials properties as well as the
integration of dissimilar materials for the envisioned device functionalities.

8.1.1 Properties of the Binaries InN, GaN, AlN and their

Ternaries

Binary group III-nitrides – e.g. AlN, GaN, InN, TlN, and their ternary and
quaternary alloys – possess a number of attractive physical, optical, and elec-
tronic properties that allow the fabrication of novel materials and device
structures, which have been reviewed over the last two decades.1–11

As depicted in Figure 8.1, the group III-nitrides can crystallize in a hexagonal
wurtzite (wz) or in a cubic zinc blende (zb) crystal structure and span a wide
range of band gap energies, depending on composition (cf. Table 8.1). The
III-nitrides are partially ionic solids due to large differences in the electro-
negativity of the group-III metal cations and nitrogen anions,7 and the most
stable crystalline structure of is the hexagonal wurtzite crystal structure. Due to
the strong ionic III-N bonds, the unit cell of the III-nitrides is distorted from
the ideal wurtzite unit cell, resulting in a large spontaneous polarization along
the c-axis. The large differences in the ionic radii and bonding energies of the

Figure 8.1 Lattice constants and band gap energies for wurtzite (wz) and cubic zinc
blende (zb) group III-nitride compound semiconductors, together with
utilized substrates used in the growth of epilayers.
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group III metal cations give rise to different lattice constants, band gap energies
and electron affinities, which challenges the epitaxial deposition of the
III-nitrides and its alloys. At present, the lattice mismatch between the different
III-nitride materials and commonly used substrates result in high dislocation
densities, which impacts the optoelectronic and mechanical properties in the
epilayers. Such dislocations also critically influence the surface morphology of
heteroepitaxial III-nitride epilayers. Recently, due to advances in III-nitride
native substrates, homoepitaxial and pseudomorphic heteroepitaxial films with
lower dislocation densities have been achieved. The lower dislocation densities
lead to an improved surface morphology, where the single crystalline surfaces
are determined by surface energy minimization.

The band gaps of three binaries InN, GaN, and AlN span from
0.7� 0.05 eV12,6,13 to 3.5� 0.1 eV7 through 6.1� 0.1 eV7, where the low band
gap value of InN is still undergoing revisions (cf. Table 8.1).6 Recent assessments
of the ternaries InGaN and InAlN alloy formation within a cluster expansion
approach14 substantiate the contribution of compositional instabilities to the
wide-spread band gap bowing of the indium-containing ternaries InGaN and
InAlN,15,16 affecting the short-range and long-range ordering of ternary alloys.

One unique lattice-matched system comprises the Al1�xInxN�GaN
(x¼ 0.174) heterostructures, which provide for a large band-offset as well as a
refractive index contrast D¼ðn2GaN

� n2AIInN
Þ = n2GaN

of 7% with respect to GaN.

This lattice matched Al0.83In0.17N/GaN system is being explored, for instance,
for resonant cavity light emitting diode (RCLED) vertical cavity surface
emitting laser (VCSEL)20,21 or field effect transistor (FET)22 devices. However,
the band gap energies and electron affinities of this system are not suited for
photoelectrocatalytic applications.

8.1.2 Band Gap Alignments for InN-GaN-AlN-InN Alloys and

Heterostructures

Ternary Ill-nitride alloys are promising for photonic absorber structures in
photoelectrocatalytic architectures for fuel generation from sunlight. The

Table 8.1 Lattice parameter and band gap values for group III-nitride alloys.

Binary alloy a (Å) c (Å) c/a ratio u Literature

wz-InN 3.517 5.685 1.616 1.616 Ref. 13
wz-GaN 3.18940 5.18614 1.62606 0.3789 Ref. 17
wz-A1N 3.1120 4.9808 1.60054 0.3869 Ref. 17

Ternary band gap values: EgðAXC1�xNÞ¼EgðAÞ � xþ EgðcÞð1� xÞ � b �X � ð1� xÞ

Ternary alloy
Bandgap
Eg(A) (eV)

Bandgap
Eg(C) (eV)

Bowing
parameter b Literature/Remarks

InxGa1�xN 0.70� 0.05 3.52� 0.1 1.6� 0.2 b¼ 1.65� 0.07 Ref. 18
b¼ 1.36 Ref. 19

A1xGa1�xN 6.10� 0.1 3.52� 0.1 0.7� 0.1
InxA11�xN 0.70� 0.05 6.10� 0.1 3.4 xþ 1.2 Ref. 19
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design and fabrication of photoelectrocatalytic structures based on group
III-nitride heterostructures or electrolyte-semiconductor interfaces requires
reliable values for the valence band positions and band gap values of the three
binaries InN, GaN, AlN, as well as the valence band and band gap value shifts
for their ternary alloys. A wide spread of values is reported and summarized in
several reviews.8,10,11 The most recent review, by Moses et al.11 summarizes the
present status on the band gap and band alignment values and highlights the
uncertainty in the absolute values of the valence band positions, which are
affected by interfacial and surface termination effects. The evolution of the
band gap values and the band alignments for the binaries InN, GaN, AlN and
their ternaries are depicted in Figure 8.2, which shows that the band gap energy
values range from 6.1 eV for AlN to approximate 0.7 eV for InN. In the ternary
alloy system, the valence and conduction bands can be engineered over a wide
energy range, allowing the energetic alignment of the semiconductor bands
with the HOMO and LUMO levels of catalysts for efficient charge transfer. The
system thus provides the possibility to investigate the photoanode behavior of
low-gap compounds. For InGaN alloys with a composition of 25% to 30%
indium, the energy gap of 2.2 eV as well as the band edge positions are such that
single junction water splitting with light could also be viable.

The ternary band gap values for the InN-GaN-AlN alloys, together with
bowing parameters, b, are given in Table 8.2. Pelá et al.23 has reviewed the band
gap values for the binary and ternary alloys and utilized the local-density

Figure 8.2 Valence band position and offsets for group III-nitrides alloys. Also
marked are the hydrogen redox (Had

1/H2 – located at about 4.6 eV) and
oxygen redox (O2/H2O – about 1.23 eV lower) potentials for water.
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approximation LDA-1/2 method24 to establish more accurate band gap
parameters, taking experimental data into account. The band gap value for InN
was estimated by LDA-1/2 to be 0.95 eV,23 which is inconsistent with experi-
mental values that converge to a band gap value of approximate 0.70 eV. The
valence-band positions relative to the vacuum level, EVac-V vary strongly in
literature and seem to be highly influenced by surface orientation and surface
polarity.11,10 The valence band offset between binaries InN and AlN was de-
termined by x-ray photoelectron spectroscopy to be 1.52 eV25 with an associ-
ated conduction band offset of 4.0� 0.2 eV, forming a type-I heterojunction
between the binaries. The valence band offset between binaries InN-GaN
positions was estimated to be 0.62 eV with an band gap bowing parameter, b,
of 1.36 eV.19 The relative valence band is assumed to shift linearly with com-
position x19; the observed band gap bowing is therefore assigned to a nonlinear
conduction band shift.

8.2 Fabrication of Epitaxial Alloys and

Heterostructures

8.2.1 Epitaxial Growth Techniques

Several methods have been developed for the growth of InN, GaN, AlN, and
their alloys. The choice of which method is used is based on the desired

Table 8.2 Valence band position and offsets for group III-nitrides alloys.

Valence band position absolute to vacuum level

Alloy Evac�Ev(XN) Literature

c-plane ‘wz-InN’ (In-terminated) 6.03 eV Ref. 13
c-plane ‘wz-InN’ (N-terminated) 6.41 eV Ref. 13
m-plane ‘wz-InN’ 6.52 eV Ref. 13
m-plane ‘wz-InN’ relaxed 5.81 eV Ref. 11
m-plane ‘wz-GaN’ relaxed 6.42 eV Ref. 11
m-plane ‘wz-AlN’ relaxed 6.88 eV Ref. 11

Valence band offsets between binaries: EvðANÞ � EvðCNÞ¼EDVðAXC1�XNÞ �X� b
�X � ð1� xÞ

Ternary alloy
Valence band offset
between binaries (eV) Bowing parameter b Literature

InxGa1�xN � 0.71 0 (linear with x) Ref. 19,11
� 0.85� 0.15 linear with x exp. Ref. 26
�0.58� 0.08 N/A exp. Ref. 27
� 0.78 PE on InN/GaN HJ exp. Ref. 28

A1xGa1�xN þ 0.7xxx 0.6
þ 0.43 – Ref. 11

InxA11�xN �1.52� 0.17 – exp. Ref. 25
�1.32 – exp. Ref. 29
�0.96 – Ref. 11
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properties of the crystals. In general, two parameters must be considered:
thickness and quality. The major growth methods are discussed briefly here.

(a) Low-pressure MOCVD

Metal-organic chemical vapor deposition (MOCVD or MOVPE) is a well-
established growth method for the growth of AlGaN and InGaN.30 Using
nitrogen and/or hydrogen as carrier gas, metal-organic (MO) precursors are
used as the metal sources (for example, TMG or TEG as a gallium precursor),
and ammonia (NH3) is used as nitrogen source. The metal-organic precursor
and NH3 are both transported to the reaction zone above a substrate to form
the desired group-III-nitride compound. Typically, MOCVD is used in the
mass transport limited regime, in which the growth rate solely depends on the
amount of metal-organic supplied.31 Growth temperatures are in the range
from 600 1C for InN up to 1500 1C for AlN (with growth temperatures for GaN
lying around 1050 1C). Reactor pressures may range from 100Pa to close to
100KPa (ambient pressure). Growth rates as high as 5 mm/hr can be achieved
by MOCVD. Major impurities found are oxygen, hydrogen, carbon, and
silicon.

(b) Hydride Vapor Phase Epitaxy (HVPE)

This method uses the reaction between gallium trichloride (GaCl3) gas, indium
trichloride (InCl3) gas, aluminum trichloride (AlCl3) gas, and ammonia (NH3)
gas to form GaN,32–34 InN,35,36 AlN, and ternary III-nitride alloys. The re-
action between the source gases takes place in a 2-zone temperature-controlled
furnace, with growth temperatures in the raction zone comparable to those of
MOCVD. Similar to MOCVD, the growth with HVPE takes place close to
thermal equilibrium. Due to the very high gas flows that can be employed in
HVPE, high growth rates of 10–50 mm/hours can be achieved, enabling the
growth of thick bulk-like GaN and AlN layers.

(c) MBE and Plasma-assisted MBE

In contrast to MOCVD and HVPE, molecular beam epitaxy (MBE) is
kinetically driven rather than typical thermally based chemical reactions.37,38

For deposition via MBE, the source materials (metallic gallium, aluminum, or
indium) are heated in a Knudsen effusion cell under ultra-high vacuum.
A nitrogen beam from a plasma source is employed typically as the nitrogen
source. Metal and nitrogen both impinge and react on the substrate to form the
group-III-nitride compound. MBE is a non-equilibrium growth method with
very low deposition rate in the range of some hundreds of nanometers per hour.
A major improvement in the growth of III- nitrides by MBE came when
plasma-sources where added to growth systems to assist the activation of
nitrogen precursors.
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(d) Remote-plasma-enhanced or Reactive Rf-sputtering CVD

Due to the low desorption pressure of nitrogen in InN, growth temperatures for
this material are comparably low (around 500 1C). At these temperatures, the
dissociation of NH3 to provide nitrogen for the growth of InN is reduced,
leading to InN films with low nitrogen concentration. RF-sputtering CVD uses
an RF plasma to enhance the dissociation of NH3 and increase the incorpor-
ation of nitrogen.39,40 Thus, the growth of III-nitrides can be accomplished at
much lower growth temperature, while the growth rates are comparable to
MOCVD. Defect levels comparable to that of MBE can be achieved.

(e) Superatmospheric MOCVD (also Denoted as High-pressure
CVD)

This technique is an extension of MOCVD towards the superatmospheric
reactor pressure regime. Promising results were achieved in the growth of InN
and In-rich InGaN as this technique enables higher temperatures for these
materials.41–43 However, controlled precursor injection schemes become
critical as gas phase reactions become imminent with increasing gas phase
densities. An additional challenge is the reduction of the surface boundary
layer with increased reactor pressure, which leads to a decreased growth rate
for higher pressures. The importance of this approach lies in the reduction
of the growth temperature gaps between the III-nitride binaries, which is
critical for the stabilization of embedded ternary III-nitride alloys and
heterostructures.

8.2.2 Substrate Issues

Different substrates are used for the growth of group-III-nitrides. These in-
clude sapphire, SiC and silicon. Sapphire, the most widespread substrate, is
used since it is relatively inexpensive and can be bought commercially with
diameters up to 6 inches. In contrast, SiC is comparatively expensive but
offers more desirable properties such as better heat transport and decreased
lattice mismatch.31 The use of silicon as a substrate is motivated mainly by the
possibility to integrate group-III-nitrides into the well-established silicon
technology and the ease of availability of large area substrates.44 However,
especially for AlN and InN, growth on silicon is not well understood so far.
All these substrates have a thermal and lattice mismatch to AlN, GaN, and
InN, leading to strain in the layers. Thus, native substrates, i.e. bulk AlN,
GaN, and InN are widely desired. Lately, progress in the growth of bulk GaN
and AlN has been tremendous, leading to the commercial availability of these
substrates.45 Unfortunately, no bulk InN crystals are available, inspiring the
exploration of different concepts such as strain relaxing interlayers.46 In the
future, strongly improved quality is to be expected from layers and devices
grown on these bulk crystals, especially for In-rich InGaN and Al-rich
AlGaN.47–50
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8.3 The AlxGa1-xN System: from the Binaries to

Ternary Alloys and Heterostructures

The AlxGa1-xN system represents the wider band gap part of the III-nitride
family. Certainly, GaN has been the most researched member of this family,
allowing for successful device applications and future directions. Recently,
interest in UV optoelectronics and high-power electronics has led to focused
research on the AlxGa1-xN alloys, as they provide a suitable material system for
the realization of these applications. As the band gap range of this system
covers the UV part of the spectrum, they are not particularly useful for the
development of photovoltaic (PV) cells or photoelectrocatalytic solar fuels.
Nevertheless, they present a proper test system for the development of the
general concepts for nitrides and in general the universality of point defect
control in such wide band gap materials. The following section summarizes the
basic properties of the GaN and AlN binaries, focusing on their polarity ap-
plications and surface morphology. In addition, it discusses the important
thermodynamic implications for describing the full miscibility of the AlxGa1�xN
alloy system and its demonstration in term of MOCVD growth of these
alloys. Finally, it finishes with a discussion of current understanding of point
defect with the ultimate goal of controlling their electronic properties. This is
currently one of the most researched areas within this material system.

8.3.1 Properties of Epitaxial GaN-AlN Alloys

AlN and GaN possess a number of interesting physical, optical, and electronic
properties that allow the fabrication of novel devices. III-nitrides typically form
a hexagonal wurtzite unit cell and are partially ionic solids due to large dif-
ferences in the electronegative of the III-metal cations and nitrogen anions. Due
to the largely ionic behavior of the III-N bonds, the unit cell of the III-nitrides
is distorted from the ideal wurtzite unit cell, and a large spontaneous polar-
ization exists along the c-axis. As the III-metal cations have different ionic radii
and bonding energies with nitrogen, the III-nitrides have different lattice con-
stants, spontaneous polarizations, band gap energies, and electron affinities.
The non-centrosymmetric crystalline structure and the lack of inversion sym-
metry along the c-axis gives rise to two distinct polarities of the {0001}-surfaces.
The cation and anion atoms are arranged in separate layers along the basal
planes to form hexagonal close packed planes, and the orientation of the bonds
between the cation and anion layers defines the polar orientations: III-polar (þc
orientation) if the single bond points from III-metal cation to nitrogen anion
along the o00014 direction or N-polarity (� c orientation) if the single bond
points from nitrogen anion to III-metal cation (Figure 8.3). Polar orientation
should not be confused with surface termination, as each orientation may be
terminated with either species. The direction of the spontaneous polarization
vector and the type of charge induced at a surface or interface is also deter-
mined by the polar orientation (Figure 8.3). As the spontaneous polarization
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constitutes a non-zero dipole moment per unit volume in the crystal, there
exists an internal electric field in the order of a few MV/cm.51 These internal
electrical fields can enhance electron or hole accumulation at surfaces or
interfaces, and surface charge densities on the order of 1013 cm�2 can be gen-
erated. In addition to a spontaneous polarization, large piezoelectric polar-
ization is present in strained crystals such as thin films deposited by
heteroepitaxy. The combined effects of spontaneous and piezoelectric polar-
ization in III-nitrides can strongly influence the electrical behavior of a device
and makes the control of polarity a necessity for device fabrication.

As most III-nitride growth is preformed on {0001} surfaces, the two polar-
ities present different challenges to crystal growth due to differences in surface
configurations, compositions, and chemistries.2 These dissimilarities lead to
different levels of impurity incorporation and the formation of difference
microstructures. The principle technique for polarity control during hetero-
epitaxial deposition is to produce a substrate surface that favors the nucleation
of grains with the preferred polarity through the use of polar substrates
(Si-polar or C-polar SiC) or combinations of surface treatments for non-polar
substrates (sapphire).52,53 For GaN deposition on c-sapphire wafers, a surface
nitridation with ammonia at high temperature yields N-polar GaN while the
deposition of a low-temperature AlN buffer layer yields Ga-polar GaN.53

Using conventional lithography techniques to pattern and selectively etch a
low-temperature AlN buffer layer ofB30 nm thickness deposited on a sapphire
wafer allows Ga-polar and N-polar domains to be grown simultaneously
(see Figure 8.4).53 In the case of homoepitaxial deposition, the polarity of the
deposited film is inherited from the substrate.

In addition to requiring polarity control techniques, epitaxial deposition of
the III-nitrides presents other challenges. The large lattice mismatch
between the different III-nitride materials and other common substrate
materials result in dislocation densities of 109–1010 cm�2 for heteroepitaxially
deposited thin films. Such large dislocation densities can have a substantial
impact on electrical and mechanical properties. The surface morphology of

Figure 8.3 The vector direction of spontaneous polarization, Psp, in III-nitride
crystals relative to the o00014 direction. The signs of the interface/
surface charge, s, are also indicated for Ga-polar and N-polar GaN
grown using a patterned AlN buffer to control film polarity.
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heteroepitaxially-grown III-nitride films is also controlled by dislocations, and
III-nitride crystals grown in supersaturated environments develop bi-layer
step spirals emanating from screw dislocations.54 Figure 8.4a shows an
atomic force microscopy (AFM) image of a GaN thin film deposited by
MOCVD on c-sapphire. The spacing between successive bi-layer steps in a
growth spiral can be controlled through process supersaturation during
deposition and can be varied from B100 nm to B200 nm.55 In contrast,
homoepitaxial and pseudomorphic heteroepitaxial films inherit a much lower
dislocation density from their substrate material, typically 106 cm�2 for GaN
and 104 cm�2 for AlN substrates.56,57 The surface morphology of films with
reduced dislocation densities is more alike to single crystalline surfaces and is
determined by surface energy minimization.

Figure 8.4b shows an AFM image of an AlN thin film deposited by MOCVD
on bulk (0001)-AlN with a miscut of about 11 where a combination of crys-
talline faceting and bi-layer steps is evident. This morphology is the result of
step-flow growth by individual bi-layers and step-bunching of these bi-layers to
form alternating (0001)-AlN facets and high Miller-index or unreconstructed
facets to conserve the macroscopic misorientation of the AlN substrate.58 As
with heteroepitaxial films, the spacing of the bi-layer steps of homoepitaxially
deposited AlN can be controlled by process supersaturation during deposition
and can be varied from 90 nm to 150 nm.59 The spacing of the step-bunches can
be varied from 80 nm to 500 nm by varying the miscut of the AlN substrates.
The capability of using AlN single crystalline wafers for homoepitaxial
growth of AlN and pseudomorphic Al-rich AlGaN films was developed

Figure 8.4 5�5 mm2 AFM images of (a) Ga-polar GaN film deposited on c-sapphire
and (b) Al-polar AlN deposited on bulk AlN with a miscut of about 1 deg.
The bi-layer step spacing is approximately 150 nm for both samples. The
GaN bi-layer steps are arranged in spirals emanating from screw dis-
locations. The AlN surface show step-bunches of 3 nm height with a
spacing of 350 nm.
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recently. This capability arises from the development of the technology for
growth and wafering of bulk single crystal AlN grown by physical vapor
transport.

The III-nitrides show promise for use in photochemical processes due to the
large range of electron affinities. It is generally accepted that the electron af-
finity of GaN is 4.1 eV. Reported values of the electron affinity of AlN and InN
are B2 eV and 5.8 eV but are topic of ongoing research.60,61 As discussed in
section 8.1, the electron affinities of ternary alloys have a high uncertainty, but
they are expected to exhibit electron affinities intermediate to the binaries.

8.3.2 Ternary AlGaN Alloys and Heterostructures

The enthalpy of mixing for III/V (including III-N), IV, and II/VI semi-
conductor solid solutions is always below a certain critical temperature.62 A
positive enthalpy of mixing in terms of atomic interactions indicates a ‘‘higher
bond energy’’ between two distinct species due to ‘‘chemical’’ energies (related
to partial charge transfer due to differences in electronegativity), and ‘‘strain’’
energies related to distortions in the lattice due to differences in the sizes of the
constituent species. This can result in a single, homogeneous solid phase having
a higher free energy than a mixture with two solid phases.

The regular solution model satisfies the condition of a non-zero enthalpy of
mixing. A regular solution, as defined by Hildebrand, is a solution with a non-
zero enthalpy of mixing and no excess entropy of mixing, suggesting neither
clustering or ordering.63 This model is used to predict the stability of the dif-
ferent AlGaN solutions within a pseudobinary phase diagram. Following the
regular solution model, the molar free energy of mixing for AlxGa1-xN is
given by:

DGM ¼Oxð1� xÞ þ RT ½x1nxþ ð1� xÞ1nð1� xÞ� ð8:1Þ

where R is the molar gas constant, x is the AlN molar fraction within AlGaN,
and O is the interaction parameter. Using a modified valence-force-field (VFF)
model, Ho et al. calculated the interaction parameter to be 3.6 kJ/mol, with the
main contribution coming from the microscopic strain energy associated with
the bond distortion in the alloy.64 Figure 8.5 shows how the molar free energy
of mixing depends on the molar fraction of AlN within the solid solution of
AlxGa1-xN for three different temperatures characteristic of the processing of
these alloys. For these temperatures, all composition ranges within the free
energy curve have lower free energy of mixing than the extremes of the ranges.
There are no binodal points that would define a binode (where a homogeneous
phase will be metastable or unstable). The binodal critical points are defined by
the extreme or critical points of the molar free energy of mixing, that is, dDGM/
dx¼ 0, defining the binodal curve. The critical temperature, the temperature at
which at any temperature above the solid solution is stable, is �56 1C, well
below the processing temperatures of these alloys. A binode region exists within
the pseudobinary phase diagram of the AlGaN alloy below this temperature.
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All alloy compositions will be stable against phase separation and segregation
above this temperature (for temperatures used during processing).

The stability of these alloys is demonstrated by growing layers of different Al
composition by metalorganic vapor phase epitaxy (MOVPE). As mentioned
above, all alloy compositions are expected to be stable against phase segre-
gation under common growth conditions. The concentration of Al in the alloy

is simply given by xA1¼ f 0A1
�
ðf 0Ga þ f 0AlÞ, where f

0
Al and f 0Ga are the actual fluxes

arriving to the growing surface of the corresponding Al and Ga carrying spe-
cies. These actual flows can be related to the intended flows as f 0Ga¼ afTEG and

f 0A1¼ 2bfTMA, where fTEG and fTMA are the corresponding triethylgallium

(TEG) and trimethylaluminum (TMA) intended metalorganic flows. In this
definition, the factors a and b are introduced as correction factors, and the
factor of 2 in the Al flow is due to TMA being a dimer in the gas phase at room
temperature. From this, concentration of the Al alloy can be written as:

xA1¼
2bfTMA

afTEG þ 2bfTMA
¼

2 b
a fTMA

fTEG þ 2 b
a fTMA

ð8:2Þ

where a correction factor ratio can be defined as g¼ b/a. According to this
definition, the aluminum concentration in the alloy should be expressed as:

xA1¼
2gfTMA

fTEG þ 2gfTMA
ð8:3Þ

taking the correction factors into account.
Pre-reactions or parasitic reactions in the gas phase are expected for alu-

minum and ammonia within the MOVPE process, since it is a spontaneous and
strongly exothermic reaction. This depletes the source flow of the aluminum
component, increasing the gallium fraction within the alloy.65 In order for
Equation (8.3) to be satisfied if the pre-reaction occurs, the reduction in the

Figure 8.5 Molar free energy of mixing for AlGaN as a function of the molar fraction
of AlN within AlGaN for three different temperatures.
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aluminum flow or the reaction rate needs to be linearly proportional to the
aluminum concentration in the source gas flow. This implies that the pre-
reaction needs to be first order with respect to aluminum in its kinetic rate law.
Any deviation from the trend described by Equation (8.3) will represent either
instability in the AlGaN alloy or a different order kinetic rate law. The two
effects cannot be distinguished from just a deviation from Equation (8.3).

The g correction factor depends on particularities of the process, specifically
on: temperature, total pressure, ammonia partial pressure, and gas velocity
through the total flow. These parameters influence the pre-reaction rate that
depletes the aluminum flow.66 In addition, these parameters determine the
gallium and aluminum supersaturation, which ultimately determines the in-
corporation rate. Certain conditions, like high temperatures (above 1100 1C)
and low ammonia partial pressures may lead to low gallium supersaturation,
inducing a deviation from linearity.

Figure 8.6 shows the AlN molar fraction within the AlGaN alloy as a
function of the ratio of the molar flow rates as given by Equation (8.3). Only
one composition was observed per intended film. The Al compositions
graphically represented this way can be fitted with a line of slope 1, if the g
factor is equal to 1.4, throughout the whole composition range, from 0 to 1. As
mentioned above, this implies that the alloy compositions are stable against
phase separation and segregation. In addition a g factor greater than 1 implies
that no significant amounts of aluminum (if any) are being lost to pre-reactions.
This is dependent on the particular process conditions and reactor geometry
used to grow the films.

The film relaxation is defined as R¼ (a� as)/(aR� aS), where a is the measured
in-plane film lattice constant, aR is the relaxed in-plane film lattice constant,
and aS is the in-plane substrate lattice constant, that in this case is a for GaN, is
easily determined. A relaxation of 0 indicates a fully coherent interface
between film and substrate, while 100% relaxation implies a fully relaxed film.

Figure 8.6 AlN molar fraction within the AlGaN alloy as a function of the ratio of
the molar flow rates as given by Equation (8.3).
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Figure 8.7 shows the film relaxation as a function of the AlN molar fraction
within the AlGaN alloy. For compositions below 20%, the relaxation is 0,
implying a fully coherent interface, while for a composition around 20% there
is a slight degree of relaxation, reaching 12%. Nevertheless, there is an abrupt
transition at about 25 to 30% in Al content, where the film achieves nearly full
relaxation (for compositions above 30% to below 60%) and full relaxation for
compositions above 60%. This abrupt change in the relaxation as a function of
composition is indicative of cracking as the relaxation mechanism. AlGaN
films on GaN are in tension since the in-plane lattice constant of AlGaN
is smaller than that of GaN. Extensive cracking is observed on the higher
Al-content AlGaN films.

Figure 8.8 shows a 2y�o triple crystal scan on the direction normal to the
substrate for the films represented above. The reflections from the (0002) planes
from GaN and AlGaN can be observed along with Pendellösung thickness
fringes around the AlGaN peak for AlGaN films with compositions below 25%
Al. The occurrence of these fringes has been qualitatively related to the high
quality of these films.

Although the previous discussion relates to AlGaN films on GaN templates,
recent work describes the progress of AlGaN on AlN bulk crystals substrates.
Dalmau et al. describe this state-of-the-art system, AlGaN films with
compositions above 60% Al remain pseudomorphic for thickness below
1 mm.47 Partial relaxation is observed, but not via the cracking mechanism as
these films are expected to be in compression, contrary to those grown on GaN
that are expected to be in tension.

8.3.3 Point Defects in AlGaN Alloys: Electrical Properties

Three types of point defects have been identified as determining the conduct-
ivity properties of n-type AlGaN: Si, O, and VIII. Silicon is commonly used as

Figure 8.7 Film relaxation as a function of the AlN molar fraction within the AlGaN
alloy for a film thickness of 200 nm.
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the impurity of choice for intentional doping of n-type AlGaN. It is readily
incorporated as a substitutional impurity with a charge state (q) of þ1 in a III-
site, acting as a donor, covering the whole alloy range, from GaN to AlN. The
intrinsic energy of formation of this impurity has been estimated as –0.8 eV and
less than –1.5 eV for GaN and AlN, respectively.67 Activation energy of 17meV
at a donor concentration of 3�1017 cm�3 has been observed in GaN. For AlN,
values higher than predicted by a hydrogenic model (75meV) have been
reported, but these measurements do not take into account the high degree of
compensation observed. After taking into account the high degree of com-
pensation, the activation energy of Si for Al0.7Ga0.3N was found to be 55meV,
compared with a value of 60 meV predicted by the hydrogenic model.68 Thus, it
is reasonable to assume that the actual value for the activation energy of Si in
AlN is around the predicted value (from 75meV to 95meV). These activation
energies correspond to activation ratios of 0.5 to 0.06 in GaN and AlN,
respectively. For the alloy compositions of technological interest, the activation
ratio is expected to be around 0.1. At high Si incorporation, it has been sug-
gested that Si may occupy a N-site, self-compensating the free carriers. The
intrinsic energy of formation of Si in a N-site (SiN) is much higher than that of
the SiIII due to the size mismatch with N, making its formation highly unlikely

Figure 8.8 2y�o triple crystal scan of the AlGaN/GaN films grown on sapphire.
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and thus it cannot be considered as an amphoteric dopant.69 Highly conductive
n-type Al0.7Ga0.3N has been achieved by heavy doping with Si (6�1019 cm�3)
yielding a carrier concentration of B1�1019 cm�3 and mobilities of
B25 cm2V�1s�1.2 Lower activation energies are observed by band gap
renormalization due to the heavy doping.

For the next point defect, oxygen is a common impurity in III-nitrides that is
unintentionally incorporated during growth. Similarly to Si, it is readily in-
corporated as a substitutional impurity with a charge state (q) of þ1 in a N-site,
acting as a donor. The intrinsic energy of formation of this impurity has been
estimated as 0.3 eV and –0.1 eV for GaN and AlN, respectively. The n-type
background carrier concentration observed in GaN has been attributed to
this impurity. On the other hand, O is expected to undergo a DX transition at
x40.3 in AlxGa1-xN that can act as a deep acceptor, effectively compensating
intentional donors in the semiconductor.70,71 Experimental observations
suggest that this transition may not occur up to xB0.6 from observations of
unintentionally doped n-type Al0.67Ga0.23N with resistivity of 85 O cm at room
temperature.72 This indicates that the intrinsic energy of formation of this
defect is slightly higher than expected, thus complete compensation from O in
the alloy range of interest is not expected, although some compensation is still
present.

III-vacancies are the last important point defects that need to be taken
into account. Three charged states (� 1, �2, �3) and one neutral state could be
stable in the system, along with their corresponding complexes with oxy-
gen.73–75 In both cases, the three charged states act as ionized acceptors,
strongly compensating intentional donors. As discussed above, native com-
pensation as provided by these vacancies and their complexes are the main
source of compensation for n-type wide band gap semiconductors. The for-
mation energy of these defects becomes lower as the band gap increases. It is
important to note that the intrinsic energy of formation of vacancies or their
complexes is lowered near a dislocation due to the presence of the associated
strain field: in other words, the equilibrium concentration of these defects in-
creases near a dislocation. Therefore, reduction of dislocations is desirable to
further enhance the electrical conductivity in n-type material.

Magnesium is the p-type dopant of choice for AlGaN alloys. It is readily
incorporated in a III-site as an acceptor, whereas its incorporation on an
interstitial site or a N-site is energetically unfavorable. A high ionization energy
(around 150meV for GaN as presented in previous reports) yields low hole
concentrations. In AlN, this energy is expected to be around 400meV, thus for
the AlGaN compositions of technological interest yields an activation ratio of
1�10�5.76 In this case, high levels of Mg incorporation are needed to achieve
technical conductivities in p-type AlGaN.

Similar to the scenario presented above for n-type AlGaN, native compen-
sation with N vacancies as a donor of different ionization states is a funda-
mental problem in p-type doping. In the case of a N vacancy, the intrinsic
energy of formation is around 1.5 eV to 2 eV for GaN and AlN, respectively.
These energies are lower than that for a group-III vacancy, making their
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formation highly favorable. The lowering of the energy of formation as the
Fermi level moves to the top of the conduction band should make the existence
of p-type material impossible. It has been established that the mechanism
responsible for p-type conduction in a standard process is the possibility of co-
doping with hydrogen. As hydrogen is present in a typical growth environment,
it readily forms a complex with Mg, which is incorporated as a neutral species.
Since this does not alter the position of the Fermi level, lowering the energy of
formation of the compensating native point defect, its formation is practically
inhibited. Further post-processing of the layer is used to remove the hydrogen
and activate the Mg as a p-type dopant. This processing is performed at tem-
peratures high enough for possible complex dissolution and diffusion but low
enough to kinetically inhibit the otherwise favorable formation of the N va-
cancies. In other words, we can think of p-type conductivity as a kinetically
stabilized property.

Other species have been explored theoretically and experimentally as alter-
natives to Mg doping, but still Mg remains as the best alternative. Other IIA
and B family species suffer from low solubility due to higher size mismatch and
higher ionization energies. Be has been explored as a realistic alternative since it
has similar ionization energies as Mg and higher solubility due to its reduced
size. However, its smaller size facilitates incorporation as interstitial species,
where it acts as a donor, thus causing self-compensation.77 Since no better
alternative to Mg seems possible, current research focuses on establishing
process routes to inhibit the formation of the native compensating defects
without using H as a co-dopant, maximizing in this way the p-type carrier
concentration possible from the incorporated acceptor.

8.4 The InxGa1-xN System

Even though group III-nitride alloys have been investigated for several decades,
the breakthrough for the material system came with improvements in GaN thin
film growth technology and the successful demonstration of the first InGaN
based blue LED78 and laser diode,79 which delivered on the promise of a blue
solid state light source with the potential for an all spectral tunable LED based
on InGaN alloys. The vision became even more prominent with revelation of
the low band gap value of InN (Eg¼ 0.7 eV), which made the InGaN alloys
system also of interest for optical communication applications and multi-
junction photovoltaic (PV) solar cells. The following section provides a short
review of the present state of materials growth and materials structures for-
mation, leading towards emerging materials and device structures.

8.4.1 Gallium-rich Ternary InGaN Alloys and Heterostructures

The binary GaN discussed in section 8.3, is one of the most studied group III-
nitride binary. Tuning the optical band gap between the binaries GaN and InN
from the UV to the mid IR wavelength region depends on the ability of InGaN
lattice to incorporate indium, maintaining a common processing window
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during the growth process. Therefore, one of the most important objectives
during recent years was to understand the influence of nanoscale and micro-
scopic fluctuations in the indium content on the structural, electrical and
optoelectronic properties of ternary epilayers and MQW structures.

The incorporation of indium into the InGaN alloys and the growth of
InGaN/GaN MQW’s are affected by several factors:

(a) The presence of spontaneous and piezoelectric polarization-related
electric fields that occur parallel to the c-axis of wurtzite InGaN growth
surface. Heterostructures grown along the c-axis may therefore exhibit
large internal electric fields that affect the radiative recombination rates
as well as the carrier transport of the heterostructure barriers.80

(b) The polar nature of wurtzite III-nitride materials leads to two growth
surface polarities, which challenges growth process due to differences
in growth surface chemistries, impurity incorporation, and surface
morphology evolution. The control of the surface polarity is therefore
essential for the structural and physical properties of layers.

(c) The large lattice mismatch between the different III-nitride materials
and other common substrate materials results in dislocation densities of
109–1010 cm�2 for heteroepitaxial layers. Such large dislocation densities
impact on the structural, mechanical and optoelectronic properties of
layers.

(d) The vast difference in partial pressures between the binaries leads to
significant different growth temperatures for InN, GaN, and AlN,
challenging the stabilization of their ternaries and quaternaries under
optimum processing conditions.81 Lateral spinodal decomposition
within the growth surface is expected to contribute to the phase separ-
ation due to the miscibility gap in InGaN alloys grown under low-
pressure MOCVD and MBE growth conditions.82

To address issues related to piezoelectric field at interfaces, the recent review
by Farrell et al.80 summarized growth efforts on nonpolar and semipolar GaN
templates and the effect of the substrate misorientation on growth surface
morphology and device performance. Recent advances in understanding and
controlling the extending defects in such structures led to improved high-

performance LDs on freestanding ð20�21Þ GaN substrates. However, issues
related to compositional induced lattice-strain as well as the stabilization of the
different partial pressures between the binaries InN and GaN have to be solved
to utilize the full compositional range.

8.4.2 InN and Indium-Rich InGaN Epilayers and

Heterostructures

The growth of InN and the integration of higher indium concentrations of
InGaN into ternary III-nitrides is a major challenge for presently employed
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low-pressure deposition techniques such as MBE and low-pressure metal-
organic chemical vapor deposition (LP-MOCVD) due to thermodynamic
limitations of stabilizing materials with vastly different partial pressures.81,83

For instance, in order to integrate InN or indium-rich InGaN epilayers into
GaN or gallium-rich InGaN heterostructures, a common growth processing
window has to be established in which different compositions of InGaN can be
stabilized. However, the presently established LP-MOCVD processing con-
ditions revealed a temperature gap of almost 400 1C between InN and GaN,
which has to be bridged by any kind of off-equilibrium means of growth surface
stabilization. If the growth process itself does not provide sufficient growth
surface stabilization, the growth temperature difference between the two
binaries provides a significant driving force for structural degradation of the
layer quality and the predicted miscibility gap in the ternary InGaN alloys.84,82

Consequences associated with this problem are discussed in the context of
spinodal decomposition, compositional fluctuations and phase segregations in
the ternary InGaN85–92,10 system – an added problem to compositional induced
lattice strain, interfacial piezoelectric polarization effects, and extended defect
related effects that have to be addressed.

To address the stabilization of InN and indium-rich III-nitrides, off-
equilibrium growth techniques such as plasma-assisted MBE37,38 or remote-
plasma-enhanced CVD39,40 concepts are being explored. A further expansion
of the processing space is assessed by superatmospheric or high-pressure
CVD.41–43 High-pressure or superatmospheric MOCVD extends the growth
parameters space by enabling reactor pressures of up to 100 bar.42,93,94

Growing indium-rich InGaN at elevated pressures allows an increase of the
growth temperature of an compound with highly-volatile constituents, closing
the growth temperature gap between the binaries. Therefore, utilizing the re-
actor pressure to stabilize the growth surface is a viable approach to overcome
problems of off-equilibrium techniques arising from different partial pressures
and low growth temperatures. Recent research on HPCVD growth of InGaN
has demonstrated that this approach reduces the gap in the growth temperature
processing window of group III-nitride alloys.

As depicted in Figure 8.9, the growth temperatures of InN can be increased
by more than 120 1C in the pressure regime between 1 and 20 bar, which is a
significant advantage over conventional low-pressure MOCVD, where the
growth temperatures are around 650 1C. For InGaN, the increase of growth
temperature as function of reactor pressure is lowered due to the reduced
temperature gap between InN and GaN. Therefore the MOCVD reactor
pressure (high pressure vs. low pressure) represents a critical balance between
the partial pressures of the alloy compositions that have to be integrated/sta-
bilized at a specific growth temperature.

A major drawback of the high-pressure CVD approach lies in the significant
reduction in growth rates with increasing reactor pressure as depicted in
Figure 8.10. In the investigated pressure range of 20 bar, the growth rate falls
almost by one order of magnitude, suggesting that even if this approach is
feasible to stabilize and integrate MQW with vastly different partial pressures,
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it might not be viable for growth of thick material layers. As demonstrated, the
stabilization of indium-rich InGaN can be addressed by high-pressure
CVD,42,94–97 using a pulsed injection of the precursor scheme, which minimizes
gas phase reactions and has the significant advantage to prevent phase
segregations. This scheme facilitates the control of the growth process on a sub-
monolayer level and enables a thorough real-time optical analysis of surface
chemistry processes during growth. Current research is exploring the phase
stability of InGaN and digital InGaN alloy formation, which may not only
prevent phase segregations but also enable the fabrication of III-nitride
superlattices.98–100

Grandal et al.100 showed that multiple quantum wells (MQWs) of
In0.83Ga0.17N-InN-In0.83Ga0.17N grown on GaN can be fabricated by plasma-
assisted molecular beam epitaxy (PA-MBE) with light emission at 1.5mm. The
PA-MBE approach uses the kinetic energy of the incoming atoms/ions to sta-
bilize the growth surface, using relative low growth temperatures (below 500 1C).
Both PA-MBE and HPCVD have the same goal of controlling the partial
pressure at the surface to integrate dissimilar materials – but different process
control parameters. A critical issue is the type of growth mode: 2-dimensional
(2-D) versus 3-dimensional (3-D) film growth. In 2-D growth mode, material is
deposited layer-by-layer. Conversely, 3-D growth consists of formation of islands
and their subsequent coalescence. The latter results in grain boundaries that
detrimentally influence the topographical and electrical properties of the
deposited epilayers, e.g. carrier mobility and free carrier concentration.101

Control of the topographic properties of InGaN layers (i.e. a smooth sur-
face) is essential for the fabrication of heterostructures and the integration of

Figure 8.9 Growth temperature versus reactor pressure for the growth of InGaN
epilayers under HPCVD growth conditions.
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multiple quantum wells MQWs and engineered assembled nanocomposites.
The unique temporal precursor injecting system utilized in the high-pressure
CVD approach is promising for controlling the growth surface chemistry
processes to stabilize indium-rich InGaN alloys that are difficult to achieve
otherwise. However, the alloys may exhibit new defects related to ordering
processes on a microscopic scale, which requires careful analysis as they affect
the overall quality of the gain media. One of the present challenges in the
epitaxial growth of ternary III-nitrides is the potential segregation of one of
the constituent column III elements (Ga or In) at the growth front and at the
interfaces with the binary material. The ejection of indium from an underlying
InGaN layer with Ga deposition thus results in a lower free energy for the
surface. The transport of indium to the surface is mediated by the surface ex-
change of Ga for In. The lower free energy of the GaN layer accounts for the
asymmetry in the In diffusion profile with growth order in compositional
modulated structures. This preferential segregation has to be carefully con-
trolled and suppressed for the growth of InGaN/InN/InGaN quantum wells
(QW) and multiple quantum wells (MQWs). A further aspect arises from the
strong polarity of Group III-nitride crystals. A higher concentration of indium
in InGaN/InN/InGaN QW/MQWs results in more strain and more polar-
ization.102 The quantum confined Stark effect (QCSE) is caused by spon-
taneous polarization and by a strain-induced piezoelectric field. Increasing the
indium composition increases the piezoelectric field.103 The resulting QCSE will
cause a blue shift at high current densities moving further away from the de-
sired wavelength, and at lower current densities efficiency will be low due to
charge separation.103–105

Recent results show that high-pressure MOCVD is a viable method to ad-
dress the challenges in the growth and stabilization of indium-rich InGaN
alloys – even though much more work needs to be done to improve the
structural and physical properties of these alloys. At this point, the assessed

Figure 8.10 Decrease of growth rate with increasing reactor pressure for InN growth.
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thermal stability window of indium-rich InGaN alloys is focused on growth
temperatures in the range of 850–950 1C, reactor pressures from 1 to 18 bar, and
simultaneous group-III precursor injection. The XRD analysis for selected
indium-rich InGaN summarized in Figure 8.11 shows that a macroscopic single-
phase material can be obtained. The broadening of the InGaN(0002) Bragg re-
flexes (see Figure 8.11) and the rocking curve with FWHM’s around 3000 arcsec
for x¼ 0.31 indicates a high density of point and extended defects in these layers.
The structural degrading with increasing gallium incorporation is presently
addressed by exploring a sequential group-III precursor injection approach,
adjusting the surface chemistry to each group III element (Ga and In) separately.

8.5 Present Challenges in Materials Improvement and

Materials Integration

The development of native substrates, either GaN or AlN, has led to the
realization of high crystalline quality AlGaN for the eventual characterization
and classification of the main factors that determine the alloy properties. For
AlGaN films with Al content below 50%, a GaN native substrate is preferred,
while for high Al content, AlN is the substrate of choice. Besides these recent
developments, work based on heteroepitaxy on foreign substrates (i.e. Si and

Figure 8.11 Structural quality of InN and indium-rich InGaN alloys grown by
HPCVD.
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SiC) is still ongoing due to other factors, such as availability and other market
pressures. Nevertheless, research in these native substrates actually frames the
work on the other foreign substrates, as the observed reduction in dislocations
bring about what otherwise may be more important limitations in the tech-
nology; without the films’ high crystalline quality, these limitations cannot be
properly distinguished and identified.

As discussed in section 8.3, due to the magnitude of their band gap, the direct
applicability of AlGaN to photovoltaic (PV) cells or photoelectrocatalytic solar
fuels is limited. On the other hand, integration within the InGaN or AlInN
system as part of more complex device structures, such as cladding layers or
current injection layers, make them useful materials as a whole for the complete
III-nitride family. In light of this, integration with the complete systems be-
comes rather difficult as typically the three ternary alloy systems are grown on
completely different process regimes. Even though the AlGaN alloy system is
stable over the whole composition range, the InGaN and specially the AlInN
system have miscibility gaps within their phase diagrams limiting the process
possibilities and integration capabilities. Several new process alternatives are
being explored, some of which where discussed in the previous sections. These
alternatives, especially those exploiting kinetic limitations, will open the process
space for realizing these novel structures based on the nitride material system.

The main problem that AlGaN technology is currently facing is the difficulty
in achieving efficient doping for n- and p-type behavior. This is a fundamental
problem with wide band gap materials that arises from two aspects related to
the magnitude of the band gap: dopant activation energy, and compensating
defects. It is important to realize that the larger the energy gap, the higher the
concentration of compensating point defects that is at equilibrium with the
system, effectively transforming a semiconductor that was intentionally doped
into an insulator. This realization is leading research efforts to develop novel
approaches for point defect control that lead to efficient doping, after the
achievement of high crystalline quality films. Otherwise, this technology may
not realize its intended functionality and applicability.

As outlined in section 8.4, the growth and integration of high-quality ternary
InGaN epilayers over a wide range of composition has many challenges to
overcome. The successful integration of InGaN alloys with almost 30% indium
leads to not only important light emitting device structures and promising
photovoltaic solar cell structures, but also emerging new optoelectronics
ranging from structures for optical communications in the 1.3–1.5 mm range to
structures that cover the whole visible spectral range within one material sys-
tem. The huge potential of InGaN-based materials structures for envisioned
energy saving and energy-generating devices provides sufficient incentives to
expand research efforts towards new avenues and approaches to stabilize
InGaN alloys over the entire composition range. Various concepts – from
superatmospheric growth to off-equilibrium techniques such as RF plasma-
assisted MOCVD – have shown that alloys over the entire InGaN can be
formed. The improvement of the material quality and integration of highly
dissimilar group III-nitride alloys will remain an ongoing research effort.
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8.6 InGaN-based Photoelectrochemical Cells for

Hydrogen Generation

PEC solar fuel cell structures use solar energy for driving chemical processes, in
particular the reduction of water for hydrogen generation. Theoretically a
semiconductor with band gap greater than 1.23 eV and conduction and valence
band edges that straddle the electrochemical potentials for Hþ /H2 and H2O/
O2, respectively, is required, but due to losses and over-potential, 1.6 eV or
greater is required experimentally.106 For thermodynamic stability against
photodecomposition, the conduction band edge must be more negative than
the reduction decomposition potential (stable against cathodic decomposition)
and the valence more positive than oxidation decomposition potential (stable
against anodic decomposition) in water.107 Very few semiconductors meet all
these requirements. One of the most studied semiconductors, TiO2 meets the
hydrogen generation requirements and is stable against cathodic de-
composition and shows good corrosion resistance, but its large band gap results
in very poor efficiency. A dual band gap configuration with two different
semiconductors results in higher efficiencies. However, stability and corrosion
resistance when immersed remain as issues.

InGaN (up to 50% indium: Moses et al.19) meets the requirements for
hydrogen generation as both photoanode and photocathode, and it has a highly
tunable band gap (0.7 to 3.4 eV) that may be optimized to match the solar
spectrum for improved efficiency. Figure 8.12 shows a band diagram for of the n-
InGaN/electrolyte interface illustrating the alignment of the semiconductor
bands with respect to the reduction/oxidation potentials for water. High cor-
rosion resistance and stability is expected due to a small lattice constant and
strong bonding, and InGaN has been shown to be resistant against wet etchants
and stable in aqueous solutions.108 Fujii et al.110 have fabricated Si-doped n-
InxGa1-xN (x¼ 0.02 and x¼ 0.09) PEC cells and have found increased photo-
currents for InxGa1-xN with an applied bias compared to GaN but lower currents
at zero bias (attributed to a reduction in conduction band edge potential).
However Li et al.109 have reported PECs based on Si-doped n-InxGa1-xN epi-
layers on GaN that gave higher photocurrent with x¼ 0.4 than x¼ 0.2 for all
biases. Photogenerated holes are considered to be strong oxidizers and could
oxidize the semiconductor itself,110 and Theuwis et al.111 have reported that
photo-anodic etching of n-type InGaN occurs under illumination with forward
bias. It has been reported that p-type semiconductors have characteristics re-
quired for hydrogen production at the surface110 and exhibit resistance against
oxidation due to electron accumulation under illumination.112 Hence p-type
InGaN is a candidate for high efficiency hydrogen generation. Aryal et al.113

have observed hydrogen generation with p-type Mg-doped InxGa1-xN
(0oxo0.22) electrodes with additional bias with higher conversion efficiencies
compared to p-GaN. The stability of this system in HBr solution was verified.
Hwang et al.114 have fabricated In0.1Ga0.9N nanowires on Si wires for improved
photocatalytic activity through increased surface area and improved charge
separation.
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8.7 Conclusions

We provided in this contribution a review of the physical properties of group
III-nitrides – e.g. AlN, GaN, InN, and their ternary and quaternary alloys and
discussed the present state and challenges in the materials growth, materials
integration, and the physical materials properties improvements. As shown,
group III-nitride compounds have a significant potential as semiconducting
photoelectrode materials in PEC solar fuel cell structures. The band alignments
in the ternary InGaN and InAlN alloy systems can be engineered over a wide
energy range, providing for suitable energetic alignments of the semiconductor
bands with the HOMO and LUMO levels of catalysts and for efficient charge
transfer. Recent advances in group III-nitride materials stabilization and ma-
terials quality are sufficiently encouraging to proceed with their integration in
PEC cells and the evaluation of such device structures. Further advances are
needed in the stabilization of ternary, indium-rich InGaN and InAlN alloys
and their integration into dissimilar group III-nitride alloys in order to take
advantage of the full potential of the group III-nitride system.

Figure 8.12 Band diagram for n-InGaN/electrolyte interface. The In-fraction is
expected to be less than 50%.
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CHAPTER 9

Epitaxial III-V Thin Film
Absorbers: Preparation, Efficient
InP Photocathodes and Routes
to High Efficiency Tandem
Structures

THOMAS HANNAPPEL,*a,b MATTHIAS M MAYb AND
HANS-JOACHIM LEWERENZb,c

a Ilmenau University of Technology, Institute of Physics, Department
Photovoltaics, Gustav-Kirchhoff-Straße 5, 98693 Ilmenau, Germany;
bHelmholtz-Zentrum Berlin für Materialien und Energie, Institute for Solar
Fuels, Hahn-Meitner-Platz 1, 14109 Berlin, Germany; c California Institute of
Technology, Joint Center for Artificial Photosynthesis, 1200 East California
Boulevard, CA 91125, USA
*Email: thomas.hannappel@tu-ilmenau.de

9.1 General Introduction

Photovoltaic solar energy conversion and photoelectrochemical water splitting
differ due to the variability of the output power in photovoltaics, whereas light-
induced water dissociation can only be carried out and optimized for voltages
greater than the thermodynamic threshold of 1.23V at room temperature and
ambient pressure.1,2 This severely restricts the acceptable range of variability of
photoelectrochemical systems. Since only the product of the current and
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voltage values at the maximum power point of a photovoltaic (PV) solar cell
defines its efficiency, one can trade photocurrent vs. photovoltage in the design,
yielding a substantially larger choice in materials selection. By contrast, the
selection criteria for photoelectrochemical water splitting are more restrictive.

In monolithically integrated water splitting systems, absorber and catalyst
surfaces are exposed to the electrolyte, and stable operation must be achieved at
the reactive solution interface under non-equilibrium conditions.3–5 Separate
PV/electrolyzer systems are also characterized by materials issues due to
operation at high currents, resistivity resulting from excessive bubble formation
and the limited output for each stand-alone type system. Also the costs of the
noble metal catalysts used in electrolyzer technology makes integrated struc-
tures with earth-abundant absorbers and catalysts considerably more promis-
ing.6–8 Realization of the integrated approach needs a multidisciplinary
procedure that encompasses materials development (absorbers, catalysts, linker
groups), customized membrane preparation and architectural aspects that
relate also to chemical engineering issues such as bubble suppression, hydrogen
scavenging, gas separation and electrolyte flow.

The stability of light-driven water splitting systems can be addressed by using
transition metal oxide absorbers that are known to be stable against oxidative
processes.9–11 Alternatively, one can use passivating coatings that are either
produced in situ by surface transformation processes12–14 or by employing
recent advances in coating technology such as atomic layer deposition.15,16

In the design of a water splitting photosystem one can chose to use a single
absorber structure, as has been historically introduced by Honda and Fujish-
ima,9,17 or to follow the Z-scheme of natural photosynthesis where two visible
light photons are absorbed.18–20 For a single junction structure, the energy gap
must be large enough (EgB2.2 eV) for water splitting including the thermo-
dynamic minimum voltage together with the overpotentials on anode and
cathode that provide the driving force for the reaction.21 The achievable
efficiency for a single junction structure is limited to about 15% for AM 1.5
conditions.22 Inorganic Z-scheme analogues are based on semiconductor tan-
dem structures23,24 that can easily provide the voltage necessary to split water
and can achieve significantly higher efficiencies.

In this chapter, we discuss tandem approaches that use epitaxial III-V thin
film semiconductor compounds as absorber materials. We show that high-
quality device layer structures can be grown either on re-usable III-V substrates
(if lift-off processes are employed) or on IV-valent semiconductor substrates,
e.g. Ge or Si. We present work on the development of highly photoactive III-V
epitaxial thin films, emphasizing preparative aspects, surface analyses and
control for photocathode half-cells in photoelectrochemical water splitting
systems. We also discuss potential future device developments.

9.2 Introduction to III-V Materials

The material class of III-V semiconductor compounds allows flexibility in the
design of both, electronic structure and device architecture. Opportunities for
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tailoring the optoelectronic properties of III-V semiconductors to specific
applications are reflected in highly efficient photovoltaic solar cells that show
conversion efficiencies above 40% in multi-junction concentrator designs.25,26

High-performance optoelectronic semiconductor devices such as lasers or
solar cells are typically based on compound semiconductors of the third and the
fifth group of the periodic table, the so-called III-V semiconductors. Their
properties, such as band gap, lattice constant or refractive index, can be fine-
tuned to the specific needs of the particular application by a variation of the
compounds’ stoichiometry. III-V semiconductors hold the current world record
efficiencies for photovoltaic concentrator systems (currently 44%)27 as well as
for water splitting photoelectrochemical (PEC) devices.28–30 The cell with the
hitherto highest direct solar-to-hydrogen efficiency of 12.4% was realized with
a monolithic GaInP2/GaAs absorber stack more than a decade ago,20 but was
limited by corrosion problems.

The history of III-V compounds in photoelectrochemistry dates back to the
early days of solar water splitting. Already, in 1975, a tandem approach for
light-induced hydrogen production was realized using GaP as photocathode.31

The closely related absorber material InP was the basis of an efficient and stable
half-cell that was developed and analyzed a few years later.28,32 This system
showed excellent stability due to the formation of an interfacial oxide film by
in situ surface transformation in a vanadium (II)/(III) electrolyte.33 The recent
advances of growth techniques for III-V semiconductors and heteroepitaxial
approaches34,35 allow the use of the III-V material class in thin film efficient
water splitting structures and devices.

9.3 Epitaxial III-V Systems for Solar Energy

Conversion

9.3.1 Efficiency Considerations and Multi-Junction Absorbers

The theoretical limit of the conversion efficiency for a multiple solar cell con-
figuration consisting of an infinite number of p-n junctions with different band
gaps reachesB86% at maximum solar concentration.36 Current high-efficiency
solar cells use a combination of multiple absorbers with different energy gaps
that are connected via tunnel junctions in a monolithic stack37 by which
photovoltaic efficiencies beyond 40% can be achieved under concentrated
sunlight.38 Next-generation multi-junction cells with four or more junctions
and optimized band gaps are expected to exceed the present record efficiency,
surpassing the 50%mark.39 Present triple-junction cells are based on a III-V/IV
material combination such as Ga0.35In0.65P/Ga0.83In0.17As/Ge. Energy gaps of
binary and ternary III-V semiconductors and their lattice constants are shown
in Figure 9.1. Direct band gaps (conduction band (CB) minimum at the Bril-
louin zone center G) are advantageous because of their high oscillator strength
resulting in a small absorption length. Conduction band minima at other high-
symmetric points (X, D or L) imply the presence of an indirect band gap and,
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consequently, a larger absorption length. The challenges of developing an ef-
ficient device for solar water splitting encompass (i) adjustment of the energy
gaps for optimized current matching under solar irradiation, (ii) adaption of
the lattice constants required to achieve a defect-free, monolithic stacking and
(iii) adjustment of the absolute band edge positions with regard to the water
splitting energies. Considering the size of the energy gap and matching of lattice
constants, one observes in Figure 9.1 that GaxIn1�xP and GayIn1�yAs can be
lattice-matched to a Ge substrate with appropriate stoichiometry. In addition,
the direct nature of their band gaps allows application in thin film devices.

Before discussing the suitability of the considered materials in terms of their
absolute band edge positions relative to the redox potentials for water splitting,
an efficiency plot for photovoltaic devices (calculated with EtaOpt)40 is pre-
sented in Figure 9.2. The contour plot gives the theoretical conversion efficiency
for a tandem PV cell under standard terrestrial AM 1.5 g (global) solar ir-
radiation as a function of the energy gaps of the bottom and top cell. Empirical
results lead to the assumption that the achievable photovoltages of semi-
conductors are approximately 0.3 to 0.5V lower than their energy gaps.
Therefore, the sum of the energy gaps of tandem cells designed for water
splitting should lie in the range of 2.6 to 3 eV, as indicated by the area between
the two red lines in Figure 9.2. One sees that a tandem structure with Si (band
gap 1.12 eV) as bottom cell should ideally employ a top cell with a band gap in
the range of 1.7 to 1.8 eV.

Figure 9.1 Band gap energies over lattice constants of typical III-V compound
semiconductors, Si and Ge. Stars indicate direct band gaps, circles and
triangles indirect gaps. Lines show the properties of ternary (binary)
compounds. The black square gives the gap of GaPN lattice-matched to
Si according to the BAC model (see text), and the gray dotted line
exemplifies lattice match.
Adapted from reference 35.
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9.3.2 Band Alignment

The absolute energetic positions of valence and conduction bands play a crucial
role in the design of tandem heterojunctions and for light-induced water
splitting. Band alignments of binary and ternary III-V semiconductors are
given in Figure 9.3 (tabulated data of valence band offsets with respect to InSb
and bowing parameters can be found in reference 41). The diagram plots
maxima and minima of valence (VB) and conduction bands, respectively,
versus lattice constants. The band offset of the dilute nitride GaP0.98N0.02,
lattice-matched to Si, shows according to the BAC model a reduced ‘‘direct-
like’’ energy gap compared to pristine GaP with a constant valence band
maximum position.42 The data demonstrate the large parameter space that is
available for the design of III-V heterojunction structures which can be further
extended by the use of quaternary compounds.

The grey horizontal bars in Figure 9.3 indicate the H2/H2O potential, whose
work function against the vacuum scale has been taken to be 4.6 to 4.7 eV43,44

as well as the O2/H2O potential at þ1.23V. Among the binary semiconductors,
GaP is a candidate for unbiased water splitting: its conduction band minimum
lies above the redox potential for hydrogen evolution, and the valence band
maximum is positioned below the redox potential for oxygen evolution. The
(indirect) energy gap ofB2.26 eV is still in the range for efficient use of the solar
spectrum, allowing maximum photocurrents of about 10mAcm�2, which is
considered an acceptable for solar water splitting.45 Its indirect energy gap
complicates applications but, recently, GaP nanowire structures with MoS2
catalysts have been prepared that show surprisingly good performance.46

Figure 9.2 Theoretical efficiencies (AM1.5 g irradiation) of a tandem photovoltaic
device, generated with EtaOpt,40 with the absolute maximum and the band
gap of Si (black dashed line). Red dashed lines indicate the area, where the
sum of the band gaps lies between 2.6 and 3.0 eV.
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InP, on the other hand, would allow use of the solar spectrum close to the
theoretical maximum for a single absorber. Apart from the limitation that the
maximum attainable photovoltage is approximately given by Eg � 2(EF � EV),
which corresponds to 1.35 eV – 0.4 eVB0.95 eV and thus much smaller than
even the thermodynamic value for water splitting, its valence band maximum
just matches the redox potential for oxygen evolution. Therefore, InP has been
used to demonstrate efficient hydrogen evolution in half cells.47

According to the Anderson model,48 an ideal heterojunction is determined by
the respective electron affinities, work functions and energy gaps of the in-
volved semiconductors. Figure 9.4 shows such heterojunctions for two isolated
semiconductors, neglecting charge transfer and the resulting band bending at
the interface for simplicity reasons. In a type I (‘‘straddling gap’’) heterojunc-
tion (Figure 9.4a), the energy gap of the first semiconductor straddles the
smaller gap of the second semiconductor grown on top. This results in a barrier,
DEc, for electrons moving from the right to the left in Figure 9.4(a) and sim-
ultaneously a barrier, DEv, exists for hole movement in the same direction. If
semiconductor 1 is grown on top (dashed lines in Figure 9.4a) and the layer of
semiconductor 2 is thin enough (i.e. in the order of several nm), a quantum well

Figure 9.3 Band alignments over lattice constants for III-V semiconductors.41 Blue
lines indicate CB minima, green lines VB maxima. The gray horizontal
lines represent the redox potentials of hydrogen and oxygen evolution,
respectively. For convenience of illustration, the scale relative to InSb was
replaced by the vacuum scale calibrated to the electron affinity of InP
(4.4 eV).
Courtesy of O. Supplie.
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is created. Charge carriers within this well experience energy quantization,
which is used in quantum well lasers49 or in advanced third-generation concepts
for solar absorbers, as outlined in section 9.6.3. Type I heterojunctions can be
created utilizing compounds such as GaAs/AlxGa1�xAs (almost unstrained), or
the semiconductor pair InP/InAs (highly strained). Type II heterojunctions,
(‘‘staggered lineup’’) are characterized by band offsets where DEC and DEV

have the same sign (compare Figure 9.4b). This results in a barrier for one type
of charge carrier and a cliff for the other. For carriers moving from right to left
in Figure 9.4(b) a barrier exists for electrons and a cliff for holes. Type II
heterojunctions are used in resonant tunneling diodes,50 where the height of
two barriers and their distance d define the energies for which charge carriers
experience resonant tunneling (Figure 9.4c). Charge carriers at the resonant
energy can tunnel with a theoretical transmission probability of unity. Type II
heterojunctions have been realized with InP/GaSb (highly strained) or, lattice-
matched, with InP/In0.53Ga0.47As.

9.3.3 Water Splitting with III-V Semiconductors

The earliest tandem approach for water splitting used TiO2 as photoanode and
p-GaP as photocathode.31 Having energy gaps of B3 eV and 2.26 eV, this
tandem configuration was far from using the solar spectrum efficiently.
Recently, GaP-based layers incorporating nitrogen were proposed to enhance
limited charge transfer efficiency to the electrolyte.51 Besides the influence of
physical and chemical surface treatment procedures on surface morphology
and electronic structure,52 a pronounced influence of surface defects on
corrosion was noted.53

Figure 9.4 Idealized hetero-junction of two semiconductors. (a) Illustrates a type I
and (b) a type II hetero-junction. w denotes the electron affinity, Eg the
band gap, Ec and Ev positions of conduction and valence band, respect-
ively, and DE their offsets. The second hetero-junction in (a) (dotted lines)
completes a quantum well structure. (c) illustrates the principle of a
resonant tunneling diode with distance d between the two barriers.
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In contrast to GaP, InP is characterized by a high electron mobility and a
direct energy gap (Figure 9.1). Recently, the material has been used as custom-
made thin film homoepitaxial absorbers and, combined with stabilization layers
and electrocatalysts, high efficiency in light-induced hydrogen evolution has
been reported.54 The results show that the design of III-V absorbers must ad-
dress stability under operation. In addition, a promising approach would be to
combine the III-V thin films with an earth abundant substrate such as Si.35

9.3.4 III-V Heteroepitaxy

Early realizations of solid state multi-junction solar cells applied metal-organic
chemical vapor deposition (MOCVD) to grow a top cell on GaAs substrates.55

Metal interconnects were fabricated in a post-processing step for serial con-
nection, in the absence of appropriate tunnel junctions.56 Later, monolithic
stacks of record multi-junction solar cells including appropriate tunnel junc-
tions were developed, also utilizing MOCVD.57 Present approaches that result
in the highest efficiencies typically employ Ge as substrate and bottom sub-cell
with subsequent heteroepitaxial growth of the upper cells by MOCVD, inter-
connected with several functional layers such as tunnel diodes, grading and
buffer layers.26 While the tunnel junctions ensure an efficient serial connection
of the subcells, the need for grading and buffer layer structures arises from
metamorphic growth, where lattice mismatch leads to relaxation and dis-
location defects. To minimize Shockley-Read-Hall recombination at these
growth defects, sophisticated grading and buffer layers with a thickness in the
order of several 100 nm are introduced.58,59 These layer structures are designed
to allow relaxation in a confined range of the monolithic stack to enable defect-
free growth of the subsequent sensitive material, upon changing the lattice
constant. The highest epitaxial quality can be achieved with pseudomorphic,
lattice-matched growth avoiding relaxation as a source of crystal defects and
non-radiative recombination.

Si as growth substrate has the advantage of being available in abundance and
of high quality in the earth’s crust. Potential ternary candidates for lattice-
matched heteroepitaxy on Si substrates are shown in Figure 9.1. Dilute nitride
GaPN is of special interest here, as its energy gap of 1.95 eV is located relatively
close to the optimum of 1.73 eV for a tandem structure using a Si bottom cell.35

The incorporation of As into the quaternary compound GaPNAs further re-
duces the energy gap towards the maximum PV efficiency with a theoretical
value of 44.8%.35,60 However, the III-V/Si interface is known to introduce
defects,61 and this has limited the efficiencies of III-V on Si structures.62 These
aspects are discussed in more detail in section 9.6.

The method of choice for the preparation of high-quality III-V semi-
conductors in an industrially scalable manner is MOCVD. It enables the
preparation of abrupt interfaces, which is essential for well-defined and efficient
tunnel junctions as well as for other device components. The control of
the surface/interface properties is mandatory for fabrication of high-quality
heterojunctions. The method of choice here is optical in situ growth
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characterization by reflection anisotropy spectroscopy (RAS).63–65 The method
is outlined in section 9.4.

9.4 Preparation of Epitaxial III-V Thin Film Absorbers

Using Optical In Situ Control

MOCVD is employed under near-ambient pressure. The preparation method
generally uses hydrogen gas and toxic precursor material such as arsine (al-
ternatively tert-butylarsine), phosphine (tert-butylphosphine) or silane (di-tert-
butylsilane). However, typical surface analysis tools require ultra-high vacuum
(UHV). As an optical method, RAS is applicable in both, UHV and under
MOCVD conditions. It features high surface sensitivity on an atomic level and
thus enables in situ control of epitaxial III-V MOCVD preparation.

9.4.1 Optical In Situ Control: Reflectance Anisotropy

Spectroscopy

RAS is an ellipsometric reflectance technique operating at near-normal inci-
dence, probing the azimuthal anisotropy of surfaces.66–68 It measures the dif-
ference in the normal-incidence reflectance, rx and ry, utilizing linearly
polarized light directed onto the sample surface as shown in Figure 9.5. The
signal is normalized with respect to the total reflection r.

Figure 9.5 Principle of RAS: White light is linearly polarized and focused on a
sample. If anisotropy exists, the reflected beam is elliptically polarized.
A photoelastic modulator (PEM) creates a phase modulation of the light
exhibiting polarization perpendicular to the axis of the PEM. The phase
modulation is then converted to an amplitude modulation in a polar-
ization analyzer, monochromated and finally detected by a photodiode.
For details, see ref. 80.
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As the figure shows, the basic principle of RAS is the measurement of the
complex reflectance anisotropy rx� ry/r that results from the reduced sym-
metries of the (reconstructed) surfaces of, for instance, a cubic crystal.69,70

Regarding the anisotropy along the crystal axes [0� 11] and [011] of a (100)
surface, the normalized reflectance anisotropy is given by

Dr
r
¼ 2

r
½01
�
1�
� r½011�

r
½01
�
1�
þ r½011�

ð9:1Þ

Accurate RAS measurements require a strain-free optical window. In case of
residual strain, one can correct by calibrating the measured reflection an-
isotropy signal with that of a calibration standard (e.g. a Si(110)-wafer) or by
measuring an isotropic surface (such as an oxidized Si(100) wafer) as baseline
and/or by measuring the sample upon rotation by 901.

RAS signals can arise from both the bulk as well as the surface structure. The
latter allows for correlating atomic surface structure and optical anisotropy.
Regarding a sample consisting of a cubic crystal, a change of the reflectance
anisotropy may have various origins such as:

1. mechanical strain;71

2. bulk ordering of sub-lattices occurring in ternary or quaternary com-
positions (e.g. CuPt-ordering in InGaP on GaAs);72

3. Fabry-Pérot-like interferences of heteroepitaxial layers;73

4. atomic steps and terraces on the surface;71

5. surface electric fields inducing the so-called linear electro-optical effect
(LEO) via doping;74

6. surface roughness and 3D structures;75,76 and
7. atomic surface reconstruction: surface-state signatures and bulk-related

features.63

9.4.2 Metal-Organic Chemical Vapor Deposition

The MOCVD deposition process (also called metal-organic vapor phase
epitaxy) operates at or near ambient pressure conditions of the order of 10 to
1000mbar, but initial findings of the in situ RAS analysis need to be correlated
with additional surface science techniques. For undistorted measurements of
the prepared surfaces with UHV-based surface analysis tools, a transfer system
(Figure 9.6) has been developed to transfer samples from the MOCVD ap-
paratus to UHV within a very short time (in the order of seconds) without
contaminating the interfaces under study.77 The transfer routine is outlined in
the following for the example of atomically-ordered, epitaxial InP and
GaP(100)-films prepared with only non-gaseous precursors tert-butylphosphine
(TBP), trimethylindium (TMIn), and triethylgallium (TEGa) in a commercial
MOCVD apparatus equipped with an optical window for in situ spectroscopy.
RAS signals were benchmarked with surface science data from low-energy
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electron diffraction/microscopy (LEED/LEEM), scanning tunneling micro-
scopy (STM) and soft X-ray photoemission (UPS, SXPS, XPS). Fourier
transform infrared spectroscopy (FTIR) confirmed hydrogen termination of
the reconstructed surfaces of InP and GaP. Femtosecond-resolved 2-photon
photoemission (fs-2PPE) enabled the study of unoccupied states as well as
charge carrier dynamics.78 All surface science data, collected in UHV, could
then be correlated with the particular RA spectrum measured already in the
MOCVD reactor and thus, the electronic and atomic structure can be deter-
mined in situ during preparation.

The transfer system attached to the commercial MOCVD reactor (AIX200)
consists of an interim chamber, where a total pressureo10�8mbar is reached in
less than 20 seconds, a basic UHV chamber and a mobile UHV transport
chamber (compare Figure 9.6). The latter is equipped with a battery-driven ion
getter pump supplying a base pressure of po3�10�10mbar. All chambers and
the MOCVD reactor are separated by UHV-valves.

After standard wet-chemical substrate preparation, samples were dried
in a stream of N2 and attached by clamping to a molybdenum sample
holder, placed in the center of a modified graphite susceptor inside the
MOCVD reactor. After thermal deoxidation in H2 atmosphere, buffer layers
were grown under supply of TMIn (TEGa for GaP) and TBP at temperatures
in the order of 850K and then cooled down under TBP stabilization. This
stabilization with the phosphorous-precursor prevents desorption of P-clusters
from the surface, which would eventually lead to a P-deficient bulk.79 To obtain
a specific, well-defined surface reconstruction, e.g. P-rich (Figure 9.7b)
InP(100), the flow of TBP was switched off at around 600K, the purge gas was

Figure 9.6 Scheme of MOCVD reactor and UHV transfer system. For details,
see text.
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changed to N2 and the reactor pressure was reduced to about 1mbar.
Next, the UHV-valve V1 separating the MOCVD-reactor from the interim
chamber was opened and the hot sample was transferred to the interim
chamber which was purged with the carrier gas. Subsequently, valve V1 was
closed and valve V2 to the UHV basis chamber was opened. After 20 s, a
pressure in the 10�9mbar range was reached. At po3�10�10, the sample was
transferred into the UHV transport-chamber and, maintaining UHV con-
ditions, to any other UHV system that is equipped with an appropriate UHV
load-lock system. XPS was performed with a hemispherical analyzer (Specs
Phoibos 100) and a monochromatized Al Ka X-ray source. The equipment for
the RAS (LayTec EpiRAS 200) measurements has been documented in the
literature.68,80

P-rich surfaces, which are relevant for preparing InP- and GaP-based III-V
devices, and which could previously not be investigated in the state they were
originally prepared, were analyzed with the transfer method developed in our
laboratory. For example, it was found that MOCVD-prepared P-rich InP and
GaP (100) surface reconstructions differ distinctively from those prepared by
MBE: for MOCVD, H atoms are attached to buckled P dimers due to the
supply of H2 in the MOCVD environment (see Figure 9.7b and calculated
phase diagram81 in Figure 9.7c).

Figure 9.7 Ball and stick model (top view) of the III-rich (2�4) mixed-dimer
(a) and P-rich (2�2)-2D-2H (b) surface reconstruction (for details see
section 9.5). Large (small) symbols indicate positions of the first and
second (third and fourth) atomic layers. The calculated phase diagram81

for InP in (c) relates the growth parameter space with possible surface
reconstructions.
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9.5 InP(100) Absorbers: Heterostructures and

Photocathodes

Surface electronic properties, such as band bending are known to depend
critically on the surface condition; defects can act as recombination centers or
as points of attack for (photo)corrosion. As will be shown in section 9.6.1
below, different surface reconstructions also impact the interaction of the
semiconductor surface with H2O. A microscopic understanding of the surfaces
is therefore essential for a knowledge-based surface and interface preparation.
The presence of hydrogen in an MOVCD growth environment can promote
surface reconstructions that differ significantly from those of UHV-prepared
material. In contrast to the In-rich surface, which appears to be generally ac-
cepted as the hetero-dimer unit cell,87 the P-rich MOCVD prepared surface
reconstruction had not yet been observed before. Both surface reconstructions
have been studied in detail regarding morphology,82 band structure83 and
carrier dynamics.78

The In-rich, (2�4)-reconstructed InP(100) surface is characterized by mixed
In-P dimers oriented along the [0-11] direction terminating the surface
(Figure 9.7a). In-In-bonds along [011] form the second layer. The re-
construction spans 2 bulk unit cells in the [0-11] direction and 4 in the [011]
direction, hence the notation (2�4). The hydrogen-stabilized, P-rich surface is
illustrated in Figure 9.7(b). Its (2�2) unit cell contains two oppositely buckled
P-dimers, where in each case one of the dangling bonds is saturated by an H-P
bonding. These dimers can conduct a flipping motion, as recently observed by
STM investigations.84 The notation (2�2)-2D-2H symbolizes 2 dimers and 2
hydrogen atoms per unit cell of the reconstruction. Surface configurations
accessible in MOCVD-typical hydrogen ambient81 are illustrated in a phase
diagram in Figure 9.7(c).

The transition from the P-rich to the In-rich surface reconstruction (red to
blue area in Figure 9.7c) can be clearly distinguished in situ with RAS, as
displayed in Figure 9.8. Schmidt et al.63,81 relate the minima around 1.6 eV,
present in both reconstructions, to electronic transitions at the surface Brillouin
zone. A prominent maximum around the interband transition E1 is charac-
teristic for the (2�2) reconstructed P-rich surface (red curve), while the (2�4)
reconstructed In-rich surface shows a minimum.

9.5.1 InP-based Heterostructures

The practical significance of a well-defined surface preparation was demon-
strated in the development of a low band gap tandem cell, which was designed
on the lattice constant of InP (see Figure 9.1) to facilitate lattice-matched
growth on InP substrates.39 State-of-the-art triple-junction photovoltaic solar
cells presently employ three different semiconductors as light absorbers. Ge
typically serves simultaneously as substrate and bottom cell. Next-generation
quadruple-junction solar cells utilizing four different absorbers should replace
the Ge substrate by a low band gap tandem bottom cell to further exploit the
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solar irradiation. Calculations show that the optimal energy gap relation for the
bottom tandem is in the order of 0.7 and 1.0 eV enabling theoretical efficiencies
of 61%.39,85 A realization would comprise lattice-matched InGaAsP/InGaAs
(0.73 and 1.03 eV) in combination with an InGaP/GaAs top tandem (1.86 and
1.42 eV) with a tunnel junction between InGaAs and InGaAsP (on InP sub-
strates) using highly-doped n11-InGaAs and p11-GaAsSb (Figure 9.9). To
enable efficient tunneling through the barrier between InGaAs and GaAsSb,
the junction has to be as abrupt as possible. It has been found that III-rich
prepared InGaAs surfaces exhibit more abrupt interfaces to GaAsSb due to a
reduced diffusion of Sb resulting in higher efficiencies.39,86

In contrast, resonant tunneling diodes (RTD) based on GaAsSb/InP showed
a higher performance with V-rich (As) prepared interfaces.50 The RTD (see
Figure 9.4c) consists of type II heterojunctions and requires thin (7 nm) abrupt
InP barriers sandwiching a 7 nm thick GaAsSb quantum well leading to the
development of a resonant tunneling bipolar transistor with high power effi-
ciency.50 The role of surface reconstructions on interface electronic properties
has been clearly demonstrated by these actual applications.

9.5.2 Surface-Functionalized InP(100) for Efficient Hydrogen

Evolution

Epitaxial thin-film InP was prepared by de-oxidation of a p1-doped InP(100)
wafer and subsequent growth of a 3 mm thick p-doped buffer. Surfaces were
prepared In-rich from a 2�4 reconstructed surface termination where only one
P atom exists in the topmost surface layer (compare Figure 9.7a). Ohmic
contacts were made using Zn/Au alloying as reported earlier.29 The doping

Figure 9.8 RA spectra of the P-rich and In-rich surfaces of InP(100) at 645K. Insets
show the side-view of the surface reconstructions.
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level of these films was in the low 1017 cm�3 range. Surfaces obtained that way
show atomic terraces even in ambient air AFM experiments. It is found that the
electrodes are rather passive in acidic solutions such as 1M HCl when illu-
minated. This can be attributed to the overpotential for proton reduction and
the slow In atom dominated surface kinetics or surface oxidation upon
exposure to ambient air. Only after a specific surface conditioning, performed
in situ, an increase in the cathodic photocurrent is observed, and after
deposition of noble metal catalysts, highly efficient hydrogen evolution.30 Here,
the focus is on the analysis of the surface condition after the respective chemical
and (photo)electrochemical surface treatments.

9.5.2.1 In Situ Surface Conditioning

Prior to photoelectrochemical treatments, a bromine-methanol etch was ap-
plied. The surface topography is shown in Figure 9.10. The 2�2 mm image
shows atomic terraces and growth defects corresponding to a defect density of
about 107 cm�2. The observed depressions were already visible on as-grown
samples, as were the atomic terraces. In cross-sectional AFM images, the height
variations could not clearly be related to the lattice parameters of InP in the
o1004 direction, probably due to oxidation of the surface with different oxide
coverages along step edges and on terraces which could contribute to the
passive behavior at lower cathodic potentials (see below).

The analysis of the surface conditions was performed using a photoelec-
trochemical cell that can be directly attached to UHV surface analysis appar-
atus, developed by Bitzer et al.87 and later improved by Rauscher et al.88 The

Figure 9.9 Tunnel junction of a low band gap tandem cell InGaAs/InGaAsP on the
lattice constant of InP.39 The red circle marks the actual tunneling region.
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system is characterized by a very low surface contamination due to exclusion of
ambient atmosphere contamination, with about 0.2ML of hydrocarbons on
the surface after electrochemical currents have been passed.87 The system
allows application of ultraviolet photoelectron spectroscopy, LEED (low en-
ergy electron diffraction), SXPS (soft x-ray spectroscopy), HREELS (high
resolution electron energy loss spectroscopy) and provides a wealth of infor-
mation on (photo)electrochemical processes. Figure 9.11 (left) shows a
photograph of the vessel and a schematic drawing. The sample treatment
procedure is given in the figure caption.

Figure 9.12 shows in a combinatory manner the electrochemical treatments
that comprise the photoactivation step, the electrodeposition of Rh and the
photocurrent-voltage characteristics of the completed device. These experiments,
originally performed in a three-electrode standard potentiostatic arrangement,
have been repeated in an identical way in the glass vessel attached to the Solid-
Liquid Analysis System of the collaborating research group ‘‘Electronic Material
Interfaces’’ at the undulator U49/2 at Bessy in Berlin, Germany.

It can be clearly seen that the photoactivity of the as-prepared InP thin-film
in HCl is very low and only after repeated cyclic polarization within judiciously
chosen potential limits, an increase of the cathodic photocurrent is seen. Rh
photoelectrodeposition was performed at a potential where the hydrogen
evolution reaction was in its early stage (see Figure 9.12). The output power
characteristic of the completed half-cell is presented, too, showing high solar to
hydrogen conversion efficiencies. The photoelectrochemical behavior of the
samples can be understood by a combination of surface chemical and topo-
graphical analyses, which follows below.

Figure 9.13 shows an energy band schematic that relates the potential scans
for the surface conditioning with the electron energy of the semiconductor. The
anodic and cathodic decomposition potentials are indicated and the scan region

Figure 9.10 Tapping mode AFM amplitude images after etching of InP(100): 2�4 in
a solution of 0.05 weight% Br2 in methanol for 30 s; the image size is
2�2 mm.

238 Chapter 9

 1
4/

10
/2

01
3 

09
:3

7:
49

. 
Pu

bl
is

he
d 

on
 3

1 
D

ec
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

77
39

-0
02

23
View Online

http://dx.doi.org/10.1039/9781849737739-00223


between þ0.3V and �0.1V (SCE) (see top of Figure 9.12) has been included.
Photoelectrodeposition at �0.2V is seen to lie in a potential range where the
InP surface is inverted but it is not in strong inversion which would screen out
static electrical fields. Since the scan in HCl only shows total currents, at po-
tentials positive from 0.2V, anodic and cathodic partial currents obviously
compensate each other.

The anodic (dark) partial current is related to the corrosion reactions indicated
in Figure 9.13. They include the formation of indium oxide but also that of
indium phosphates. Since In metal is a cathodic corrosion product, its oxidation
to an indium oxide is likely. The anodic dissolution reactions include the for-
mation of indium oxide and of two types of indium phosphates according to:

2Inþ 6hþðVB; SSÞ þ 3H2O! In2O3þ6Hþaq V0¼� 0:45VðSCEÞ

3InPþ 15H2Oþ 24hþðVB; SSÞ

! InðPO3Þ3þ2InðOHÞ3þ24H
þ
aq V0¼� 0:51V

InPþ 4H2Oþ 8hþðVB; SSÞ ! InPO4þ8Hþaq V0¼� 0:72V

ð9:2Þ

Figure 9.11 Photoelectrochemical cell for in-system surface analysis after electro-
chemical conditioning; the three-electrode potentiostatic arrangement
consists of the working electrode (here: InP), mounted on a vacuum stub,
a cylindrical counter electrode (Pt) at the end of a glass slab that also
serves as light guide and of a Luggin capillary as Ag/AgCl reference
electrode. The photoelectrochemical process is interrupted by jet-blowing
of the electrolyte, then, the sample is rinsed with N2-saturated deionized
milli-Q water and subsequently dried in a nitrogen stream. The sample is
then transferred into a buffer chamber where outgasing of the volatile
residual species occurs. Once the pressure reaches the low 10�8mbar
range, the sample is transferred into the analysis chamber of the
respective UHV system for measurements.
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Figure 9.12 (Photo)electrochemical conditioning of InP(100) for photoelectrocataly-
tic device preparation; top: cyclic polarization in 1M HCl; c1 – c50
indicate cycle numbers; dashed dotted line: cathodic photocurrent at the
cathodic scan limit � 0.1V(SCE); middle: Rhodium photoelectrodeposi-
tion protocol; the insert shows the time profile of the cathodic photo-
current at the deposition potential of �0.2V(SCE); bottom:
photocurrent-voltage characteristic for the device in comparison to the
dark current of a Rh wire (dotted line).
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The cathodic corrosion reaction, energetically located close to that of In
phosphate formation, is:

p-InPþ 3e�CBðhnÞ þ 3Hþaq ! In0þPH3 ð9:3Þ

The complexity of the surface chemistry of InP in HCl and, also following
photoelectrodeposition of Rh metal, suggests the use of advanced surface an-
alysis methods to analyze the induced surface transformations. Accordingly,
the surface chemical and electronic conditions of the samples after the three
main steps of the conditioning procedure, i.e. (i) etching, (ii) photoelec-
trochemical conditioning and (iii) photoelectrodeposition of Rh electrocatalyst
have been analyzed using UPS and XPS employing synchrotron radiation for
enhanced surface sensitivity. Figure 9.14 shows a schematic that combines the
inelastic photoelectron escape length of specific core levels of the InP system
with the photon energy for highest surface sensitivity. Since highest surface
sensitivity is obtained for a kinetic energy of approximately 50 eV, one tunes the
photon energy for each core level such that the kinetic energy of the emitted
photoelectrons lies in that range. This results in a similar surface sensitivity for

Figure 9.13 Energy vs. electrode potential schematic including the respective de-
composition potentials; the scan region in HCl is indicated by horizontal
blue dashed lines; process 1: hydronium reduction by photo-induced
excess electrons; process 2: cathodic corrosion reaction resulting in In
formation; processes 3, 3a: anodic corrosion by holes from the valence
band top; process 4, 4a: anodic oxidation by holes from surface states
that are filled or empty depending on the respective scan potential; eVa:
applied voltage, eVfb: flatband energy; Ei: intrinsic Fermi level.
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the analyzed elements, which is not the case for laboratory XPS, where the
photon energy (Mg Ka or Al Ka) is fixed thereby providing spectra with dif-
ferent depth information for different elements. In the following, we present the
data for each treatment separately and summarize them to derive a complete as
possible picture of the surface chemical processes that induce the surface
transformations and of the energy relationship of the structure.

Figure 9.14 Mean inelastic scattering length for photoelectrons (top, note error bars)
and the adjusted photon energy for the core level lines of the investigated
elements for high surface sensitivity; a kinetic energy of 50 eV has been
assumed for highest surface sensitivity, e.g. smallest l. The energetic
distance between Fermi level and vacuum level is taken to be roughly
5 eV and the position of the Fermi level has been taken as zero binding
energy.
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9.5.2.2 In-system Surface Analysis: Synchrotron Radiation
Photoelectron Spectroscopy

Figure 9.15 shows SRPES data, recorded after the photoelectrochemical cyc-
ling procedure that is shown in Figure 9.12 and after the Rh photoelec-
trodeposition following the protocol given in the same figure. Whereas the lines
for In, InP and In2O3 are well-known from the literature, the distinction be-
tween the phosphates and phosphites of indium is not as clear-cut. One can,
however, calculate the electronegativity of In in these complexes using
Sanderson electronegativities.89 An important aspect of Sanderson’s electro-
negativity is the so-called electronegativity equilibration which states that if two
or more atoms (in a compound, for example) with different electronegativities
form a compound, they will adjust to assume the same intermediate electro-
negativity which is given by the geometric mean of the individual atoms that
form the compound. In other words, compound electronegativity underlies the
concept that electrons distribute themselves around a molecule to minimize or
to equalize the Mulliken electronegativity. The geometric mean of the elec-
tronegativity is calculated according to:

wmol ¼
Yp
k¼1

wk

 !1=p

ð9:4Þ

Here, the molecule has been assumed to consist of p atoms of electron affinities
wk. The method has also been applied to describe charge relations at junctions
between solids.90

Considering the electron affinities for P, O and In, the values for InPO4 and
In(PO3)3 can be calculated using the respective Sanderson element electro-
negativities of 2.52 (P), 3.65 (O) and 2.14 (In). It suffices to calculate the ligand
electronegativities of PO4 and (PO3)3 as their values indicate the partial charge
shift that is related to the binding energy shift in an XPS experiment. The
calculated differences between w(PO4)¼ 3.39 and w((PO3)3)¼ 3.29 are small,
but indicate that In has a larger positive partial charge with the phosphate
ligand as indicated in Figure 9.15. In addition, this assignment is in accordance
with literature data.91 Figure 9.15 shows that In metal as well as InP signals
originate from the top monolayer (lescB0.3–0.4 nm, see Figure 9.14) after
cycling in HCl as well as after Rh deposition. Both signals decrease after the
electrodeposition step, but, nevertheless, the data show that contrary to the
experiments performed in a laboratory cell, the oxide film and the electro-
deposited Rh leave parts of the InP surface exposed. The origin of this differ-
ence could be attributed to the limited volume of the droplet, the altered
coupling of the light and scattering due to hydrogen bubble formation. For-
mation of indium oxide is attributed to the photoreduction of InP to In and,
upon anodic potential scan, In oxidation. In addition, anodic decomposition of
InP towards P containing compounds is noted (see eqn. 9.2). Upon Rh de-
position, the relative amount of indium oxide increases. Since at the Rh photo-
electrodeposition potential, the reduction of In2O3 and that of In31 to In can
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occur as side reaction (compare Figure 9.13), the formation of oxides under
these conditions is attributed to hole injection from the Rh redox couple into
occupied surface states, similar to the behavior found upon Pt electrodeposition
onto Si.14 This observation is corroborated by the increased relative amount of
the P-O groups at higher binding energy, pointing to a chemical route during
photoelectrodeposition of Rh.

The core level analysis of the P 2p line allows for assessing relative changes of
the P-O group contributions upon surface conditioning. Figure 9.16 shows P 2p
spectra recorded at hn¼ 200 eV (lescB0.3 nm). The relative contributions from
the phosphorus groups increase substantially after the Rh deposition. Since the
areas related to the InP surface decreases, the data show continuing chemical
oxidation of the uncovered InP surface as described above. Another aspect
concerns the relative amounts of the PO4 vs. the (PO3)3 groups. After Rh de-
position, the former is considerably decreased compared to the situation after
cycling in HCl.

The depth dependence of the contributions in the film can be investigated by
changing the photon energy. The evaluation of such an experiment is shown in
Figure 9.17 together with a schematic that indicates the elastic escape depth of
photoelectrons.

Figure 9.15 Deconvoluted SRPE spectra of the In3d5/2 core level after cycling in 1M
HCl (bottom) and after photoelectrodeposition of Rh (top); photon
energy: 600 eV; the identified species are indicated in the figure along with
their binding energy (see text).
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The sum of the signals from P-O compounds appears to be rather constant
with depth. Therefore, the contribution from indium oxide is assumed to be
also rather constant within the probed surface layer, as indicated by the non-
graded color scheme in Figure 9.18(a), where the findings regarding the film
composition are summarized. In Figure 9.18(b), the partial coverage is indi-
cated in a schematic way for the case of cycling in HCl and, in Figure 9.18(c),
after Rh photoelectrodeposition. Due to the time dependence of the photon
flux of measurements at the synchrotron, a calibration of the signals is difficult.

Figure 9.16 SRPES data for the P 2p line at high surface sensitivity for cycling in HCl
(bottom) and after Rh photoelectrodeposition (PED) (top); photon
energy 200 eV; (see text).

Figure 9.17 Photon energy dependence and mean inelastic photoelectron scattering
length of the P-O related signals in the oxidic film on InP (left); right
hand side: schematic on the surface sensitivity of the signals (compare
also Fig. 9.14) (see text).
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Therefore, the scheme in Figure 9.17(b) accounts for the basic findings revealed
in Figs. 9.15–9.17.

Figure 9.18(a) shows that with photon energies up to 600 eV, the highest
depth resolution is about 1 nm. The composition of the oxide film can be ex-
tracted from Figs. 9.15–9.17, showing that after HCl cycling, substantial
amounts of In metal, InP as well as signals from In2O3 and the P-O groups are
all found on the surface. This contradicts the planar coverage model shown in
Figure 9.18(a), but the figure shows how the phosphates and phosphites are
distributed in the topmost part of the film. It cannot be deduced from the data
whether the P-O groups are coplanar to indium oxide; here, it was assumed that

Figure 9.18 Schematic on the surface coverage after photoelectrochemical treatment
of p-InP; (a) layer-type arrangement for intelligibility, indicating the
relative changes of the P-O related groups with depth after cycling in
HCl; (b) more realistic assumption taking into account the findings in
Figs. 9.15, 9.16 after HCl treatment; (c) the envisaged situation after Rh
photoelectrodeposition (see text).
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the film formed after HCl treatment is vertically stacked. Since the corrosion
potentials are located between �0.45 and �0.72V in a rather narrow range
compared to the potential cycling range, it is plausible that the oxidation re-
actions occur simultaneously although one would expect those related to the
P-O groups to proceed at higher rate. Figure 9.18(b) shows the assumed ar-
rangement of the components within the film and its basic topography. Since
signals from InP, In and the three oxide signals are all present, the film must be
patchy as indicated. After Rh deposition, one finds all signals being still pre-
sent; the relative amounts, however, have changed: the In and InP signals have
become smaller with respect to the signals from oxidic products. Therefore, the
open surface areas are reduced as well as the top surface In metal islands. The
oxide coverage has increased, as indicated in Figure 9.18(c).

9.5.2.3 Energy Band Relations: Efficiency and Stability Criteria

The assessment of the energy band relations in the system becomes possible by
analysis of UP (ultraviolet photoelectron spectroscopy) spectra and by XPS
analysis of the valence band region where the surface sensitivity is reduced,
which allows extrapolation of the valence band onsets for weaker signals.
Figure 9.19 shows He I UP spectra for HCl treated samples and after Rh de-
position. The spectral width Sw, given by the onset of the valence band emission
and the secondary electron cut-off, allows to determine the electron affinity and,
from the onset of the valence band emission, the band bending on the semi-
conductor surface. The valence band onset of InP, determined by SRPES at a
photon energy of 100 eV (lescB0.3–0.4 nm), is located at about 1.1 eV below

Figure 9.19 He I UP spectra for samples after HCl and Rh treatment as indicated;
Esec: secondary electron cut-off (see text).
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the Fermi level (binding energy 0). With Eg¼ 1.35 eV for InP and
EF�EVB0.2 eV, this indicates a pronounced depletion-type band bending in
the absorber surface. The electron affinity is obtained by 13,44

wðInPÞ¼ hn � Sw � Eg ð9:5Þ

For the almost identical cut-offs after HCl treatment and Rh deposition
(Figure 9.19), an electron affinity of w¼ 21.2 eV – 15.9 eV� 1.35 eVB4 eV is
obtained. The pronounced band bending into the limit of strong inversion
where the difference EC�EF at the surface equals the difference EF�EV from
the doping in the bulk indicates that a buried p-n junction has been formed.
This is discussed further below. The electron affinity of InP, known to be
4.4 eV,92 has been changed to a smaller value by 0.4 eV, indicating an interfacial
dipole that has the positive end pointing outwards of the InP surface. This
alignment with the oxide film is advantageous as conduction band electrons,
generated as excess carriers in InP upon illumination, have a higher potential
energy and can easier cross interfacial barriers.

The InP energy band relations can be extracted more easily from the data on
HCl treatment since the density of states near the Fermi level of InP is less than
that of Rh with pronounced d-band emission near EF. One observes that the
onset of the emission, due to oxide film coverage, is about 3.5–4 eV below EF.
The band gap of In2O3 is 2.6 eV

93 but that of InPO4 is considerably larger with
EgB4.5 eV.94 Assuming alloying in the film could result in the observed band
gap increase. This indicates also that the conduction band edge is likely located
close to the oxide film conduction band edge, indicating high n-type doping. We
propose that a buried p-n1 junction has been formed. The energy band diagram
in Figure 9.20 shows the situation under short circuit condition. The band
edges of InP are shifted downward by 0.4V, the interfacial dipole at the InP-
oxide film interface is indicated by the green arrows. The buried p-n junction
between InP and the film is characterized by a reduced contact potential dif-
ference (equaling the maximum attainable photovoltage in energy terms,
eVPh

max). The resulting cliff in the conduction band promotes minority carrier
(electron) transport via the film conduction band to Rh and, finally, with a
reaction overpotential Z to sustain the high photocurrent, to the hydronium
ions in solution. Equilibration with the electrolyte resulted also in an upward
shift of the Rh Fermi level (i) in order to equilibrate with the redox energy and
(ii) to allow passing of the high (35mAcm�2) photocurrents.

The device is based on an internal photovoltaic junction formation at the
p-InP/n-type film interface. The associated dipole, however, reduces the contact
potential difference to about 0.8V, which is the value actually seen in the ex-
periment. The excited excess electrons move by drift (in the space charge region
of InP) through the conduction band of the film and reach unimpeded the Rh
catalyst. The rate of thermalization of hot electrons in the Rh film can only be
estimated roughly. In Pt, ballistic electrons move in the 5–10 nm range at low
excess energies.95,96 The structure therefore allows for excellent stability as the
film thickness is not a limitation in the structure. In addition, the concept of
band alignment between absorber and passivating film allows the preparation
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of highly stable devices since the reactive interface has been removed from the
absorber surface.

The in situ conditioning, a wet process at low temperature which is scalable,
has again shown to result in excellent device performance of photoactive
structures as already demonstrated for InP, CuInS2, CuInSe2 and Si photo-
electrochemical and solid-state photovoltaic systems.12–14,29,97,98 Issues related
to In cost and scarcity could be alleviated by developing specific lift-off tech-
niques for the InP homoepitaxial film.99

9.6 GaP(100) and Hetero-Interfaces

GaP represents a model-system for the integration of III-V with Si as substrate.
With only a small deviation of the lattice constant (Figure 9.1) and the thermal
expansion coefficient, relatively thick layers in the order of 100 nm can be
grown pseudomorphically before accumulated strain results in relaxation and
hence misfit dislocations. The growth of zinc-blende polar GaP on non-polar,
diamond lattice Si(100) substrates is challenging and growth conditions have
been studied in detail applying in situ RAS control in MOCVD ambients.100,101

The preparation of well-defined single-domain Si surfaces is a crucial step to
avoid the formation of anti-phase disorder, when growing III-V on Si(100).102

Anti-phase disorder originates from the reduced symmetry of GaP compared to
Si. Single- or odd-numbered atomic steps on Si invoke anti-phase domains
(APDs) in the GaP film (see Figure 9.21), which in turn create anti-phase
boundaries, where homo-atomic bonds have to be formed. Double- or

Figure 9.20 Energy schematic of the InP/Film/Rh/electrolyte junction; the sub- or
superscripts fb refer to the flatband situation, the superscript C to the
Fermi level after contact formation at short circuit condition; green
arrows: shift of the InP band edges due to an interfacial dipole at the InP/
film contact; red arrow: shift of the Rh Fermi level due to (i) establishing
equilibrium with the hydrogen redox couple and (ii) overvoltage Z
related to high flux of excess minority electrons (see text).
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even-numbered steps on the substrate can avoid the formation of APDs. There-
fore, preparation of double-stepped, single-domain Si substrates is employed.
Such a surface treatment under RAS in-situ control was developed,34,70,103 en-
abling simultaneous quantification as well as prevention of this defect type.

Exact lattice match to Si, however, can be achieved via incorporation of
nitrogen forming the dilute nitride GaPN.104 The impact of N on the electronic
structure and potential applications will be described in section 9.6.3 below.

For photoelectrochemical applications, the GaP surface has to be functio-
nalized (see section 9.5.2), in order to mitigate limited charge transfer efficiency
while simultaneously preventing corrosion. Ideally, the whole process should be
monitored in situ. RAS could again serve as a powerful tool here, as already
demonstrated for metal-electrolyte interfaces.105 As a first step, we examine the
interface between GaP and H2O in model-experiments outlined in section 9.6.2.

9.6.1 GaP Preparation

The principle of the preparation of GaP on Si(100) is sketched in the following,
for details see references 106 and 65. After de-oxidation and homoepitaxial
buffer growth with silane, the single-domain, double-stepped, and hydrogen-
terminated Si surface is prepared in H2 atmosphere.103,107 RAS enables an in-
situ quantification of the relative amount of APDs here, as the magnitude of the
characteristic RA signal is directly connected to the relative dominance of a
single domain. If a high-quality, APD-free Si surface is prepared, the successive
GaP nucleation is followed by a heteroepitaxial buffer growth of GaP with the
metal-organic precursors TBP and TEGa. After growth, samples are cooled

Figure 9.21 Formation of anti-phase disorder due to the reduced symmetry of the
III-V semiconductor grown on top. The dashed line indicates an anti-
phase boundary at a single layer step.
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down to 570K under TBP stabilization (see 9.4.2 above). The surface then
exhibits excess phosphorous which can be desorbed by careful annealing at
690K without P stabilization.108

A Ga-rich surface can be obtained by subsequent annealing of a surface that
was initially prepared P-rich as described above. For this purpose, the surface is
annealed at 950K for 5min without P stabilization. The transition from a
P-rich, (2�2) reconstructed surface to a Ga-rich, (2�4) reconstructed surface
can be monitored in situ with RAS. The typical Ga-rich preparation of an
80 nm heteroepitaxial GaP buffer on a Si(100) substrate (misorientation 21 in
the [011] direction) is illustrated in Figure 9.22: The RAS color plot shows
successive RA spectra during a temperature ramp of 76K/min, starting from
the P-rich surface at 570K. At 950K, the temperature was held constant for
5min, followed by cooling down again to 570K. The color indicates the RA
intensity (Re(Dr/r) / 10�3), time increases on the y-scale. Note that the RA
spectra here differ from those of homoepitaxial samples, as the buried interface
impacts the RA signal, see ref. 65 for details. For further characterization,
samples were directly transferred to UHV from the MOCVD reactor.

9.6.2 Interface Formation with Water

The interface of semiconductors with water is crucial for the understanding of
charge-transfer processes, initial oxide formation or corrosion leading to im-
proved (in situ) surface conditioning routes. Recently, the interaction of H2O
with GaP has been the subject of theoretical studies, which still need to be put
into an experimental context.109,110 This context could be established by model-
experiments using H2O adsorption in UHV, which have proven to be highly

Figure 9.22 Preparation of a III-rich GaP (on Si(100)) surface by annealing. The plot
shows color-coded (Re(Dr/r)/10�3) subsequent RA spectra over time,
details see text.
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useful to investigate problems of electrochemistry111 or even questions related
to superconductivity.112 Previously, dissociatively adsorbed water on InP(110)
has been investigated,113 but the results of these experiments are not directly
applicable to MOCVD-prepared surfaces since hydrogen is a major ingredient
of the MOCVD-process gas and significantly impacts the surfaces.70,103,114

To study the impact of H2O on the two surface reconstructions typical for
MOCVD preparation, Ga- and P-rich reconstructed surfaces were transferred to
UHV and studied employing RAS followed by studies with PES, FTIR, STM,
LEED, LEEM and low-temperature RAS.64,77,108,115,116 Afterwards, they were
also transferred to a dedicated UHV chamber and exposed to H2O vapor at
room temperature, with an exposure in the order of 1 kL. Finally, changes in-
duced by the adsorption of H2O were monitored in PE and RA spectra. As
described in models for H2O adsorption on GaP, water molecules (or hydroxyl
groups) can adsorb and bind to particular sites of the surface reconstruction
creating surface motifs such as Ga-[OH]-Ga bridges.109 Such bond geometries
would break the original surface reconstruction, which should be visible to RAS.

For our experiments, we monitored the surfaces in situ with RAS during H2O
adsorption. Exposures in the order of several kL were needed to impact the RA
signal significantly; see Figure 9.23. In similar experiments reported in the lit-
erature, H2O exposure applied to the closely related InP was significantly lower,
i.e. in the order of 1 L.113 This is due to the fact that samples were cleaved in
UHV, resulting in a more reactive surface with a higher sticking coefficient and
that they were additionally kept at low temperatures.113 After exposure, sam-
ples were transferred in UHV to a PES system.

Figure 9.23 juxtaposes RA spectra of the two surface reconstructions for
different H2O exposures. A general decrease of the signal is observed, indicating
a surface reconstruction change. The different contributions of the RA signal
indicate a varying influence of H2O on the different electronic states of the
surface reconstruction. The minimum for the P-rich surface around 2.5 eV

Figure 9.23 RA spectra of GaP(100) before and after exposure to water in UHV at
300K. a) P-rich and b) Ga-rich surface. Insets show a side-view of the
initial P- and Ga-rich surface reconstruction, respectively.

252 Chapter 9

 1
4/

10
/2

01
3 

09
:3

7:
49

. 
Pu

bl
is

he
d 

on
 3

1 
D

ec
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

77
39

-0
02

23
View Online

http://dx.doi.org/10.1039/9781849737739-00223


consists of two contributions, where the lower-energetic feature is characteristic
for hydrogen termination.81 This contribution is reduced more quickly upon
water adsorption. However, no clear additional RA signal, which would in-
dicate an ordered adsorption on the surface, could yet be observed. This could
be due to the finding that the formation energies for different geometries of
e.g. bonded hydroxyl groups are expected to be very close and a distinction
would probably require low temperature experimentation.109 This is also in line
with previous observations of P-dimer flipping at room temperature for P-rich
GaP(100).84

PES (Figure 9.24) confirms a pronounced reduction of the emission lines
around EB¼ 3 eV, attributed to surface states. At an exposure of 1 kL, the three
emission lines typical for molecularly adsorbed H2O,117 which should lie in the
range of 3 to 13 eV relative to EF, are absent, indicating dissociative adsorption
or very low coverage. This observation suggests a higher stability of the P-rich
surface when compared to UHV-cleaved III-V surfaces.113 More detailed
studies and an interpretation in the context of calculated electronic structures
are the subject of ongoing investigation.

9.6.3 The GaP(N,As)/Si Tandem System

An epitaxial, lattice-matched tandem structure employing GaP-based III-V
compounds on Si constitutes an approach for water splitting, which could
enable efficient and bias-free photoelectrolysis. Si substrates, which would serve
as bottom cell absorber material, are earth-abundant, available in highest
quality and are the semiconductor material that is mainly driving the market
for photovoltaics so far. Dilute nitride GaP1-xNx is supposed to constitute the
top cell absorber as it can be grown lattice-matched on Si with a nitrogen
content in the range of xE0.02, enabling a thin-film application due to its
direct-like band gap.118,119

Figure 9.24 He II PE spectrum of P-rich GaP(100) before and after exposure to H2O.
Binding energy relative to Fermi level EF.
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Nitrogen atoms are embedded in the crystal’s bulk material in non-periodic
geometries and therefore, their electronic states are delocalized in k-space.
According to the BAC model,42,120 they interact with the conduction band of
GaP creating finally a significantly smaller, ‘‘direct-like’’ band gap of 1.95 eV
for x¼ 0.02. A further decrease of the band gap towards the optimum for a
tandem (Figure 9.2) can be achieved via the incorporation of arsenic and boron,
which allow a higher content of N, while maintaining the lattice constant of Si.
A photovoltaic GaPNAs tandem, however, which was realized and reported
earlier, reached only a VOC of 1.53V,62 which would not be sufficient for water
splitting. So far, the main deficiency of MOCVD-prepared dilute nitride
compounds is a reduced charge carrier lifetime with increasing nitrogen con-
tent, effectively decreasing the overall electronic quality of the material.121

Combining recent advances in the quality of nitrogen precursors along with
APD-free epitaxial growth, we aim to significantly improve achievable voltage
and overall efficiency.35 In our first approach, arsenic will not yet be in-
corporated, enabling higher voltages due to the higher band gap.

Involving nitrogen adds another benefit of improving the band alignment of
GaPN, as it increases the electron affinity of GaPN compared to pristine GaP
(Figure 9.3). This shifts the conduction band edge closer to the redox potential
of hydrogen evolution, possibly improving the electron transfer efficiency to the
electrolyte when used as photocathode.51

Incorporation of nitrogen already improves the stability in wet-chemical
environment,122 but in addition, one could combine the nano-emitter ap-
proach, demonstrated for Si half-cells,30 with GaPN compounds. In such an
approach, the Si surface is electrochemically converted into a nanoporous oxide
matrix. The pores of the matrix are then filled with catalysts such as Pt creating
nanoemitters. If the distance between the nanoemitters and the carrier diffusion
length is properly balanced, the current into the electrolyte flows over the
catalytically active nanoemitters, while the semiconductor is protected by the
oxide. As the envisaged GaPN compound is lattice-matched to Si, one could
grow a 10 nm-thick layer of Si on the dilute nitride and afterwards apply the
nanoemitter concept. The quality of the buffer layer would suffer from the
growth temperature being too low for optimal Si growth due to the limited
temperature stability of the III-V layer. However, possible pinholes due to
imperfect growth could be filled and passivated by the catalyst. The average
distance between the nanoemitters has to be adapted to the carrier diffusion
length in GaPN, which strongly decreases upon the band-crossover.123 A great
benefit of this approach would be a reduction of the required quantity of
catalysts to an amount in the order of 100 g per km2,30 combined with an
effective charge transfer to the electrolyte as well as a passivation of the
semiconductor surface.

9.6.4 Micro- and Nanostructured Systems

Absorber layers involving quantum structures hold promise for highly efficient
photon energy conversion devices operating beyond the Shockley-Queisser
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limit of a single band gap material. In size-tunable quantum structures such as
quantum wells (see also section 9.3.2), separated electronic states of electrons
and holes open opportunities to selectively accumulate charge carriers in well-
defined states. In such structures, benefits such as an increased absorption
coefficient and slower relaxation, as described in the phonon-bottleneck
model,124 can be considered. The energetics and dynamics of excited electronic
states, charge transport and charge separation can be fine-tuned to the specific
needs of the envisaged device.

III-V compounds are well suited for designing device structures for ex-
ploitation of the photonic excess energy. High-quality III-V p-i-n solar cells
involving multiple quantum wells have already demonstrated efficiencies close
to 30% under concentrated sunlight light.125 It has been shown that quantum
well structures can be engineered via strain-balancing126 and provide means to
engineer the absorption edges of solar cells. In current realizations, it is thought
that carriers escape from the strain-balanced quantum wells via thermally as-
sisted tunneling. In another approach, illustrated in Figure 9.25, electronic up-
conversion of charge carriers is suggested to realize a 2-photon absorption
process and to exploit different photon energies more efficiently as possible
within the Shockley-Queisser single-band gap limit: the structure schemed in
Figure 9.25 allows the absorption of photons with three different energies
(typified by red, green and blue arrows) creating a quasi-triple absorber.

In bulk semiconductor material, primary loss mechanisms of electron excess
energy occur on time scales of femtoseconds to picoseconds via inelastic
electron-phonon scattering. This was shown in reference 78, where capture
times of optically excited hot electrons were determined in 2-dimensional sur-
face bands of high-purity epitaxial InP bulk material by means of femtosecond-
resolved 2-photon photoemission. A 2-photon absorption approach, illustrated
in Figure 9.25, implies a strong occupation of the first excited state in the

Figure 9.25 Schematic drawing of a quantum well structure and a two-photon (green
and red arrow) absorption process.
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quantum structure. This enables an efficient absorption of the second photon,
i.e. the second electronic transition in the quantum structure (upper red arrow
in Figure 9.25). Work to explore relaxation and transport mechanisms of hot
charge carriers in planar III-V quantum well structures provided a basis for the
improvement of meanwhile well-established novel electronic and optoelectronic
devices such as high electron mobility transistors,127 quantum cascade lasers,128

or quantum well IR photodetectors.129,130 However, in a planar multiple
quantum well device, charge carriers have to pass multiple times through the
different quantum wells which increases the probability of capture and to non-
radiative recombination. A realization of a corresponding p-i-n core-shell
nanowire configuration, sketched in Figure 9.26 would avoid the multiple
passages. Nanowire arrays can either be realized by utilizing bottom-up or top-
down techniques. In the bottom-up approach, nanowires are grown on a
substrate, while the top-down approach creates the nanowires by reducing a
given substrate with e.g. lithography. Owing to the complexity of the device
structure sketched in Figure 9.26 and also for economic reasons (removal of large
quantities of the substrate), top-down procedures cannot be considered to be
applied. In contrast, it has been shown recently that the catalysis-assisted vapor-
liquid-solid growth mode offers the opportunities to prepare corresponding axial
and radial III-V nanowire structures in a bottom-up approach with promising
photovoltaic performance.131,132 Surface passivation turned out to be a key issue
to reduce the interface recombination and to achieve suitable minority carrier
diffusion lengths across the passivated interfaces. In reference 133, it was shown
that epitaxial coating of III-V nanowires can basically be prepared almost free of
defects and exciton lifetimes, that were quasi equivalent to those of intrinsic bulk
material, were measured at GaAs/AlxGa1-xAs nanowire core-shell structures.
Currently, intensive studies of preparing these semiconductor structures and
measuring charge carrier dynamics on free-standing radial III-V nanowires are
the aim of a network research project and ongoing.

Hence, coaxial p-i-n core-shell-shell nanowire arrangements, based on III-V
semiconductor compounds and combined with silicon half-cells, are suggested
here and illustrated in Figure 9.26 to be considered for highly efficient
water splitting devices. The controlled realization of III-V-based radial

Figure 9.26 Schematic drawing of a p-i-n core-shell-shell III-V device component on
a Si substrate for water splitting. QW: quantum well.
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core-shell-shell134 nanowire structures opens new opportunities and advantages
in comparison to planar layer structures due to (i) a strongly increased surface
area, (ii) a much smaller interface area between nanowires and substrate, and
(iii) much shorter charge transfer distances. Based on these merits, a number of
additional benefits arise:

1. The so-called critical thickness is usually limiting highly lattice-
mismatched, defect-free epitaxial growth.135 A greatly reduced interface
area to the substrate in a nanowire allows for highly mismatched
heterostructure growth, when compared to planar structures or micro-
wires. Consequently, the freedom in terms of possible III-V material
combinations and thus of freely engineered interfaces to stagger multiple
junctions, is significantly higher.

2. Strongly increased absorber surface areas give rise to sufficient light ab-
sorption, also reinforced by enhanced absorption coefficients in quantum
wells. The Drude absorption of metal catalysts, however, can result in
substantial losses in the absorbance of the semiconductors. This can be
alleviated if electrocatalysts that are semiconducting are used.

3. A highly enlarged surface naturally also increases the reactive interface,
where the solar-driven electrochemical reaction for water splitting occurs
by orders of magnitude. This broadens the range of utilizable (photo-
active) catalysts. It also increases the kinetic parameter exchange current
density thus allowing earth abundant materials to be used as hetero-
geneous catalysts.

4. As charge separation occurs on shorter distances due to the orthogona-
lization of light absorption and charge carrier separation, the diffusion
length is much less critical compared to a planar device structure.
Hence, the requirement on material purity is less critical and in con-
sequence allows material selection beyond technologically advanced
semiconductors.

5. Such nanowire core-shell structures and their functionality is not only
attractive for solar applications (photovoltaics, solar-driven water split-
ting), but for all electronic and optoelectronic device applications. Nano-
and microwire arrays allow integration with membranes in a scalable
manner if the array can be prepared on a scalable basis.

Besides the interfacial microscopic understanding of multi-photon ab-
sorption and the photoelectrochemical reactions, further aspects such as plas-
monic structures for light management and catalytic efficiency, optimized
arrangement of nanowires and the interfacial properties between the micro-/
nanowires and the substrate as well as between the nanowires’ core and shell
are of interest to be pursued (see Figure 9.26).

Figure 9.27 shows the electronic structure of an illuminated p-i-n core-
shell-shell half-cell. A first step of light absorption is illustrated in the n-doped
core material. Here, the increased electron and hole concentration due to light
absorption shifts the quasi Fermi levels towards the conduction band minimum
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(ECBM) and valence band maximum (EVBM), respectively. The two-photon
absorption scenario in the quantum well, suggested here, is displayed in two
separated adjacent diagrams and two electronic transitions (QW left-right). The
first light absorption step occurs in the quantum well as interband transition
(green arrow) from the initial level to an intermediate one. The increased
electron and hole concentration due to light absorption is also illustrated, as the
quasi Fermi levels are shifted towards the band edges of the quantum well. The
photon energy required for that is thought to be smaller than for the band-band
transition of the core material. For the electronic up-conversion of the two-
photon-absorption process and for the second absorption step (red arrow), it is
essential that the intermediate electronic level of the quantum well is strongly
occupied, i.e. that the band-band transition of the quantum well is efficiently
pumped. This could be supported by a slowdown of relaxation and recombin-
ation rates in the quantum well due to quantum-size and phonon-bottleneck
effect.124,136 Besides appropriate material parameters and electronic properties in
the quantum well, this will be a critical issue of the quantum well interfaces to the
adjacent material (core and outer shell). Absorption of the second photon of the
two-step absorption in the quantum well and the corresponding electronic
transition is thought to occur with the lowest photon energy also illustrated in the
band diagram of Figure 9.27 (red arrow). The final step of the proposed scenario
is the charge separation in the outer shell. For that, a p-doped large band gap
compound is needed, with a high conductivity for holes and a very low con-
ductivity for electrons. The same concept could be realized by opposite
arrangement of the radial p-i-n structure discussed and illustrated above, i.e. a
p-type doped core, intrinsic quantum well, and n- doped outer shell.

9.7 Synopsis

This chapter has shown that the use of III-V absorbers for light-induced water
splitting enables highest solar to-fuel conversion efficiencies. The material class

Figure 9.27 Electronic structure of the III-V p-i-n core-shell-shell structure proposed
here for a highly efficient water splitting device.137,138 Band edges, quasi
Fermi levels, as well as electronic levels and transitions are indicated in
the core material (n-doped), the quantum well (intrinsic) and the large
band gap, charge separating shell (p-doped). QW: quantum well, VOC:
open-circuit voltage. Green, dashed lines: quasi Fermi levels.
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is, in addition, characterized by an extraordinary flexibility that allows tuning
of energy gaps, optical properties (direct vs. indirect band gaps) and well-
defined homo- and heteroepitaxial growth of thin films. Employing lift-off
techniques or nanostructures allows material conscious applications. The
preparation of III-V heterostructures with abrupt interfaces by MOCVD
applying optical in-situ control has been demonstrated. Based on the high
control of growth parameters, it was possible to prepare custom-made thin
films for the development of an efficient and stable photocathode starting from
an In-rich prepared InP(100) absorber. In-situ photoelectrochemical surface
transformation led to the formation of a phosphate containing In2O3 interfacial
layer that generated a p-n1 buried photovoltaic junction. This enabled both a
stabilization of the InP against corrosion and an efficient electron transfer of
photo-generated electrons to the Rh catalyst due to appropriate band
alignment.

Extending this work on half cells for photoelectrocatalysis to the develop-
ment of water splitting devices, we will make use of our recent advances in III-
V/IV heteroepitaxy. In particular, the dilute nitride absorber GaPN with a
direct energy gap around 2 eV will be incorporated into such a structure, where
lattice mismatch with the bottom cell is virtually absent. Our approach
for surface functionalization regarding stabilization layers and electrocatalyst
deposition will employ atomic layer deposition and in-situ photoelec-
trochemical methods (soft solution processing). Besides the realization of
planar tandem structures, the work will also be extended to the development of
quantum well-based nanostructures.
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CHAPTER 10

Photoelectrochemical Water
Splitting: A First Principles
Approach

ANDERS HELLMAN

Applied Physics and Competence Centre for Catalysis, Chalmers University
of Technology, SE-41296, Sweden
Email: ahell@chalmers.se

10.1 Introduction

In the novel, L�ı̂le mystérieuse, Jules Verne writes, ‘‘water will be the coal of the
future’’. This is the passing conclusion of the main characters after a lengthy
discussion on whether the known coal reserves of that time would be depleted
within the near future. The discussion in the novel is still very relevant today.
Crude oil is the backbone of the energy system in modern society. However,
owing to increased global energy consumption, expectation of peak oil pro-
duction and in conjunction with increasing concerns regarding environmental
impact, there is a growing awareness that we need to find a renewable source of
energy, and thereby decrease our dependence on fossil fuels. Although Verne
will never be right about water being used as fuel (due to thermodynamics
considerations), water still is a key element in the envisioned future hydrogen-
based energy infrastructure. With enough supply of energy, water can be sep-
arated into its elementary components, hydrogen and oxygen, and the hydrogen
can be used, for example, as fuel in a fuel cell. As a matter of fact, the use of
hydrogen and oxygen is also what was envisioned in the story of Jules Verne.
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Continuing this line of thought, the challenge remains to find a source of
energy that is abundant, free and sustainable. The most obvious idea is to
harvest the energy of the sun, which is constantly bombarding the Earth with
enough energy to sustain society over any foreseeable future.1–4 Energy from
the sun can be harvested in many different ways. Sunlight can be transformed
into chemical energy by means of photosynthesis, which is crucial for life on
earth. For fuel production, plants with low water and fertilizer requirements
can be used to produce large quantities of biomass that can be used at a later
stage to produce power or fuel. Furthermore, sunlight can be used to drive
photovoltaic cells, which produce electricity that can be converted into fuels by
electrocatalytic processes. The electricity can also be produced from wind or
wave power originating from the energy of the sun. Finally, the absorption of
sunlight can be coupled directly with electrochemical processes in photoelec-
trocatalytic devices that produce fuel directly from electrical currents obtained
from absorbed sunlight.

Although Bequerel, with his measurement of photovoltaic effect from an
illuminated silver chloride electrode (ca.1839) can be viewed as the founder of
photoelectrochemistry, it is the measurements by Honda and Fujishima5

published in 1972 that really showed the potential of photoelectrochemical
systems to harvest and store solar energy as chemical energy. In the Honda-
Fujishima experiment, titanium dioxide (TiO2) was used as the photoanode
material to produce hydrogen from water using the energy of light.

In order to make use of water oxidation from a sustainable perspective,
stable and inexpensive photoanode materials are required.6,7 To date, titanium
dioxide is the benchmarking material.8,9 It is stable over a range of pHs and
potentials, and under favourable circumstances requires no additional bias to
run the water splitting reaction. However, the downside of TiO2 is its large
band gap, which limits the photon absorption to only a fraction of the solar
spectrum in the ultraviolet. This corresponds to only a few percent of photons
that actually reach the surface of the Earth, which limits the long-term potential
of TiO2. Other metal oxides, such as tungsten oxide and hematite have a more
favorable band gap, and both are considered as promising candidates for
photoanode material. Several other semiconductor photoanodes, such as Si,
have even more favorable band gaps, but are not stable under the aqueous
conditions required for water oxidation.

The ideal photoanode material6,7 should meet the following criteria; (i) a
band gap ranging between 1.8 and 2.4 eV, (ii) band edge positions that brackets
the water redox potentials, (iii) electron-hole mobility and lifetimes that allow
the electron-hole pair to reach the active site, (iv) the rate for water-splitting
should be faster than any competing recombination reaction. Finally, the
material needs to be stable in an aqueous environment under illumination. So
far no material has met all these criteria.

The actual processes involved in photoelectrochemistry are many,10 see
Figure 10.1. The first is the capture of photons; the second is the creation of
electron-hole pairs that need to be separated. The separated electrons and/or
holes then need to be transported to sites, preferable catalytically active, at
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which the transformation to chemical energy can occur. The multitude of
processes has made research in photoelectrochemistry truly cross-disciplin-
ary.11 For instance, photon absorption and the transport of charge carriers are
topics of interest to semiconductor physics, but the chemical transformations
occur at surface sites, so surface science and heterogeneous catalysis are also
relevant areas. The close connection with electrochemistry is perhaps the most
obvious and important area.

This chapter describes some of the processes involved in photoelec-
trochemistry and demonstrates how first-principles methods can be utilized to
provide further understanding of these processes (first-principles are used in
conjunction with density functional theory throughout the chapter). The
chapter is not intended to be a complete overview, and some aspects do not get
the attention they deserve, for which the author can only apologize. Further-
more, the chapter may deviate from the normal description of the processes
involved, given that the author’s background is not photoelectrochemistry, but
rather theoretical surface science12 and computational aspects of femtosecond
spectroscopy,13 non-adiabatic surface processes14 and heterogeneous cata-
lysis.15 It is hoped that this different perspective will provide new angles to
approach what is already a very interesting area of research.

10.2 Capture of the Photon

As the photon penetrates a material, the electronic structure of the substance
interacts with the propagating electromagnetic wave.13,16,17 The interaction
might result in an electron accruing the photon energy, i.e. there is an electronic
excitation in which an electron in an occupied band is transferred to an

Figure 10.1 A simplified energy diagram for a photoanode (n-type semiconductor).
Several important steps are illustrated, namely: (i) light absorption;
(ii) charge transfer; (iii) charge transport; and (iv) surface chemical reactions.
Reprinted with permission from ref. 10. Copyright 2011 Elsevier.
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unoccupied band. If the perturbation is small, the process can be described by
Fermi’s golden rule, where the probability for a transition from state i to j is
expressed as follows,

Ti!j ¼
2p
�h

i
���H:0 ��� jD E��� ���rirj ð1Þ

Here, ri and rj are the corresponding densities of states of the initial and final
states. From equation (1), it is clear that a good light-absorbing material needs
to have not only a large optical cross-section, but also a favorable density of
state distribution. Here metals, of course, stand out. However, as the goal is to
be able to utilize the photon energy to generate something other than heat, the
material needs to have a band gap.

In semiconductor and insulating materials, the valence and conduction
bands are separated by a band gap. The band gap efficiently hinders the dis-
sipation of energy, as the lack of accessible electronic states quenches many of
the common dissipation channels (carrier-carrier interaction and the phonon
coupling). Generally one can classify materials with band gaps into two classes;
direct and indirect band gap materials. The difference lies in the prerequisites
for photon adsorption. In a material with a direct band gap, the momentum
of electrons and holes is conserved during the transition. In a material with
an indirect band gap, the conservation of momentum requires the creation/
annihilation of one (or many) lattice phonon(s). Focusing on the process of
capturing the photon, two main (first-principles) research directions can be
recognized. The first is to focus on the band gap, i.e. how to optimize the
positions and densities of states, whereas the second focuses on the photon
absorption process.

10.2.1 Band Gap Design

In its simplest form, the power conversion efficiency in a semiconductor de-
pends only on the band gap and the incident light spectrum,7 As the solar
spectrum is fixed, only the band gap can be varied to optimize the conversion
efficiency. Density-functional theory (DFT) is supposedly a predicting theory,
and there exist several successful examples in the literature. However, in the
case of band gap design, there is a well-known problem. The most frequently
used approximations for the exchange-correlation functional fail at calculating
the band gaps of even the simplest materials. For instance, Si is calculated to
have a band-gap of 0.52 eV, whereas the experimental value is 1.17 eV.18 There
are many extensions to DFT designed to circumvent this problem, such as,
DFTþU, hybrid functionals and random-phase approximation.19 However,
work has also been done on the simple semi-local functionals20,21 that
describe PBEsol (PBE¼Perdew-Burke-Ernzerhof) and GLLB-SC (GLLB¼
Gritsenko, van Leeuwen, van Lenthe, Baerends). All of these extensions are
complicated and lie beyond the scope of this chapter. In many cases the use of
first-principles for trend studies are is still valid without the use of these
extensions.
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Doping has a strong influence on the fundamental and optical band gaps of
semiconductors, and there are numerous examples in the literature where first-
principles have been used to guide how to include dopant atoms in order to
improve the band gap of a given material. Asahi et al.22 showed that nitrogen
doped into substitutional sites of TiO2 resulted in a band-gap narrowing, since
the p states of N contribute to the narrowing by mixing with O 2p states.
Teeffelen et al.23 investigated the shifts of the fundamental and optical band
gap energies as functions of dopant concentration in heavily n-type and p-type
doped Si1�xGex in order to improve solar cell efficiency. The calculated band
gap narrowing of Si and of Si0.82Ge0.18 was found to be in good agreement with
values derived from photoluminescence measurements. The above examples
show that first-principles methods can be used to provide explanations of what
is happening at the atomic level. However, first-principles methods should also
be able to provide guidelines for the search for new materials with improved
band gaps.

The next example indicates what we can expect in a near future. Recently,
Castelli et al.24 demonstrated the power of computational screening for the
discovery of new light harvesting materials for water splitting. More than 2700
oxides with the cubic perovskite structure where investigated with respect to
stability and band-gap. In the end, 15 potential candidates were identified
(see Figure 10.2). Unfortunately, these candidates are already known to be
suitable for water splitting, but the successful outcome of the theoretical work
appears to promise that identification of new material formulations will be re-
liable if more complex structures and compounds are included in the screening.

Figure 10.2 (Right) Calculated and measured band-gap of a number of oxides. The
first-principles are based on two different state-of-the-art functionals,
namely, PBESol20 and GLLB-SC.21 (Left) The identified oxides and
oxynitrides in the cubic perovskite structure with potential for splitting
water in visible light. The figure shows the calculated band edges for both
the direct (red) and indirect (black) gaps. The levels for hydrogen and
oxygen evolution are also indicated.
Reprinted with permission from ref. 24. Copyright 2011 Royal Society of
Chemistry.
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10.2.2 Plasmon-Assisted Photon Absorption

When light interacts with a (metallic) surface, resonant collective oscillations in
the electronic system can be excited. If these oscillations are localized in a nano-
sized entity such as a noble metal nanoparticle, they are called localized surface
plasmon resonances (LSPR).25 The frequency of the LSPR can be tuned across
the electromagnetic spectrum through the choice of metal size, shape and di-
electric environment. LSPR results in a strong coupling between the photon
and the nanoparticle, which gives rise to an enhanced photon absorption and
light scattering and strongly enhances electromagnetic fields around the metal
nanoparticle.

All of these effects are interesting from a solar harvesting perspective, also for
photoelectrochemical devices.26 Besides the obvious benefit of enhanced pho-
ton absorption, light scattering can be utilized to engineer light management in
order to decrease the amount of material required.27–29 The near-field can
stimulate light absorption in the proximity of the metal nanoparticle. This is
particularly interesting if the minority carriers have a short lifetime, since the
inclusion of LSPR particles at the interface should lead to carrier generation
closer to the active site for water splitting. If the LSPR particles were placed at
the bottom of the photoanode instead, this would help in the generation of the
majority carriers. Since they are situated at the photoanode/electrolyte inter-
face, special consideration must be given to the influence of the nanoparticles
on (i) stability, (ii) Fermi level and (iii) band-bending. Furthermore, catalytic
effects and the formation of trap states may also be critical.

There are several recent studies reported in the literature that provide evi-
dence for plasmon-assisted enhancement of light-driven reactions. Linic
et al.30,31 measured an increase in reaction rate in the case of Ag nanoparticles,
where the enhancement was attributed to energy transfer from the metal to the
semiconductor arising from overlap with the LSPR frequency of the Ag (see
Figure 10.3). Overall, the work of Ingram and Linic provides a strong indi-
cation that there needs to be an absorption overlap between the semiconductor
and LSPR for energy transfer to result in preferential excitation of the semi-
conductor in the vicinity of the metal nanoparticle. This is in agreement with
theoretical studies of similar systems.32

Plasmon-enhanced photon absorption is particularly interesting if the pho-
toanode material has a weak optical absorption or if the intrinsic properties of
the material make some of the necessary processes to slow. For instance,
hematite suffers from a short hole diffusion length.33–35 Here, the idea is that
the plasmon particle will enhance photon absorption, creating the electron-hole
pair closer to the anode-electrolyte interface. Several successful measurements
demonstrating this effect have appeared in the recent literature.36–38

In principle, the collective motion of electrons that constitutes the LSPR
phenomenon can be described theoretically by time-dependent density func-
tional theory.39 However, owing to the high computational cost of such an
approach, a linear response formalism is much more favorable. Therefore, the
idea here is to introduce a small perturbation that can be evaluated as a Dyson
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equation. The poles of the solution then basically yield the plasmonic response
of the considered system. Thus, there exists a theoretical framework with roots
in DFT that can be developed and used to evaluate the plasmonic response
from various materials at the atomic level.40–42

From a photoelectrochemical point of view, the decay of plasmons is inter-
esting because the decay of plasmons at finite momentum transfer is dominated
by Landau damping, i.e. the decay into electron–hole (e–h) pairs. The damping
of surface plasmons is purely a quantum mechanical process and is governed by
the coupling between the surface plasmons and e–h pairs. Unfortunately, this
process is not well understood, even for the simplest crystalline surfaces. In a
recent study, Gao and coworkers43 presented a semiclassical model of
plasmon–electron coupling and Landau damping for metal thin films and
surfaces, based on the quantization of the plasmon hybridization (PH) model
of Nordlander and coworkers,44,45 which describes this process qualitatively.
Desirable developments for the near future are (i) to connect first-principles
results with the nanostructure of the photoactive material, and (ii) to investi-
gate how the plasmon decay can be incorporated into first-principles studies.

10.3 Electron–Hole Separation

Once the electron–hole pair is created, it needs to be separated, but this is not a
straightforward process. Figure 10.4 shows some of the different fundamental

Figure 10.3 (Left) Mechanism of plasmon induced charge transfer with approximate
energy levels on the NHE scale. Dashed red lines refer to the water-splitting
redox potentials. As the plasmon decays the energy is transferred to an
electron–hole pair where the electron can transfer to a nearby semicon-
ductor particle. Depending on the position of the plasmon and the valance
and conduction band this process can drive the water oxidation reaction.
(Right) Photocurrent as a function of broadband visible-light intensity for
samples of TiO2 , with and without the plasmon active particles.
Reprinted with permission from ref. 31. Copyright 2011 American Chem-
ical Society and from ref. 30. Copyright 2011 Nature Materials.

272 Chapter 10

 1
4/

10
/2

01
3 

09
:3

8:
05

. 
Pu

bl
is

he
d 

on
 3

1 
D

ec
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

77
39

-0
02

66
View Online

http://dx.doi.org/10.1039/9781849737739-00266


processes that can happen after the photon is absorbed. Depending on the
material at hand, some of the pathways will be more useful than others.

If the photon energy is larger than the minimum band gap, states deeper
down in the valence band and/or higher in the conduction band are available to
create the electron–hole pair. As a consequence, the newly created electron–
hole pair is effectively in a non-equilibrium state, but the additional energy is
dissipated rapidly owing to carrier-carrier interaction and phonon coupling.
The cooling process normally goes through the following steps.46–48 First
electrons and the holes reach equilibrium via their respective carrier-carrier
collisions, resulting in two different temperatures defined by the distribution of
energy of the respective carrier distributions. This temperature is always higher
than the phonon temperature, giving rise to the terms ‘‘hot electrons’’ and ‘‘hot
holes’’. This initial relaxation process is very rapid (1–10 fs). Next, the hot
carriers equilibrate with phonons via carrier-phonon interactions, transferring
excess energy to the heating of the photoanode material. This second relaxation
process occurs on the time scale of 1–100 ps. The last step involves electron-hole
recombination, which can be either radiative (luminescence) or non-radiative
(heat). Clearly, the last step is undesirable in photoelectrochemistry.

The electron–hole pair feels a coulomb attraction, and if it is strong enough,
the electron–hole pair can be referred as an exciton. The attraction will affect
the spatial distribution and transport properties of both the electron and the
hole. However, as the wavefunction of the electron–hole pair becomes un-
correlated, electrons and holes can be viewed as free carriers. The charge carrier
with the lowest effective mass (as determined by the second derivative of the
dispersion relation) will exhibit a larger root-mean-square motion as compared

Figure 10.4 The relaxation process of a hot electron–hole pair. There exist several
pathways for dissipation of the energy from the electron–hole pair. More
details of this are given in the text.
Reprinted by permission from Annual Review: Annual Review of Physical
Chemistry, copyright 2001.46
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to the heavier charge carrier. This implies that the lighter carrier will effectively
create a charge separation, known as the photo-Dember effect.10 This is the
main effect that determines carrier transport under zero-field conditions.

In semiconductor physics, an interface is often used to separate electron–hole
pairs. At such an interface, a space charge layer is formed owing to the dif-
ference in the electrochemical potentials of electrons in the two phases. As the
system equilibrates, electron flows from higher free energy to lower free energy
until the compensating field is sufficient to stop the flow. This is the physics
behind p-n junctions. In a photoelectrochemical system, the interface is created
between the semiconductor and the liquid phase (see Figure 10.5). Owing to the

Figure 10.5 Schematic showing the electronic energy levels at the interface between
an n-type semiconductor and an electrolyte containing a redox couple.
The four cases indicated are: (a) flat band potential, where no space-
charge layer exists in the semiconductor; (b) accumulation layer, where
excess electrons have been injected into the solid producing a downward
bending of the conduction and valence band towards the interface;
(c) depletion layer, where electrons have moved from the semiconductor
to the electrolyte, producing an upward bending of the bands; and
(d) inversion layer where the electrons have been depleted below their
intrinsic level, enhancing the upward band bending and rendering the
semiconductor p-type at the surface.49

Reprinted by permission from Macmillan Publishers Ltd: Nature 414
338, copyright 2001.
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mobile charge carriers in the liquid, a Schottky junction is formed that involves
a redistribution of the charge on the electrolyte side that corresponds to for-
mation of the Helmholtz layer. The field in the semiconductor can extend over
several hundred nm, depending on the doping level of the semiconductor.

The field in the space charge region will assist in the separation of the pho-
togenerated electron–hole pairs and drive the minority carrier to the surface.
The minority carriers will pick up excess energy from the field. Furthermore,
carrier-carrier interaction is much less in the space-charge layer, so that only the
phonon channel is open for dissipation of energy. This implies that the carriers
can arrive at the surface with an excess energy corresponding to the degree of
bend banding, i.e. hot carriers. In contrast, the majority carrier will experience
both the carrier-carrier and phonon-scattering processes during its propagation
through the bulk semiconductor material.

The inclusion of plasmon-active metal nanoparticles can have pronounced
effects on bend bending because the work functions of metals generally differ
from the electrochemical potentials of electrolyte solutions. This implies that
the band bending is different in different regions of the semiconductor. The
most common plasmon-active nanoparticles used are gold and silver, where the
metal Fermi level is positioned at a higher energy than the redox Fermi level
corresponding to water oxidation. This results in less band bending at the
metal-semiconductor contact, thereby hindering charge separation. Further-
more, the metal-semiconductor interface can generate surface states and cause
Fermi level pinning, which will have a deleterious effect on photoelec-
trochemical performance. However, if surface states are removed or if the work
function of the metal is positioned more suitably, improvements in charge
separation can be observed.26,49

As the electron or hole is transported through the lattice, the lattice responds
to this charge by delocalizing it over many atoms (a large polaron) or by lo-
calizing it over just a few atoms (a small polaron). As the extra charge carrier
will fill or empty states with the bonding or antibonding characteristics of the
lattice atoms, the charge influences bond lengths and angles in the material. If
the charge is delocalized, the influence is small because it is spread over many
atoms, while a highly localized charge distorts the lattice significantly. One way
to view the process is to consider a carrier dragging a cloud of phonons along as
it propagates through the lattice. This gives rise to an understanding of the
phenomenon of self-trapping. A small polaron will shift the surrounding lattice
to its new position within a few lattice vibrations. This increases the stability of
the state, creating a deeper potential well that must be overcome to transfer the
polaron to a neighboring lattice site, i.e. there is a large reorganization energy
associated with small polarons.

Deskins et al.50 calculated the electronic structure of one excess electron in
bare and singly hydroxylated rutile (110) surfaces. According to their calcula-
tions, the excess electron behaves as a small polaron with its spin density and
associated lattice distortion localized around a single site. The study also
showed that the surface hydroxyl group only perturbs the electronic potential
slightly and that both clean and hydroxylated surfaces exhibit similar polaron
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stability. This is an important conclusion because hydroxyls and photoinduced
e-polarons give rise to excess charges, which can affect the reactivity of surface
absorbates and other photochemical processes. As for the formation and mi-
gration of hole polarons, Deskins et al.51 used DFT in combination with the
Marcus/Holstein theory of electron/polaron transfer52–54 to show that holes
were formed by removal of an O(2p) valence electron, and that hole hopping
(where reorganization energy and electronic coupling was taken into account)
in most directions in rutile and along one direction in anatase was adiabatic in
character, i.e. thermal processes coupled to phonons. Lattice distortions
around hole polarons were found to be larger than around electron polarons.
The study also showed that holes are thermodynamically more stable in the
rutile phase, while electrons are more stable in the anatase phase.51 Further-
more, Pacchioni et al.55,56 showed that in order to get the correct description of
the localized defect states on reduced and hydroxylated TiO2(110), it is neces-
sary to go beyond semi-local description of the exchange-correlation functional
and use hybrid exchange functionals instead. Even though the electron trapping
nature of Ti(OH) groups was verified, no evidence that these defects also act as
hole traps was found. The results show that the Ti(OH) defect can be a good
electron trap, and that the lattice distortion is essential in the electron trapping
process.

A similar approach was used by Sicolo et al.57 to describe the electronic
structure and spectral properties of self-trapped holes in SiO2, where two
classical variants of self-trapped holes were studied, namely, (i) a hole trapped
at the 2p nonbonding orbital of an O atom bridging two Si atoms, and (ii) a
metastable defect where the hole is delocalized over the 2p orbitals of two
bridging O atoms. The first-principles results showed that the ground state of
the first type of self-trapped hole allows an unpaired electron to occupy a
nonbonding 2p level of a bridging oxygen, where the 2p level is normal to the
Si-O-Si plane. This results in a strong elongation of one Si-O bond, thereby
classifying this center as a small polaron. The description of the second self-
trapped hole required modification of the normal lattice structures to make the
structure flexible enough to allow the O-Si-O angle to shrink from 1101 to
801–901. This latter condition actually reflects the fact that the electronic
structure of the second-type of self-trapped hole uses a bonding combination
between the 2p levels on two O atoms, resulting in a net bonding interaction
that closes the O-Si-O angle and decreases the O-O distance. Other angles
around the defect also assume values that deviate substantially from those of
quartz, while the Si-O distances are only moderately elongated. In this respect,
the center has the typical characteristics of a molecular polaron.57

Kleiman-Shwarsctein et al.58 introduced strain in a Fe2O3 film by substi-
tutional doping of Al, which resulted in a 2- to 3-fold increase of the incident
photon conversion efficiency. By means of first-principles, it was shown that
there was no substantial change to the electronic structure. Instead, the doping
benefits small polaron migration, resulting in an improvement in conductivity
compared to the undoped sample. In a similar study (although based on un-
restricted Hartree-Fock calculations), Liao and Carter59 investigated how the
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activation energies for hole diffusion is affected by different dopants. The study
suggests that hole hopping occurs via oxygen anions for hematite, and hole
carriers are predicted to be attracted to O anions near the dopants.

The examples above indicate that DFT is able to characterize electron/hole
polarons, and that the first-principles results can also be used as input into
modeling of polaron transport. However, further developments will be neces-
sary before DFT can be used to calculate all the details involved in the electron-
hole transport process. The difficulty in obtaining an adequate description of
the energy difference between a localized and a delocalized state is particularly
crucial, and the predictive power of DFT is hampered by the need to compare
with experiment. Furthermore, in the case of issues such as non-equilibrium
systems and nonadiabatic transitions, the correct handling of different length
and time scales are all important.60 In a recent review, Shluger et al.61 give more
examples of modeling electron and hole trapping in metal oxides and also
discussion concerning the different challenges involved.

10.4 Charge Transfer

Assuming a four-electron transfer water oxidation mechanism, the photo-
generated holes that have reached the photoanode surface need to transfer
electrons from the water molecule (or the intermediate products). Transfer of
an electron in one direction is equivalent to transfer of a hole in the other,
which is convenient because it allows ET and HT (hole transfer) to be treated
within the same theoretical framework. Now electron transfers (ET) are very
common and important for chemical reactions, but are of course crucial for all
electrochemical reactions. It is very common to classify an ET into either an
adiabatic or a non-adiabatic process (sometimes equivalently termed diabatic).

Both adiabaticity and non-adiabticity are sometimes described in quantum-
mechanics where the of atomic and electronic motions are separated in the
adiabatic approximation, also called the Born–Oppenheimer approximation
(BOA).62 An early description of the terms adiabatic and non-adiabatic was
given by O’Malley:63 the adiabatic states are simply the eigenstates of the
electronic Hamiltonian, and the adiabatic PESs are the corresponding eigen-
values of the same Hamiltonian defined for each nuclear configuration, R. The
diabatic representation provides an alternative description that includes many
of the so-called non-adiabatic transitions in a natural and straightforward way,
particularly for processes in which fast electronic transitions either occur within
a spatially localized region of configuration space or they do not occur at all. In
many areas of physics, there are real highlights in the breakdown of the BOA.
Recent experiments64 and calculations65 have shown the importance of
electron–hole pair excitation in gas–surface dynamics by analyzing the chemi-
current – a current due to direct transformation of chemical into electrical
energy – of electrons and holes in a Schottky diode induced by the adsorption
of molecules. For more details, see reference 14.

Electron transfer plays a prominent role in key processes in all areas of
physics, chemistry, and biology. For instance, bond making and bond breaking
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involve electron transfer from one electronic state to another. In adiabatic re-
action rates described by transition-state theory, the potential energy surface
for nuclear motion is well separated from higher potential energy surfaces so
that the transitions to the latter surfaces are negligible. However, sometimes
this approximation comes into question.66 Even though electron transfer is a
common phenomenon, its modeling is often primitive and intended more to
make use of simple analytical models than to represent the system accurately.
However, such models do have considerable interpretive value. The Landau–
Zener model is widely used to describe non-adiabatic processes occurring in the
gas and liquid phases. It was originally constructed to calculate the probability
of non-adiabatic transitions in a two-level system, and as such it is a good
starting point to study non-adiabticity in electron transfer from one electronic
state to another. However, the continuum of states that are present in the
valence and conduction bands of semiconductor materials may cause the two-
state approximation to fail, but nevertheless – with proper modification – the
model can still be very useful for photoelectrochemical processes.67 For further
details, see Figure 10.6.

In the chemistry and electrochemistry community, ET processes are usually
described in the context of the Marcus theory.54 In short, the basic idea of
the classical electron transfer theory of Marcus can be summarized as (i) the
complete system starts off from the equilibrium state of the donor state, (ii) the
donor and acceptor states are described by two separate potential energy sur-
faces, (iii) electron transfer occurs at the intersection of both potential energy
curves. Thermal fluctuations are needed for the system to reach the intersection.
Fluctuations in the vibrational coordinates and the orientational coordinates
are important ingredients. The rate constant for electron transfer then depends
on the probability of reaching the intersection, a frequency factor, and the
probability of crossing the surface. The analogy with the Landau–Zener model

Figure 10.6 (Left) A simple picture of Marcus theory for symmetric polaron transfer.
The potential energy surfaces of the initial state and final state are shown.
The adiabatic energy curves are shown as dashed lines, with the elec-
tronic coupling matrix element, given as half the energy difference
between the two adiabatic states. Reprinted with permission from refer-
ence 51.51 Copyright 2008 American Chemical Society. (Right) The
ordinary and modified Landau-Zener model for single and multiple
crossing of potential energy surface.
Reprinted with permission from ref. 67. Copyright 1997 American
Physical Society.
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is clear. The direct application of the simple models to photoelectrochemistry is
not without problems. For instance, the processes of transferring charge
(electrons, protons, etc.) across the interface between the semiconductor and
the electrolyte are difficult to model correctly. There are often significant dipole
moments, which affect the description of the donor and acceptor states.
Moreover, the dynamics of screening in the semiconductor and electrolyte
complicate the picture further.60

10.5 Surface Reaction (Electrochemical Conversion)

Although the holes that drive the water oxidation reaction are generated by
photons and the driving force comes from the valence band position and not
from an external potential, the surface reaction is the same as in an electro-
chemical cell. This is a real advantage, since the recent developments in com-
putational electrochemistry have been quite remarkable. The frameworks
formulated by, e.g. the Anderson group,68–72 the Neurock group,73–77 and the
Rossmeisl/Norskov group78–84 have provided a molecular-level insight into the
atomic-scale processes that occur at the vicinity of the anode/cathode surface.

Recently, Valdes et al.85–87 suggested a novel, theoretical framework in which
the photo-oxidation of water can be described by first-principles methods. It is
an extension of the electrochemical framework suggested by Rossmeisl
et al.78–84 Although the framework only treats the thermodynamics of the re-
action mechanism, it provides a methodology for a detailed atomistic under-
standing of photoelectrochemical water splitting. The framework assumes that
the driving force for the reaction at the anode originates from the photo-
generated hole at the edge of the valence band. Hence, in the scale obtained by
aligning the energy levels of oxide semiconductors with the redox level of the
standard hydrogen electrode, a deeper valence band edge energy level will result
in a larger thermodynamic driving force.

Within the computational electrochemical framework, the potential of the
standard hydrogen electrode (SHE) is used as reference point. The SHE is zero
by definition, where the chemical potential of the H1(aq)þ e� pair is equal to
that of 1/2 H2 in the gas-phase. This solves the problem of calculating the
energy of solvated protons and electrons, and instead the gas-phase value of the
energy of H2, which is easily described by first-principles, can be used. Fur-
thermore, the effect of the electrode potential on the adsorption energies is
simple to include by addition of a stabilization energy of þ eU when appro-
priate. In principle, the adsorption energy of reaction intermediates can depend
on the electrode potential. However, first-principles studies indicate that this
effect is small, e.g. the adsorption energies of *O, *H, and *OH are only
changed slightly when an electric field in the range of � 0.3 V/Å to 0.3 V/Å is
used. Assuming a double layer thickness of 3 Å, the range corresponds to a
potential of �0.9 V and 0.9 V with respect to the zero potential.88 Therefore,
the primary effect of the electrode potential is to change the (free) energy of the
electrons.
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At the photoanode/electrolyte interface, the solvent water molecules may
play an important role. Contributions from the liquid phase are normally ap-
proximated by including several of water layers in the simulation.89,90 The
water network, with its many hydrogen bonds, will have a large effect on the
stability of the reaction intermediates, especially the ones that can contribute
with more hydrogen bonds. First-principles results show that OH-containing
reaction intermediates, such as, *OH and *OOH, can be stabilized up to 0.6 eV
on Pt (111), whereas those of H and O are affected to a lesser extent, ca.
0.1 eV.91 Furthermore, entropy contributions from the liquid phase are ap-
proximated by reference to the equilibrium pressure in contact with liquid
water at 298.15K and vapor pressure 0.0317 bar, where the free energy of gas
phase water is equal to the free energy of liquid water. This permits the use of
gas-phase water to calculate the binding energies and its transformation into
liquid-phase water when adding the entropy correction.82 The free energy change
of the reaction step involving the formation of O2 is set to the experimentally
obtained value of 4.92 eV per O2 molecule. The free energy of the reaction
intermediates is calculated via DFT by also including the zero-point energy
(ZPE) and vibrational contributions. Normally the entropy contribution is low
as the temperatures are not so high under photoelectrochemical conditions.

The main difference between the frameworks for electrochemistry and pho-
toelectrochemistry is the origin of the driving potential.85–87,92 In electro-
chemistry, the driving potential can be varied externally, whereas the
photoelectrochemical driving force is the redox potential originating from the
photoinduced hole in the valence band. It should be noted that the energy
position of the valence band of oxide semiconductors depends on pH, but the
same dependence applies to the free energy of each reaction step for water
oxidation. Thus, to a first approximation, the thermodynamics of the reaction
is unchanged by changes in the pH.

10.5.1 Pourbaix Surface Diagrams

From the photoelectrochemical framework it is now possible to establish a
surface phase diagram, which gives an estimate of which reaction intermediates
are adsorbed on the surface for given pH values and under dark or light con-
ditions, see Figure 10.7. In electrochemistry these phase diagrams are called
Pourbaix diagrams.83,93,94 Although Pourbaix diagrams were originally con-
structed for bulk transitions, the use of first-principles has shown that they can
accurately describe which reaction intermediates are present and which are
unstable under electrochemical conditions. The phase diagrams are only ap-
plied under stable conditions, which implies that a photostationary concen-
tration of holes builds up at interface in order to generate a driving force for the
photoanode reaction. Furthermore, it should be noted that the potential ex-
perienced by a metal nanoparticle at the surface of a photoelectrode during
illumination differs from the externally applied potential because the quasi
Fermi level of holes shifts to positive potentials, leading to a shift in the Fermi
level of the metal particle.
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10.5.2 Reaction Mechanism

A four proton and electron transfer water oxidation mechanism could consist
of the following elementary steps,

H2Oþ � ! OH� þHþ þ e�

OH� ! O� þHþ þ e�

O� þH2O! OOH� þHþ þ e�

OOH� ! O2 þ � þHþ þ e�

Once the reaction mechanism has been proposed, the photoelectrochemical
framework allows the calculation of the reaction landscape of all reaction
intermediates from first-principles. Since all steps only involve one proton and
electron transfer, the height of the different steps scales linearly with the redox
potential. See Figure 10.8 for an example of the thermodynamics of water-
oxidation at different potentials.

The described photoelectrochemical framework has been used to study
photo induced water-oxidation on rutile TiO2(110),

86 WO3 (various facets),87

and Fe2O3(0001).
92 In most cases, the redox potential arising from the valence

band edge is sufficiently positive to make the reaction thermodynamically
favorable. Only in the case of Fe2O3 was, water oxidation predicted to be
prohibited on some surface terminations. However, these terminations were not
the most stable ones, which implies that they do not play a part under normal
operation conditions.

The electrochemical framework that has been described so far does not lend
itself easily to the calculation of activation barriers; hence, information on the
kinetics of any reaction is still missing. However, there exist extensions that deal
with this issue. For instance, by varying the number of protons/electrons in the

Figure 10.7 The relative stability of all considered surface terminations as a function
of applied potential and at two different pH, namely, pH¼ 0 (left) and
pH¼ 14 (right).
Reprinted with permission from ref. 92. Copyright 2011 American
Chemical Society.
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electrolyte, Skulasson et al.80,90 were able to determine the activation energy for
the hydrogen evolution reaction as a function of electrode potential. One im-
portant conclusion from the study is the manifestation of a Brønsted–Evans–
Polanyi-type relationship between activation energy and reaction energy found
throughout surface chemistry.95–97 This result implies that theoretical electro-
chemistry can use a lot of the knowledge gained in heterogeneous catalysis.98,99

Since the driving force in photoelectrochemistry comes – at least as a first
approximation – from the hole (electron) at the edge of the valence (con-
duction) band, it still remains to be confirmed whether the same technique can
be used to find new catalyst formulations in photoelectrochemistry. However,
with the envisioned development of band gap design it might still be possible.

10.5.3 Overpotential

Recently, Abild-Pedersen et al.100 demonstrated the existence of approximately
linear relationships between the adsorption energy of hydrogen and non-
hydrogen containing species, e.g. OH and O, over many different materials.
In combination with Brønsted-Evans-Polanyi relations,95 this finding has
provided a breakthrough in the computational screening of heterogeneous
catalysts. In electrochemistry, the same linear relations have been used to show
that in the oxygen evolution reaction (OER) and the oxygen reduction reaction
(ORR) there exists a fundamental overpotential.101–103 This was done by cal-
culating the difference in Gibbs free energy for each reaction step, and by use of

Figure 10.8 The water splitting reaction at different potentials. At potentials between
0 and 0.78V all steps in the oxygen reduction are exothermic. For
potentials beyond 2.55V all water splitting reaction steps become
exothermic. This variation is obtained by varying the term eU in the
free energy per electron transferred to the electrode.
Reprinted from Chemical Physics 319 (2005) 178, Copyright 2005, with
permission from Elsevier.95
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the linear scaling relations, expressing each reaction intermediate as a function
of one of these differences or a linear combination. Especially the combination
DGO*�DGOH* has proved universal for the description of OER and ORR
activities of a large set of data.102 The OER volcano plots for different sub-
strates are shown in Figure 10.9. Furthermore, the fundamental overpotential,
which originates front the fixed distance between the binding of OH and OOH,
is also shown. This observation provides an upper limit on how good an OER
electrocatalyst can be expected to be.

The origin of the fundamental overpotential provides directions of how to
overcome this limitation. If a catalyst is able to stabilize *OOH with respect to
*OH (i.e. make the free energy difference between *OOH and *OH to values
closer to 2.46 eV), it will circumvent the fundamental overpotential. One pos-
sible pathway would be to use 3D structures that are able to differentiate
between the intermediates by, e.g. confining the OOH group. Another sug-
gestion is the use of the so-called Hangman porphyrins,103 which have indeed

Figure 10.9 The Gibbs free energy of adsorbed HOO*, O*, HO* on rutile surfaces
(110) and (101) and for WO3 (200,020,002). Filled symbols represent the
adsorption energies on the surfaces with a high coverage of oxygen. The
hollow symbols represent adsorption energies on the clean surfaces with
no nearest neighbors. Triangles are for HOO* and HO* species, while
the circles are for O* species. The difference between the two red dashed
horizontal lines is the standard free energy for oxygen molecule to be
formed. (Left) The activity trends for oxygen evolution (OER) on the
rutile surfaces (black line). The negative value of theoretical overpoten-
tial is plotted against the descriptor for OER (the standard free energy of
HO* oxidation). Solid black triangles include the effect of the interaction
with the oxygen from the neighboring sites, while the red triangles
include the effect of the interaction with the HO* species. The diamond
symbols represent the overpotentials for WO3. The minimum possible
overpotential for any oxide is shown by the red arrow (the difference
between the peak of the volcano and the zero line).
Reprinted from ref. 11, Copyright 2012, with permission from Royal
Society of Chemistry.
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been shown to be good catalysts for OER. However, there is no support of this
claim from first-principles as of yet.104

10.6 Conclusion and Outlook

This chapter has discussed a selection of the many processes involved in
photoelectrochemistry and shown how first-principles methods can help in
interpretation and future improvements. The many success stories reveal a
promising future, i.e. soon first-principles calculations will not only be used for
reproducing the experimentally known facts about a given photoelec-
trochemical reaction on a given photoanode (cathode) material, but could also
become the standard starting point when a new photoelectrocatalyst for a
known reaction is desired, or even when an unknown reaction to obtain a given
product is needed. However, some issues remain that should be addressed and
solved before this promise can become reality. The use of more accurate
exchange-correlation functionals seems to be able to push first-principles from
being explanatory to predicative. This development will certainly continue, and
hopefully band gap design will soon be reality. As for the plasmon-assisted
photon capture process, the clear link between the microscopic description
provided by first-principles and the nanostructured plasmon active particle
remains to be settled. The problem associated with charge transfer and the
connection between DFT calculations of photoelectrocatalysis and dynamical
simulations of electron transfer has not yet fully matured. The use of the
standard hydrogen electrode as the reference point has opened up the possi-
bility of using first-principles methods for some straightforward applications to
electrochemical and photoelectrochemical systems. However, the approach can
only be used for electrochemical steps, i.e. elementary reactions in which a
proton and an electron are simultaneously transferred. In the case of reactions
where only a proton or only an electron is transferred, the standard hydrogen
electrode approximation cannot be applied. In spite of these remaining un-
resolved issues, the future looks bright for first-principles and its impact on
photoelectrochemistry.
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79. E. Skúlason, V. Tripkovic, M. E. Björketun, S. Gudmundsdóttir,
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CHAPTER 11

Electro- and Photocatalytic
Reduction of CO2: The
Homogeneous and
Heterogeneous Worlds Collide?

DAVID BOSTON, KAI-LING HUANG,
NORMA DE TACCONI, NOSEUNG MYUNG,
FREDERICK MACDONELL AND
KRISHNAN RAJESHWAR*

Department of Chemistry and Biochemistry, University of Texas at
Arlington, Arlington Texas 76019-0065, USA
*Email: rajeshwar@uta.edu

11.1 Introduction and Scope

The catalytic reduction of carbon dioxide (CO2) to fuels and organic com-
pounds using light, electricity, or a combination of both, is not a new topic.
References to this topic date back to the 1800s,1–3 although rapid progress was
made only since the 1970s. As elaborated below, a major challenge relates to the
fact that the CO2 molecule is extremely stable and is kinetically inert. A number
of review articles and book chapters already summarize what has been ac-
complished on this challenging R&D topic.4–14 This chapter contains an
overview of recent developments in molecular catalysts for CO2 reduction,
summarized in Table 11.1 and Table 11.2, as well as a review of the progress
made in our own laboratories against the backdrop of the rather vast body of
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Table 11.1 Electrochemical systems for CO2 reduction with reduction potentials, electrolyte, electrodes, electrolysis potentials with all
potentials are reported in NHE except where noted. ( 2-m-8-Hq¼ 2-methyl-8-hydroxyquinoline, 2-Qui.¼ 2-quinoxalinol,
Hiq¼Hydroxyisoquinoline, 4-m-1,10-Phen¼ 4-methyl-1,10-phenanthroline, dmbpy¼ 4,40-dimethyl-2,20-bipyridyl,
phen¼ 1,10-phenanthroline, bpy¼ 2,20-bipyridine, salophen¼ (4-acetamidophenyl) 2-hydroxybenzoate, dophen¼ 2,9-bis(2-
hydroxyphenyl)-1,10-phenanthroline, tpy¼ 2,20;60,200-terpyridine, TPP¼ 5,10,15,20-Tetraphenylporphin, N-MeIm¼ 1-
methyl-imidazole, tBu-bpy¼ 4,40-tertbutyl-2,2 0-bipyridine, dppm¼ 1,1-Bis(diphenylphosphino)methane, dppe¼
1,1-Bis(diphenylphosphino)ethane, dmg¼ dimethylglyoxime, cyclam¼ 1,4,8,11-tetraazacyclotetradecane, COD¼ 1,5-
Cyclooctadiene, tmdnTAA¼ 5,7,12,14-tetramethyldinaphtho[b,i][1,4,8,11]tetraaza[14]annulene, HACD¼ 1,3,6,9,11,14-
hexaazacyclohexadecane, decyclam¼ 1,8-diethyl-1,3,6,8,10,13-hexaazacyclotetradecane, TBA¼ tetra-N-butylammonium,
TEtA¼ tetra-N-ethylammonium, TMA¼ tetra-N-methylammonium).

Catalyst WE Electrolyte Solvent Product Efficiency
Redox
Couple

CO2

reduction pH Temp Notes Refs.

1 [Co(salophen)]21 Hg Li(ClO4) MeCN CO, CO3
2� �1.02V �1.29V TON 420 23, 115,

116
2 [Fe31(dophen)Cl]2 GC TBAPF6 DMSO CO,

HCOO�,
C2O4

2�

18.5%/
67.2%/
9.8%

�1.75V �1.69V improved by Li1

and CF3CH2OH
117

3 [Fe31(dophen)(N-MeIm)2]2 GC TBAPF6 DMSO CO,
HCOO�,
C2O4

2�

13.3%/
73.6%/
7.3%

�1.72V �1.69V improved by Li1

and CF3CH2OH
117

4 [Fe31(dophen)Cl]2 GC TBAPF6 DMF CO,
HCOO�,
C2O4

2�

22.5%/
57.2%/
13.4%

�1.71V �1.69V improved by Li1

and CF3CH2OH
117

5 [Fe31(dophen)(N-MeIm)2]2 GC TBAPF6 DMF CO,
HCOO�,
C2O4

2�

23.9%/
58.9%/
11.1%

�1.72V �1.69V improved by Li1

and CF3CH2OH
117

6 [Ni(cyclam)]21 Hg KNO3 H2O CO 99% �1.33V �1.0V 4.10 4 h, 18 TOF/77.5
TON

118–121

7 [Ni(tmdnTAA)]21 GC TEtA(ClO4) DMF:H2O
1 : 1

CO �0.84V �1.60V 122

8 [Ni(HACD)]21 Hg
(HMD)

Li(ClO4) H2O CO �1.12V �1.36V 123

9 [Ni(decyclam)]21 Hg
(HMD)

Li(ClO4) H2O CO,
HCOO�,
H2

�1.23V �1.36V 5.00 124
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10 [CHx(Ni(cyclam))2] HMD TBAPF6 MeCN/
H2O

CO,H2 �1.21V �1.46V 125

11 Co(dmg)2(H2O)Py GC TMACl EtOH CO �0.65V 20–22 C 126
12 [Co(TPP)] GC/Pt TBAF DMF HCOO� 10% �0.53V �1.26V 84,

127–129
13 [Fe(TPP)] Hg TEtA(ClO4) DMF CO 94% �1.41V �1.46V Mg21, or

CF3CH2OH
130–134

14 [Co(tpy)2]
21 GC TBA(ClO4) DMF HCOOH �1.46V �1.46V detected by

chromotropic
assay

135

15 [Ni(tpy)2]
21 GC TBA(ClO4) DMF �0.96V �0.96V 135, 136

16 [Ni(bpy)3]
21 GC TBA(ClO4) MeCN CO, CO3

2� �0.9V �0.90V 137
17 [Ru(bpy)2(CO)2]

21 Hg
(HMD)

TBA(ClO4) H2O:DMF
9:1

HCOO�,
CO

34%/ �0.79V �1.26V 9.5/6 30 C 16 TON/12 TON 37, 138

18 [Ru(bpy)2(CO)2]
21 Hg TBA(ClO4) MeOH HCOO�,

CO, H2

52.5%/
32.0%

�0.79V �1.26V 35, 38, 138

19 [Ru(bpy)2(CO)2]
21 Hg TBA(ClO4) MeCN HCOO�,

CO, H2

84.2%/
2.4%/
6.8%

�0.79V �1.06V Me2NH �HCl,
Effiecency of
HCOO�

increases with
increasing pka

35, 38, 43,
138

20 [Ru(dmbpy)(bpy)(CO)2]
21 Hg TBA(ClO4) MeCN:H2O

4:1
CO 71.80% �0.89V �1.06V 35

21 [Ru(dmbpy)(bpy)(CO)2]
21 Hg TBA(ClO4) MeOH CO,

HCOO�
34.2%/
39.8%

�0.89V �1.06V 35

22 [Ru(dmbpy)2(CO)2]
21 Hg TBA(ClO4) MeCN:H2O

4:1
CO 65.30% �0.89V �1.06V 35

23 [Ru(dmbpy)2(CO)2]
21 Hg TBA(ClO4) MeOH CO,

HCOO�
44.7%/
32.5%

�0.89V �1.06V 35

24 [Ru(phen)2(CO)2]
21 Hg TBA(ClO4) MeCN:H2O

4:1
CO 61.5 -0.82V �1.06V 35

25 [Ru(phen)2(CO)2]
21 Hg TBA(ClO4) MeOH CO,

HCOO�
34.7%/
24.5%

�0.82V �1.06V 35

26 [Ru(bpy)(Cl)2(CO)2]
21 Hg TBA(ClO4) MeCN:H2O

4:1
CO 87.80% �1.06V 35

27 [Ru(bpy)(Cl)2(CO)2]
21 Hg TBA(ClO4) MeOH CO,

HCOO�
27.3%/
37.7%

�1.06V 35
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Table 11.1 (Continued)

Catalyst WE Electrolyte Solvent Product Efficiency
Redox
Couple

CO2

reduction pH Temp Notes Refs.

28 [Ru(dmbpy)(Cl)2(CO)2]
21 Hg TBA(ClO4) MeCN:H2O

4:1
CO 66.00% �1.06V 35

29 [Ru(dmbpy)(Cl)2(CO)2]
21 Hg TBA(ClO4) MeOH CO,

HCOO�
39.2%/
26.8%

�1.06V 35

30 cis-[Os(bpy)2H(CO)]1 Ptmesh TBAPF6 MeCN CO 90% �1.10,
�1.36V

�1.16 to
�1.36V

44

31 cis-[Os(bpy)2H(CO)]1 Pt TBAPF6 MeCN
0.3M H2O

CO,
HCOO�

x/25% 44

32 [Re(CO)3(Cl)(bpy)] GC/Pt TEtACl DMF 10%
H2O

CO 98% �1.47V �1.25V 27, 29, 139

33 [Re(CO)3(ClO4)(bpy)] GC TBAPF6 DMF 10%
H2O

CO 99% �1.12V �1.25V 26, 27, 29,
64

34 [Re(CO)3Cl(dmbpy)] GC TEtA(BF4) MeCN CO �1.30V �1.52V 28, 30
35 [Re(CO)3Cl(pbmbpy)] Ptmod TBA(ClO4) MeCN CO, CO3

2� 81% �1.72 V
vs. Ag/
10 mM
Ag1

�1.85 V
vs. Ag/
10 mM
Ag1

14% oxalate 140

36 Re(tBu-bpy)(CO)3Cl GC TBAPF6 MeCN CO 99% �1.59V �1.76V 28
37 [Rh(COD)(bpy)]1 Pt MeCN CO,

HCOO�
141

38 [(Z6-C6H6)Ru(bpy)Cl]1 Pt MeCN CO,
HCOO�

141

39 cis-[Rh(bpy)2(CF3SO3)2]
1 Pt TBAPF6 MeCN HCOO� �0.98,

�1.27V
40 to 100 minute
run, 12.3 TON

141, 142

40 cis-[Ir(bpy)2(CF3SO3)2]
1 Pt TBAPF6 MeCN �0.96 to

�1.36V
141, 142

41 [Ni(MeCN)4(PPh3)]
21 GC TBA(ClO4) MeCN CO, CO3

2� 137
42 [Ni3(m-CNMe)(m3-I)-

(dppm)3]
1

Hg NaPF6 THF CO, CO3
2� �0.89V �0.89V 143

43 [Ru(terpy)(dppe)Cl]1 Pt MeCN CO,
HCOO�

141

44 [RhCl(dppe)] Hg TEtA(ClO4) MeCN HCOO� 42% �1.52V �1.21V �1.52 MeCN proton
source

144
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45 [Ir(CO)Cl(PPh3)2] Hg TBABF4 DMF 10%
H2O

CO �1.70V �1.06V 20 C 145

46 [Pd(PPh3)(PPh3)] GC TEtA(BF4) MeCN
þH1

CO, H2 �0.33V 146

47 [Pd(PPh3)(PEt3)] GC TEtA(BF4) MeCN
þH1

CO, H2 �0.69V 146

48 [Pd(PPh3)(P(OMe)3)] GC TEtA(BF4) MeCN
þH1

CO, H2 0.37V 146

49 [Pd(PPh3)(P(CH2OH)3)] GC TEtA(BF4) MeCN
þH1

CO, H2 �0.51V 146

50 [Pd(PPh3)(MeCN)] GC TEtA(BF4) MeCN
þH1

CO, H2 �0.48V 146

51 [Pd(PPh3)2(2-m-8-Hq)]Cl Pt TBAPF6 MeCN CO 60.2% �0.94V 147
52 [Pd(PPh3)2(2-m-8-Hq)]Cl Pt TBAPF6 MeCN:H2O

25:2
CO,
HCOO�

25.2%/
44.8%

�0.94V 147

53 [Pd(PPh3)2(2-Qui)]Cl Pt TBAPF6 MeCN CO 56.7% �0.94V 147
54 [Pd(PPh3)2(2-Qui)]Cl Pt TBAPF6 MeCN:H2O

25:2
CO,
HCOO�

24.0%/
37.7%

�0.94V 147

55 [Pd(PPh3)2(3-Hiq)]Cl Pt TBAPF6 MeCN CO 73% �0.94V 147
56 [Pd(PPh3)2(3-Hiq)]Cl Pt TBAPF6 MeCN:H2O

25:2
CO,
HCOO�

31.7%/
25.2%

�0.94V 147

57 [Pd(PPh3)2(1-Hiq)]Cl Pt TBAPF6 MeCN CO 74.5% �0.94V 147
58 [Pd(PPh3)2(1-Hiq)]Cl Pt TBAPF6 MeCN:H2O

25:2
CO,
HCOO�

31.1%/
25.8%

�0.94V 147

59 [Pd(PPh3)2(2-m-1,10-
phen)](ClO4)2

Pt TBAPF6 MeCN CO 60.9% �0.94V 147

60 [Pd(PPh3)2(2-m-1,10-
phen)](ClO4)2

Pt TBAPF6 MeCN:H2O
25:2

CO,
HCOO�

31.5%/
39.5%

�0.94V 147

61 [Pd(PPh3)2(dmbpy)](ClO4)2 Pt TBAPF6 MeCN CO 81.0% �0.94V 147
62 [Pd(PPh3)2(dmbpy)](ClO4)2 Pt TBAPF6 MeCN:H2O

25:2
CO,
HCOO�

44.2%/
30.0%

�0.94V 147

63 [Co(PPh3)2(2-m-1,10-
phen)](ClO4)2

Pt TBAPF6 MeCN CO 62.6% �0.94V 147

64 [Co(PPh3)2(2-m-1,10-
phen)](ClO4)2

Pt TBAPF6 MeCN:H2O
25:2

CO,
HCOO�

32.6%/
41.0%

�0.94V 147

65 [Co(PPh3)2(dmbpy)](ClO4)2 Pt TBAPF6 MeCN CO 83.4% �0.94V 147
66 [Co(PPh3)2(dmbpy)](ClO4)2 Pt TBAPF6 �0.94V 147
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Table 11.1 (Continued)

Catalyst WE Electrolyte Solvent Product Efficiency
Redox
Couple

CO2

reduction pH Temp Notes Refs.

MeCN:H2O
25:2

CO,
HCOO�

44.8%/
29.1%

67 [Co(PPh3)2(2-m-8-Hq)]Br Pt TBAPF6 MeCN CO 61.4% �0.94V 147
68 [Co(PPh3)2(2-m-8-Hq)]Br Pt TBAPF6 MeCN:H2O

25:2
CO,
HCOO�

25.8%/
43.9%

�0.94V 147

69 [Rh2(PhCHOHCOO)2-
(phen)2(H2O)2]

21
Pt TBA(BF4) DMF:H2O

10:1
CO,
HCOO�

85-90% �0.55V �0.74V 148

70 [Fe4S4(SCH2Ph)4]
2� Hg TBA(BF4) DMF HCOO� �1.76V 149

71 [Fe4S4(SXN�)4]
2� Hg TBA(BF4) DMF HCOO� 40% /

23%
�1.80V X¼�COCMe2�,

COC6H4CH2

150

72 Pyridine Pt/Pd/p-
GaP

Na(ClO4) H2O HCOOH,
MeOH

10.8%/
22%

�0.34V 5.00 30–50 mA 25, 110,
114
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Table 11.2 Photochemical systems for CO2 reductions with reaction conditions, catalysts, chromophore, and products(tb-cabinol¼ tris(4 0-
methyl-2,2 0-bipyridyl-4-methyl)carbinol, dmb¼ 4,40-dimethyl-2,2 0-bipyridyl, TEA¼ triethylamine, TEOA¼ triethanolamine,
BNAH¼ 1-Benzyl-1,4-dihydronicotinamide, H2A¼Ascorbic Acid, bpz¼ 2,20-bipyrazine, HMD¼ 5,7,7,12,14,14-hexamethyl-
1,4,8,11-tetraazacyclotetradeca-4,11-diene, cyclam¼ 1,4,8,11-tetraazacyclotetradecane, pr-cyclam¼ 6-((p-methoxybenzyl)pyridin-4-
yl)methyl-1,4,8,11 -tetraazacyclotetradecan, MV¼methyl viologen, phen¼ 1,10-phenanthroline bpy¼ 2,20-bipyridine, EDTA¼
ethylenediaminetetraacetate, TPA¼ tripropylamine, TMA¼ trimethylamine, TPP¼ 5,10,15,20-Tetraphenylporphin, TBtA¼
tributylamine, TPtA¼ tripentylamine, TiBA¼ triisobutylamine, TMEDA¼N,N,N,N-tetramethylethylenediamine, {[Zn(TPP)]/
[Re(CO)3(pic)(bpy)]}¼ 5-[4-[(2-methoxy-4-([rhenium (I) tricarbonyl (3-picoline)]4-methyl-2,20-bipyridine-40-carboxyamidyl) carbo-
xyamidyl) phenyl] phenyl]-10,15,20-triphenyl porphyrinatozinc(II)).

Chromophore Cat/Relay Donor Solvent Product ~(mol/einsteins) TON/TOF pH
irradiation
time l/nm Refs.

1 Ru(bpy)3
21 TEOA 15%H2O in

DMF
HCOO� 0.049 19/9.5 151

2 Ru(bpy)3
21 TEOA 15%H2O in

DMF
HCOO� 0.096 43/21.5 151

3 Ru(bpy)3
21 MV21 TEOA. EDTA H2O HCOO� 0.01 75/18.8 4 hr 152

4 Ru(bpy)3
21 Co21/bpy TEA, TPA,

TEOA, TMA
MeCN/donor/
H2O, 3:1:1
(vol/vol)

CO, H2 9/0.4 22 hr 153

5 Ru(bpy)3
21 Co21/2,9-

Me2phen
TEA, TPA,
TMA, TBA,
TPtA, TiBA,
TMEDA

MeCN or
DMF/donor/
H2O, 3:1:1
(vol/vol),
DMF/ H2O
3:2

CO, H2 0.012 (CO),
0.065 (H2)

8.6 26 hr 154

6 Ru(bpy)3
21 Ru(bpy)2(CO)2

21 TEOA H2O /DMF 1:9
and DMF

HCOO� 2% , 1% 6/9.5 10 hr 41, 42,
138

7 Ru(bpy)3
21 Ru(bpy)2(CO)2

21 BNAH H2O /DMF 1:9 HCOO�,
CO

0.03 (HCOO�),
0.15 (CO)

50, 125 6/9.5 10 hr 41, 42,
138

8 Ru(bpy)3
21 Ru(bpy)2(CO)H1 TEOA HCOO� 0.15 161/80.5 151

9 Ru(bpy)3
21 Ru(bpy)2(CO)Xn1 TEOA HCOO� 163/81.5

(X¼Cl)
54/27
(X¼CO)

151

10 Ru(bpy)3
21 Co(HMD)21 H2A CO, H2 77
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Table 11.2 (Continued)

Chromophore Cat/Relay Donor Solvent Product ~(mol/einsteins) TON/TOF pH
irradiation
time l/nm Refs.

11 Ru(bpy)3
21 Ni(cyclam)21 H2A H2O CO, H2 0.001 (CO) 4 22 hr 76, 78

12 Ru(bpy)3
21 Ni(Pr-cyclam)21 H2A H2O CO, H2 ca. 0.005

(CO)
5.1 4 hr 79

13 Ru(bpy)3
21 Bipyridinium1,

Ru/OS Colloid
TEOA H2O CH4, H2 10�4 (CH4),

10�3(H2)
7.8 2 hr 87

14 Ru(phen)3
21 Ni(cyclam)21 H2A H2O CO, H2 o0.1 4 22 hr 78

15 Ru(phen)3
21 Pyridine H2A H2O CH3OH 7.22 �10�7 0.9 5 6 hr 470 86

16 Ru(bpz)3
21 Ru colloid TEOA H2O/EtOH 2:1 CH4 0.04% 15 9.5 2 hr 87, 88

17 Ru(dmb)3
21 ReCl(dmb)(CO)3 BNAH DMF:TEOA

5:1
CO 0.062 101/6.3 16 hr Z500 69

18 [Ru(phen)2-
(phenC1cyclam)Ni]21

H2A H2O CO, H2 o0.1 5.1 4 hr 79

19 [(dmb)2Ru(MebpyC3OHMebpy)-
Re(CO)3Cl]

21
BNAH DMF:TEOA

5:1
CO 0.12 170/10.7 16 hr Z500 69

20 [(dmb)2Ru(MebpyCnH2nMebpy)-
Re(CO)3Cl]

21
BNAH DMF:TEOA

5:1
CO 0.13 (n¼ 2),

0.11 (n¼ 4,6)
180/15
(n� 2),
120/10
(n¼ 4,6)

16 hr o500 73

21 [(dmb)2Ru(MebpyC3OHMebpy)-
Re(CO)3{P(POEt)3}]

31
BNAH CO 0.21 232/19.3 70

22 [Ru{(MebpyC3OHMebpy)-
Re(CO)3Cl}3]

21
BNAH DMF:TEOA

5:1
CO 0.093 240/15 16 hr Z500 69

23 [(dmb)2Ru(MebpyC2Mebpy)-
Re(CO)2{P(p-FPh)}2]

21
BNAH DMF:TEOA

5:1
CO 0.15 207/281 20 hr 4500 74

24 [(dmb)2Ru(tb-
carbinol){Re(CO)3Cl}2]

21
BNAH DMF:TEOA

5:1
CO 190/11.8 16 hr Z500 71, 72

25 [[(dmb)2Ru]2(tb-
carbinol)Re(CO)3Cl]

21
BNAH DMF:TEOA

5:1
CO 110/6.9 16 hr Z500 52,53

26 p-terphenyl Co(cyclam)31 TEOA MeOH/MeCN
1:4

CO, H2,
HCOO�

0.25
(COþHCOO�)

1 hr 290 81

27 p-terphenyl Co(HMD)21 TEOA MeOH/MeCN CO, H2,
HCOO�

1 hr 313 81, 83

28 Phenazine Co(cyclam)31 TEA MeOH/MeCN/
TEA 10:1:0.5

CO, H2,
HCOO�

0.07 (HCOO�) 3 hr 313 82
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29 FeIII(TPP) TEA DMF CO 70 180 hr UV 85
30 CoIII(TPP) TEA MeCN HCOO�,

CO
4300 (total) 200 hr o320 84

31 {[Zn(TPP)]/
[Re(CO)3(pic)(bpy)]}

TEOA DMF:TEOA
5:1

CO 30 4520 155

32 [Re(4,40-(MeO)2-bpy)(CO)3-
(P(OEt)3)]

1
[Re(bpy)(CO)3-
(CH3CN)]1

TEOA DMF:TEOA
5:1

CO 0.59 25 hr o330 65

33 ReCl(bpy)(CO)3 TEOA DMF:TEOA
5:1

CO 27 4 hr 4400 64

34 ReCl(bpy)(CO)3 TEA DMF:TEA
0.8 M TEA

CO 8.2(Cl)
42(COO)

25 hr 62

35 ReBr(bpy)(CO)3 TEOA TEOA:DMF
1:2

CO 0.15 20/5 11.7 min 436 57, 59,
64

36 ReOCHO(bpy)(CO)3 TEOA TEOA:DMF
1:5

CO 0.05 12 20 min 4330 64, 68

37 [Re(bpy)(CO)3(PR3)]
1 TEOA DMF:TEOA

5:1
CO 0.38 (R¼Oet),

0.013 (R¼ nBu),
0.024(R¼Et),
0.2 (OiPr), 0.17
(R-Ome)

7.5/0.5
(R¼Oet),
o1/o0.1
(R¼ nBu),
6.2/0.5
(OiPr),
5.5/0.4
(R-Ome)

13 hr 365 66, 156

38 [Re(bpy)(CO)3(P(Ohex)3)]
1 TEA CO2(liquid) CO 2.2/1.1 2 hr 365 157

39 [Re(bpy)(CO)3(P(OiPr)3)]
1 TEOA DMF:TEOA CO 15.6/0.7 24 hr 365 158

40 [Re(bpy)(CO)3(4-X-py)]1 TEOA TEOA:DMF
1:5

CO 0.03 (x¼ tBu,
Me,H), 0.04
(x¼C(O)Me),
0.13 (X¼CN)

1/0.1
(x¼ tBu,
Me,H,
C(O)Me),
3.5/0.4
(X¼CN)

8.5 hr 365 159

41 [Re(4,40-(CF3)2-
bpy)(CO)3(P(OEt)3)]

1
TEOA DMF:TEOA

5:1
CO 0.005 o1/o0.1 17 hr 365 156

42 [Re(dmb)(CO)3(P(OEt)3)]
1 TEOA DMF:TEOA

5:1
CO 0.18 4.1/0.2 17 hr 365 156

42
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literature. Similar compilations for semiconductor-based studies appear in
reference 5 and other sources cited above. The focus here is on the use of in-
organic molecules and/or semiconductor electrode materials to sustain the re-
duction of CO2. Biochemical or bioelectrochemical approaches (for example,
see reference 10), which are clearly of interest and importance from a com-
parative perspective of the artificial photosynthesis approach under discussion,
are not addressed specifically.

At the outset it seems prudent to review critically the various terminologies
used in the literature, in order to place the present discussion in the proper
context. Thus a homogeneous CO2 reduction system consists of an assembly of
dissolved (molecular) catalyst that may be present in addition to a light ab-
sorber, sacrificial electron donor, and/or electron relay all in the same solution.
In some cases, the light-absorbing function may be built into the same catalyst
molecule, but the key is that all participating components are present in the
same phase. A heterogeneous system, on the other hand, has the catalyst present
in a different (i.e. solid) phase. The catalyst may be a metal that is anchored to a
support, which in turn may also be a metal or an inorganic semiconductor. We
believe that this distinction based on phase is less important (and may even be
misleading) when applied to a situation such as CO2 reduction; thus this ter-
minology is avoided in the discussion that follows. The terminology problem is
illustrated by approaches based on the tethering (or strong adsorption) of
(catalyst) molecules on metal or semiconductor electrode surfaces. Does the
CO2 reduction occur in such cases in the solution phase or at the solid/liquid
phase boundary? Clearly the distinction between ‘‘homogeneous’’ and ‘‘het-
erogeneous’’ becomes much fuzzier here.

The term ‘‘photoelectrochemical’’ has been largely applied in the literature
to situations involving a semiconductor electrode, whereas we apply this
terminology in the present context to denote situations involving either the
traditional semiconductor/liquid junctions or catalyst molecules that serve
the dual functions of both light absorption and electron transfer mediation.
Alternate descriptions based on ‘‘electrocatalytic’’ and ‘‘photocatalytic’’
systems are synonymous and denote approaches wherein the CO2 reduction is
driven electrochemically and with the assistance of light, respectively. On the
other hand, the concept of photochemical systems is best reserved for ap-
proaches based on colloidal suspensions of metal or inorganic semiconductor
nanoparticles or purely homogeneous systems with molecular catalysts in
solution. While approaches using colloids or nanoparticles have been re-
viewed6 (and indeed one example of it is discussed below), we believe that they
are problematic in terms of process scale-up and product separation. Systems
based on colloidal suspensions also are prone to low conversion efficiencies
stemming largely from the prevalence of back reactions. These issues are
largely circumvented in photoelectrocatalytic systems, in whcih the colloidal
particles are anchored onto a solid electronically conducting support
(e.g. conducting transparent glass) so that a negative electrode potential can
be applied to bias forward electron transfer and thus inhibit the back
recombination pathway.
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11.2 Thermodynamics of CO2 Reduction

Equations (11.1) to (11.6), below show the various products resulting from the
reduction of CO2, ranging from a one-electron reduction to the radical anion all
the way to an 8-electron deep reduction to methane. Multiple proton-coupled
electron transfer (PCET) steps occur in Equations (11.2) to (11.6), and herein
lies the rich electrochemistry inherent with this system. Given that these
electrochemical processes are pH-dependent, the potentials below are given at
pH 7 in aqueous solution versus the normal hydrogen electrode (NHE), 25 1C,
1 atm gas pressure, and 1M for the solutes.5,15

CO2þ e�! CO2
�� E� ¼ �1:90V ð11:1Þ

CO2 þ 2e� þ 2Hþ ! COþH2O E� ¼ �0:53V ð11:2Þ

CO2 þ 2e� þ 2Hþ ! HCOOH E� ¼ �0:61V ð11:3Þ

CO2 þ 4e� þ 4Hþ ! H2COþH2O E� ¼ �0:48V ð11:4Þ

CO2 þ 6e� þ 6Hþ ! H3COHþH2O E� ¼ �0:38V ð11:5Þ

CO2 þ 8e� þ 8Hþ ! CH4 E� ¼ �0:24V ð11:6Þ

While progress on the concerted 2e�� 2H1 reduction to CO or formate
has been impressive (see below), the formation of more useful fuel products
such as methanol and methane necessitates multiple electron and proton
transfers. The kinetic barriers associated with these are formidable, as briefly
discussed next.

11.3 Energetics of CO2 Reduction

11.3.1 General Remarks

The terms ‘‘electrocatalytic‘‘ and ‘‘photocatalytic’’ are used herein in a generic
sense with the implicit and important recognition that the reactions above are
endergonic with DG values ranging from 1.90 eV to 8.31 eV respectively. Put-
ting an electron into the linear and inert CO2 molecule (Reaction (11.1)) entails
a steep energy cost because of the resultant structural distortion.8 This is re-
flected in the very negative reduction potential for Reaction (11.1) above. Thus
this radical formation step is very energy-inefficient and the steep activation
barrier associated with it, must be avoided via the use of a catalyst.16,17 From
an electrochemical perspective, this translates to sizeable ‘‘overpotentials’’
(spanning several hundred mV) for driving this reduction process.16,17 Thus a
catalyst molecule, by interacting strongly with the radical anion, can reduce this
energy barrier. This is the essence of many of the catalysis-based approaches to
be discussed below.
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11.3.2 Band Energy Positions of Selected Oxide Semiconductors

and CO2 Redox Potentials

In a discussion of the energetics of CO2 photoreduction, it is convenient to
display the relevant solution redox potentials in an energy diagram on the same
scale as the semiconductor band-edges. The latter are experimentally derived
from flat-band potential measurements.18 Figure 11.1 shows an example of this
diagram for several inorganic oxide semiconductors. As with solution redox
couples involving proton transfer, the oxide band-edges are pH-dependent,
shifting at a Nernstian rate of �59 mV/pH unit at 25 1C. Therefore, the par-
ticular situation illustrated in Figure 11.1 pertains to a solution pH of 7.
A similar diagram appears in reference 5 for TiO2, Cu2O, and eight other non-
oxide semiconductors (see Figure 11.4 therein).

Such a representation is useful for assessing whether the photogenerated
carriers in the semiconductor are thermodynamically capable of reducing
(or oxidizing) a given species in the solution phase. We assume at the outset
that these carriers are thermalized such that they possess average energies close
to the semiconductor band edges. A further assumption is that Fermi level
pinning does not occur, so that the band-edges are fixed relative to the energies
of solution redox couples.18 Therefore, any reduction reaction whose potential

Figure 11.1 Comparison between the band-edges of selected semiconductors and
relevant thermodynamic potentials for CO2 reduction. All data are for
pH 7 and versus a normal hydrogen electrode (NHE).
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falls above the conduction band-edge (for a given semiconductor) would be
thermodynamically prohibited because the photogenerated electrons would
simply not have enough energy to sustain the reduction.

Given that the redox potentials for most of the CO2-derived reduction
processes lie negative of the hydrogen evolution reaction (HER) in water (the
two exceptions being the deep reduction of CO2 to methanol and methane), the
more negative the conduction band-edge location is, the better is the corres-
ponding semiconductor candidate. The thermodynamic driving force for the
reduction is roughly given by the difference between the semiconductor con-
duction band-edge and the corresponding redox potential. Thus the more
negative the semiconductor conduction band edge is, the greater the driving
force (all other factors being equal). However, it is worth emphasizing that such
thermodynamic arguments are only starting points. Whether the reduction
occurs at a fast rate depends on the inherent kinetics at that semiconductor/
solution interface and the associated overpotentials. It is clear from Figure 11.1
that the use of new-generation semiconductors such as AgBiW2O8 and even
materials such as Cu2O rather than the well-studied TiO2 prototype may be
advantageous because of the relatively negative location of their conduction
band edges. Results on both these oxide semiconductors are presented below.

11.3.3 Molecular Orbital Energy Diagram for Ru(phen)3
21

Compared with CO2 Redox Potentials

For photochemical reduction in homogeneous system, the chromophores
[Ru(phen)3]

21 and [Ru(bpy)3]
21 still represent one of the most widely used sys-

tems for driving highly endogonic redox reactions, due to their excited state
energetics and good chemical stability.19 We make a particular point of intro-
ducing this chromophore as it has been the primary one used in our own studies
on homogeneous photochemical reduction of CO2. As shown schematically in
Figure 11.2, the reduction potential for both the photoexcited state
[Ru(phen)3]

21* or the reductively quenched chromophore [Ru(phen)3]
1 are

negative of the key CO2 reduction couples, meaning that these species are
thermodynamically capable of reducing CO2. The difficulty in using them is that
they themselves lack the chemical functionality to lower the activation barriers
involved and are only capable of delivering a single electron each towards these
multi-electron reactions. It is also worth noting that the initial conversion of CO2

to CO is the energy ‘‘hog’’ in the overall process and consumes a minimum of
1.33 eV.20 Much of the progress associated with the conversion of CO2 to CO
and formate has revolved around electro- and photocatalytic strategies for
minimizing the additional overpotential over and above this minimum threshold.

11.4 Electrocatalytic CO2 Reduction with Molecular

Catalysts

Many homogeneous catalysts have been developed for both electrochemical and
photochemical systems; however, few are capable of deeper reduction than the
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two-electron reduced products of CO2, such as CO and formic acid. Table 11.1
contains a collection of all (at least to the best of our knowledge) reported
molecular electrocatalytic systems for CO2 reduction in which the actual prod-
ucts of reduction were identified. The table includes information on the catalyst,
electrochemical conditions, and products. Of the 72 entries in Table 11.1, 71 are
metal complexes, and the final product represents a net two-electron reduction of
CO2. The sole organic entry (#72) is pyridine, and this simple catalyst is able to
catalyze even deeper reduction to products including methanol as described in
the next section. Metal phthalocyanines have also been reported to catalyze the
even deeper reduction of CO2 to CH4, but these are known to form electro-
chemically active films and thus are more of a heterogeneous catalyst.21

11.4.1 Pyridine for Electrocatalytic Reduction of CO2

Bocarsly et al. have shown it is possible to reduce CO2 to methanol by using a
very simple electrocatalyst, pyridinium, which upon reduction can bind CO2 to
form carbamate-type adducts and, via redox cycling, shuttles six electrons to
ultimately form methanol, as shown in Figure 11.3.22

Through simulation of experimental results and kinetic studies, they were able
to deduce the possible mechanism of the reduction of CO2 to methanol.23,24 The
electron transfer in this process proceeds through an inner sphere electron

Figure 11.2 Reduction potentials of carbon dioxide reduction as compared with the
HOMO and LUMO levels of [Ru(phen)3]

21.
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transfer as was shown by 13C15N coupling in NMR and by gas-phase photo-
electron spectroscopy.25 Based on the calculated bond distance and bond angles,
the nature of the N-CO2 bond was found to be primarily of p-character as op-
posed to s-character. Reductions beyond the first electron transfer were found to
depend on the electrodes being used.25 For electrodes with low hydrogen over-
potential, such as Pt or Pd, it was found that dissociation of the pyridine-formate
radical adduct occurs, allowing the next reduction to formate or formic acid to
take place on the electrode surface.25 For electrodes with high hydrogen over-
potential, the reaction is catalyzed entirely by the pyridinium with no dissociation
of the formate radical, but a second pyridinium radical passes an electron to the
pyridine-formate radical adduct instead.24,25 With low hydrogen overpotential
electrodes, formic acid adsorbs onto the surface to produce the hydroxyformyl
radical that reacts with a surface hydrogen atom to make the formyl radical,
which is reduced finally to the pyridinium radical to formaldehyde, as shown at
the bottom of Figure 11.3.25 For high hydrogen overpotential electrodes, formic
acid reacts with the pyridinium radical to make the pyridinium-formyl adduct,
which is reduced further by a second pyridinium radical to form free for-
maldehyde and two equivalents of pyridine, as shown at the top of Figure 11.3.25

For both electrode types, the reduction of formaldehyde results from the reaction
with a pyridinium radical to form a pyridinium-formyl radical adduct, and this
species reacts with a second pyridinium to produce methanol and two equiva-
lence of pyridine.25 There is some debate about the mechanism proposed by
Bocarsly et al.: some groups claim a non-innocent role of the surface in the
process and thus a process which is necessarily heterogeneous.23,25

11.4.2 Rhenium Polypyridyl Complexes for Electrocatalytic

Reduction of CO2

The highly selective and efficient nature of the fac-Re(bpy)(CO)3X (X¼Cl, Br)
has driven the large amount of research activity of this complex towards
electrochemical CO2 reduction.13,15,26–32 The catalytic reduction can proceed
through two different pathways: a one-electron or a two-electron pathway
(Figure 11.4), both of which yield CO.27 In the one-electron pathway

Figure 11.3 Pyridinium catalyzed reduction of CO2.
3,25,114
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(Figure 11.4, left), the coordinatively unsaturated Re(0) species binds CO2 to
give the equivalent of a bound CO2

�� radical anion, which upon reaction with
another CO2

�� radical anion (CO2 and a second electron) disproportionates to
yield CO and CO3

2�.33,34 In the two electron pathway (Figure 11.4, right), the
starting complex is reduced twice, and following loss of the halide yields a
coordinatively unsaturated Re(� 1) complex. Binding of CO2 and in the
presence of some oxide acceptors, such as H1, yields CO and H2O.13,27

Both of these pathways, the one-electron and the two-electron, are accessible
with the same complex but at different potentials. Based on the work published
by Meyer et al.,27 species 9, the one-electron reduced species, is formed at
�1.11 V versus NHE. Under Ar, this couple is also associated with the for-
mation of a Re-Re dimer, [fac-Re(bpy)(CO)3]2, which has been implicated as the
reactive species in some studies.27,30 The second reduction of fac-[Re(bpy)-
(CO)3X]� is observed at –1.26 V vs. NHE and can also result in halide loss and
generation of the active catalyst.13 At a more negative potential of �1.56 V vs.
NHE, the reaction proceeds through the two-electron reduction pathway as
shown on the right side of Figure 11.4 to give CO without the formation of
carbonate.27 Studies by Kubiak et al.28 have shown that by changing the 4,40

substituents on the bpy-ligand in fac-Re(bpy)(CO)3X it was possible to enhance
the electrocatalysis reaction rate from 50 M�1s�1 for H to 1000 M�1s�1 for the
t-Bu derivative as well as to increase the Faradaic efficiency (B99%).

Figure 11.4 The proposed one-electron and two-electron pathways.
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11.4.3 Ruthenium Polypyridyl Complexes for Electrocatalytic

Reduction of CO2

Other than rhenium-based complexes, ruthenium polypyridyl complexes are
the next most well explored. Ru(phen)2(CO)2

21 and Ru(bpy)2(CO)2
21 are re-

ported to reduce CO2 electrocatalytically. These complexes typically make CO,
H2, and formate as products of reduction,35–42 with the ratio of these products
being pH dependent.39,40 At pH 6, the products are CO and H2; however at
pH 9.5, formate is produced in addition to CO and H2.

Two different catalytic pathways have been proposed: the one proposed by
Tanaka et al. is shown in Figure 11.5,39,40,43 and the other proposed by Meyer
et al.9 is shown in Figure 11.6. Both schemes involve the reduction and loss of CO
to form a neutral coordinatively unsaturated Ru(L-L)2(CO) (16) species. Tanaka
et al. can start with the dicarbonyl, species 14, or the monocarbonyl mono-
chloride, species 15,39,40,43 where the electrons are thought to sit on the bpy
ligands.9 Tanaka et al. propose that 16 can react with either CO2 or H

1 to form
one of two intermediates, the formato species 17 or the hydride species 19.39,40,43

The species 17 reacts with a proton to form the metallo-carboxylic acid (species 18),
which at pH 6 and reforms the dicarbonyl complex 14 but at pH 9.5, adds two
electrons to produce formate and 16.39,40,43 The generation of hydrogen is
explained via the formation of the hydride in a competing side reaction.

As shown in Figure 11.6, Meyer et al. propose that the hydride species 19 is
involved directly in the CO2 fixing cycle and that – after reduction to 21 – in-
sertion of CO2 into the metal hydride bond forms the formato-complex (species
22).9,44–46 A further reduction step releases formate and generates a solvate
complex, which reacts with water to reform the hydride 19.46 Although there is

Figure 11.5 Electrocatalytic reduction of CO2 by [Ru(bpy)2(CO)2]
21 with possible

pathways for CO, formate and H2 formation.
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no direct evidence for the formation of species 23, the catalysis could proceed
through a process that goes directly from species 22 to species 19 with loss of
formate and reduction of water in one step.46

11.5 Electrocatalytic Materials Inspired by Fuel Cell

Electrode Nanocomposites

11.5.1 Pt-carbon Black-TiO2 Nanocomposite Films Containing

Highly Dispersed Pt Nanoparticles as Applied to CO2

Electroreduction

The proton electrolyte membrane (PEM) fuel cell and water electrolysis
technologies have obvious synergies, especially as they pertain to the proton
exchange membrane (e.g.Nafion) separating the two compartments. Therefore,
it is not surprising that the electrochemical engineering underpinning both these

Figure 11.6 Electrochemical reduction of CO2 via hydride bond insertion to form
formate.
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technologies shares many common aspects.19 It occurred to us that many of the
design aspects related to fuel cell electrode materials are equally relevant to the
CO2 electroreduction system. This led us to evaluate the applicability of oxygen
reduction reaction (ORR) cathode materials for the CO2 electroreduction
application.47 For this purpose, we utilized a Pt-carbon black-TiO2 nano-
composite film electrode in conjunction with a pyridinium ion co-catalyst.47

The latter is further elaborated in the next section of this chapter.
The photocatalytic route for modifying a C-TiO2 support with Pt (or another

target metal or bimetallic Pt-Pd electrocatalyst) hinges on the fact that TiO2 is a
semiconductor and thus is capable of absorbing light of wavelengths equal to or
greater than those corresponding to its band gap energy, Eg.

48,49 As elaborated
elsewhere, this in situ catalyst photodeposition strategy first consisted of
ultrasonically dispersing: (i) a suitable carbon black; (ii) the metal oxide
(in desired proportions); (iii) the catalyst precursor salt (e.g. H2PtCl6, PdCl2);
(iv) an electron donor or hole scavenger (e.g. formate); and (v) a surfactant (as
needed). This dispersion was introduced into a custom-built photochemical
reactor50 equipped with a medium pressure Hg arc lamp as a UV irradiation
source. A crucial aspect of this synthetic approach is that photoinduced elec-
tron transfer from the TiO2 phase to the carbon support results in the uniform
deposition of the metal catalyst throughout the composite as a whole rather
than localized deposition on the titania surface.48,49

For preparation of Pt-Pd/C-TiO2, an essentially similar procedure was used,
except for addition of the Pd precursor salt to the photocatalytic deposition
medium. The two metals (Pt and Pd) were photodeposited sequentially, with
the total loading of the noble metal in the nanocomposite being maintained the
same in both cases. Other details may be found in refernces 48 and 49.49,48

Figure 11.7 contains representative high-resolution transmission electron
micrographs of Pt/C-TiO2 (Figure 11.7a) and Pt-Pd/C-TiO2 (Figure 11.7b)
nanocomposite powders. In both images, the dark spots are the metallic
nanoclusters that are seen highly dispersed on the carbon-oxide support
(showing corrugated appearance). Metal cluster sizes are seen to be in the range
3–5 nm, with slighter larger sizes and elongated shapes in the case of the Pd-Pt
nanocomposite (Figure 11.7b). It is worth noting that photocatalytic deposition
at a neat TiO2 surface (i.e. without carbon black in electronic contact) affords
Pt nanoparticles that are significantly larger than those obtained with the
C-TiO2 support.49 Consistent with the essentially similar nanocomposite
morphology in both cases, cathodes derived from either Pt/C-TiO2 or Pt-Pd/C-
TiO2 exhibited comparable electrocatalytic activity for CO2 reduction, and
consequently a further distinction is not made between the two materials in the
data trends presented next.

Cyclic voltammetry (data not shown) of 0.2MNaF solutions (pH¼ 5.3)
containing 50mM pyridinium cation (PyH1) revealed the onset of the 1e� re-
duction of the cation to the neutral pyridinium radical at ca. �0.5 V on both Pt
and Pd surfaces. Remarkably, an unmodified glassy carbon surface is completely
inactive toward electroreduction of the pyridinium cation. Figure 11.8 compares
hydrodynamic voltammograms (at 1200 rpm rotation speed) for a Pt/C-TiO2
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RDE and a comparably-sized Pt RDE in 10mM pyridine-loaded NaF sup-
porting electrolyte saturated with either N2 or CO2. The Pt/C-TiO2 nano-
composite contained 10 mg Pt dispersed on 0.196 cm2 of the glassy carbon
rotating disk electrode (RDE) surface, whereas the comparably-sized Pt RDE
translated to a Pt content of ca. 3–4 mg, depending on the metal thickness.

As seen in Figure 11.8, addition of CO2 led to marked enhancement of the
cathodic current for both cathode materials, attesting to the catalytic role played
by both Pt and the pyridine co-catalyst toward CO2 reduction. In particular, note
the ca. 30% enhancement in cathodic current flow for the Pt/C-TiO2 nano-
composite relative to the massive Pt electrode case. This enhancement occurred
in spite of the fact that the loading of Pt in the Pt/C-TiO2 electrode is approxi-
mately a million-fold less than that corresponding to a Pt RDE. Thus the mass
activity of Pt/C-TiO2 as expressed by the current density normalized by the mass
of platinum at �0.55 V were 46.4 and 76.6 mA.mg�1 in N2 and CO2 respectively,
whereas for the Pt disk (assumingB1 g of metal content) the corresponding
values were 1.44 �10�4 and 2.51 �10�4 mA.mg�1, respectively.

Figure 11.7 HR-TEM images of (a) Pt/C-TiO2 and (b) Pd-Pt/C-TiO2 nanocomposite
surfaces.
Reproduced from Electrochem and Solid-State Lett., 2012, 15, B5–B8
with copyright permission of ECS, The Electrochemical Society.

308 Chapter 11

 1
4/

10
/2

01
3 

09
:3

8:
12

. 
Pu

bl
is

he
d 

on
 3

1 
D

ec
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

77
39

-0
02

89
View Online

http://dx.doi.org/10.1039/9781849737739-00289


Significantly, close examination of the hydrodynamic voltammogram in the
plateau region in Figure 11.8 for the Pt/C-TiO2 case in the presence of CO2,
showed noise that is consistent with the visual observation of gas bubbles
(presumably CO and/or H2) on the electrode surface. Comparable data trends
were seen in the Pt-Pd/C-TiO2 bimetallic case, although Pt outperformed Pd
alone in this regard (data not shown). The hydrodynamic voltammetry trends
shown in Figure 11.8 were elaborated further for Pt/C-TiO2 using variable
rotation rates, and the corresponding data are presented in Figure 11.9. Once
again, the cathodic current enhancement was seen at all rotation speeds, and
noise in the plateau region is unmistakable when CO2 is present in the elec-
trolyte (compare Figure 11.9 a and b). The increase in current flow observed at
potentials more negative than �0.9V in Figure 11.8 and is associated with
proton reduction (and hydrogen evolution).

Figure 11.10 shows Levich plots51 (constructed from the hydrodynamic
voltammetry data in Figure 11.9) of the limiting current density, jL vs. the
square root of the electrode rotation speed for the Pt/C-TiO2 nanocomposite
cathode in N2 and CO2 saturated solutions.

jL¼ 0:62 nFD2 = 3n�1 = 6Co1 = 2 ð11:7Þ

Figure 11.8 Comparison of hydrodynamic voltammograms for a Pt/C-TiO2 nano-
composite RDE with a Pt RDE in PyH1-loaded NaF solutions saturated
with N2 and CO2 respectively.
Reproduced from Electrochem and Solid-State Lett., 2012, 15, B5–B8
with copyright permission of ECS, The Electrochemical Society.
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In Equation (11.7), n is the number of electrons transferred, F is the Faraday
constant, D is the diffusion coefficient of the electroactive species (PyH1), n is
the kinematic viscosity of the electrolyte (B0.01 cm2 s�1),51 C is the PyH1

Figure 11.9 Hydrodynamic voltammetry data for a Pt/C-TiO2 RDE in 10mM PyH1 -
loaded aqueous solutions (NaF, pH 5.3) saturated with N2 (top) and CO2

(bottom), respectively.
Reproduced from Electrochem and Solid -State Lett, 2012, 15, B5–B8 with
copyright permission of ECS, The Electrochemical Society.
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concentration (mol cm�3) at the respective solution pH and o is the electrode
rotation rate in radians s�1. The values used for D and C were 7.6�10�6 cm2 s�1

and 0.8 �10�5 mol cm�3, respectively.52

As seen in Equation (11.7), a plot of jL vs. o
1
2 (Levich plot) should be linear

for diffusion-controlled electrochemical processes. Both sets of data in
Figure 11.10 show good linearity; the slopes of the two Levich plots afford
values for the electron stoichiometry (n) which are very close to 1.0 and 1.8 in
N2 and CO2 saturated solutions respectively. Clearly, the pyridinium-catalyzed
CO2 reduction is sustained by the initial diffusion-controlled one-electron re-
duction of PyH1 to PyH� radical on Pt/C-TiO2. Importantly, the nano-
composite electrocatalyst layer was thin enough (0.05–0.08 mmrange) to not
contribute to film diffusion-limited behavior.49,53 Further implications of the
data in Figure 11.10 require follow-up work.

The good stability of the nanocomposite electrodes were confirmed by re-
cording the electrode potential during a 50-h galvanostatic electrolysis run.
Only a minor and gradual potential drift (from �0.50V to �0.58V) was ob-
served, attesting to the good stability of the nanocomposite material. It is worth
underlining that as these galvanostatic electrolyses were performed at low
current density, the electrode potential remained near the bottom of the
hydrodynamic current–potential regime (see Figure 11.8 and Figure 11.9), thus
involving mainly the reduction of pyridine without much interference from H2

Figure 11.10 Comparison of Levich plots for the electroreduction of PyH1 in N2 and
CO2 saturated solutions using a Pt/C-TiO2 RDE. Slopes and correlation
coefficients from least-squares fits are 0.401mAcm�2 s1/2 and 0.9986 and
0.718 mAcm�2 s1/2 and 0.9987 for the N2- and CO2 saturated solutions
respectively. Data for the Levich plots are taken from Figure 11.9.
Reproduced from Electrochem and Solid-State Lett., 2012, 15, B5–B8.
with copyright permission of ECS, The Electrochemical Society.
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formation at the nanocomposite surface. As the solution was intentionally not
buffered to avoid interference in alcohol detection, this small potential drift
probably reflects a progressive increase of pH with time due to the consumption
of protons associated with product generation.

Gas chromatography (GC) analyses of the electrolysis solution revealed the
formation of both methanol and isopropanol as solution products at the Pt/C-
TiO2 nanocomposite cathode Figure 11.11(a). As shown in Figure 11.11 a, at

Figure 11.11 GC analyses as a function of time for constant-current electrolysis of
CO2-saturated solutions using: (a) Pt/C-TiO2 and (b) Pt foil cathodes.
Electrolysis conditions specified in the text.
Reproduced from Electrochem and Solid-State Lett., 2012, 15, B5–B8
with copyright permission of ECS, The Electrochemical Society.
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short reaction times (to1 h), methanol is the major product with lesser
amounts of isopropanol. Subsequently, the amount of methanol drops pre-
cipitously, whereas the isopropanol content increases regularly. This drop in
methanol content could arise from volatilization and entrainment of methanol
in the CO2 stream (due to constant CO2 bubbling). This would be less of an
issue with isopropanol due to its higher vapor pressure, and as seen in
Figure 11.11a, the concentration of isopropanol increases regularly up to 40 h,
after which production is flat throughout the electrolysis.

Only methanol was seen as the CO2 electroreduction product in the Pt foil
case (Figure 11.11(b)). Importantly, no CO was seen in the final reduction
products in either case in Figure 11.11a and b. This is especially significant in
that metals such as Pt or Pd are known to produce CO selectively on electro-
reduction of CO2.

54 Clearly, the nanocomposite matrix facilitates deeper re-
duction (to alcohols) beyond the 2e� CO stage. The mechanistic factors
underlying this trend will be probed further in follow-on work that is planned
in the Rajeshwar laboratory. Specifically, one intriguing aspect of these data is
that multi-carbon products such as isopropanol are generated in the Pt/C-TiO2

nanocomposite case, whereas Pt generates only methanol. Clearly the inter-
mediate products from the initial reduction remain in close proximity to the
interface in the former case so that subsequent product coupling can occur.

Finally, we note that the production of alcohol per unit mass of Pt for the
nanocomposite matrix case (Figure 11.11(a)) is three orders of magnitude larger
than the Pt foil case (Figure 11.11(b)). This represents substantial reduction in
Pt usage and is an important practical advance toward improving the eco-
nomics of electrochemical reduction of CO2 to liquid fuels. Thus, the data
discussed above show for the first time that nanocomposite cathode matrices
derived from either Pt/C-TiO2 or Pt-Pd/C-TiO2 are effective electrocatalysts for
aqueous CO2 reduction in the presence of a solution co-catalyst such as the
pyridinium cation. It is worth noting in this regard that matrices such as carbon
black have good adsorption affinity for CO2

55 pointing to synergistic factors
such as the site-proximity effect56 being operative for nanocomposite matrices
such as the ones developed in this particular proof-of-concept study.

11.6 Transition Metal Complexes for Photocatalytic

CO2 Reduction

11.6.1 Catalysts for Reduction of CO2 to CO or HCOO
�

Compared to the number of electrocatalysts for CO2 reduction, photochemical
catalysts are far more limited and are largely limited to Re and Ru complexes.
Table 11.2, to the best of our knowledge, contains a collection of all reported
molecular photocatalytic systems for CO2 reduction. Of the 42 systems
reported, only 5 systems do not involve Re or Ru. Three utilize the organic
chromophores phenazine and para-terphenyls and two utilize Fe- and
Co-based porphyrins. In most cases, the chromophore is coupled with a CO2-
reducing co-catalyst which is a known electrocatalyst for CO2 reduction. CO,
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formate, and H2 are the only reported products for these systems, with the sole
exception of entry #15, indicating that deeper reduction has remained an elu-
sive goal. In most of these systems, CO formation is proposed to occur via the
disproportionation of the CO2

�� radical anion34 or a two-electron reduction to
produce CO.57–61

One of the better studied photocatalysts is fac-[Re(bpy)(CO)3X]1 which is
also one of the few systems in which the chromophore is also the CO2 reducing
catalyst. Hori62 and Lehn29,63,64 have proposed the mechanism shown in
Figure 11.12 for the production of CO. After reductive quenching of the
photoexcited state (24), dissociation of the halide forms the coordinatively
unsaturated species 10 which then can react with CO2. While the exact structure
of the CO2 complex is not fully known, one proposed structure is the m2-Z

2-CO2

bridged binuclear Re adduct.29,62–64 In any case, the CO2 adduct is unstable
and decomposes to yield CO and 8. Ishitani proposes a similar mechanism
except that 10 adds CO2 and instead of dimerization as a method to provide a
second reducing equivalent, the CO2 adduct is reduced a second time by an
outer-sphere mechanism to yield CO and complex 8.65 At present, both
mechanisms have reasonable data to support their claims.27 Among a related
rhenium photocatalyst family, fac-[Re(bpy)(CO)3P(OEt)3]

1 has been demon-
strated to be most efficient.60,66–68 The one electron reduced species is almost
quantitatively produced and is unusually stable in solution because of the
strong electron-withdrawing property of the P(OEt)3 ligand.

60,66–68

A competing reaction in this system is the reaction of species 10 with a
proton to give the metallo-hydride (species 25).29 This species can react with a
proton to give hydrogen gas,29 or it can insert CO2 to give the metallo-formate
complex (species 26), which kills the catalyst as the formate is not released.29,64

Hori and coworkers noted that it was possible to prevent this deactivation

Figure 11.12 Photocatalytic cycle of fac-Re(bpy)(CO)3X with the formation of the
formate adduct.
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pathways, i.e. inhibit hydride formation, by increasing the CO2 partial pres-
sure.62 Catalyst turnover exhibited a 5-fold improvement at 54 atm over a 1 atm
system.

One issue with the Re photocatalysts is the limited range of absorption in the
visible region, which is typically limited to wavelengths below 440 nm. Multi-
nuclear metal supramolecular complexes were developed for CO2 reduction
photocatalysts for this reason. These complexes were composed of a photo-
sensitizer part, a ruthenium(II) bpy-type complex, and a catalyst part based on
the of rhenium(I) tricarbonyl complexes. A number of bi-, tri-, and tetra-
nuclear complexes linked by several types of bridging ligands have been in-
vestigated in the literature (Figure 11.13).60,69–74 The bridging ligands strongly
influence photocatalytic ability, including selectivity of CO over H2, high
quantum yields and large turn over numbers, of the complexes. In all of these
complexes, the 3MLCT excited state of the ruthenium moiety was reductively
quenched by a sacrificial reducing agent and the one electron reduced Re
complex was formed through intramolecular electron transfer from the reduced
Ru chromophore.60 Ishitani et al. have shown that the catalytic activity of these
mixed Re/Ru assemblies improves upon increasing the Re/Ru ratio, pre-
sumably due to the ready availability of Re sites (which catalyzes the slow step)
to pick up electrons from the photoreduced Ru site (the fast step).69,71,72

Figure 11.13 Chemical structures of multinuclear rhenium complexes.
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Moreover, a comparison of each multinuclear system to their corresponding
system composed of the individual components shows that the intramolecular
system is superior as shown in Table 11.3.69–71 The electronic structure of the
bridging ligands is important and systems in which there is strong electronic
communication between metal sites perform less well than those with weak
electronic coupling.69,70 Thus, the more conjugated bridging is not better for
supramolecular architecture for photochemical CO2 reduction.73 In order to
direct the electron towards the Re center in the Ru/Re assemblies, it is im-
portant to adjust the p* orbital energy on peripheral bpy ligands of the Ru
chromophores, such that they do not become electron traps.69 Ideally, the
acceptor orbital of the bpy-like portion of the bridging ligand should be equal
or lower in energy than that of the peripheral ligands to help direct the electron
to the Re site.60,69

Cyclam-based macrocyclic ligands with either cobalt or nickel ions are one of
the most commonly used co-catalysts for the photochemical reduction of CO2

in the presence of Ru(bpy)3
21.75–83 As seen in Figure 11.14,78 the production of

CO is shown to proceed through the reduction of the macrocycle by the singly
reduced Ru species, Ru(bpy)3

1, followed by formation of metal hydride
intermediate (species 36). The next step is insertion of CO2 into the metal hy-
dride bond to form the metallo-formate (37). This species then decomposes to
form CO and water. This species can rearrange to for the oxygen-bound for-
mate species 38 which can be lost as formate by simple protonation.75,77,78,82,84

In both cases, the catalyst is regenerated by a reducing agent. A competing
pathway in this system is the reaction between the metal hydride and another
proton to form H2. The use of a different photosensitizer yields an additional
product with these catalysts. When p-terphenyl81,83 or phenazine82 is used in
place of Ru(bpy)3

21 the formation of formate is also observed in addition to
CO and H2.

Another class of macrocycle complexes that are used in the reduction of CO2

are porphyrin-based complexes using iron and cobalt. The photochemical re-
duction of CO2 with iron porphyrins, follows a similar catalytic process as the
electrochemical reduction, shown in Figure 11.15, with the key difference being
the method in which the active species, [Fe(0)TPP]2�, is formed.85 In the
photochemical method, the active species is formed through a three-step pro-
cess which involves four photons and two porphyrin rings. The first step
(Equation (11.8)) is photoreduction of the iron(III) porphyrin to iron(II)

Table 11.3 TONCO of different numbers of active sites and their comparison
with appropriate monometallic model complexes containing
different ratios of [Ru(dmb)3]

21 and [(dmb)Re(CO)3Cl]. TON is
calculated after 16 h of irradiation based on Ru(II) moieties with
the complex concentration of 0.05 M.

Complexes
RuþRe
(1:1) Ru-Re

RuþRe
(1:2) Ru-Re2

RuþRe
(1:3) Ru-Re3

RuþRe
(2:1) Ru2-Re

TONCO 100 160 89 190 60 240 55 110
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porphyrin in the presence of a reducing agent, TEA, which is coordinated to the
axial site of the complex.

The second step is further illumination of the iron(II) species to result in
iron(I) species with a mechanism similar to first step (Equation (11.9)). This
process is far less efficient than the previous one and is affected by the con-
centration of TEA.

TEA-FeðIIIÞTPP!hv FeðIIÞTPPþ TEA�þ ð11:8Þ

TEA-FeðIIÞTPP! FeðIÞTPP� þ TEA�þ
hv

ð11:9Þ

The last step to make the active species of this complex is a disproportionation
reaction of two iron(I) species in solution to give one iron(0) species and one
iron(II) species (Eqn. 11.10). CoTPP, was demonstrated to perform similarly to
FeTPP with Co(0)TPP2� as the active catalytic species.84

2FeðIÞTPP� ! Feð0ÞTPP2� þ FeðTPPÞ ð11:10Þ

11.6.2 Deeper Reduction Using a Hybrid System

As mentioned previously, molecule-based photochemical systems capable of
photoreducing CO2 beyond formic acid or CO are hard to come by. In recent

Figure 11.14 Acid assisted CO2 electroreduction by metal cyclam where M is cobalt
or nickel.
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work, we examined the use of pyridine and the [Ru(phen)3]
21 chromophore for

reduction of CO2 to methanol, basing the deeper reduction on the prior work of
Bocarsly et al. (see section 11.4.1).86 As shown in Figure 11.16, methanol was
produced in a system composed of [Ru(phen)3]

21, pyridine, ascorbic acid, and
CO2 in water (pH 5.0) irradiated at 470 nm over a period of 6 h.86 The proposed
mechanism of reduction is indicated in Figure 11.17; the entire system is seen to
be simply a combination of the CO2-reducing ability of pyridine and the re-
ducing power of [Ru(phen)3]

1 formed upon reductive quenching of the 3MLCT
state in the complex. Interestingly, this is the first report of pyridine functioning
to produce methanol in a purely molecular system. In the electrocatalytic
systems, it has been reported that the nature of the working electrode is integral
to the observed catalytic activity. For example, methanol production is only

Figure 11.15 Metal ion-assisted CO2 reduction where the metal ion is Ca21, Mg21,
Na1, Li1, with Mg21 working the best.
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observed with Pt working electrodes, and theoretical studies have suggested
that the Pt surface is required for methanol production.86 At present, the ac-
tivity of the [Ru(phen)3]

21/pyridine system is modest, with 0.15 methanol
molecules produced per Ru chromophore over a 6 h period, which – when
adjusted for the number of electrons involved – corresponds to 0.9 TON.86 The
loss of activity after 6 h is attributed to decomposition of the [Ru(phen)3]

21

chromophore, which is known to occur via ligand labilization in the excited
state, a problem than can exacerbated by the presence of pyridine in the system.
Reports of deeper reductions of CO2 to methane are quite rare in the literature,
although the process has been observed for the [Ru(bpy)3]

21 chromophore and
colloidal metals.87,88

Figure 11.17 Proposed mechanism of the reduction of CO2 by pyridine in the
presence of [Ru(phen)3]

21 in water.

Figure 11.16 Temporal evolution of methanol from reduction of CO2 with time for
irradiation with 470 nm light.
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11.7 Photocatalytic CO2 Reduction using

Semiconductor Nanoparticles

11.7.1 Syngas as Precursor in Fisher-Tropsch Process for

Production of Synthetic Fuels

Syngas (or ‘‘synthesis gas’’) is the name given to a gas mixture that contains
varying amounts of CO and H2. Common examples of producing syngas in-
clude the steam reforming of methane or liquid hydrocarbons and the gasifi-
cation of coal or biomass. Thermally mild (i.e. low temperature) alternatives for
producing this transportable chemical fuel mixture would obviously be sig-
nificant from an energy perspective. Value is added even further if the pro-
duction process can be driven via a renewable solar energy source from a source
greenhouse gas material such as CO2.

11.7.2 Photogeneration of Syngas Using AgBiW2O8

Semiconductor Nanoparticles

Figure 11.1 depicts the band-edges for AgBiW2O8 superimposed on the rele-
vant redox levels for CO2 reduction. Unlike for semiconductors such as WO3

and BiVO4 that are otherwise excellent photocatalysts for oxidative processes
(e.g. water photooxidation), the conduction band-edge of AgBiW2O8lies far
enough negative to sustain CO2 reduction.

Double tungstates of mono- and trivalent metals with composition:
AB(WO4)2 are known to have structural polymorphism.89 Here, A is a
monovalent alkali metal (or Ag, Tl) and B represents a tri-valent element such
as Bi, In, Sc, Ga, Al, Fe, or Cr. To date, very little is known on the exact crystal
structure of AgBiW2O8. Our density functional theory calculations90 indicate
that the wolframite structural modification should be the most stable, while the
scheelite and fergusonite structures are 0.69 eV and 0.28 eV higher in energy,
respectively. Further details are given in reference 90. Synthesis, structural,
surface, and optical characterizations of this oxide semiconductor are also
given elsewhere.90,91 We focus here on the use of nanosized particles of Pt-
modified AgBiW2O8 for mild syngas photogeneration.

Formic acid was used as a precursor for CO2 in these proof-of-concept ex-
periments. The UV-photogenerated holes in AgBiW2O8 were then used to
generate CO2 in situ at the oxide semiconductor-solution interface. It is worth
noting here that the direct electrochemical reduction of CO2 in aqueous media
is hampered both by the low partial pressure of CO2 in the atmosphere (3.9 �
10�4 atm) and by its low solubility in water (1.5 g/L at 298 K).92 On the other
hand, formate species have high solubility in water (945 g/L at 298 K).93

Further, they have high proclivity for being adsorbed on oxide semiconductor
surfaces94 and are easily oxidized by the photogenerated holes in the oxide.
Figure 11.18 presents the data.90,91 The GC results clearly show the formation of
CO and H2 via photocatalytic reactions. Control experiments conducted without
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the oxide semiconductor did not yield any of the products shown in Figure 11.18,
indicating that direct photolysis of the organic acid was not a factor here.

One surprising aspect of these experiments was that product generation
could be sustained for periods up to at least several minutes without a no-
ticeable fall-off in the rate. This indicates that CO-poisoning of the Pt surface
was not a factor, at least in the initial stages of the photocatalytic process. The
site specificity of product evolution, namely HER on the Pt sites and CO2

photoreduction on the unmodified oxide surface, is an interesting aspect that
deserves further study. The results in Figure 11.18 are also non-optimized in
terms of product evolution efficiency and quantum yield. Practical application
of this syngas photogeneration approach will necessitate modification of the
oxide semiconductor so that wavelengths in the visible part of the solar spec-
trum (rather than the UV portion in Figure 11.18) can be accessed.

11.7.3 Photoreduction of CO2 using Cu2O as Semiconductor

and Pyridine as Solution Co-Catalyst

Copper (I) oxide, Cu2O, is an attractive p-type semiconductor with a band gap
energy ofB2.0 eV, a conduction band-edge lying far enough negative to sustain
CO2 reduction, and a high absorption coefficient over the visible wavelength
range in the solar spectrum. One limitation of using Cu2O photoelectrodes is
their poor stability in aqueous electrolytes because the redox potentials for

Figure 11.18 GC data for the simultaneous evolution of CO and H2 from a platinized
AgBiW2O8 suspension.
Reproduced with copyright permission from J. Nano Research, 2012,
17, 185–191, Trans Tech Publications, Switzerland.
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Cu2O/Cu0 and CuO/Cu2O lie within the band gap of thee semiconductor.
However, the performance of these photoelectrodes can be enhanced by metal
and/or semiconductor coatings95, 96 as well as by solution electron shuttles such
as methyl viologen.96 We reported the stabilization of electrodeposited Cu2O
photoelectrodes by a Ni surface protection layer and also by the use of an
electron shuttle in solution.96 High photoactivity of electrodeposited Cu2O was
obtained under a surface protection consisting of nanolayers of Al-doped ZnO
and TiO2 to avoid photocathodic decomposition.95 These films were also ac-
tivated with Pt nanoparticles to enhance solar hydrogen generation.95 Photo-
currents for electrodeposited Cu2O(111) were optimized separately for solar H2

generation without using any surface treatment.97

Cathodic electrodeposition of copper oxide from a copper sulfate bath
containing lactic acid is a versatile and low-cost technique. The bath pH is
known to determine the grain orientation and crystallite shape of the resulting
film.97–100 Thus, films electrodeposited from an alkaline bath of pHB9 are
highly oriented along the (100) plane, while a preferential (111) orientation
occurs in films grown at more alkaline pHs (pHB12).98 Interestingly, as the
bath pH is varied from 7.5 to 12, a third preferred orientation, (110), can be
identified in a narrow pH range of 9.4 to 9.9.101 The preferred grain orientation
and crystallite shape were also found to depend on the applied potential (in the
potentiostatic growth mode),102 while layered Cu2O/Cu nanostructures were
formed by galvanostatic electrodeposition.103

Although there are quite a few studies on the use of Cu2O photocathodes for
HER,96,97,104–106 to the best of our knowledge there are no reports of their use
for CO2 photoreduction. An intriguing aspect for study hinges in the capability
of preferentially-oriented electrodeposited films for CO2 photoreduction.
Among the (100), (110) and (111) crystal faces of Cu2O, the (111) orientation is
the best one for photoreduction reactions,107 and therefore the data presented
below correspond to electrodeposited Cu2O(111) films. Besides, the observation
of high cathodic photocurrents (B 6–8 mA/cm2) for HER on Cu2O(111) films
electrodeposited from a copper lactate solution (pH 12)95–97 is very en-
couraging because it demonstrated that the highest cathodic photocurrent were
associated with electrodeposited Cu(111) films.97

The use of a p-type photoelectrode for CO2 reduction was reported in the late
eighties for the case of CdTe and GaP electrodes in aqueous solutions in the
presence of tetraalkylammonium salts.108 However, much more recently,
pyridine was incorporated into the electrolyte as a co-catalyst for the reduction
of CO2 at illuminated p-type electrodes (GaP and FeS2).

109,110

Our data below correspond to electrodeposited Cu2O(111) films grown on
gold-coated quartz crystal working electrodes polarized at –0.4V in 0.2M
CuSO4þ 3M lactic acidþ 0.5M K2HPO4, pH 12 at 25C to reach a total
charge of 180 mC/cm2 which corresponds to 0.25 mm film thickness. The as-
sociated total mass of the film was 140 mg/cm2 as measured during its growth by
electrochemical quartz crystal microgravimetry (EQCM).

To analyze the stability of electrodeposited Cu2O(111) electrodes, cathodic
photocurrent density and mass change (Dm) were recorded as a function of
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potential under chopped simulated AM 1.5 solar illumination in a solution just
containing the supporting electrolyte (Figure 11.19).111 Prior to defining the
optimal film thickness, careful analyses were performed (data not shown) to
verify compliance of the EQCM set-up with the Sauerbrey equation.111–113

Figure 11.19 compares the effect of solar light intensity on the photocurrent
and Dm values for the photoelectroreduction of water to hydrogen. The data in
Figure 11.19 (top) are for illumination from a 1.5AM solar simulator, and
those in Figure 11.19 (bottom) are for the case when a 10% neutral density filter
was placed in between the light source and the electrochemical cell. Clearly,
although significantly higher photocurrents (up to 2mAcm�2) are reached
under full illumination, there is a beneficial effect on the relative photocurrent
and mass changes brought about by decreasing the light intensity. The total
photocurrent is mainly associated with photoelectron transfer to water, pho-
togenerating H2 as represented in Equation (11.11):

H2Oþ 2e� ! H2 þ 2OH� ð11:11Þ

Nonetheless, there are also measurable mass changes associated principally
with the photocathodic decomposition of the oxide as indicated in Equation
(11.12):

Cu2Oþ 2e� þH2O! 2Cuþ 2OH� ð11:12Þ

Reaction (11.12) has the net effect of decreasing the photoactivity of the
electrode.

The above data show that electrodeposited Cu2O(111) films are more stable
and reached higher photon to current conversion ratios than under the full
output of simulated AM 1.5 illumination. This effect on performance seems to
be rooted in the better capability of the photoelectrode/electrolyte interface to
deal with a lower photon flux because: (i) there is less photoconversion of Cu2O
to Cu0 (Equation (11.12)) as indicated by a lower mass loss and (ii) a more
efficient photocurrent is associated with the transfer the photogenerated elec-
trons to the electrolyte, i.e. conversion of water to H2 (Equation (11.11)) when
the light intensity is low. It is useful to recall here that the minority-carriers
(photoexcited electrons) are collected only over a distance corresponding to the
sum of the space charge layer thickness and the electron diffusion length. For
electrodeposited Cu2O(111) electrodes, this distance is always less than 100 nm
in the potential range under study,97 while the photon absorption depth near
the band gap is much larger and in the micrometer range (1–2 mm).

For CO2 reduction on illuminated Cu2O(111), chopped (0.2 Hz) and con-
tinuous AM 1.5 simulated solar illumination were used (Figure 11.20). The pH
of the electrolyte was adjusted to pH 5 to compare CO2 reduction in the ab-
sence and in the presence of protonated pyridine (PyH1, pKa¼ 5.5) as solution
co-catalyst. Chopped illumination at a potential of �0.4 V (a rather low
potential for Reaction 7 to be dominant) shows that the presence of PyH1 en-
hances the cathodic photocurrent associated to CO2 reduction only by ca. 15 %
(compare Figure 11.20 a and b). While the photocurrent enhancement by PyH1

is modest, the PyH1 contribution by draining the photoelectrons to the solution
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Figure 11.19 Effect of light intensity on the photocurrent/potential and Dm/potential
profiles of Cu2O(111) films in N2 saturated 0.1MNa3PO4 under
chopped simulated AM 1.5 illumination at full output (top) and at
10% intensity with a neutral filter (bottom).
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side, thus avoiding photocorrosion of the electrode, is quite clear as shown by the
comparative mass changes under continous irradiation (Figure 11.20c). It can be
seen that the mass decrease is faster in the absence of PyH1, reaching a total
mass loss of 4.0 mg/cm2 after 120 s of irradiation, while in the presence of PyH1

the mass loss was reduced to only 2.9 mg/cm2 after 200 s.
Although these mass changes indicate the instability of the Cu2O photo-

electrodes, longer times of irradiation show only relatively insignificant mass
changes, which in comparison to the total film mass (140 mg/cm2) are only in
the 2–3% range. Further, the presence of PyH1 enhances the film inertness as
indicated by the absence of mass increase associated with adsorption of solu-
tion species on the Cu2O(111) surface. Verification of these ideas is being
carried out currently by analyzing the surface composition after performing
CO2 reduction as well as in the product detection from reactions such as those
represented in Equation (11.12). Other Cu2O film morphologies with different
preferential orientations are also under scrutiny in our laboratory.

11.8 Concluding Remarks and Future Directions

Progress in the realm of molecular catalysts in the last 40 years toward the
reduction of CO2 has been substantial, but primarily limited to reduction to CO
or formate. CO does have value in that it can be used in a Fischer–Tropsch
reaction to produce higher carbon fuel products, but there is a general recog-
nition that deeper reduction to more value-added products such as methanol is
needed. Semiconductor-based photocatayst systems have also shown promise
for both the above reduction pathways.

Figure 11.20 Photocurrent flow (under chopped 105 AM 1.5 illumination) at �0.4 V
(vs. Ag/AgCl) for a Cu2O(111) film in pH 5, CO2 saturated solution
without (a, blue line) and with (b, red line) 10mM pyridine. (Curves
were shifted for better comparison and each one includes the zero
current). Frame (c) contains a comparison of mass changes (as meas-
ured by EQCM) for the respective (a) and (b) scenarios except that
continuous instead of chopped irradiation was used.

Electro- and Photocatalytic Reduction of CO2 325

 1
4/

10
/2

01
3 

09
:3

8:
12

. 
Pu

bl
is

he
d 

on
 3

1 
D

ec
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

77
39

-0
02

89
View Online

http://dx.doi.org/10.1039/9781849737739-00289


Although there are promising examples in the literatures, some obvious
problems remain. The current technology does not meet the grand goal for
industrial large-scale operation. The challenge to overcome is the overpotential
for the electrochemical systems and short-lived one-electron reduced species for
the photochemical systems. It is also critical to replace sacrificial reducing
agents with more practical donors such as water, so as to close the loop in a
practical fuel cycle. The use of sunlight to drive photoreduction is a sustainable
method for the use of CO2 as a C1 feedstock. Examples of incorporation of a
chromophore with the real catalyst in either intermolecular or intramolecular
photochemical systems have demonstrated the feasibility of CO2 reduction.
However, photoinduced electron transfer from the chromophore to the catalyst
or from the semiconductor to the solution still account for much of the in-
efficiency in these systems. To address this issue will require sustained efforts by
scientists in the rational design of molecule- or semiconductor-based assemblies
to reduce these inefficiencies. It is the authors’ hope that this book chapter will
contribute to further progress and stimulate future generations of scientists to
dvelop new electro-/photocatalyst design paradigms.
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CHAPTER 12

Key Intermediates in the
Hydrogenation and
Electrochemical Reduction of
CO2

KLAAS JAN SCHOUTEN AND MARC KOPER*

Leiden Institute of Chemistry, Leiden University, Einsteinweg 55,
PO Box 9502, 2300 RA, Leiden, The Netherlands
*Email: m.koper@chem.leidenuniv.nl

12.1 Introduction

Carbon dioxide is the main product of the oxidation of hydrocarbons. Since
hydrocarbon-based fuels are the world’s most important energy source, the use
of fossil fuels has led to significant increases of atmospheric CO2 levels that are
not expected to level out in the coming decades unless drastic measures are
taken.1 The increasing presence of CO2 in the atmosphere is causing widespread
concern about its possible consequences. On the other hand, from a more
positive perspective, CO2 is a vast and sustainable carbon feedstock that could
partly replace the widespread use of petroleum-based hydrocarbons as chem-
ical building blocks. Therefore, converting carbon dioxide into hydrocarbons
would not only limit the emission of carbon dioxide but also supply us with a
sustainable carbon feedstock, provided the conversion is performed using
sustainable energy and without much additional CO2 production. In this way,
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the re-usage of the carbon dioxide caused by human emissions would
enable a sustainable carbon cycle. If the hydrocarbons produced can be used as
fuels, a carbon energy cycle is created. Such a carbon-based energy cycle has
two main advantages compared to other proposed energy cycles that are,
for example, based on storing energy in hydrogen or batteries. Firstly,
hydrocarbons have a higher energy density, and secondly, storage is easier and
there will be no need to change the existing fuel infrastructure, provided the
generated fuel is a liquid.

Photosynthesis is one of the most important processes through which CO2 is
recycled in the earth’s natural carbon cycle. CO2 is inserted in carbon chains
using the energy from sunlight to create carbohydrates, which are used in na-
ture as chemical building blocks and energy carriers. Although these fuels used
by nature are oxygen-rich, in contrast to fossil fuels that are oxygen poor and
therefore more energy rich, mimicking photosynthesis would still be an at-
tractive way to close our carbon-based energy loop and create a sustainable
carbon energy cycle.

One of the promising ways to convert carbon dioxide into hydrocarbons is to
do this electrochemically and ultimately to integrate such a process in a photo-
electrochemical device. An auspicious discovery in this area was made by Hori
in 1985, who showed that CO2 can be converted directly to hydrocarbons on
copper electrodes.2 Only copper electrodes catalyze this reaction to a significant
extent, and the main carbon products are methane and ethylene.3 Ample re-
search has been performed to understand the electrochemical reduction on the
molecular level, but in spite of the extensive literature, the molecular mech-
anism is still a matter of debate.4,5 With the renewed interest in solar fuels and
CO2 reduction and recycling, the mechanistic details of the electrochemical CO2

reduction have become a topical subject of interest again in recent years.6,7

Understanding the mechanism of this reaction is important, as it would open
up routes to the production of high-energy fuels by the (photo-)electrochemical
reduction of CO2.

To further our understanding of the mechanistic aspects of the
electrochemical conversion of CO2, it is worthwhile to compare this mech-
anism with other hydrogenation reactions of CO2. Both homogeneous
and heterogeneous catalysis have been used to convert CO2 to various
hydrocarbons, i.e. carbon monoxide, methanol, methane, and formic acid.8

This chapter is focussed on the reaction mechanisms of CO2 reduction on a
molecular level using metal catalysts. In order to obtain more insights into the
key intermediates that determine the selectivity of CO2 reduction to the
various products, we compare the electrochemical reduction of CO2,
using copper and other metal electrodes in solution, with the metal-catalyzed
hydrogenation and reduction of CO2, both homogeneously in solution
and heterogeneously in the gas phase. This chapter does not discuss
the technical and economical feasibility studies of the various ways in which
CO2 can be converted: for such discussions we refer to other recent
literature.9–12
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We begin with a brief mechanistic overview of CO2 fixation as it takes place
in nature. Next, we give an overview of the reaction mechanisms for the various
processes that are based on the hydrogenation of CO2 including (i) the synthesis
of carbon monoxide via the reverse water-gas shift (RWGS) reaction, (ii) the
methanation of CO2, (iii) methanol synthesis, (iv) hydrocarbon synthesis, and
(v) the hydrogenation of CO2 to formic acid using homogeneous catalysis. We
then discuss the latest insights into the mechanisms of the electrochemical CO2

reduction using metal electrodes and metal complexes, and finally compare the
various mechanisms in the concluding section.

12.2 CO2 Fixation in the Calvin Cycle

The conversion of CO2 to carbohydrates in plants is called the Calvin cycle,
named after Melvin Calvin who discovered the cycle in the 1950s and was
awarded the Nobel Prize for Chemistry in 1961. In this cycle, the energy of
sunlight is used to fix CO2 and convert it into triose phosphates.13 The carbon
fixation in the Calvin cycle can be broken down in four steps, as shown in
Figure 12.1. First, a proton is removed from ribulose-1,5-biphosphate, re-
sulting in the formation of an enediolate intermediate. CO2 binds to this ene-
diolate to form a C6 intermediate through a carboxylation reaction. This
intermediate is hydrated in the next step, after which it breaks into two
3-phosphoglycerates.

After the carboxylation, the two 3-phosphoglycerates are converted into
glyceraldehyde 3-phosphate, a three-carbon sugar phosphate. Five of these
glyceraldehyde 3-phosphates are regenerated by converting them into three
ribulose-1,5-biphosphates. So overall, three turns of the Calvin cycle yield one
C3 product, the glyceraldehyde 3-phosphate. These triose phosphates are used
to synthesize hexose phosphates, which can be converted to (i) sucrose for
transport, (ii) starch for energy storage, (iii) cellulose for cell wall synthesis, and
(iv) pentose phosphates for metabolic intermediates.

The enzyme that catalyzes the carboxylation reaction is ribulose-1,5-bipho-
sphate carboxylase oxygenase (rubisco). The active site of this enzyme contains
an Mg21 ion, that brings together and orients the reactants, as shown in
Figure 12.214 Deprotonation of ribulose-1,5-biphosphate results in the for-
mation of the enediolate, shown in Figure 12.1a. CO2, polarized by the Mg21

ion, is then added to the double C–C bond of the enediolate, resulting in the
formation of a carboxylate, as shown in Figure 12.2b.13

Figure 12.1 Carbon dioxide fixation in the Calvin cycle.
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12.3 The Mechanisms of CO2 Reduction Using

Heterogeneous Catalysis

12.3.1 Carbon Monoxide Synthesis via the Reverse Water-Gas

Shift Reaction

The formation of carbon monoxide from CO2 via the reverse water-gas shift
(RWGS) reaction,

CO2þH2 ! COþH2O ð1Þ

is one of the most promising ways to convert CO2, for several reasons.
15 First,

since the RWGS is an endothermic reaction, the reaction product CO is a way
to store energy, i.e. the conversion of CO2 to CO can be used to store hydrogen
energy. Next, this reaction can be used to change the ratio of H2/CO in syngas,
allowing for selective hydrocarbon formation. Furthermore, the RWGS occurs
as a side reaction in many processes where CO2 and H2 are present, for ex-
ample, in methanol synthesis. Finally, CO can be converted to various useful
chemicals such as formic acid, methanol, formaldehyde, and long hydrocarbon
chains.

Since the RWGS is a reversible reaction, catalysts active in the water-gas
shift (WGS) reaction are often also active in the reverse reaction.11

COþH2OÐCO2þH2 ð2Þ

Since Cu-based catalysts are the most studied for the WGS reaction, they are
also applied for the RWGS reaction.8 Examples of catalysts used for the
RWGS are Cu-Ni/g-Al2O3 and Cu-ZnO/Al2O3, the latter is used for methanol
synthesis as well.8 Cerium-based catalysts are also active in the (R)WGS
reaction.8,11

The mechanism of the RWGS reaction is still controversial. According
to two recent review articles, two main reaction mechanisms have been

Figure 12.2 Carboxylation in the active site of Rubisco.

336 Chapter 12

 1
4/

10
/2

01
3 

09
:3

8:
22

. 
Pu

bl
is

he
d 

on
 3

1 
D

ec
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

77
39

-0
03

33
View Online

http://dx.doi.org/10.1039/9781849737739-00333


proposed: the redox-mechanism and the associative formate-mechanism.8,10 In
the redox-mechanism, the CO2 dissociates directly to CO and O, followed by
the reduction of the oxide by hydrogen, resulting in the formation of water. On
a Cu-based catalyst, this reaction can by modeled by:

CO2þ 2Cu0 ! Cu2Oþ CO ð3Þ

H2þCu2O! 2Cu0þH2O ð4Þ

Both reaction (3) and (4) have been suggested as the rate determining step
(RDS) for the (R)WGS.16–19 Since it is a continuous process, the reduction of
the oxidized Cu has to be faster than the oxidation process, and the RDS is
probably the dissociation of CO2.

8,18,20

In the formate-mechanism, formate is formed by the association of hydrogen
with CO2. CO is formed subsequently by the decomposition of formate into CO
and OH.

CO2 ! CO2;ads ð5Þ

H2 ! 2Hads ð6Þ

CO2adsþHads ! HCO2;ads ð7Þ

HCO2;ads ! COþOHads ð8Þ

OHadsþHads ! H2O ð9Þ

The dissociation of formate is assumed to be the RDS.20 However, considering
the mechanistic studies of the WGS reaction,21,22 and taking into account the
microscopic reversibility of the models used, it cannot be excluded that also in
the RWGS hydroxycarboxyl, COOH, is the intermediate to CO instead of
formate. One indication why formate is unlikely as an intermediate to CO
formation, is that formate binds bidentate with two O atoms to the surface,
whereas CO binds with its C atom, which makes the reaction step from HCOO
to COþOH – reaction (8) – very difficult.21 Although adsorbed formate has
been observed during the (R)WGS with several techniques, it could be only a
spectator species.21 Next to formate and hydroxycarboxyl, carbonate has also
been proposed as an intermediate for the RWGS reaction.23

12.3.2 Methanation of Carbon Dioxide

The hydrogenation of CO2 to methane is an important process. This reaction,
called the Sabatier reaction, can be used for the production of syngas (via steam
reforming), and is a way to store hydrogen energy and use this in the existing
natural gas network.

CO2þH2 ! CH4þ 2H2O ð10Þ

Supported Ni is the most studied catalyst material; other catalytic systems
that are used for the Sabatier reaction are mainly based on Ru.8,24
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Although differences in the rate and the selectivity for the methanation of
CO2 and CO are observed,25 the general proposed mechanism of CO2 hydro-
genation is that CO2 reacts to CO first, and subsequently follows the reaction
mechanism of CO methanation.8,24,26 For the first step, the formation of CO, it
is proposed that, similar to the RWGS reaction and methanol synthesis, CO is
formed via the decomposition of formate8,24,27 or hydroxycarboxyl.26 Inter-
estingly, it was proposed recently that the hydrogenation of CO2 to formate
(HCOO) is a dead-end in the reaction, but that instead the hydrocarboxyl
(COOH) leads to the formation of CO.28

The mechanism of CO methanation was proposed in the seventies to occur
via an CHxO intermediate,29,30 but the generally accepted mechanism now-
adays assumes the formation of surface carbon by CO dissociation via the
Boudouard reaction, with subsequent hydrogenation.8,24,26

12.3.3 Methanol Synthesis

The synthesis of methanol is an important industrial process, since methanol is
an alternative fuel and an important building block for synthesis in the
chemical industry; over 40million tons of methanol are produced per year.
Most methanol plants are fed by natural gas which is converted to syngas by
steam reforming, and the syngas subsequently is converted to methanol using
copper-based catalysts. It is a promising process since CO2 and H2 can be used
as a starting material using the same catalysts.

CO2þ 3H2 ! CH3OHþH2O ð11Þ

The mechanistic details of the reaction of CO2 to methanol are still a matter
of debate. Two possible reaction pathways have been proposed for methanol
synthesis from CO2 and H2 over Cu-based catalysts.8,17,32 One pathway is the
formate-pathway, in which the reaction to methanol proceeds through the
formation of formate (HCOO), dioxomethylene (H2COO), formaldehyde
(CH2O), and methoxy (CH3O). On Cu, this is usually considered as the pre-
dominant pathway.17 An example of this pathway, calculated by Nakatsuji and
Hu on Cu(100),31 is shown in Figure 12.3. There is no agreement in the lit-
erature on the RDS for this particular pathway. Usually the hydrogenation of
adsorbed formate, as shown in Figure 12.3, is considered to be the RDS,31,33–36

but the hydrogenation of dioxomethylene17,39 or methoxy38 have also been
proposed as the RDS.

The other pathway involves the RWGS reaction (1), where CO2 is first
converted to CO, which is then hydrogenated to form methanol.

COþ 2H2 ! CH3OH ð12Þ

This RWGS-pathway can explain the formation of CO as the major by-product
during methanol synthesis from CO2.

8,17,39 In this pathway, the CO will be
hydrogenated to formyl (HCO) and formaldehyde (H2CO) after which it will
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follow the same path as shown in Figure 12.3. The overall RDS for the RWGS-
pathway is the recombination of water from H and OH on the surface.17

Concerning the reduction of CO to methanol only, the hydrogenation of
methoxy has the highest activation energy.17,32,38

To avoid undesired by-products, a highly selective catalyst is needed. Al-
though many kinds of metal-based catalysts have been examined for the syn-
thesis of methanol, modified Cu, in particular Cu/ZnO, remains the main active
catalyst. Although this Cu/ZnO system has been studied extensively, there is no
consensus in the literature on the promotional role of ZnO and on the active
site of the catalyst. One proposition is that the active site is metallic Cu,34,37 and
that the ZnO improves the dispersion and stabilization of metallic copper.8,17

On the other hand, it has been proposed that the active site in methanol syn-
thesis is a Cu1 species, stabilized by the ZnO phase.40–42 Recent work by
Behrens et al. suggests that the active sites are steps at the Cu surface, alloyed
with Zn.43 The Znd1 at the steps increases the binding strength of oxygenated
intermediates, which decreases the energy barriers in the reaction.

Other catalysts that have been used for methanol synthesis are Pd/b-Ga2O3,
Cu/ZrO2, and molybdenum sulfide.8

12.3.4 Synthesis of Hydrocarbons

Hydrogenation of CO2 to hydrocarbon chains would be the ultimate goal of
CO2 utilization. Investigations into this subject can be divided into two cat-
egories: methanol-mediated and non-methanol mediated.8,44

The hydrogenation of CO2 via methanol is performed on a composite
catalyst, a combination of the standard Cu-Zn catalyst used for methanol

Figure 12.3 Hydrogenation of CO2 to methanol via the formate-pathway on Cu(100).
Reprinted with permission from reference 31. Copyright 2000 John
Wiley & Sons, Inc.
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synthesis with a zeolite used for the methanol-to-gasoline (MTG) process.45,46

However, this method usually gives light alkanes as major hydrocarbon
products because the methanol synthesis catalyst further hydrogenates the
intermediate alkenes formed in the zeolites.45,47

The non-methanol mediated hydrogenation of CO2 is usually performed
using Fischer-Tropsch (FT) catalysts.44 The most common metals in the FT
process are cobalt and iron. Cobalt is the catalyst of choice in FT when long
carbon chains are needed. However, the product distribution changes signifi-
cantly when switching the feed gas from syngas to a gas mixture containing
CO2 and H2. In the presence of CO2, cobalt acts as a methanation catalyst. Iron
has a higher catalytic activity for the WGS reaction than cobalt, which means
that under FT conditions CO2 is formed from syngas, making it a less attractive
FT catalyst. However, for the hydrogenation of CO2 this is an advantage, since
iron also catalyzes the RWGS reaction. CO2 hydrogenation on Fe has been
shown to occur in two steps: first CO2 is converted to CO via the RWGS re-
action, followed by chain propagation via the FT mechanism resulting in al-
kenes in the range C2–C5.

44,47

It would go beyond the scope of this chapter to discuss the controversial FT
mechanism in detail. Several different mechanisms have been proposed since
the discovery in the 1920s.48 Currently, the proposed mechanisms can be
divided into two classes: according to the first class, CO or CHxOH species are
inserted into the growing hydrocarbon chain, after which the C–O or C–OH
bond is broken. In the other class, the C–O or C–OH bond is broken first,
leading to the formation of CHx species that are incorporated into the
growing chain. The currently generally accepted mechanism is the latter,
where CO is dissociated first resulting in the formation of C1 (CH2) species,
followed by FT chain growth.48,49 The breaking of the C–O bond can be
activated by the assistance of hydrogen through the formation of adsorbed
CHO or COH. Calculations for single-crystal surfaces have shown that this
so-called ‘‘hydrogen assisted CO activation’’, is the optimum pathway on flat
surfaces whereas at defects on the surface the direct dissociation of CO is
favored.49

12.4 The Mechanisms of CO2 Reduction Using

Homogeneous Catalysis

12.4.1 Synthesis of Formic Acid

The main product of CO2 hydrogenation using homogeneous catalysis is for-
mic acid. Formic acid has a wide range of applications, for example, in the
leather industry and for food preservation, and is a starting material for the
production of various chemicals. Formic acid has also been proposed as a way
to store hydrogen,8,50 and as a fuel for formic acid fuel cells.51 Complexes of
several transition-metals are used to catalyze this reaction, i.e. rhodium,
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ruthenium and iridium.8,52,53 Ru complexes often show the best activity and
selectivity.8

CO2þH2 ! HCOOH ð13Þ

The key step in the reduction of CO2 with H2 to formic acid is the formation
of the C–H bond. For the formation of this bond, formate has always been
detected as an intermediate.52 Formate is formed by the insertion of CO2 into
the metal-hydride bond. The binding of formate to the active site can be
bidentate, ionic, or monodentate.54,55 Various reaction mechanisms for the
different metal complexes have been proposed,8,53,54 but two fundamental
different reaction mechanisms for the formation of formic acid are dis-
tinguished, as shown in Figure 12.4.56 In the mechanism shown in the left-hand
panel of Figure 12.4, the formate is formed upon oxidative addition of the CO2,
followed by reductive elimination of the formate by a hydride in the complex.
On Rh, a different pathway is observed, with a smaller energy barrier compared
to the reductive elimination mechanism, where the formic acid is formed from
the formate directly from a dihydrogen complex by s-bond metathesis.54,56,57

The reaction is often performed in organic solvents, but the addition of small
amounts of water or alcohols has been shown to improve the catalytic hy-
drogenation of CO2 to formic acid.8,53,58 A proposed explanation is that
hydrogen-bonding to the oxygen atom of CO2 enhances the electrophilicity of
carbon, thereby facilitating its insertion into the metal-hydride bond of the
metal complex.8,58

12.4.2 Synthesis of Other Products

While active homogeneous catalysts for the production of formic acid have
been discovered, there has only been preliminary development of catalysts for
the production of other products like methanol and CO.53 The formation of
CO is thermodynamically more favorable at elevated temperatures.53 Using Ru

Figure 12.4 Reaction mechanisms of the hydrogenation of CO2 to formic acid. ‘‘M’’
represents a metal atom and ‘‘L’’ a ligand group, which could also be the
solvent.
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complexes, the formation of CO, methanol and methane has been ob-
served.53,59 In this case, CO is observed as initial product, followed by the
formation of methanol and methane, suggesting that methanol is formed from
CO. For the formation of ethanol, a bimetallic catalyst of Ru and Co is used,
where the Ru-complex is believed to be primarily responsible for the reduction
of CO2 to CO and methanol, while the Co-complex is responsible for the
formation of ethanol from methanol and CO.53,59 Interestingly, the formation
of ethanol was only observed in the presence of iodide.

12.5 Mechanisms of the Electrochemical Reduction of

CO2

The electrochemical reduction of carbon dioxide has attracted sustained at-
tention in the past decades, for the synthesis of organic molecules as well as a
possible means of energy storage, e.g. of high-energy electrons generated by
photo-excitation. The most common reaction products are those that require
the transfer of 2 electrons,60 i.e. formic acid, carbon monoxide, and oxalic acid,
but examples of 6 and 8 electron conversions into e.g. methanol, ethylene and
methane have also been reported:

CO2þ 2Hþ þ 2e� ! COþH2O ð14Þ

CO2þ 2Hþ þ 2e� ! HCO2H ð15Þ

2CO2þ 2Hþ þ 2e� ! H2C2O4 ð16Þ

CO2þ 4Hþ þ 4e� ! H2COþH2O ð17Þ

CO2þ 6Hþ þ 6e� ! CH3OHþH2O ð18Þ

CO2þ 8Hþ þ 8e� ! CH4þ 2H2O ð19Þ

2CO2þ 12Hþ þ 12e� ! C2H4þ 4H2O ð20Þ

Figure 12.5 shows a Pourbaix diagram of the equilibrium potentials for the
reduction of CO2 to various products in water as a function of pH.5,61,62 The
formation of these products usually proceeds through proton-coupled multi-
electron steps, which are generally more favorable than single electron re-
ductions since thermodynamically more stable molecules are formed.61 The
standard potential of the outer-sphere single electron reduction of CO2 to
CO2

�� is �1.90 V vs. SHE in water, due to the large reorganizational energy
needed for the formation of the bent radical anion.61

CO2 þe� ! CO�
�

2 ð21Þ

Catalysts (partially) overcome the high overpotential for outer-sphere CO2

reduction by binding and protonating the CO2 species such that its stability is
improved. Nevertheless, high overpotentials may lead to a broad product
distribution, especially on heterogeneous catalysts. Therefore, considerable
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efforts have been made to find catalysts that not only lower the overpotential
but also steer the selectivity of the reaction. Both homogeneous molecular
catalysis and heterogeneous catalysis, mostly metals, have been investigated for
these purposes.63

12.5.1 Homogeneous Electrocatalysis

The field of CO2 (electro)reduction using transition metal complexes in non
aqueous media started in the 1970s. In the homogeneously catalyzed reduction
of CO2, the reduced form of a reversible couple with an equilibrium potential
negative to the reduction potential of CO2 reacts with the CO2 and generates
the oxidized form. The reduction of the metal complex at the electrode starts a
new catalytic cycle. With respect to homogeneous electrocatalysis, Savéant
differentiates between redox catalysis and chemical catalysis.62 In redox cata-
lysis, the reduced form of the catalyst is only an outer-sphere electron donor,
whereas in chemical catalysis the interactions between the catalyst and sub-
strate are stronger and involve the formation of an addition product between
the catalyst and (a group of atoms initially belonging to) the substrate.62

Two families of transition metal complexes have been reported, namely Ag
and Pd porphyrins, as well as some Ni macrocycles, that only form oxalate at
potentials close to the CO2/CO2

�� couple, and therefore likely involve a redox
or quasi-redox catalysis, in which electron transfer step acts as a pre-
equilibrium to the rate determining dimerization of CO2

��. A quasi redox
catalysis mechanism has also been reported for the reduction of CO2 to oxalate
by anion radicals of aromatic nitriles and esters.62,64

Electrocatalytic CO2 reduction with metal complexes in solution typically
proceeds through chemical catalysis.62 The reported catalysts can be divided
into different categories, as shown in Figure 12.6: metal catalysts with
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Figure 12.5 Standard potentials of various products of CO2 reduction vs. pH.
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macrocyclic ligands, which can be divided into cyclam-like and porphyrin-like
complexes, metal catalysts with phosphine ligands, and metal catalysts with
polypyridyl ligands.61,62,65 The best efficiencies and/or selectivities are obtained
with Ni (cyclams), Fe (porhyrins), Re and Ru (polypyridyls), and Pd
(phosphines).

The most common reduction product using these catalysts is CO, which is
formed at potentials much less negative than the CO2/CO2

�� couple, which
clearly excludes a redox mechanism. Therefore, the first step in CO2 reduction
is most likely the coordination of CO2 to the previously reduced metal com-
plex.62 On Ni cyclams this complexation has been shown to be stabilized by a
strong back donation from Ni to CO2. This causes an increase in negative
charge at the O atoms of the CO2, in a similar configuration to the CO2

��

radical.5,66 The presence of weak Brønsted acids and Lewis acids has been
shown to stabilize the coordination of CO2 and facilitate the breaking of the
C–O bond to form CO (see reference 62 and references therein). Also water and
CO2 itself may have the same role as these acids. This has led to the proposed
mechanisms for the formation of CO shown in Figure 12.7a.62,65,67,68

Figure 12.7 (A) Various mechanisms for the reduction of CO2 to CO in the presence
of Lewis acids ‘‘A’’ and weak Brønsted acids ‘‘B’’. (B) Proposed mech-
anism for the reduction of CO2 to CO and formate.
Reprinted with permission from reference 62. Copyright 2008 American
Chemical Society.

Figure 12.6 Examples of the types of metal complexes that are used to reduce CO2.

344 Chapter 12

 1
4/

10
/2

01
3 

09
:3

8:
22

. 
Pu

bl
is

he
d 

on
 3

1 
D

ec
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

77
39

-0
03

33
View Online

http://dx.doi.org/10.1039/9781849737739-00333


The other common product obtained is formate. The mechanism suggested
for the formation of formate, shown in Figure 12.7b, is a proton-coupled
electron transfer to the coordinated CO2 that, depending on the catalyst, will
lead to the formation of CO or formate.62 Another mechanism, comparable to
the reductive elimination reaction shown in Figure 12.4, is via an internal hy-
dride transfer to the coordinated CO2.

65,69

In some cases, higher reduction products have been obtained with Ru
complexes, i.e. formaldehyde, methanol, and even some C2 species such as
CHOCO2

� and CH2OHCO2
�.70 These C2 products, which are the result of 4

and 6 electron transfer reactions, are only possible if CO is a stable intermediate
ligand that can be further reduced, and coupled with another CO2. The nature
of the catalyst is very important in this stabilization, and lower temperatures
are used to stabilize the intermediates.62,70 Interestingly, it has been shown that
pyridinium is able to reduce CO2 to methanol through six sequential electron
transfers.71 This is probably the first case in which sequential one-electron
transfers provide the low energy pathway for catalysis, in contrast to multi-
electron transfer pathways. The mechanism of the reaction was studied on Pt
electrodes with pyridinium in solution. Formic acid and formaldehyde were
observed as intermediate products in the formation of methanol, and the
reaction has been shown be first order in CO2 and pyridinium.71,72 The pyr-
idinium radical is proposed as the actual catalyst71,72 (although recent work by
Keith and Carter suggests differently).73 This radical can bind CO2 and reduced
intermediates through a coordinative interaction that stabilizes the intermedi-
ate species. The first step is the coordination of CO2 to the pyridinium radical
resulting in the formation of a carbamate species, suggesting a covalent N–C
bond.72 Subsequent electron transfer results in the formation of formic acid.
Formic acid again is coordinated to a pyridinium radical and is, via the formyl-
radical, reduced to formaldehyde. Coordination of formaldehyde results in
hydroxymethyl, which is reduced to methanol. This mechanism suggests an
inner-sphere-type electron transfer from the pyridinium radical to the inter-
mediates for the various mechanistic steps, where the pyridinium radical is able
to covalently bind the (radical) intermediate species and transfer the electron.

Electrochemical Carboxylation

The application of CO2 as a C1 source in organic synthesis might be a way to
CO2 fixation and could yield various useful carboxylic acids, including
pharmaceuticals. In organic chemistry, low-valent Ni and Pd species are gen-
erated in situ from NiII or PdII precursors, and facilitate C–C coupling re-
actions.74 Electrochemistry can provide an easy way to generate a desired
oxidation state of a metal complex that becomes the active catalytic species for
an organic reaction at potentials that avoid the direct reduction of the organic
compound. An example is the carboxylation of aryl halides.74–76 The reaction
was shown to proceed through a sequence involving Ni0, NiI, NiII and NiIII

intermediates, as shown in Figure 12.8. Another route to electrochemical car-
boxylation is the direct reduction of the organic compound, followed by the
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carboxylation.76,77 An example is the carboxylation of a-chloroethylbenzene.78

The a-chloroethylbenzene is reduced at the Pt cathode, which effectively re-
moves the chlorine. The reduced intermediate reacts with CO2 to form the
carboxylate. An Mg anode enhances the reaction: the Mg1 cations created by
dissolution of the anode stabilize the carboxylate anions by producing an in-
soluble Mg salt that prevents oxidation or protonation.78 Hindering the com-
peting protonation reaction is also the reason why this direct carboxylation is
usually performed in organic electrolytes or ionic liquids.

12.5.2 Heterogeneous Electrocatalysis

The conversion of CO and CO2 to hydrocarbons using heterogeneous catalysis
is usually performed at elevated temperatures and pressures. The direct elec-
trochemical conversion of CO2 would allow a process that avoids high tem-
peratures, and where the production rate can be controlled directly, depending
on the availability of surplus electricity. Only a few metals are active in this
process, and the product distribution is broad, depending heavily on the elec-
trode material and electrolyte used.

Aqueous Media

In aqueous media, metals can be divided roughly into 4 groups, based on the
products formed during the electrochemical CO2 reduction.

3,5 The first group
includes the metals that evolve hydrogen at low potentials and with a high CO
adsorption strength, such as Ni, Fe, Pt, and Ti. On these metals, CO2 is reduced

Figure 12.8 Mechanism of the carboxylation of aryl halides (ArX; X¼Br, Cl, I).
Reprinted with permission from reference 74. Copyright 2002 WILEY-
VCH.
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to strongly bound CO that blocks further reduction. Therefore, the main
product on these metals is hydrogen.

The second group of metals are those with a high hydrogen overvoltage and
a very low CO adsorption strength, such as Sn, In, Tl, Pb, Hg, Bi, and Cd. Since
the reduced intermediates are not (or only very weakly) adsorbed on the sur-
face, these metals are not able to catalyze the breaking of the C–O bond in CO2.
These metals facilitate the conversion of CO2 to formic acid with high current
efficiencies: formic acid is formed with 100% current efficiency on Hg. The first
step in the formation of formic acid is the formation of CO2

��. The formation
of this radical is observed in aqueous and non-aqueous solutions, and during its
formation and subsequent reduction only a very small fraction of the electrode
is covered by adsorbates (see reference 5 and references therein). The sub-
sequent reduction and protonation of CO2

�� to form formate does not depend
on pH, which shows that the proton donor is not H1 but H2O. This indicates a
mechanism in which CO2 is reduced to CO2

�� in solution, followed by the
protonation by water to form HCO2

� and its subsequent reduction to HCOO�.

CO2þ e� ! CO�
�

2 ð22Þ

CO�
�

2 þH2O! HCO
�
2þOH� ð23Þ

HCO2
� þ e� ! HCO�2 ð24Þ

The third group of metals produces mainly CO. These include Au, Ag, Zn,
and Ga; metals with a weak CO adsorption and a medium hydrogen over-
voltage. The potentials at which CO is formed on these metals is less negative
compared to the potentials where formic acid is formed, especially on Au.

Hori has shown that the heat of fusion of the various metal electrodes cor-
relates well with the potentials of CO2 reduction.

3 The heat of fusion is related
to the d-electron contribution to the metallic bond, and may be taken as a
measure of d-electron availability, which affects the strength of CO2 ad-
sorption. Therefore, metals with a higher heat of fusion adsorb CO2 more
strongly, and reduce it at lower potentials. In this context, the CO and HCOOH
forming metals are well separated; CO is formed at less negative potentials on
metals with a higher heat of fusion. This suggests a different mechanism for the
formation of CO, where the intermediate(s) are much more stabilized, i.e. ad-
sorbed at the electrode.5

A similar relation between adsorption strength and overpotential has been
suggested by Peterson and Nørskov, who investigated the correlation between
the binding energies of the intermediates of CO2 reduction vs. CO (for inter-
mediates binding to the surface through carbon) and vs. OH (for intermediates
binding to the surface through oxygen) for various transition metals.79 The
limiting potential at which each elementary step of a reaction becomes exer-
gonic can be derived from these binding energies. The protonation of adsorbed
CO is singled out as the most important step dictating the overpotential, with
Cu having the lowest overpotential compared to other transition metals.
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Hori suggested a mechanism for the formation of CO where the CO2 is
bound to the surface, coordinated in a similar way to the CO2 shown in
Figure 12.7b,5 as has has been calculated for the Ni cyclams discussed in section
12.5.1.66 The negative charge on the O atoms then facilitates the protonation,
and formation of adsorbed COOH. The next step is the breaking of the C–O
bond, and the formation of CO and OH�

CO2þ e� ! CO�2;ads ð25Þ

CO�2:adsþH2O! COOHadsþOH� ð26Þ

COOHadsþ e� ! COþOH� ð27Þ

The fundamental possibility of the reversible conversion of CO2 to CO and
formate has been illustrated by Armstrong and Hirst.80 They have discussed
the immobilization of enzymes, i.e. carbon monoxide dehydrogenase
(CODH) and formate dehydrogenase (FDH), on electrodes and shown that
the electrocatalytic conversion of CO2 on these electrodes is reversible,
i.e. CO2 is converted to CO or formate and vice versa around the equilibrium
potential of the corresponding redox couple. During the interconversion of
CO2 and CO by CODH, CO2 binds at reducing potentials as a bridging
ligand between the Ni and the dangling Fe atom in the [Ni4Fe-4S] active site;
then, CO migrates to Ni, and OH forms on Fe.81 In contrast to metal sur-
faces, these highly efficient active sites can bind and stabilize the intermediate
due to the precisely positioned functional groups and thereby lower the
overpotential, or kinetically couple the formation and onward reaction of the
intermediates. Moreover, enzymes seem to avoid the formation of poisons,
such as CO, which frustrate the development of metallic formic acid oxi-
dation catalysts.

Only a few metals can catalyze the conversion of CO2 to hydrocarbons. The
most interesting metal is Cu, with a moderate CO adsorption, where methane
and even C2 species such as ethylene are formed in significant amounts.82 Some
other metals such as Mo and Ru are able to convert CO2 to methanol and
methane, but with low efficiencies.83,84

Copper Electrodes

In 1985, Hori discovered that on copper electrodes CO2 can be reduced to
hydrocarbons, mainly methane and ethylene.2,82 In addition to these hydro-
carbons, CO and formic acid are also formed during CO2 reduction. Also
oxygenates such as ethanol and propanol are observed, although usually only
in trace amounts.4,5 Recently, up to 16 different reduction products have been
observed.85

In spite of the extensive literature on carbon dioxide reduction on copper
electrodes, the detailed mechanism of this reaction is still unclear.4 It is known
that ethylene and methane are formed through a different reaction mechanism
and that carbon monoxide is a key intermediate in the formation of both
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ethylene and methane.3,86,87 The exact reaction mechanism of carbon monoxide
reduction to either ethylene or methane is still debated. Interestingly, methanol
is not or produced only in very small amounts on a metallic Cu electrode,
suggesting that the C–O bond is broken early in the reaction.5

The formation of methane from CO depends on pH, in such a way that the
rate determining step must involve the transfer of a proton and an electron.86

Recently, DFT calculations by Peterson et al. (see Figure 12.9), as well as our
own experiments, suggested that the key intermediate to form methane is
CHOads.

6,7 A similar path, but via adsorbed COH has been suggested by
Hori.86

The formation of ethylene from CO, on the other hand, does not depend on
pH.86 Therefore, a dimer of carbon monoxide, whose formation does not in-
volve the transfer of an hydrogen atom but does depend on potential (i.e. in-
volves electron transfer), has been suggested as the key intermediate in the C–C
coupling.4,7 A Fischer-Tropsch-like mechanism where CO is coupled to CHx

species cannot explain the observed selectivity to ethylene. Schouten et al.
showed that the only C2 species that can be reduced to ethylene is ethylene
oxide, suggesting a shared oxametallacycle intermediate for the reduction re-
actions of CO2 and ethylene oxide, as shown in Figure 12.10.7 Enol-type species
have also been proposed as key intermediates in the formation of C2 species by
Kuhl et al.85

Hori et al. showed that the extent of methane and ethylene formation sen-
sitively depends on the surface orientation of the copper electrode.88 Formation
of methane is favored on the (111) facet of the copper fcc crystal, whereas the
formation of ethylene is dominant on the (100) facet. Recent DFT calculations
have predicted that the limiting potential for the formation of the intermediates

Figure 12.9 Free energy diagram for the lowest energy pathway to CH4. The black
pathway represents the free energy at 0 V vs. RHE and the red pathway
the free energy at the indicated potential.
Reprinted with permission from reference 6. Copyright 2010 Royal
Society of Chemistry.
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of the CO2 reduction to CH4 is lower on the (211) surface compared to the
Cu(111) and Cu(100) surface.89 Using Online Electrochemical Mass Spec-
trometry (OLEMS), it has been shown that CO can be selectively reduced to
ethylene on Cu(100) at low overpotentials, whereas at higher potentials ethyl-
ene and methane are formed simultaneously both on Cu(100) and Cu(111),
suggesting two different pathways for the formation of ethylene from CO,
shown in Figure 12.10.90

Interestingly, methanol has been observed as a product of CO2 reduction on
intentionally oxidized Cu electrodes.83,91 The electronic properties of Cu(I) in
p-Cu2O are thought to play an important role in the adsorption of CO2, causing
a stronger binding of CO2 and CO on p-Cu2O and other Cu(I) centers.83 It has
been shown that p-Cu2O-covered Cu can absorb atomic O into the bulk Cu.83

This might facilitate the dissociation of CO2, but the exact mechanism leading
to methanol is still unclear. Recently, Li and Kanan have shown that thick
Cu2O films catalyze the reduction of CO2 to CO and HCOOH with high
faradaic efficiencies at low overpotentials.92

Non-aqueous Media

The electrochemical reduction of CO2 in non-aqueous solutions, e.g. methanol,
propylene carbonate or dimethyl sulfoxide, has several advantages compared to
the reduction in water. The solubility of CO2 is higher, and hydrogen evolution
is heavily suppressed. The main products are CO, HCOOH and (COOH)2.

5 CO
is the main product in non-aqueous media on Cu, Ag, Au, Zn, In, Sn, Ni, and
Pt. (COOH)2 is formed on Cu, Sn, Ag, Zn, In and Au. Some metals like Fe, Cr,
Mo, Pd, and Cd form both CO and (COOH)2. HCOOH is formed on Pt, Pb,
Hg, Ag and Au. On Cu, hydrocarbons such as CH4 and C2H4 have also been
obtained.

Product selectivity is mainly determined by whether or not the reduced CO2

is stabilized at the electrode surface. Metals like Hg and Pb reduce CO2 at
potentials close to the potential of the CO2/CO2

�� couple, reaction (21).5

The main product is oxalate or formate, depending on the concentration of
water.5,93 Therefore, Savéant et al. proposed that oxalate is formed by the

Figure 12.10 Proposed mechanisms for the formation of methane and ethylene from
CO2 on copper electrodes.7
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dimerization of CO2
��, similar to the oxalate formation in homogeneous

catalysis.93

2CO�
�

2 ! C2O
2�
4 ð28Þ

An alternative route to oxalate is the coupling of CO2 to CO2
��, resulting in the

formation of (CO2)2
��, which is further reduced to oxalate.5,94

Formate is formed in a similar way as suggested for aqueous media and for
homogeneous catalysis, where the small amount of water present reacts as a
Lewis acid and protonate the CO2

��, reaction (23).5,62,93 Increasing water
concentrations in non-aqueous media increases formate and decreases oxalate
formation.

On the metals like Au, Zn and Ag, which stabilize the reduced intermediates
to a much greater extent, the main product is CO. In the absence of water, CO2

reacts as a Lewis acid with adsorbed CO2
� to form OCOCO2

� in a way
comparable with that which occurs in homogeneous catalysis, depicted in
Figure 12.7A.5,62 The breaking of the C–O bond then results in the formation
of CO and CO3

2�.

CO2þ e� ! CO�2;ads ð29Þ

CO�2:adsþCO�2 ! OCOCO�2 ð30Þ

OCOCO�2 þ e� ! COþ CO2�
3 ð31Þ

12.5.3 Photoelectrochemical CO2 Reduction

The ultimate goal of CO2
� reduction would be to couple the CO2

� electro-
catalyst to light harvesting by photo-excitation. This would yield a kind of
artificial photosynthesis device to store the energy of sunlight in hydrocarbons.
The basic steps always involve (i) the absorption of light to generate an excited
state, (ii) charge separation of the created electron-hole pair, (iii) the energy of
this charge separated state is used to reduce CO2, (iv) catalyst regeneration.

The photoreduction of CO2 can be divided into to general categories: the first
category are the homogeneous systems, which are entirely molecule based.95

The molecular light absorber and the catalyst could be the same molecule, or a
molecular light absorber and a transition metal catalyst could work in concert.
In the second category, a semiconductor is used for the light absorption and
charge separation steps, after which this energy is transfered to a homogeneous
or heterogeneous catalyst.

The most frequently used photosensitizers in homogeneous systems are
Ru(II) polypyridyl complexes, such as [Ru(bpy)3]

21. This photosensitizer (P) is
irradiated by light and forms an excited state, P*. This excited state is quenched
by eletron transfer from a donor (D), typically triethylamine, to form P�. The
reduced photosensitizer in turn reduces the catalyst (cat), which then reduces
the CO2.

96

Pþ hn ! P� ð32Þ
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P� þD! P� þDþ ð33Þ
P�þ cat! Pþ cat� ð34Þ

cat�þCO2 ! catþ products ð35Þ

Cobalt and nickel macrocylic compounds are often used as catalysts. Some-
times the catalyst is linked to the photosensitizer in a supramolecular complex
to increase the efficiency of the electron transfer to the catalyst.96 Metallo-
porphyrins with Fe and Co can react both as a light absorber and a catalyst.96

The products obtained are mainly CO and formate, formed in a similar way as
described in section 12.5.1.96,97

Semiconductors have been shown to be efficient in the conversion of incident
photon energy into electrical energy.95 The semiconductor can be an electrode
or a colloid. If the semiconductor surface is not electrocatalytically active, the
separated charge has to be transfered to a catalytic species, which could be
adsorbed on the surface or a species in solution. On these electrodes, not only
the usual two-electron reduction products, formate and CO, are observed, but
also formaldehyde and methanol.97 A special case is p-GaAs: the (photo)-
electrochemical reduction of CO2 to methanol on the (111) faces of this elec-
trode has been reported with a current efficiency close to 100%.83,97 The
mechanism for methanol formation is unclear. Arsenic-rich surfaces of GaAs
spontaneously produce CH3OH, even at open cicuit in the dark. This is at-
tributed to dissolution of the semiconductor in carbonic acid, resulting in the
formation of Ga and As hydroxides and methanol.98

12.6 Discussion and Conclusions

In this chapter, we have compared various mechanisms for the catalytic re-
duction of carbon dioxide, with particular emphasis on the low-temperature
electrocatalytic reduction. The reduction of carbon dioxide may yield a variety
of products, and most of these reactions tend to suffer from slow kinetics and/
or poor selectivity. From the electrochemical point of view, only the conversion
of carbon dioxide to carbon monoxide or to formic acid have been shown to be
potentially reversible.80 This is indeed expected for two-electron transfer re-
actions. In electrocatalysis, this feat has only been accomplished thus far by
using enzymes, whereas in heterogeneous catalysis the (reverse) water gas shift
reaction is also known as a reversible catalytic reaction, although at higher
temperature. No synthetic room-temperature electrocatalyst has yet been de-
veloped which can do the same. Such a catalyst would be extremely interesting
for formic acid fuel cells, and its reversible counterpart, i.e. carbon dioxide and
hydrogen storage in formic acid. Higher-energy fuels from carbon dioxide re-
quire the transfer of more than 2 electrons, and this invariably leads to over-
potential losses.60,79

We believe that there are four main pathways for CO2 reduction to high-
energy fuels.The first pathway is methanation, which is the thermodynamically
most favorable process. A key intermediate, not only in this pathway but also
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in the FT process and the electrochemical reduction of CO2 on copper elec-
trodes, is carbon monoxide. In all processes described in this chapter, the
intermediate leading to CO is hydroxycarboxyl, COOH, with the only ex-
ception being the RWGS reaction for which a pathway via formate, HCOO,
has been proposed. However, as argued in section 12.3.1, there is evidence that
hydroxycarboxyl rather than formate is also the intermediate to CO in the
RWGS. A next important step in the methanation is the breaking of the C–O
bond. This dissociation can be either directly, forming surface carbon, or
hydrogen assisted via the formation of CHxO species. The latter has also been
suggested for the electrochemical reduction of CO(2), where CHO is considered
to be the key intermediate in the formation of methane. It is not just the nature
of the metal catalyst that determines whether or not CO can be dissociated. Cu
and Ru are methanation catalysts, both under electrochemical and hetero-
geneous gas phase conditions. Under electrochemical conditions, the methane
formation rate is much higher on Cu, whereas under gas phase conditions Ru is
far more active.83 Frese has attributed the higher activity of Ru in the gas phase
to a higher hydrogen coverage compared to Cu (chemisorption of H2 is more
favorable on Ru) and to Ru being able to dissociate CO on defect sites, whereas
Cu binds CO normally in a non-dissociated form. The higher methanation rate
on Cu under electrochemical conditions has been explained by the ability of Cu
to allow large overpotentials without hydrogen evolution overwhelming the
CO2 reduction reaction. The high potential, in combination with the HCO
formation, is here the driving force for the dissociation of CO.

The second pathway is the formation of methanol. It seems that methanol is
always formed via the formate-formaldehyde route, as has been demonstrated
for methanol synthesis and for the (photo)-electrochemical reduction using
pyridinium. Stabilization of the various intermediates, by adding ZnO to the
Cu catalyst or as observed on the pyridinium by covalent bonding to the
radical, seems to play an important role. Oxidized copper also seems to offer
this (structural) stabilization, since the formation of CO and HCOOH is en-
hanced on oxidized copper electrodes,92 and even the formation of methanol
has been observed.91 The formate-formaldehyde route also explains why
methanol is not observed when CO2 is reduced on metallic copper electrodes, as
formate cannot be further reduced on copper.4,5 On the other hand, C2 oxy-
genates are observed (in low quantities) on copper electrodes. This is consistent
with a reaction mechanism involving early breaking of the C–O bond, followed
by C–C bond formation between CO(2) and the reduced intermediate. Inter-
estingly, heterogeneous gas phase catalysts that are effective for methanol
synthesis are in general ineffective for C2 oxygenate formation, and metals that
are active in C2 oxygenate formation are known to favor CO dissociation.99

The third pathway is the pathway that leads to ethylene, observed during the
electrochemical reduction on copper electrodes. This reaction has been dis-
covered and described in great detail by Hori. Ethylene is normally formed
simultaneously with methane, although at lower overpotentials the formation
of ethylene is favored, and formed via a carbon monoxide intermediate. Its
formation has been suggested to involve reductive CO coupling,7 and
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ene(di)ol(ate) intermediates.7,85 The dehydroxylation of enol-like surface spe-
cies also explains the formation of C2 and C3 oxygenated species, such as
ethanol. An enol is also the intermediate to the C–C bond formation in the
Calvin cycle.

The fourth pathway is closest to the way CO2 is fixed in nature through the
Calvin cycle, namely through CO2 insertion into an existing carbon chain, and
subsequent carboxylate reduction. In electro-organic synthesis, this strategy is
known as electrocarboxylation, but it has not gained much popularity yet as a
sustainable solution for fuel production. It is interesting that the same Mg21

ion that plays an important role in the active site of the carboxylation enzyme
in the Calvin cycle, strongly enhances the electrocarboxylation reaction.78

In conclusion, the (electrochemical) reduction of CO2 to interesting products,
such as potential fuels, can take place through a variety of different pathways,
and the pathway selected is highly sensitive to the catalyst material, electrode
(over)potential, pH, electrolyte composition, solvent, etc. Although some
common patterns can be observed, as discussed in some detail in this chapter, it
appears that many pathways are similar in energy, involving intermediates with
similar stability. This makes the search for or development of active and se-
lective catalysts highly interesting but also highly challenging. Catalyst stability
is an additional issue, that we have not touched upon in any detail, but that will
clearly be crucial for any future deployment of this technology.
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CHAPTER 13

Novel Approaches to Water
Splitting by Solar Photons

ARTHUR J. NOZIK

National Renewable Energy Laboratory, Golden, CO 80401 and Department
of Chemistry and Biochemistry, University of Colorado, Boulder, Boulder,
CO 80309, USA
Email: Arthur.Nozik@nrel.gov

13.1 Introduction and Previous History of

Photoelectrochemical Water Splitting/

Photoelectrolysis

The efficient and cost-effective splitting of H2O into H2 and O2 to produce solar
H2 as a renewable energy carrier has been a major objective under continuous
investigation since the mid-1970 s. The research was spurred by the oil crisis of
that period, which occurred 2 years after the famous paper by Fujishima and
Honda1 that showed for the first time that H2O could be split in H2 and O2 by
near UV light using a photoelectrochemical cell. In this cell, a single crystal of
rutile TiO2 (a wide band gap (3 eV) semiconductor), was used as a photoanode
in contact with aqueous electrolyte to oxidize H2O to O2, and the cathode
counter-electrode was platinum metal that reduced H2O to H2. This process,
which has been referred to as photoelectrolysis or photoelectrochemical energy
conversion, is based on the science of semiconductor-liquid junctions or
semiconductor-molecule interfaces. The latter field of science (photoelec-
trochemistry) had been studied and developed earlier through pioneering
work2–20 by Gerischer, Memming, Brattain and Garrett, Dewald, Williams,
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Morrison, and Gomes; comprehensive reviews and books with references to the
early work and to the later energy applications of photoelectrochemistry are
available.21–34 Figure 13.1 shows the basic features of a semiconductor-
electrolyte junction in which an n-type semiconductor is in equilibrium in the
dark with the H1/H2 redox couple in acid solution.21

A feature of the initial Fujishima–Honda cell, not generally recognized ini-
tially, was that a potential bias was present between the two electrodes con-
nected by a salt bridge in the cell since the electrolyte in the photoanode region
was a strong base (NaOH) and the Pt cathode was in strong acid (H2SO4). The
pH difference between the photoanode and the cathode could generate an
electrochemical bias between the two electrodes of 0.82V (14�0.059V), and
hence the H2O splitting process in this case should more properly be called
photo-assisted electrolysis, especially when an external electrical potential is
applied to the cell. The need for an applied voltage of at least 0.3V when using
rutile as the photoanode together with a Pt counter electrode was reported by
Nozik in a follow-up publication in Nature in 1975.35 Notwithstanding the fact
that an applied voltage for H2O splitting was required in these early cells and
thus reduced the practical prospects for solar H2O splitting, the papers
stimulated a large, new global research effort in photoelectrochemical energy

Figure 13.1 Energy level diagram for semiconductor-electrolyte junction showing the
relationships between the electrolyte redox couple (H1/H2), the Helm-
holtz layer potential drop (Vh), and the semiconductor band gap (Eg),
electron affinity (w), work function (fsc), band bending (VB), and flat-
band potential (Ufb). The electrochemical and solid state energy scales
are shown for comparison is fE1 is the electrolyte work function (from
reference 21).
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conversion to produce low-cost solar hydrogen as well as low-cost and efficient
electrochemical photovoltaic cells.

True photoelectrolysis, that is to say, splitting H2O without any external
bias, was first reported by Nozik in 1976, who showed that the need for an
external bias could be eliminated by illuminating both electrodes; the two
electrodes were an n-type TiO2 photoanode and a p-type GaP photocathode.36

In such a cell with two-photoelectrodes, the photopotentials generated in each
photoelectrode are added together to provide a high enough voltage
(1.23Vþ overvoltage) to drive the H2O splitting reaction spontaneously.
Subsequently, it was shown37 that the two photoelectrodes could be simply
formed into a monolithic bilayer structure which requires no external bias
wherein the two n-and p-type materials are sandwiched through a common
ohmic contact layer. This monolithic structure, shown in Figure 13.2, was
termed a ‘‘photochemical diode’’.37 Its operation is analogous to the Z-scheme
of biological photosynthesis; the n-type region of the photochemical diode is
analogous to the oxygen-evolving Photosystem II (PSII), the p-type region is
analogous to the CO2-reducing Photosystem I (PSI), and the ohmic contact
between the two n-and p-type regions is analogous to the cytochrome electron
transport chain in photosynthesis that combines electrons from PSII with the
positive holes in PSI (see Figure 13.3).

The Fermi level of a semiconductor electrode is equivalent to its electro-
chemical potential, and in electrochemistry it is referenced to a standard
oxidation-reduction (redox) potential in an electrolyte, such as the H1/H2

redox potential at pH 0 and 1 atm H2, the NHE (normal hydrogen electrode)
with a value defined to be equal to zero, or the standard calomel electrode
(SCE), which has a value 0.24V positive with respect to NHE. When a single
n-type photoelectrode is used for H2O splitting, an external bias is necessary if
the Fermi level (electrochemical potential) of the photoanode is below the
redox Fermi level of the H1/H2 redox couple. This means that when the anode
and cathode are short circuited under these conditions so that their Fermi levels
equilibrate and become equal, photogenerated free electrons in the conduction
band of the n-type photoanode are unable to drive the electrochemical

Figure 13.2 Energy level diagram for a photochemical diode (from references 25 and 37).
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reduction reaction to generate H2 when they are transferred through external
contacts to the cathode because their free energy is insufficient. Thus, an ex-
ternal bias must be applied to the cell to raise the Fermi level of electrons in in
the cathode above the H1/H2 redox Fermi level, i.e. to a more negative po-
tential value on the standard electrochemical scale (see Figure 13.4). The higher
the Fermi level of the cathode is relative to the H1/H2 redox Fermi level, the
faster the rate of the reduction reaction; the corresponding potential difference
is termed the overvoltage of the electrode reduction reaction. At the photo-
anode, the photogenerated holes drive the oxidation of H2O to O2 to complete
the cell reaction of splitting H2O into H2 and O2. In this case, the overvoltage
can be considered to be the difference between the H2O/O2 redox couple and
the potential of the valence band edge. Figure 13.4 illustrates the sequence of
energetic conditions from the initial state to the final state for a photoelec-
trolysis cell configured with a single n-type photoanode and Pt cathode.

In a single electrode cell, it is possible to have the illuminated semiconductor
electrode as the cathode (photocathode). In this case, photogenerated electrons
are injected from the p-type semiconductor photocathode to the H1/H2 redox
couple to generate H2, and photogenerated holes move through the external
circuit to a metal anode to bring about the oxidation of H2O to O2. The energy
level diagrams for this case are analogous to those in Figure 13.4, except that
the signs and directions of interfacial electric fields and charge flow in the
semiconductor electrodes are reversed.

The position of the Fermi level of a photoanode or photocathode can be
determined by measuring the flatband potential (Ufb) of the electrode from a
Mott-Schottky plot (1/Csc

2 vs. electrode potential), where Csc is the space
charge capacitance of the electrode. Ufb is the potential of the semiconductor
electrode at which the conduction and valence bands are flat when in contact

Figure 13.3 Analogy between the Z scheme of biological photosynthesis for reacting
CO2 and H2O to produce glucose and O2 and the operation of a
photochemical diode to split H2O into H2 and O2.
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with an electrolyte. When a semiconductor forms an ideal junction with an
electrolyte (i.e. there is no surface state charging and hence no band edge
movement when the electrode potential changes because of equilibration of the
Fermi level with the electrolyte or via application of an external voltage), the
Ufb and the semiconductor band edges remain constant and fixed. What
changes with applied potential is the value (and sign) of the electric field at the
semiconductor-liquid interface; this electric field is distributed over a finite
distance into the semiconductor (called a space charge layer or depletion layer
because the majority carrier population in this region decreases) where it causes
both semiconductor band edges to either bend up or down depending on the
sign of the change of electrode potential (Fermi level) after equilibration is
achieved. This situation occurs if the potential drop across the double layer of
charge at the semiconductor-electrolyte interface – the Helmholtz double

Figure 13.4 Sequence of energy level diagrams for photoelectrolysis cell with an
n-type semiconductor anode and metal cathode from the initial condition
in the dark (a) to the final condition of photoelectrolysis with light and
bias (d) (from reference 35).
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layer – remains constant with changes in the Fermi level of the semiconductor
electrode. If surface states become charged during illumination, either through
trapping of photogenerated electrons or holes or through charge transfer from
donor or acceptor species in the electrolyte, then the potential drop in the
Helmholtz layer can change and cause the position of the Ufb and the band
edges to move. Furthermore, if the Fermi level is initially equilibrated with a
high density of surface states, and not with the dominant redox couple in the
electrolyte, then the band edges can also move with changes in electrode po-
tential; this situation is referred to as Fermi level pinning. Finally, the pH of the
electrolyte affects the potential drop in the Helmholtz layer when ionic surface
charges are created by the equilibrium between H2O, H1, and OH- species on
the surface. This equilibrium is affected by pH and hence will control the Ufb.
For photoelectrolysis cells, where the surface charge is determined by the H2O
dissociation equilibrium, the Ufb and redox potentials for water oxidation and
reduction will change with pH by the same amount, and hence the relative band
edge positions with respect to the Hþ /H2 and H2O/O2 redox potentials are
independent of pH. All these issues are important for water splitting because it
is the positions of the conduction and valence band edges of the semiconductor
electrodes with respect to the redox potentials of the desired water oxidation
and reduction reactions that determine whether the desired two redox re-
actions, resulting in H2 and O2 evolution, can occur.

Another very important criterion for a viable H2O splitting system is that the
photomaterials and redox catalysts must be stable against photocorrosion and
photodegradation for a very long period (10–25 years), depending on the initial
capital cost of the H2O splitting system. For semiconductor electrodes in direct
contact with an aqueous electrolyte, this means that photooxidation and
photoreduction of the semiconductor electrode materials should be thermo-
dynamically forbidden (i.e. the decomposition potentials must lie outside the
bracket of the oxidation and reduction potentials defined by the band positions
of the semiconductor electrode). If this is not the case, then the anodic and
cathodic decomposition rates must be many orders of magnitude slower than
the rates of the desired oxidation and reduction of H2O, respectively in order to
ensure adequate long-term stability.

Thus, three factors must be satisfied simultaneously for conventional PEC
cells based on semiconductor-electrolyte junctions for H2O splitting: (1) opti-
mum band gap to maximize photocurrent and generate net photovoltages
above 1.8V; (2) flatband potentials that allow the conduction and valence band
edges of the semiconductor electrode to straddle the redox potentials of the H1/
H2 and H2O/O2 redox couples; and (3) photoelectrode and catalytic materials
that are (photo)stable for 10–25 years, depending upon the initial capital cost of
the photoelectrolysis system. All of these basic scientific issues and factors are
presented and discussed in detail in several earlier published reviews, book
chapters, and books cited above in Section 13.1.21–34 Much experimental and
theoretical research has been conducted over the years to discover and develop
PEC photoelectrodes based on semiconductor-aqueous electrolyte junctions
that satisfy the three requirements presented above; these include the other
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chapters of this book, as well other reviews.38–40 This specific topic will not be
discussed here. However, as discussed in section 13.2.3, two of the three re-
quirements for PEC H2O splitting cells can be relaxed for certain architectures
for H2O splitting cells, and this is one of the focal areas of this chapter.
However, we begin with a discussion of the thermodynamic limits on the
maximum possible power conversion efficiency (PCE) of H2O splitting cells.

13.2 Detailed Balance Thermodynamic Calculations of

Solar Water-Splitting PCEs

13.2.1 Conventional Solar Cells at One Sun Intensity

The detailed balance model of Shockley and Queisser41 is used to calculate the
PCE of solar photoconversion devices for H2O splitting.42 This model is used
first to calculate the PCE of single band gap and multiple band gap tandem
PEC devices, applying the usual assumption made for all present day solar cells
that just one electron–hole pair is generated per absorbed photon. In later
sections, the calculations are expanded to include the effects of allowing more
than one electron–hole pair to be generated per absorbed photon when the
photon energy is at least twice the band gap (or HOMO-LUMO energy of the
photoconverter) in order to satisfy energy conservation. Finally, the effects of
combining exciton multiplication process (termed multiple exciton generation,
MEG in semiconductor nanocrystals and singlet fission, SF, in molecules) with
solar concentration are analyzed. As discussed later, MEG occurs efficiently in
semiconductor nanocrystals, and SF occurs efficiently in unique molecular
chromophores. Both systems can be incorporated into solar cells for efficient
H2O splitting as well as for more efficient photovoltaic (PV) cells.

In general, the current versus voltage dependence for a single threshold (band
gap) photoconversion device is written as42

jðV ;EgÞ¼ jGðEgÞ � jRðV ;EgÞ ð13:1Þ

where jG is the photogenerated current, jR is the recombination current asso-
ciated with radiative emission, Eg is the absorption threshold or band gap (or
HOMO-LUMO gap) of the absorber and V is the photovoltage generated by
the cell. Expressions for the photogenerated current, jG, and recombination
current, jR for a single band gap cell under one sun intensity are written as:

jG Eg

� �
¼ q

ZEmax

Eg

QY Eð ÞG Eð ÞdE ð13:2Þ

jRðV ;EgÞ¼ qg

Z1

Eg

QY Eð ÞE2

exp E�qQY Eð ÞV
kBT

� �
� 1

dE ð13:3Þ
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where E is the photon energy, q is the electronic charge, G(E) is the photon flux,
kB is Boltzmann’s constant, T is the absolute temperature of the device
(T¼ 300K in this work), g¼ 2p/c2h3, c is the speed of light in vacuum and h is
Planck’s constant. The quantum yield, QY(E), generally allows for the gener-
ation and recombination of multiple charge pairs per absorbed photon (i.e.
MEG or SF) over the appropriate energy range. The ASTMG-173-3 Reference
AM1.5G solar spectrum43 is used as the illumination source, G(E) is the photon
flux associated with the AM1.5G spectrum and Emax is the maximum photon
energy in the solar spectrum, (for AM1.5G, Emax¼ 4.428 eV). For practical
purposes, EmaxB4 eV, because the integrated solar current above 4 eV in the
standard AM1.5G spectrum is only B5 mA/cm2. In equation (13.2), carrier
generation from ambient blackbody radiation becomes important for Eg less
than B0.2 eV. The assumptions implicit in equations (13.1) to (13.3) are those
of the detailed balance model: all photons with energy greater than the ab-
sorption threshold are absorbed, the quasi-Fermi level separation (in semi-
conductors) is constant and equal to V across the device (equivalent to infinite
carrier mobility), and radiative recombination is the only active recombination
mechanism. The chemical potential of the emitted photons is qVQY(E), as
required by thermodynamics.44

The PCE for the production of stored chemical energy in the form of H2

from water splitting is written as

ZH2
Vð Þ¼ j Vð ÞEH2

=PIN ð13:4Þ

where EH2
¼ 1.23V is the minimum thermodynamic potential (i.e. no over-

voltage) required for water splitting at 300K. In actual water splitting devices,
the operating or bias point of the cell, V, will be larger than EH2

by the sum of

the anode and cathode overpotentials and the resistive potential drop of the
electrolyte. Vo is used to denote the sum of these overpotentials (energy losses).
Then, the operating voltage is

V ¼VO þ EH2
ð13:5Þ

The maximum efficiency for a single band gap device with a given band
gap and QY can be found from the above equations by maximizing the effi-
ciency of equation (13.4) with respect to the operating voltage V.42 The results
are shown in Figure 13.5, where the maximum possible efficiency for H2O
splitting is plotted vs. the single band gap energy for various overvoltages
ranging from V0¼ 0 to V0¼ 0.8 V. The figure shows that the maximum effi-
ciency for H2O splitting drops rapidly as the overvoltage increases; thus the
efficiency drops from B30% at V0¼ 0.0 V, to 17% at V0¼ 0.4 V, to 8% at
Vo¼ 0.8 V. This is because the band gap required for H2O splitting increases
with increasing Vo and therefore reduces the amount of absorbed solar
photons.
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13.2.2 Tandem Semiconductor Structures for Water Splitting

As discussed in the introduction, the use of two band gaps arranged in tandem
in H2O-splitting cells can increase the PCE.42 In the equations. below, the
subscript 1 is used to denote parameters for the top cell and subscript 2 for the
bottom cell. The current voltage equations analogous to equation (13.1) for
the top and bottom cells in a tandem device are

j1ðV1;E1Þ¼ jG1ðE1Þ � jR1ðV1;E1Þ ð13:6Þ

and

j2ðV2;E2Þ¼ jG2ðE2Þ � jR2ðV2;E2Þ ð13:7Þ

The generation and recombination currents, jG1, jG2, jR1 and jR2 have the same
form as equations (13.2) and (13.3) with E1 and E2 substituted for Eg and V1

and V2 substituted for V. For the bottom cell, Emax in the upper integral limit of
equation (13.2) is replaced with the band gap of the top absorber, E1, because
the top cell is assumed to absorb all photons with energy greater than E1. For a
series connected tandem device, the total current must be the same in each cell,
while the photovoltage across the device is the sum of the voltages developed
across each cell.

Figure 13.5 Power Conversion Efficiency (PCE) vs. bandgap for photoelectrolysis
using a single conventional (M1) photoelectrode for different values of
the total cell overvoltage (Vo) (sum of anodic and cathodic overvoltages).
Also shown for comparison is the PCE for a conventional single band
gap PV cell (from reference 42).
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jðVÞ¼ j1ðV1;E1Þ¼ j2ðV2;E2Þ ð13:8Þ

V ¼V1 þ V2 ð13:9Þ

The j(V) curve for the tandem cell is found by solving equations (13.8) and
(13.9) simultaneously for V1 and V2. The current is then calculated using
equations (13.6) and (13.7). The maximum PCE of the tandem water splitting
device is found using equations (13.4) and (13.5) with j and V given by equa-
tions (13.8) and (13.9).

For water splitting tandem devices, a restriction on the possible combin-
ations of E1 and E2 arises from the requirement that a portion of the solar
spectrum must be absorbed in the bottom cell for a tandem device to function.
For all absorber combinations of top and bottom cell, the band gap for the top
cell must be larger than the band gap of the bottom cell. Additionally, a water-
splitting tandem device must have a combination of band gap energies (E1, E2)
that generates an open circuit voltage greater than VoþEH2

for the device to be

able to split water.
The efficiency of a tandem H2O-splitting cell is plotted versus the bottom cell

band gap, E2, in Figure 13.6a.42 The top cell band gap, E1 was chosen to
maximize the efficiency. The top cell band gap giving the maximum efficiency,
E1max, is plotted in Figure 6b. The maximum efficiency under the ideal con-
dition where Vo¼ 0V is 40.0% and occurs with top and bottom cell gaps of
1.40 eV and 0.52 eV, respectively. As the overpotential increases to 0.4 and
0.8V, the maximum efficiency decreases to 33.2% and 27.1%, respectively,
while the optimum top and bottom cell gaps move to higher energies.

We have seen above that the PCE of H2O splitting can be greatly increased if
two photosystems, optically in tandem, are used instead of one. The use of two
photosystems in the tandem cell is analogous to the use of two photosystems in
biological photosynthesis to boost the photopotential to the values needed for
the photosynthetic reaction: CO2þH2O-(CH2O)þO2, except that in the case
of the Z-scheme, the two photosystems have about the same band gap
(HOMO-LUMO).45 Figure 13.7 is an isoefficiency contour plot for H2O
splitting at a fixed overvoltage of V0¼ 0.4 V; for this overvoltage, the values of
constant PCE are indicated for the various possible combinations of the two
band gaps in the tandem cell. A summary of these calculations of maximum
PCE vs. Vo is shown in Figure 13.8.

As can be readily seen in Figure 13.8, tandem cells have the potential to
greatly increase the efficiency of solar driven water splitting at all overvoltage
values. Thus, the limiting maximum efficiency at zero overvoltage is B41% for
a tandem cell and B31% for a single junction cell. At an overvoltage of 0.5V,
the maximum values are B30% and 15%, respectively, and at 1.0V over-
voltage the maximum values are 20% and 5%, respectively. Thus, depending
upon overvoltage, the 2-junction tandem cell increases the relative efficiency by
33% at zero overvoltage to 400% at 1V overvoltage. Calculations show that
there is no benefit to be gained regarding higher PCEs if three tandem junctions
are used.42
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The strong dependence of PCE on cell overvoltage shown in Figures 13.6 and
13.8 demonstrates the great importance of catalysis to reduce overvoltage and
maximize efficiency. The maximum PCE results calculated here thus far are for
the usual absorbers which have a maximum QY¼ 1 (i.e. the absorber produces
1 electron-hole pair per absorbed photon, and is labeled M1). Higher ther-
modynamic conversion efficiencies are possible when 2 or more electron-hole
pairs are created per absorbed photon via MEG (a process that occurs effi-
ciently in quantum dots) and via SF in molecular chromophores.

13.2.3 Power Conversion Efficiencies Based on Utilization of

Hot Electron-Hole Pairs and Singlet Fission

13.2.3.1 PCE Using Hot Carriers in Bulk Semiconductor
Electrodes

One ubiquitous feature of the majority of current solar cells is that they are
based on macroscale semiconductor materials in which absorbed photons with

Figure 13.6 Maximum water splitting PCE vs. band gap of the bottom cell E2 for a
two band gap series connected tandem device with M1 top and bottom
absorbers (a), and the corresponding value of the top cell band gap
E1max for maximum PCE (b). Efficiency and E1max vs. E2 curves are
shown for three values of cell overpotential (Vo¼ 0, 0.4, and 0.8V) (from
reference 42).
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energies greater than the band gap create free electrons and holes with excess
kinetic energy (‘‘hot carriers’’) that rapidly (ps to sub-ps time scales) lose their
excess energy by electron-phonon scattering, converting the excess kinetic en-
ergy into heat. Subsequently, the ‘‘cold’’ free carriers occupy the lowest avail-
able energy levels (the bottom and top of the conduction and valence bands,
respectively), where they can be removed to do electrical work in the external
circuit or where they are lost through radiative or non-radiative recombination.
In 1961, Shockley and Queisser41 (S-Q) calculated the maximum possible
thermodynamic efficiency of converting solar irradiance into electrical free
energy in a PV cell assuming: (1) complete carrier cooling, (2) equilibrium
between photogenerated electron and holes and the phonons they interact with,
(3) the only other free energy loss mechanism is radiative recombination, and
(4) sub-band gap photons are not absorbed. This detailed balance calculation
(called the radiative limit) yields a maximum thermodynamic efficiency of 31–
33% (depending upon the selected solar spectrum), corresponding to optimum
band gaps between about 1.1 and 1.4 eV (the band gaps of Si and GaAs are
close to these optimum values).

One way used currently to reduce energy loss due to carrier cooling is to
stack a series of semiconductors with different band gaps in tandem with the
largest band gap irradiated first followed by decreasing band gaps. In the limit

Figure 13.7 Contour plot of the possible PCEs as a function of the two bandgaps (E1

and E2) in a tandem cell with two conventional M1 photoelectrodes for
an overvoltage Vo¼ 0.4 eV.
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of a large number of different multiple band gaps matched to the solar spec-
trum, the conversion efficiency can reach 67% at one-sun intensity. However,
only 2 to 3 band gaps are used in practice because most of the gain in efficiency
for these multijunction PV cells is obtained with 3 band gaps; after that the re-
turns diminish. Detailed balance calculations show that with 2 band gaps, the
maximum efficiency is 43%, with 3 it is 48%, with 4 it is 52%, and with 5 it is
55%. The present record laboratory efficiency of a multijunction solar cell based
on 3 junctions (GaInP2/GaAs/Ge (or GaInAs)) is 43.5% under a solar concen-
trations of 418 suns.46 The present highest one-sun efficiency of single junction
PV cells in the laboratory is 28.3%.47 The efficiency of commercial PV modules is
about 75–80% of the maximum values measured in the laboratory.

In 1982, thermodynamic calculations48 first showed that the same high con-
version efficiency as a tandem stack of different band gaps can be obtained by
utilizing the excess energy of hot photogenerated carriers before they cool to the
lattice temperature through electron-phonon scattering; in the limit of a carrier
temperature of 3000K, the conversion efficiency reaches 67%. One way to achieve
this is to transport the hot carriers to carrier-collecting contacts with appropriate
work functions (either into an electrolyte redox system in a photoelectrochemical
fuel-producing cell or to a solid state ohmic contact in a PV cell),48–52 before the
carriers cool. These cells are called hot carrier solar cells.48–58

A second approach is to use the excess kinetic energy of the hot carriers to
produce additional electron–hole pairs (EHPs). In bulk semiconductors, this
process is called impact ionization,59–63 and it is an inverse Auger type of
process. However, impact ionization (II) cannot contribute to improved
quantum yields in current solar cells based on bulk Si, CdTe, CuInxGa1–xSe2, or
III-V semiconductors because the QY for II does produce extra carriers
(QYs4100%) until photon energies reach the ultraviolet region of the spec-
trum, where almost no solar photons are present. For smaller band gap bulk
semiconductors, where II could occur in the visible region, the photovoltages
would be too small to make the PCE with II efficient for solar photon con-
version. In bulk semiconductors, the threshold photon energy for II exceeds
that required for energy conservation alone because crystal momentum (k)
must also be conserved.59 Additionally, the rate of II must compete with the
rate of energy relaxation by phonon emission through electron-phonon scat-
tering. It has been shown that the rate of II becomes competitive with phonon
scattering rates only when the kinetic energy of the electron is many multiples
of the band gap energy.60–62 In bulk semiconductors, the observed transition
between inefficient and efficient II occurs slowly; for example, the II efficiency in
Si was found to be only 5% (i.e. total quantum yield¼ 105%) at hnE4 eV
(3.6Eg), and 25% at hnE4.8 eV (4.4Eg).

63

13.2.3.2 PCE Enhancement by Using Hot Excitons in
Nanocrystals

Nanostructures of semiconductor materials exhibit quantization effects when
the electronic carriers in these materials are confined by potential barriers to
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very small regions of space. The confinement can be in 1 dimension (quantum
films, also termed 1-D quantum wells), 2 dimensions (quantum rods or wires),
or in 3 dimensions (quantum dots: QDs). Nanostructures of crystalline ma-
terials are also referred to as nanocrystals; this term encompasses a variety of
nanoscale shapes with the three types of spatial confinement, including spheres,
cubes, rods, wires, tubes, tetrapods, ribbons, cups, discs, and platelets.64

As a consequence of quantum confinement of electrons and holes in
nanostructures, the following new physics obtains:64–66 (1) e�-h1 pairs are
correlated and thus exist as excitons rather than free carriers; (2) the rates of hot
electron and hole (i.e. exciton) cooling can be slowed because of the formation
of discrete electronic states; (3) momentum is not a good quantum number and
thus the need to conserve crystal momentum is relaxed so that the minimum
threshold energy of a photon to produce MEG (hvth) is 2Eg which satisfies
energy conservation only; and (4) Auger processes are greatly enhanced be-
cause of increased e�-h1 Coulomb interaction. On the basis of these factors, it
had been predicted64–66 and confirmed experimentally 67–74 that the production
of multiple e�-h1 pairs (excitons) will be enhanced in QDs compared to the II
process in bulk semiconductors. The threshold energy for electron–hole pair
multiplication (EHPM) is greatly reduced, and the EHPM efficiency, ZEHPM

(defined as the number of excitons produced per additional band gap of photon
energy above the EHPM threshold energy) is greatly enhanced; this has been
demonstrated in reference 74. The formation of multiple EHPs (excitons) in
QDs is termed Multiple Exciton Generation (MEG),67 and ZEHPM is termed
ZMEG. Free carriers are formed upon the dissociation of the excitons, for ex-
ample in various types of solar cells.

The possibility of enhanced MEG in QDs was first proposed by Nozik in
2001–2002.65,66 The first experimental verification of exciton multiplication was
reported by Schaller and Klimov70 in 2004 for PbSe QDSs; they found an
excitation energy threshold for the efficient formation of two excitons per
photon at 3Eg. Soon after, it was shown that efficient MEG also occurs in PbS,
PbTe PbSe, CdSe, PbTe InAs, Si, InP, CdTe and CdSe/CdTe core-shell QDs
(these results are reviewed in reference 64); the time scale for MEG was initially
reported to beo100 fs.67 Several reviews of recent work, including both ex-
perimental and theoretical MEG and carrier multiplication results have been
published recently.64,70–73 The reported ultrafast MEG rates are much faster
than the hot exciton cooling rate produced by electron-phonon interactions,
and MEG can therefore beat exciton cooling and become efficient.

Multi-excitons can be detected using several spectroscopic measurements.
The first method used was to monitor the signature of multi-exciton generation
using transient (pump-probe) absorption (TA) spectroscopy. In one type of TA
experiment, the probe pulse monitors the interband bleach dynamics with ex-
citation across the QD band gap; whereas in a second type of experiment, the
probe pulse is in the mid-IR and monitors the intraband transitions (e.g. 1 Se–
1 Pe) of the newly created excitons. Additional spectroscopic techniques use
time-resolved photoluminescence and THz spectroscopy. The most direct
measure of MEG is photocurrent QY in a QD-based solar cell device; in this
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approach, the electrons are counted rather than deriving their population from
an analysis of spectroscopic data. A recent publication75 has shown the photo-
current measurement of MEG confirms earlier spectroscopic measurements
when the latter experiment is done properly to eliminate the possible con-
founding effects of surface photocharging and variations in surface chemistry
evident in several earlier research publications.71–76

Regarding the application of MEG and exciton multiplication to solar water
splitting, detailed balance S-Q type calculations have been made to determine
the PCE with photoelectrodes that exhibit MEG.42 The ideal MEG process
produces N excitons (where N is a integer) when the photon energy is N�Eg ,

this yields a threshold photon energy hvth for MEG of 2Eg. This ideal case
produces a staircase characteristic for a plot of quantum yield (QY) vs. photon
energy divided by band gap hv/Eg, such that 2 EHPs are produced at 2Eg, 3
EHPs at 3Eg, and so forth (see Figure 13.8). However, most MEG results to
date do not show a staircase characteristic but rather a linear dependence of
QY on after hvth is passed, and for these linear characteristics a recent analysis74

shows that hvth and ZMEG are related by the simple expression:

hvth

Eg
¼ 1þ 1

ZMEG

ð13:10Þ

For example, a threshold of 2Eg yields a MEG efficiency of 1, 3Eg an efficiency
of 0.5, etc. For the linear characteristic, the slope of the QY vs. hv/Eg plot is
ZMEG and QY¼ (hv/Eg� 1)ZMEG. In the following presentation, we considered
various MEG linear characteristics that are labeled L(n) where L indicates the

Figure 13.8 Maximum PCE values vs. overvoltage of a conventional photoelectro-
lysis cell using a single M1 photoelectrode compared to a cell with two
M1 photoelectrodes (M1/M1). The optimum band gaps for the two cases
are shown in Figures 13.5 and 13.6 (from reference 42).
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characteristic is a linear function (not the staircase function) and n indicates the
value of hvth/Eg.

The staircase function can be recovered from the linear function by con-
sidering the dynamics of hot exciton MEG rates, rMEG, vs. cooling rates, rcool.
In this treatment,74 the threshold photon energy is given by

hvth¼ 2þ rcool

r
2hnth
MEG

 !
Eg ð13:11Þ

where r
2hnth
MEG is the MEG rate at hv¼ 2hvth and rcool is the cooling rate (assumed

to be independent of photon energy). In this treatment, cooling is defined as the
process restricted to electron (or hole)-phonon scattering and hence heat; MEG
also results in electrons or holes being relaxed to a thermalized, cold state, but

this process is distinguished from cooling that involves phonons. As r
2hnth
MEG in-

creases or rcool decreases, hvth approaches the energy conservation limit of 2Eg:
In terms of the e-h pair creation energy,71,74 eh (the excess energy required to
produce one additional e�-h1 pair) is given by hvth¼Egþ eh. The perfect

staircase function can be obtained from the analysis when r
2hnth
MEG = rcool410,000;

i.e. when the MEG rate is 10,000 times faster than the hot exciton cooling
rate.74

Various possible MEG characteristics are shown in Figure 13.9; the staircase
characteristic is labeled as Mmax, and the linear characteristics are labeled L(n)
where n is the value of hvth/Eg. The results of the S-Q thermodynamic PCE
calculations at 1 sun made for various MEG characteristics are shown in
Figure 13.10 and are reproduced from a previous analysis.74 The maximum
efficiency occurs for the staircase MEG characteristic (Mmax), with a peak PCE
of 44–45% for band gaps ranging from 0.7 to 1 eV. The L2 and L2.5 charac-
teristics also produce significant PCE gains, even at band gaps below the op-
timum value, but when the threshold is42.5Eg the PCE efficiency gain at 1 sun
is marginal. Thus, for 1 sun applications it is critical to optimize the MEG
process by approaching the Mmax staircase characteristic as closely as possible.

13.2.3.3 PCE Enhancement Based on Molecular Chromophores
Exhibiting Singlet Fission

Singlet Fission in molecular chromophores77,78 is the analog of MEG in
semiconductors. It produces two triplet excitonic states from a singlet state
created by the absorption of a single photon that excites a transition from the
S0 ground state to the first excited S1 state. In one variation of a solar cell based
on SF, the molecular chromophores are bound to nanocrystalline TiO2 par-
ticles that form a photoactive thin (20� 30 mm) film as in a dye-sensitized solar
cell (commonly called a ‘‘Grätzel cell’’).79 The photoexcited molecules inject
electrons into the conduction band of the TiO2 nanocrystalline film to produce
charge separation and enable extraction of electrical power. The requirement
for SF in molecules is that the lowest triplet state energy (T1) needs to be just
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slightly less than one-half of the S1� S0 energy (to prevent triplet-triplet an-
nihilation, twice the T1 energy needs to less than the S1 energy); the required
energy level arrangement is shown in Figure 13.11. To achieve SF, two of the
molecular chromophores need to be coupled since the two triplets must be
formed on separate molecules; thus, the net spin state of the two coupled
molecules is a singlet, allowing the formation of 2 triplets from a singlet state.
The ‘‘band gap’’ for a SF molecule is defined as T1� S0 because the electrons
are extracted from T1 and the holes from S0. Furthermore, since the direct
transition from S0 to T1 is forbidden, a second chromophore has to be placed in
optical tandem behind the first molecular chromophore to absorb the lower
energy photons not absorbed from the S0� S1 transition.

Figure 13.9 Possible characteristics of QY vs. absorbed photon energy (normalized to
the band gap of the cell) for various MEG and SF characteristics. The
efficiency of MEG is related to the normalized threshold photon energy
and for the linear (L(n)) cases is the slope of this plot. The MEG
efficiency is maximized with a threshold photon energy of 2Eg (from
reference 74).
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Two schemes for SF-based solar cells are shown in Figure 13.12. In
Figure 13.12a, the SF molecule (C1) is bound to nanocrystalline TiO2 and
receives the input solar flux. The 2nd chromophore (C2) produces just one EHP
per photon, and it could be a small band gap semiconductor or a nanocrys-
talline support sensitized with either QDs or dye molecules of the appropriate

Figure 13.10 S-Q type thermodynamic calculations of the PCEs taking into account
various MEG characteristics and for conventional solar cells that do
not exhibit MEG (from reference 74).

Figure 13.11 Electronic energy level scheme for molecules that can exhibit singlet
fission (SF). The triplet state must be just slightly less than half the
energy of the S1 state (to inhibit triplet-triplet annihilation) and two
identical chromophores must be optimally coupled to allow two triplets
to be formed on each chromophore (with total spin of zero) (from
reference 78).
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band gap. A distinguishing feature of the architecture of Figure 13.12a is that
while the optical absorption is in series, the photocurrents from C1 and C2 flow
in parallel and need not be equal, as is required for all other tandem cells; this is
a potential advantage for the cell engineering and cost. The alignment of the
first excited state of C2 with T1 and the ground state of C2 with that of C1, as
shown in Figure 13.12a, produces the optimum PCE, but this is not a rigid
requirement for cell operation as long as the flow of electrons and holes is
energetically allowed; non-alignment only affects the upper limits of the PCE.
However, the maximum voltage obtained from this cell cannot be great than
one-half of S1 - S0, and for H2O splitting this voltage must be at least 1.23þV0.

For this architecture, the maximum PCE for H2O splitting in an ideal cell
(i.e. zero V0) is 33%; with a V0 of 0.25V it is 22%. As shown below, these
theoretical PCE values are lower than those obtained by arranging the

Figure 13.12 Two possible schemes for incorporating SF molecules into photoelec-
trolysis cells. In both cases two chromophores (C1 and C2) with different
HOMO-LUMO values are needed for maximum PCE. In (a) the two
chromophores are illuminated in series but are connected electrically in
parallel; in (b) the two chromophores are illuminated in series and their
electrical connections is also in series. The (b) scheme is analogous to the
Z scheme of biological photosynthesis and the photocurrent in C1 and
C2 must be equal for maximum PCE. In both cases, the C1 HOMO-
LUMO (or band gap) is larger than C2, and solar photons not absorbed
in C1 are absorbed in C2 (from reference 42).
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2 chromophores in the tandem structure shown in Figure 13.12b, but the design
is simpler. In Figure 13.12b, C(1) and C(2) are arranged in a Z-scheme as
discussed above. As a result, the photopotentials of C1 and C2 are additive, and
the photocurrents from C1 and C2 must be equal. The PCE values for this
architecture are higher than the values for the parallel connection shown in
Figure 13.12a for all values of V0.

Figure 13.13 shows a plot like Figure 11.8 but with the results added for the
tandem cell based on SF in the series connection option (Figure 13.12b). It can
be seen from Figure 13.13 that for H2O splitting, while the SF system is much
better than a single photoelectrode (M1), its use of the two chromophore
architectures of Figure 13.12b only improves the PCE over the M1 photo-
materials (that produce just 1 EHP/photon in a Z scheme) from 40% to 46% at
V0¼ 0. Furthermore, this advantage decreases with increasing V0, becoming a
disadvantage at V040.40V.

13.2.3.4 Effect of Solar Concentration Coupled with Carrier
Multiplication

S-Q analyses of MEG or SF that is with combined with solar concentration
show that the PCE for PV cells increases dramatically with increasing con-
centration.80 The effect is greatest for PV cells where the band gap is allowed to
vary with concentration; the band gaps that yield the highest PCE shift to much
smaller values. Thus, for example, the PCE of a single junction PV cell that
exhibits nearly ideal MEG (L2) can increase to 65% for a quantized band gap

Figure 13.13 For a plot like that in Figure 13.5, the PCE values vs. V0 are also added
for the tandem cells SF/M1 and SF/M2, where M2 produces two
excitons/photon. This plot shows adding SF to a Z-scheme type tandem
architecture only improves efficiency for very low values of V0 (from
reference 42).
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of 0.4 eV under a concentration of 500 suns, while a conventional PV cell at 500
suns will have a maximum possible efficiency of 38%. However, for H2O
splitting, the need to provide a large photovoltage (1.23VþV0) lowers the
maximum, PCE. Table 13.1 tabulates the PCE results for cells having over-
voltages of 0.0V and 0.4V with concentrations of 1 sun and 500 suns and for
different tandem configurations with different MEG characteristics for the
photoelectrodes. M1 is the usual 1 exciton/photon; L2 is the linear MEG
characteristic with a threshold of 2Eg, and SF is the sensitized nanocrystal
singlet fission system with SF chromophores; for SF systems, results for both
series and parallel connections of the two photoelectrodes are presented.

With solar concentration, the total cell photocurrent will be increased lin-
early with the concentration factor. To avoid exceptionally large overvoltage
losses at high current densities, it would be necessary to transport the charge
carriers to large area electrodes to conduct the oxidation/reduction reactions of
H2O splitting (see Figure 13.14 for a possible design of such a cell under solar
concentration). If the electrode area is increased by the same factor as the solar
concentration, then it could be possible to limit the total cell overvoltage to
0.4 eV (for 1 sun intensity, the cell overvoltage iso0.25V80). Higher over-
voltages will reduce the efficiencies in Table 1, but the conditions and values
presented there are nevertheless useful for comparing the benefits of solar
concentration to no concentration. Thus, Table1 shows that the best benefit for
a tandem cell with V0¼ 0.4V and a concentration of 500� concentration would
be obtained from an SF/M1 configuration (38% maximum PCE) and an L2/L2
configuration (40% maximum PCE); for a conventional M1/M1 tandem cell at
500� concentration, the maximum PCE is 33%.

13.3 Buried Junctions and Other Novel Approaches

13.3.1 Buried p-n Junctions in a Tandem Cell

Two vital advantages of solar water-splitting and fuel-producing cells with
buried junctions are: (1) the photoactive materials are appropriately

Table 13.1 PCE and Optimum Egs for Tandem Cells with Different
Configurations and Parameters.

Tandem Cell
Configuration

Overvoltage
V0 (V)

E1 or T1 –S0

(eV)
S1 – S0

(eV)
E2

(eV)
Solar
Concentration

Electrical
Connection

PCE
(%)

M1/M1 0.0 1.40 (E1) N/A 0.50 1 Series 40
M1/M1 0.4 1.55 (E1) N/A 0.75 1 Series 33
L2/L2 0.0 1.20 (E1) N/A 0.30 500 Series 50
L2/L2 0.4 1.45 (E1) N/A 0.55 500 Series 40
SF/M1 0.0 0.90 1.8 0.90 1 Series 42
SF/M1 0.4 1.0 2.0 1.1 1 Series 33
SF/M1 0.0 0.88 1.8 0.58 500 Series 50
SF/M1 0.4 0.95 1.9 1.0 500 Series 38
SF/M1 0.0 1.4 2.8 1.4 500 Parallel 42
SF/M1 0.4 1.8 3.6 1.9 500 Parallel 22
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encapsulated and hence are not in direct contact with the aqueous electrolyte so
that photocorrosion is avoided; and (2) the electrocatalytic surfaces are not
those of the photoactive and charge-separating materials, but rather the photo-
generated current is transferred to optimized catalytic, dark metal electrode
surfaces. This later feature means that the energy levels of the electrons and
holes in the photomaterial (set by the flatband potential of the semiconductor
electrodes) do not need to be appropriately aligned with the redox potentials of
the two oxidation and reduction half-reactions of water splitting or CO2 re-
duction, as is required in pure photoelectrochemical (PEC) systems (i.e. those
with semiconductor/aqueous electrolyte interfaces). Provided that a sufficient

Figure 13.14 Schematic of a photoelectrolysis cell that showsMEG or SF under solar
concentration where the photocurrent is distributed over a large dark
electrode surface area to reduce the photocurrent density and hence the
corresponding Vo in order to take advantage of the great increase in
PCE possible when MEG or SF is combined with solar concentration.
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photovoltage is generated in the photomaterial to electrolyze water, the elec-
trode potentials of the catalytic surfaces in electrical contact with the photo-
material adjust automatically and instantaneously through the redistribution of
charge in the Helmholtz layers at the catalytic anode and cathode surfaces; this
is exactly what happens in the case of metal electrodes during the dark elec-
trolysis of H2O or during CO2 reduction to fuel.

Figure 13.15 shows an energy band diagram for two buried p-n junctions in
series in a tandem cell for water splitting. The photoactive semiconductor
materials are encapsulated to isolate them from the aqueous solution and thus
prevent photocorrosion. A transparent window is used for either the anode or
cathode side of the cell; either the larger or smaller band gap can be the anode
or cathode depending upon the specific materials of the junctions. The photo-
currents generated in each p-n junction must be equal to balance charge and
optimize efficiency; this is done by adjusting the absorber thicknesses depending
upon their absorption coefficients. Following absorption of two photons, one
in each junction, one electron in injected into the electrolyte from the n-type
region of the smaller band gap p-n junction to drive the reduction reaction, and
one hole is injected from the p-type region of the larger band gap p-n junction
to drive the oxidation reaction. Thus, in the buried 2-junction configuration
shown in Figure 13.15, the device acts as a majority carrier device. This is the
opposite to the conventional PEC structure, where the semiconductor-liquid
junction results in electron injection from the p-type semiconductor and the

Figure 13.15 Energy level scheme for a tandem photoelectrolysis cell based on two
buried p-n homojunctions with different band gaps (their PCE values
can be determined from Figure 13.5). Photoelectrolysis cells with buried
junction do not suffer photocorrosion and eliminate the need to match
flatband potentials with the redox potentials of water oxidation-
reaction reactions (from reference 25).
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hole is injected from the n-type semiconductor, making the PEC cell a minority
carrier device (see Figures. 13.2 and 13.4).

The remaining electron and hole in the two p-n junction regions of the buried
cell structure of Figure 13.15 recombine at the interface between the two p-n
junctions via a transparent ohmic contact, which can be a tunnel junction
produced by thin layers of heavily doped n-and p-type layers in the adjacent n-
and p-type semiconductors, thereby maintaining charge balance in the device.
Figure 13.16 shows a schematic of a buried junction tandem cell based on the
dye or QD-sensitized nanocrystalline solar cell. A record 12.4% for water-
splitting PCE in a tandem structure with half-buried junctions was reported by
Khaselev and Turner;81 the cell consisted of a GaAs p-n junction buried behind
a p-type GaInP2 semiconductor/aqueous electrolyte junction. Long-term
photoinstability of the p-GaInP2 PEC electrode is a problem with this system.

13.3.2 Buried p-n Junctions in a Texas Instruments System for

H2O Splitting

Another approach to H2O splitting using buried junctions is a variation of a
previously successful Texas Instruments (TI) system for splitting liquid HBr
into H2 and Br2 that was based on 250 mm crystalline Si spheres processed into
250 micron-sized core-shell p-n junctions.82 The spheres were produced by

Figure 13.16 A schematic diagram of a tandem photoelectrolysis cell with buried
junctions that is based on dye or QD or SF-sensitized nanocrystalline
films, as in a dye-sensitized (Grätzel) cell.
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simply spraying molten Si through an atomizing nozzle to produce droplets
that subsequently solidified into small spheres. The cell structure is shown in
Figure 13.17. Each spherical micron-sized p-n junction is buried by metal and
glass coatings to protect the Si against photocorrosion; the metallic coating at
the Si-HBr interface is thin layer of Pt (20 nm). Two panels consisting of a high
density of microspheres consisting of n-Si cores with p-Si shell were dispersed
on one panel and microspheres of p-Si cores with n-Si shells were dispersed on a
second panel. The core-shell structures were processed such that all cores were
contacted by a common metal support, thus producing two Si p-n junctions in
series. Under solar illumination, H2 was evolved at the panel with p-cores and
n-shells, and Br2 was evolved at the panel with n-cores and p-shells. The PCE of
this system was 7–10%. One difference between the buried junctions of
Figure 13.15 and Figure 13.18 is that the p-n junctions are illuminated in
tandem in the former and in parallel in the latter; thus, the former has a
higher PCE.

A H2O splitting system based on the general TI concept could also consist of
core-shell Si microspheres prepared both with n-type cores and p-type shells
and vice-versa, forming microsized p-n junctions. Such a possible H2O splitting
cell is shown in Figure 13.18. It would consist of four panels illuminated sim-
ultaneously in parallel, with two panels consisting of a random distribution of
n-on-p microspheres and two panels consisting of p-on-n microspheres. The
two types of panels containing the two types of microspheres in each panel
would alternate side by side with each other. The microspheres would be em-
bedded in an insulating matrix (e.g. SiO2 or plastic), but the top and bottom
sections of the microspheres would be exposed to allow processing for the
specific types of electrical and electrochemical contacts shown in the figure.
The density of the microspheres in the panels would be about 2000/cm2.

Figure 13.17 A schematic of the buried junction configuration of the Texas Instru-
ments (TI) approach (late 1970 s) to solar H2 production based on p-n
Si microspheres that have two Si p-n junctions between two micro-
spheres (one having an n-core and p-shell and the other a p-core and
n-shell) coupled in series; a multitude of microsphere pairs operate in
parallel between two large scale panels that are spatially separated but
electrically connected by a common metal support to carry out the
oxidation and reduction reactions in separate panels. Failure of one or
more of the microshperes does not affect the operation of the system.
HBr is used as the electrolyte.
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The proposed configuration in Figure 13.18 would result in the effective for-
mation of 4 Si p-n junctions through the series connection of 4 core-shell Si
microspheres, giving a photovoltage of about 2V, which will be sufficient to
split H2O at high rates. Each of the 4 p-n junctions created from 4 microspheres
would be independent and operating in parallel; this means failure of any
sphere(s) in the system would not affect any of the remaining microspheres.
Two panels with planar p-n junctions connected in series can be substituted for
the middle two panels consisting of microspheres if warranted by cost and
engineering considerations. Further simplifications and modifications could
substitute Si microcubes for microspheres, produced by patterning of planar Si
p-n junctions.83

13.3.3 Buried p-n Junctions using Nanocrystals (Quantum Dots,

Quantum Wires, and Nanorods)

Finally, a new approach to highly efficient H2O-splitting cells with buried
junction involves taking advantage of quantization effects in semiconductors to
modify their band gaps to produce a double p-n junction tandem cell derived
from just one semiconductor photomaterial. The band gaps of a given semi-
conductor nanocrystal can be controlled via their size to produce two different
band gaps of optimum value (as shown in Section 13.2.3.2 ) that are arranged in
a tandem cell. The two nanocrystalline p-n junctions can be buried and pro-
tected from the aqueous electrolyte as discussed in Section 13.3. The principle
of this approach is shown in Figure 13.19 for two nanocrystalline p-n junctions
made from quantum dots arrays arranged in optical and electrical series. Other
variations are possible: (1) nanorods (with diameters not in the quantization
regime) containing two axial or radial p-n junctions of different materials with
optimum band gaps can be arranged optically in parallel or in tandem; (2)
quantum wires of the same semiconductor but with different diameters to

Figure 13.18 Modification of the TI approach to an H2O splitting system by using
4 p-n Si microspheres in electrical series as shown.
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control their band gaps can also be arranged with two axial or radial p-n
junctions optically in series or in parallel. Figure 13.20 shows a quantum wire
system arranged optically in parallel and electrically in series. It is a variation of
the TI approach discussed above in Section 13.3.2.

Figure 13.19 A photoelectrolysis cell using two buried junctions based on nanocrys-
talline arrays of n-and p-type nanocrystals that form nanocrystalline
p-n junctions. The semiconductors are the same material but of differ-
ent size in their size-quantization regime; they thus have two different
band gaps which can be optimized according to the required values of
Figure 5 by controlling their nanocrystal size.

Figure 13.20 A buried junction photoelectrolysis cell based on quantum wires with
axial p-n junctions with different band gaps due to size quantization.
The arrangement is analogous to the initial TI system except the
cathode and anode consist of arrays of quantum wires with n-shells and
p-cores and p-shells and n-cores, respectively.
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CHAPTER 14

Light Harvesting Strategies
Inspired by Nature

EVGENY OSTRUMOV, CHANELLE JUMPER AND
GREGORY SCHOLES*

University of Toronto, Department of Chemistry, 80 St. George Street,
M5S3H6, Ontario, Toronto, Canada
*Email: greg.scholes@utoronto.ca

14.1 Introduction

The primary processes of photochemical reactions begin with the event of
absorption of light. The resulting excitation energy is transferred to a trap
where it can be used for charge separation. Through different mechanisms, the
separated charges are used in subsequent redox reactions to oxidize water and
produce a proton gradient. Thus the light harvesting apparatus uses a natural
energy resource (sunlight) to provide electric power for driving necessary
reactions. Using artificial light-harvesting devices, the energy of sunlight can be
stored in various solar fuels (e.g. hydrogen, methanol or other carbon-based
compounds), or it can be used for direct generation of electricity in solar cells.1

The efficiency of the primary energy conversion in such devices is one of the key
elements in successful utilization of the sunlight energy.

Natural systems can teach us strategies for the capture, transfer and trans-
formation of solar energy, and improve our understanding of the principles of
these primary photoreactions in order to provide the necessary platform for
building efficient artificial light-harvesting devices. After 3.5 billion years of
evolution, photosynthetic organisms have mastered these processes, achieving
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490% efficiency of exciton energy transfer within light-harvesting antennae
proteins and 499% efficiency of charge separation in reaction centers.2–5 This
remarkable efficiency is achieved via two mechanisms: modification of chro-
mophore molecular structure and intelligent organisation of the photosynthetic
apparatus.6,7 A large variety of pigments allows organisms to increase the
absorption cross-section and optimize inter-chromophore spectral overlap. For
instance, in deep waters only the green part of solar spectrum is accessible, and
organisms inhabiting deep waters (cyanobacteria, cryptophytes, diatoms etc.)
express larger amounts of pigments – carotenoids and phycobilins – that absorb
in this spectral region.8 In contrast, red-absorbing chlorophylls constitute the
dominant pigments in terrestrial plants and shallow water algae.9 The second
factor, the structure of proteins and their organisation in the photosynthetic
unit, plays a key role in the energy transfer reactions.10 It is known that
chlorophylls in free solution with concentrations comparable to those in light-
harvesting proteins (0.1M) exhibit such strong quenching that essentially no
energy transfer is possible.11 In contrast, chlorophyll molecules embedded in
proteins exhibit extraordinarily high fluorescence yield and intermolecular ex-
citon transfer rates.4 This phenomenon is due to the unique protein scaffold
that encases the pigments in a very specific way and prevents the concentration
quenching (see Figure 14.1).12 Within the protein scaffold, the orientations and
distances between pigments are optimized to keep the inter-molecular
interaction strong, while the energy dissipation is already low. This interaction
is described in terms of pigment-pigment and pigment-protein couplings, which
are the central parameters in the theoretical description of the exciton dynamics
within the photosynthetic unit and determine the inter-chromophore energy-
transfer rates.13 Several different mechanisms, as determined by pigment-
pigment coupling strengths, can jointly contribute to the overall energy transfer

Figure 14.1 Photosystem II of higher plants. Orange arrows indicate an exciton
transfer pathway between antennae chlorophylls. Red arrows indicate
the electron transfer chain from the oxygen-evolving complex at the
lumen to the quinone pool at the stroma.
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during the migration of the exciton from the initially excited chromophore to
the reaction center.

This chapter explores the main mechanisms of energy transfer employed
within antenna proteins of various photosynthetic organisms. First, the prin-
ciples of Förster Resonance Energy Transfer (FRET) within a system of weakly
coupled pigments are discussed. The Förster theory provides the essential in-
formation on energy migration in the Donor-Acceptor system. However, in
systems with strongly interacting pigments, where the excitation energy is de-
localized over a group of several molecules, conventional Förster theory fails.
An improved description is provided by the generalized Förster theory, which
we introduce using light-harvesting proteins of purple bacteria as an example.
The generalized Förster theory accounts for situations in which the pigments
are grouped in weakly interacting aggregates with strong intra-aggregate
coupling. Following evolutionary progression, we consider more
complex antenna proteins of algae and higher plants within which both the
density of pigments and their number per aggregate is increased. In recent
years, theoretical and experimental studies have revealed coherent behavior in
such systems, leading to the proposal of wave-like energy migration as an al-
ternative to the classical hopping mechanism assumed in Förster theory. We
critically examine the quantum coherent effects in pigment-protein complexes
and discuss their possible influence on the efficiency of energy transfer. Finally
the strategies of photoadaptation and photoprotection are considered. Sunlight
intensity varies by 2–3 orders of magnitude during the day, and protein deg-
radation can easily occur under these conditions. We discuss how the regulation
mechanisms – developed in plants on molecular level – prevent photodamage
and allow for a substantial increase in the overall efficiency.

14.2 Weakly-Coupled Chromophores: Förster

Resonance Energy Transfer Theory

Experiments on unicellular algae in the early 1930s revealed that production of
one oxygen molecule results from the cooperative action of a large number of
chlorophyll molecules.14 Thus, it was concluded that a single photosynthetic
unit consists ofB300 light-harvesting chromophores and one reaction center.15

After absorption of a light photon, the generated exciton will experience a large
number of energy transfer events – ‘hops’, from one chromophore to another
before reaching the reaction center.16 Traditionally, the exciton transfer is de-
scribed by random hop model.17 The energy transfer mechanisms between two
isolated chromophore molecules, donor (D) and acceptor (A), can be classified
according to their coupling strength. In the weak coupling regime, i.e. when the
distance between A and D is large enough, energy transfer can be described by
the dipole-dipole approximation of the Coulomb interaction. This approxi-
mation is the basis of the Förster Resonant Energy Transfer theory, according
to which the electronically excited donor molecule D* returns to the ground
state, while the acceptor molecule A becomes excited from its ground state (see
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Figure 14.2A). This process is nonradiative and is solely due to Coulomb
interaction between molecules A and D. The amplitudes of the donor de-
excitation and acceptor excitation transitions depend on the transition dipole
moments of each of the molecules, dD and dA. The Coulomb interaction couples
these two transitions and the coupling strength in the point-dipole approxi-
mation takes shape

VDA �
dAdD

R3
DA

� 3
dARDAð Þ dDRDAð Þ

R5
DA

ð14:1Þ

where RDA is the distance between centers of donor and acceptor molecules.
Within the weak coupling limit, if the inter-chromophore distance becomes
comparable with the size of the chromophores RDABrA, rD, the coupling term
cannot be approximated by the point dipole approach, and it is therefore
calculated more accurately using a quantum chemical calculation of the
transition density of the donor and acceptor molecules. Using the calculated
transition densities the coupling can be obtained by the so-called Transition
Density Cube (TDC) method.18 In that approach each of the A and D mol-
ecules is treated as a sum of a large number of space elements (cubes) that have
much smaller dimensions than the inter-cube distances. Integrating over these
small cubes gives the coupling term.

When the inter-chromophore distance becomes short enough for the wave-
functions of the interacting molecules to overlap, the FRET is dominated by an
alternative energy transfer mechanism – Dexter electron exchange.19 In this
mechanism, an electron is transferred between the ground and excited states of
the interacting molecules as shown in Figure 14.2B.

D* A*

D*

A D

A D A*

A

B

Figure 14.2 Energy transfer mechanisms between Donor and Acceptor chromophore
molecules. A – long range Förster nonradiative energy transfer, B –
Dexter electron exchange.
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The rate of the energy transfer between any two quantum states is deter-
mined by Fermi’s Golden Rule:

kDA �
2p
h
V2

DAd ED � EAð Þ ð14:2Þ

where ED and EA are energies of the donor and acceptor states. In case of
energy transfer between chromophore molecules, the d-function is replaced by a
spectral density function (or spectral overlap integral) JDA:

JDA¼
Z

SD Eð ÞSA Eð ÞdE¼ 1

�h

Z
SD oð ÞSA oð Þdo ð14:3Þ

Here, SD(o) and SA(o) are the spectra of donor emission and acceptor
absorption, respectively. Combining equations (14.1) to (14.3) and averaging
over all possible orientations of the dipoles dD and dA, the final expression for
the Förster transfer rate can be obtained:

k � 4p
3�h

dDdA

R6
AD

JDA ð14:4Þ

The spectral overlap integral JDA is a very important quantity in the Förster
theory. Together with the coupling parameter (VDA), it controls the magnitude
of the energy transfer, and it is used in nature to tune each particular ET
pathway between different pigments to optimize the overall energy transfer
efficiency. For example, the light-harvesting complex II (LHCII) of higher
plants contains 8 Chl-a and 6 Chl-b molecules. However, due to interaction
with the protein scaffold, instead of two absorption lines corresponding to Qy

electronic states of Chl-a and Chl-b, the LHCII complex exhibits a broadened
spectrum consisting of 14 strongly overlapped exciton absorption bands.20 This
tuning of the site energy of each chromophore within the protein generates an
intelligent electronic ‘spider-web’, where multiple energy transfer pathways
optimally funnel the excitation energy to the reaction center without the exciton
being ‘lost’ among 300 chlorophylls of the photosynthetic subunit.

While the electronic structure of an individual chromophore controls the
spectral overlap, the distance between chromophores and their mutual orien-
tation determine the coupling term.21 Thus, the chromophores within a light-
harvesting complex perform the act of light absorption and store the exciton
until it is transferred to another chromophore or is dissipated. Chromophores
are therefore a mere construction block. It is the protein that assembles all the
necessary cofactors together, tunes their properties, aligns and orients them;
creating a complete unit of the photosynthetic machinery which can optimally
function in a given environment, delivering excitation energy to the reaction
center.

The Förster theory provides a good estimate of the energy transfer rate and
the characteristic distance between chromophores in a photosynthetic unit – the
so-called Förster radius.22 However, in its simplest form, (equation (14.4)) it
does not account for another factor: the dynamics of chromophore-protein
(system-bath) interaction, which can substantially alter energy transfer. In the
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following section, we discuss the role of the system-bath interaction and the
interplay between pigment-pigment and pigment-protein couplings.

14.3 Multi-Subunit Protein Complexes: Generalized

Förster Theory

Förster theory is formulated with two assumptions, which are often summar-
ized as the ‘weak coupling limit’. First, the coupling of the system of interest
(the donor and acceptor states) to the bath is considered to be much stronger
than the intrinsic coupling between donor and acceptor. Second, the charac-
teristic relaxation time of the bath is much faster than the rate of FRET, and
therefore the bath is considered to be completely equilibrated during the res-
onance energy transfer. Under these assumptions, the bath plays the role of a
sink for the excitation energy, and the energy transfer has an incoherent and
irreversible character. However these approximations are not always applic-
able, and one of the best examples of the breakdown of the weak coupling limit
is the LH2 complex of purple bacteria. This complex is one of the most well
studied photosynthetic proteins. Its crystal structure reveals a cylindrical shape
with 9-fold symmetry (or 8-fold depending on the organism species) where each
subunit consists of two helices, which scaffold four chromophores: three
bacteriochlorophyll-a and one carotenoid molecules (see Figure 14.3A). The
LH2 complex is optimized to absorb light in a broad spectral range, from UV
(mostly by carotenoids) to IR (by Qy excited state of BChls). The absorbed
excitation energy is funnelled downhill to the lowest excited state of BChls, from
where it is transferred to the reaction center (RC-LH1 complex). The geometry
of the BChl ‘aggregate’ within the LH2 complex has been found to be most ef-
ficient in light-harvesting, performing perfect energy transfer. The BChl aggre-
gate in LH2 complex is organized in two rings, B850 and B800 – the notation

Figure 14.3 A. Molecular structure of LH2 complex of Rds. acidophila. B850 ring
bacteriochlorophylls are shown in light green, B800 ring bacteriochlor-
ophylls are shown in dark green, carotenoids are shown in red. B.
Absorption spectrum of the LH2 complex of Rds. acidophila.
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refers to the maximum wavelength of the absorption peaks–(Figure 14.3B). The
B800 ring contains 9 BChl molecules separated by B2 nm. The primary role of
this ring is to collect light at 800 nm and forward the energy to the B850 ring.
Due to the large separation distance of BChls, the energy transfer within the
B800 ring and between B800 and B850 rings can be well described by Förster
theory (weak coupling limit). In contrast, the properties of the B850 ring are very
different. Due to a very short spacing (B0.9 nm) of the 18 BChls within the B850
ring, the resulting coupling (B300 cm�1) between nearest neighbour BChls is
strong enough to cause formation of 18 exciton states.

In other words, the interaction of BChls within B850 exceeds the energetic
disorder represented by absorption lineshapes of isolated BChl molecules, which
leads to sharing of the excitation energy among the coupled chromophores,
forming so-called Frenkel excitons.23,24 In a perfect case, only 2nd and 3rd exciton
states would be optically bright, and the rest of the exciton manifold should be
optically forbidden.25 However, due to disorder in the energies of the excited
states, the lowest exciton state gains substantial dipole transition moment. In
addition, the disorder decreases the delocalization to typically 4 BChls sharing a
single exciton.26–29 To sum up, the arrangement of chromophores in aggregates
with strong coupling serves several functions. The absorption cross-section is
increased by creating exciton states that differ from the original electronic states
of the isolated chromophores. The lowest energy exciton state stimulates a down-
hill energy transfer cascade from the localized states, thereby increasing the ef-
ficiency and speed of energy transfer (by a factor of 10 relative to estimated
values based on Förster theory). Finally, the exciton states show better properties
in protecting excitation energy and directing it to the reaction center.

The key feature of the excitonic aggregate is the domination of the inter-
chromophore coupling over the chromophore-bath coupling. In that case the
delocalized exciton states |M4 are given as coherent superposition of the
localized excited states |m4

Mj i ¼
X
n

c Mð Þ
m mj i ð14:5Þ

where c
Mð Þ
m are elements of the eigenvector matrix of the system Hamiltonian

HS, consisting of localized state energies Em and couplings Vmn

HS ¼
X
m

Em mj i mh j þ
X
mn

Vmn mj i nh j ð14:6Þ

In contrast to the FRET, the energy transfer in a system of strongly coupled
chromophores occurs via excited states rather than through molecular units. In
a system of strongly interacting chromophores, energy transfer will occur via
delocalized exciton states with energies defined as the eigenvalues of the
HamiltonianHS. The calculation of the transfer rate between two exciton states
is usually performed under two approximations summarized by the Redfield
theory.30 Within the Born approximation, any change in the vibrational
structure during relaxation is neglected, and the system is treated perturba-
tively. Within the Markov approximation, the system-bath interaction is
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assumed to decay on a very short timescale and the relaxation (Redfield) tensor
is assumed to be time-independent. Under these conditions, the rate constant
between two delocalized states depends on the spectral density J(o), the energy
between the two states h�oMN and electronic ‘overlap’ factor gMN:

kMN ¼ 2pgMNo
2
MN J oMNð Þ 1þ n oMNð Þð Þ þ J oMNð Þn oMNð Þð Þ ð14:7Þ

where n(oMN) is a Bose-Einstein distribution function for the vibrational
quanta.31 The electronic factor gMN depends on the correlation of energy
fluctuations of localized states. If the fluctuations are strongly correlated, no
transfer between exciton states takes place. In the opposite case, when the
energies of localized states are completely uncorrelated, the relaxation rate
is maximal. The spectral density term J(oMN) describes how strong the
dissipation of the system is.

The perturbative approach utilized in Redfield theory has been used to cal-
culate coherent evolution in a number of protein complexes.32–34 However, the
perturbation approach is not always valid in natural systems where strong
inter-chromophore coupling within aggregates is combined with weak coupling
between aggregates. In some cases, only a part of the protein pigments have
strong coupling and form aggregates, whereas the rest of the pigments are
weakly coupled. In other proteins, all the pigments are strongly coupled,
making the whole protein a single aggregate. In both scenarios, interaction
between weakly coupled aggregates can be well described by Förster theory.
Therefore in order to describe complete dynamics of a complex system, both
strong inter-chromophore coupling and weak inter-aggregate coupling have to
be taken into account simultaneously. This is addressed in the generalized
Förster theory.35–38 This generalized form operates with the effective donor and
effective acceptor rather than localized states. The effective donor states |M4
are calculated from the interacting donor molecules |m4 in the absence of
acceptor molecules, and effective acceptor states |N4 are calculated from the
interacting acceptor molecules |n4 in the absence of donor molecules. In this
way, the delocalized donor states and delocalized acceptor states are deter-
mined. In the next step, the effective spectral density JMN and effective coup-
lings VMN between pairs of effective donor and effective acceptor states are
estimated. The final energy transfer rate between donor exciton state |M4 and
acceptor exciton state |N4 takes form analogous to equations (14.2) and (14.3)

kMN ¼ 2p
V2

MN

�� ��
�h2

Z1

�1

SM oð ÞS0N oð Þdo¼ 2p
VMNj j2

�h2
JMN ð14:8Þ

where the effective spectral density JMN contains both excitonic and exciton-
vibrational contributions and the effective excitonic coupling VMN is a sum of
weighted intra-aggregate excitonic couplings Vmn:

VMN ¼
X

c Mð Þ
m c Nð Þ

n Vmn ð14:9Þ

396 Chapter 14

 1
4/

10
/2

01
3 

09
:3

8:
33

. 
Pu

bl
is

he
d 

on
 3

1 
D

ec
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

77
39

-0
03

89
View Online

http://dx.doi.org/10.1039/9781849737739-00389


The scheme of the energy transfer in a photosynthetic unit of the purple bac-
teria is summarized in Figure 14.4. The rates shown were measured experi-
mentally by various techniques and represent typical values for different
organisms.39,8,40–42

14.4 Quantum Coherence in LH Proteins

The sharing of excitation energy among several chromophores arising from the
strong coupling of BChls within LH2 complexes is a quantum effect well-
known from condensed matter physics.43,44 This quantum phenomenon
substantially increases energy transfer rates in light-harvesting complexes, en-
hancing the efficiency of primary photoreactions.45 Despite the fact that exciton
sharing is a quantum coherence effect, the dephasing is so fast that the mech-
anism of energy transfer remains incoherent and only the magnitude of the
transfer rate is affected. However, within the last decade a completely different
quantum effect has been reported for several light-harvesting proteins
(Figure 14.5). Oscillations (quantum beats) of significant amplitude have been
observed in the excitation dynamics of these proteins indicating presence of a
coherent energy transfer.46,47 The experimental observation of quantum co-
herence in light-harvesting proteins appeared to be a surprising phenomenon
and attracted much attention from the scientific community.48–52

Figure 14.4 Photosynthetic unit of purple bacteria consisting of LH1-RC and LH2
complexes. Only BChl molecules are shown: strongly coupled B850
bacteriochlorophylls of LH2 complex (blue), weakly coupled B800
bacteriochlorophylls of LH2 complex (green), strongly coupled
B875 bacteriochlorophylls of LH1-RC complex (cyan), special pair
bacteriochlorophylls of reaction center (red), accessory bacteriochloro-
phylls of the reaction center (yellow). Black arrows indicate energy
transfer pathways.
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The distinctive feature of these proteins is that the interacting chromophores
have an intermediate coupling strength comparable with the coupling to the
bath.53,54 In other words, the characteristic line-shape width is similar to the
disorder in the excited state energies of the chromophores. In molecular net-
works with intermediate inter-chromophore coupling, coherent quantum dy-
namics is generally possible; however, it is not expected to occur in natural
proteins which function at high temperatures (4273 K) in the presence of water
and experience strong interactions with the environment. Indeed, due to these
factors, decoherence is considered to be very fast and the excitation dynamics in
natural systems is traditionally described using laws of classical physics.
However, a new advanced spectroscopy method, two-dimensional electronic
spectroscopy (2DES)55 developed within the last decade has provided clear
evidence of coherent dynamics in light-harvesting proteins and allowed direct
observation of the pathways of the energy flow.

Applying this technique to light-harvesting antenna complexes from green
sulphur bacteria (FMO) and cryptophyte algae (PC645), it was found that under
laser excitation a long-lived coherent beat (o600 fs) is present even at ambient
temperatures.46,47,59,60 This beat is observed as oscillations (Figure 14.6B) of the
cross peak in the two-dimensional spectrum (Figure 14.6C) as a function of the
population time between the pump pulse sequence and the probe pulse
(Figure 14.6A). The cross peak of the 2D spectrum represents a pathway of the
field-matter interaction (Liouville pathway), and the beating of the cross peak is
observed only when two excited states coherently share the exciton. The beat
period is defined by the energy gap between the two states, and the position of the

Figure 14.5 Light harvesting proteins of various organisms: chlorophyll containing
LHCII from higher plants56 (A), bacteriochlorophyll containing FMO
from green sulfur bacteria57 (B) and bilin containing PC645 from
cryptophyte algae58 (C).
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cross peak in the 2D spectrum is determined by the energies of the two electronic
states that participate in the coherent superposition.61 The observation of
quantum beating in photosynthetic complexes stimulated theoretical studies of
the possible mechanisms that may lie beneath the observed coherent signals and
which could play a role in improving photosynthetic transport.62–64 One of the
proposed mechanisms of quantum energy transfer is the ‘quantum walk’.65 In a
classical random walk, the excitons take steps from chromophore to chromo-
phore in randomly chosen directions (Brownian-like motion) and eventually
reach the reaction center. In contrast, according to the quantum walk model the
exciton takes steps in all directions simultaneously, and the resultant path is
determined by the destructive/constructive interference between all possible
paths.66 The quantum walk has significant advantages since the distance of ex-
citon travel is proportional to the travelling time t, whereas a classical random

walk it scales with
ffiffi
t
p

. The critical factor in the quantum walk efficiency is the
interplay between the interaction of the system with the environment and the
destructive interference of possible pathways. Remarkably, the optimal transport
occurs at room temperature, where the two mechanisms cancel each other.67 Due
to a generally strong interaction with the environment, the decoherence is always
substantial, but the inter-chromophore distance and their relative orientation can
change the electronic coupling between molecules by orders of magnitude.
Therefore, it would not be surprising if during evolution nature had found an
excellent alignment of pigments within the protein scaffold that allows com-
pensation of decoherence effects.

The contribution of the quantum physics to light harvesting in natural sys-
tems is well established. The quantum phenomena of sharing excitation energy
between neighboring chromophores increase both the spectral overlap and the
coupling strength and result in increased energy transfer rates.45 These phe-
nomena are solely due to the properties of the system and do not depend on the
properties of the incident light. In contrast, the quantum coherent oscillations
(beats) are observed only under coherent laser excitation. However, natural
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Figure 14.6 2D electronic spectroscopy: scheme of excitation pulses (A), example of
coherent beat of the cross-peak of the 2D spectrum (B), and example of
2D spectrum (C).68

The data was kindly provided by D. B. Turner.
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solar radiation is incoherent and is of much lower spectral intensity. Therefore,
despite clear evidence of coherent dynamics in light-harvesting complexes, it is
not yet clear whether the quantum coherent effects contribute to the exciton
dynamics in vivo. Nevertheless, the quantum coherence phenomena can cer-
tainly improve efficiency of the energy transfer, and the optimal arrangement of
chromophores is the key to that technology.

14.5 Strategies of Photoadaptation and

Photoprotection

Environmental conditions can change dramatically over time and space. These
changes can cause substantial damage to the organism if no prompt readjust-
ment is introduced. Photosynthetic organisms have developed remarkable
mechanisms to survive and perform efficient photochemistry in different, often
extreme conditions. For example certain algae species can live in hot springs at
temperatures above 70 1C,69 in very acidic environments (pH 0.05–4),70 at the
snow surface,71 and under high levels of UV radiation.72 Some species can even
survive in the deep-sea where no sunlight can reach and utilize geothermal
radiation for photosynthesis.73 The incident light (either low or high levels) is
one of the main stress factors, and organisms must not only show highly effi-
cient light-harvesting under various illumination levels but also provide good
protection against photodamage.

Changes of the intensity of sunlight during the day can reach several orders
of magnitude within a few minutes.74 When the rates of absorption of light and
generation of excitons exceeds the rate of photochemical reactions, the excited
chlorophylls have a high probability of triplet state formation, followed by the
formation of singlet oxygen or other reactive species. These species can easily
oxidize proteins and can severely damage photosynthetic apparatus. In order to
prevent photodamage, organisms have developed a number of molecular
mechanisms that allow adaptation to new light conditions within minutes,
seconds or even faster.75,76 A pH gradient across the membrane serves as a
sensor of the radiation level. Under excess light, low pH triggers the reorgan-
isation of light-harvesting proteins as well as changes in the molecular structure
of the proteins, namely their carotenoid composition. These processes are often
unified under the heading of non-photochemical quenching (NPQ), since they
compete with photochemical charge separation in the deactivation of chloro-
phyll excitation energy. One of the NPQ mechanisms is related to the inter-
connectivity of the antenna proteins: under high light conditions, antenna
proteins detach from the reaction center, decreasing the excitation flow.77,78

This is a clear advantage of a multicomponent antenna organisation, allowing
fast assembling/disassembling of the antenna complexes and thereby changing
the energy transfer vs. excitation quenching ratio. Another mechanism of NPQ
involves carotenoids, which are long known to contribute to photoprotection
and which act as antioxidants in all living organisms.79 Their most famous role
is in quenching triplet chlorophylls as well as singlet oxygen, thus removing the
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reactive species from organisms. To increase efficiency of that process, carot-
enoids are embedded in protein next to the chlorophylls allowing them to
quench reactive species before they can damage the protein. During the last two
decades, the role of carotenoids in quenching of chlorophyll singlet states has
been very extensively studied. This carotenoid-involving NPQ mechanism
provides a remarkable tool for fast switching of the antenna complex from the
light-harvesting to the quenching state,80 thus attracting a significant interest
from the scientific community. With minimal structural change, the machinery
decreases the efficiency of light harvesting by 480%. Such a tool would be
invaluable for any light-harvesting device, since it will allow adaptation to
changing conditions with minimal effort. In natural proteins, it is not a surprise
that only a small structural change can so drastically affect energy dynamics.
Indeed, as was noted above, with the high concentration of chlorophylls
(40.6M) it is remarkable that any energy transfer reactions can take place at all,
since excitation of chlorophylls is completely quenched in free solution.11 The
exact mechanism of singlet chlorophyll quenching by carotenoids is still under
debate.81 In one hypothesis, the quenching is achieved by direct contact of
chlorophyll and carotenoid molecules, either via formation of a carotenoid
cation82 or via direct energy transfer from chlorophylls to carotenoids.83

Carotenoids have excited states with extremely short lifetime, making them a
perfect sink for excess excitation. According to a second hypothesis, carot-
enoids, along with other factors, stimulate aggregation of neighboring light-
harvesting proteins (LHCII) and as the result a chlorophyll-chlorophyll charge
transfer states are formed, which again act as a sink for the excess excitation,84

competing with the energy flow to reaction center.

14.6 Summary of the Strategies Adopted by Natural

Systems

Light-harvesting complexes of photosynthetic organisms provide an example of
perfect devices for collecting and transporting radiation energy. The photo-
synthetic antenna not only fulfills these two functions but is able to adapt to
various environments and changing conditions, while keeping the overall effi-
ciency of the light-harvesting above 90%. The key to this successful operation is
the multi-chromophore and multi-protein organization. It allows adjustment of
sunlight absorption to the accessible spectral range, transfer the absorbed en-
ergy to the reaction centre with negligible losses and matching of the energy
flow to the photochemical conversion rate of the reaction center. The latter
mechanism keeps the photochemical reactions working without idling and at
the same time prevents photodamage of the photosynthetic apparatus due to
over-excitation of the antenna. The most striking achievement of natural light-
harvesting systems is the utilization of quantum physics in the energy transfer
processes by means of intelligent arrangement of chromophores within the
protein scaffold as well as by adjustment of the interaction between different
pigment-proteins complexes within the photosynthetic unit.
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To summarize, there are two main concepts of light harvesting. First, the
system has to acquire heterogeneous multi-subunit structure. As nature
demonstrates, heterogeneity can be achieved even using the same type of
chromophores. By assembling the chromophore in subunits with variable inter-
chromophore coupling, the optimal diversity of optical properties can be
produced. Second, organisation of the subunits within the system determines
the mechanisms of energy transfer. Here, special attention has to be paid not
only to inter-chromophore interactions, but to chromophore-environment
interactions as well. In modern artificial light-harvesting devices, most em-
phasis is placed on the synthesis of the optimal chromophores (dyes, quantum
dots etc.). However, the example of natural systems demonstrates that the
design of the light-harvesting unit is of equal or even higher importance than
the chromophore itself.
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CHAPTER 15

Electronic Structure and
Bonding of Water to Noble
Metal Surfaces

HIROHITO OGASAWARA* AND ANDERS NILSSON

SLAC National Accelerator Laboratory, 2575 Sand Hill Rd, Menlo Park,
CA 94025, USA
*Email: hirohito@slac.stanford.edu

15.1 Introduction

Photoelectrochemical (PEC) cells are often designed with semiconductors as
photoelectrodes and noble metals as counter electrodes. The counter reaction
on noble metal surface should be fast to avoid any performance limitations. At
the interface, water interacts both with the noble metal surfaces and via
hydrogen (H-) bonding with other water molecules.1,2 Here, we will focus on
the interaction of water on metal surfaces with a detailed discussion about the
electronic structure and the resulting bonding mechanism. We anticipate that in
particular the electronic structure of the water-surface interaction could have
some similarity for water on semiconductor surfaces.

The interaction of water on metal surfaces has been the center of an extended
debate during the last decade due to the multitude of bonding and overlayer
structures water assumes on different single crystal surfaces. On metal surfaces,
water forms two-dimensional hexagonal, or pseudo-hexagonal, H-bond net-
works in the first contact layer,1,2 where the H atoms not involved in the two-
dimensional hydrogen-bond network are either directed toward vacuum (H-up)
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or towards the surface (H-down). The detailed structure of the first contacting
layer at a metal surface will affect barriers to dissociation and surface reactivity,
including interaction with additional water layers.3,4

15.2 H-up, H-down and Partially Dissociated Water

Layers

In the traditional structural model proposed by Doering and Madey,5 water
was considered to bind to metal surfaces exclusively via an oxygen lp orbital.
The structure of the internally H-bonded water contact layer on metal surfaces
was consequently considered to be the H-up structure where only every second
water binds to the metal through the metal-oxygen (M-O) bond (H-up,
Figure 15.1) while the other half is displaced towards vacuum and pointing the
non-hydrogen-bonded OH group away from the surface towards vacuum.
Recent work utilizing x-ray photoemission spectroscopy (XPS) and x-ray
absorption spectroscopy (XAS) to investigate the structure of the contact layer6–8

has, however, showed that an H-down layer, where all water molecules in the
layer bind directly to the surface through alternating either M-O or metal-
hydrogen (M-HO) bonds, is favored for intact adsorption of water on these
close-packed metal surfaces. However, the details vary for different surfaces in
terms of the long-range order in the H-up and H-down configurations.9,10

X-ray photoelectron spectroscopy (XPS) is based on the creation of a core
hole via ionization and provides a method to study the geometric, electronic
and chemical properties of a sample. The XPS binding energies depend
very strongly on the elements involved; even for first-row elements the core-
level binding energies differ on the order of 100 eV making XPS a highly

H-up H-downMixed H2O:OH

Figure 15.1 Illustrations of three proposed structural models for water adsorption on
metal surfaces. All models contain a flat-lying O-bonded water (red/
lighter) but differ in orientation and chemical nature of the second
molecule (blue/darker). H-up: Traditional ‘‘ice-like’’ bilayer with the
blue/darker water molecule having one of its H’s pointing toward vacuum,
Mixed H2O:OH: partially dissociated water layer with flat-lying H2O (red/
lighter) and flat-lying OH (blue/darker), and H-down: non-O-bonded
water molecule has one of its H’s pointing toward the metal surface.
Reprinted from reference 8. Copyright 2010, with permission from
Elsevier.
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element-specific technique. In the case of water, XPS monitors the binding
energy of O1s core-level state. The binding energy of the O1s state is affected by
the valence electrons, which in turn are sensitive to the local environment. We
can therefore expect that the core-levels will be chemically shifted depending on
chemical nature (intact or dissociated), adsorption site, distance to the surface
and molecular orientations. In x-ray absorption spectroscopy (XAS), a core
electron is resonantly excited into unoccupied atomic or molecular orbitals at
or above the Fermi level via a dipole-induced transition.11 XAS provides
element-specific information on the density and the energy level of unoccupied
states, local atomic structure including molecular orientation, the nature,
orientation, and length of chemical bonds (via bonding-antibonding orbital
splitting12) as well as the chemical nature. Using s- and p- polarized x-ray light
field, XAS measurements determine the orientation of molecular adsorbates
and the directionality of bonding in an adlayer, including proton orientation,
information often unattainable by other spectroscopic probes.11

The work on Pt(111)6 and Ru(0001)7 employed XPS to address the co-
ordination of atoms in the molecularly intact monolayer to the surface (see
Figure 15.2) and XAS to determine the orientation and coordination of the
internal OH-groups in water with respect to the surface. While the H-up
structure (Figure 15.1, H-up) would give only 33% surface coordination
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Figure 15.2 XPS spectra for clean and water-covered Pt(111) and Ru(0001), The
essential results showing low concentration of non-coordinated surface
Pt and Ru atoms (a) and non-dissociated water (b) can be seen directly in
the experimental spectra. A qualitative curve fitting analysis (black lines)
in a is indicated to guide the eye. (a): (Top) (Left) Summed Pt 4f7/2
spectra taken at three excitation energies (115, 125 and 135 eV) and
(Right) summed Ru 3d5/2 spectra taken at three excitation energies (380,
390 and 400 eV) to average out photoelectron diffraction effects. The
bulk (B) and uncoordinated surface (S) spectral components are indi-
cated. (Bottom) Water coordinated to the surface atoms quenches
intensity of uncoordinated surface atoms (S) and introduces core-level
shifts (new spectral components) compared to the clean surface. The
uncoordinated surface peak (S) is lowered in intensity by more than 60%.
Reprinted from reference 8. Copyright 2010, with permission from
Elsevier.
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through M-O bonds, the H-down structure (Figure 15.1, H-down) would give
67% surface coordination through the combination of M-O and M-HO bonds.
The surface coordination number can be experimentally determined by
exploiting the surface core-level shift in XPS.6,7,13–15 For clean metals, the lower
coordination of atoms at the surface leads to a different core-level binding
energy compared to the bulk.14 On Pt(111), this splitting is 0.4 eV for the Pt 4f
photoemission peak6 (Figure 15.4a, left panel). The introduction of water on
Pt(111) shifts the Pt 4f surface state towards the bulk value for the atoms that
now coordinate to water. The change in XPS intensity of the Pt 4f state for the
adsorbate system compared to the clean surface indicates that more than 60%
of the surface Pt atoms become coordinated to water molecules. This directly
and strongly indicates the H-down layer for Pt(111), where all water molecules
in the contact layer bind to the surface.

On Ru(0001), the non-dissociated water contact layer forms a hexagonal
two-dimensional hydrogen-bond network similar to the case of Pt(111). The
surface coordination number was determined using the surface core level shift
in the Ru 3d photoemission peak7 (Figure 15.2a, right panel), which is sensitive
to changes in local coordination similar to the Pt 4f case. As on Pt(111), more
than 60% of the surface Ru atoms become coordinated, directly showing that
all water molecules in the monolayer bind to atoms at the Ru(0001) surface.
Based on the same coordination of the water layer to Ru(0001) as for the
water layer on Pt(111) and near identical O 1s XPS spectra (see Figure 15.2b),
an H-down model is suggested also for the non-dissociated water contact layer
on Ru(0001).7
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Figure 15.3 XAS (Reprinted from reference 8. Copyright 2010, with permission from
Elsevier.) and IR spectra24 for D2O ice surface and D2O water monolayer
on Pt(111) and Cu(110). The light field oscillates in the direction normal
to the surface (p-polarized).
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The question emerges whether the H-down model is valid in general for
water-metal monolayer adsorbate systems, or does the overlayer structure vary
depending on surface structure? On the open and corrugated (110) surface of
copper, it was found that a mixed monolayer with 2/3 (� 15%) of the outer-
layer water molecules in H-down configuration, and 1/3 with hydrogen
pointing up toward the vacuum. Thus we find an H-down:H-up ratio of 2:1 for
the water monolayer on Cu(110).16 The spectroscopic indication of a mixed
H-up/H-down layer is consistent with the large (7�8) unit cell for monolayer
water on Cu(110),16 indicating that the hexagonal adlayer is rather distorted
with respect to the open substrate which can be expected to lead to a range of
adsorption sites.

The orientation of the uncoordinated OH is confirmed by XAS, which can
selectively probe the local unoccupied orbital structure in different directions in
the layer by using s- and p-polarized x-rays, whose x-ray light field is either
parallel or orthogonal to the surface. The interaction between water and metal
surface, with the possible formation of M-HO bonds, is probed in the out-
of-plane XAS while in-plane XAS is related to the formation of the two-
dimensional hydrogen-bond network in the contact layer. There is, indeed, a
strong anisotropy in XAS between aligning the E-vector along the surface
normal (out-of-plane) and parallel to the surface (in-plane) (see reference 17.
for the Pt(111) case). If we had the H-up situation, in which non-hydrogen
bonded OH group of water, free OH, are present on the surface, we should an
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Figure 15.4 XPS for water (H2O andD2O) adsorbed on Ru(0001)7 (left) and schematic
illustration of desorption and dissociation barriers for H2O on Ru(0001)
(right). Chemical species on Ru(0001) are identified through chemical
shifts in the O 1s XPS. The formation of hydroxyl at 180 K is characterized
by the appearance of an O 1s XPS peak at ca. 531 eV, whereas that for
intact water appears at ca. 532–533 eV. The decomposition is observed for
H2O but not for D2O due to zero-point energy differences.
Reprinted from reference 8. Copyright 2010, with permission from
Elsevier.
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XAS signature of free OH. There are abundant amount of free OH on the
surface of ice water, which gives rise to the peak at 535 eV assignable to orbitals
localized at free OH groups. Another way to probe the orientation of the non-
hydrogen-bonded OH group is via vibrational excitation of the OH vibrational
mode. Several techniques have been utilized to probe the O-H stretch vibration
of adsorbed water: IR absorption, electron energy loss and sum frequency
generation.16,18–20 The fingerprint of non-hydrogen-bonded OH groups
pointing towards the vacuum is an isolated high-frequency ‘‘free OH’’ band at
3680 cm�1 (2730 cm�1 for deuterated water). XAS and IR studies on ammonia
terminated ice surface indicate that these states almost exclusively reside at the
ice surface.21,22 In Figure 15.3, we compare p-polarized XAS and IR results for
the surface of ice water23 and the water monolayer on Pt(111) and
Cu(110);6,16,24 the polarization shown is with the light field oscillating normal
to the surface (z-direction), i.e. in the direction of the free OH-groups. On
Pt(111), OH groups are no longer uncoordinated resulting in broadened feature
and the loss of intensity. The strong feature at 532 eV is attributed to molecules
binding through oxygen (Pt-O) and the feature at 534 eV to the binding through
hydrogen (Pt-HO), which will be discussed in the next section. On the other
hand, a notable amount of free OH feature remains in XAS for the water
monolayer on Cu(110) with H-down:H-up ratio of 2:1, The IR absorption of
free OH is intense for water adsorbed on Cu(110)16 but negligible on both
Pt(111),18,25,26 which corroborates with the presence of free OH on the mixed
H-down:H-up water layer on Cu(110), but not on the H-down water layer on
Pt(111) .

15.3 Competition Between Thermal Dissociation and

Desorption

Under certain circumstances, the O-H bond of adsorbed water dissociates.
Compilations of studies of water on metal surfaces1,2 show that Ru(0001) and
Cu(110) are on the border between active and inactive metal surfaces with
respect to dissociation of water. The dissociation of water on these surfaces is
supported by the appearance of two different O 1s XPS peaks assignable to,
respectively, water and hydroxyl, see Figure 15.4 (left). Although a dissociated
layer is thermodynamically favorable on Ru(0001) and Cu(110), the dissoci-
ation must overcome activation barriers. The relative heights among activation
barriers for different reaction play in determining the dissociation probability.
The structure of water on Ru(0001) was an issue of debate.7,19,20,27–34 Feibel-
man34 found that a partially dissociated layer consisting of a near-planar
hexagonal mixed network of adsorbed water and hydroxyl (Mixed H2O:OH in
Figure 15.1). There is, however, an activation barrier that impedes the de-
composition of water, as depicted in the schematic potential energy diagram in
Figure 15.4 (right). It was found on Ru(0001) that dissociation and desorption
of water occur with very similar barriers, and the probability of dissociation
is thus ruled by the balance between desorption and dissociation kinetics.7
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An indication of this delicate balance between dissociation and desorption is
found from the anomalous isotope effect and kinetics in the thermal desorption
spectra of water on Ru(0001).35–39 The isotope effect arises from differences in
the zero-point vibrational energy contribution to the dissociation barrier be-
tween H2O and D2O. The dissociation pathway involves elongation of an O-H
or O-D bond. H2O has a 0.1 eV higher zero-point vibrational energy compared
to D2O in the dissociative pathway. The bonding to the surface, on the other
hand, is equivalent for the two isotopes giving similar barriers to desorption.
The zero-point contribution directly affects the barrier to dissociation, which
will be only slightly higher than desorption barrier for H2O but significantly
more so for D2O. No dissociation is observed on the surfaces of neighboring
elements to the right in the periodic table, e.g. Ni(111), Cu(111), Rh(111) and
Pt(111), for which the barrier to dissociation thus becomes significantly larger
than the desorption barrier.1,2

15.4 Electronic Structure and Bonding Mechanism

Photoelectron spectroscopy (PES) has been used to probe the valence electronic
structure of water. PES determines the binding energy and character of the
different occupied molecular orbitals can be determined. In the PES spectra of
gas phase water,40,41 see Figure 15.5, peaks in the valence region were assigned

15 10 5

Binding Energy (eV)

1b2

3a1

1b1

gas

ice

x0.2

PES hν=100eV

Figure 15.5 PES spectrum of gas phase water measured at a photon energy of
100 eV40 and PES spectra of ice at photon energies of 100 eV.43

Reprinted with permission from reference 43. Copyright 2005, American
Institute of Physics.
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to 1b2, 3a1 and 1b1 states of water. The highest occupied state (1b2) has a non-
bonding character and highly localized on the oxygen atom, as it has a lobe
pointing away from the two hydrogen atoms. The third lowest occupied state
(1b1) has a lobe pointing toward two hydrogen atoms, which bonds the O and
H atoms (O-H). Though the second lowest occupied state (3a1) also has an O-H
bonding character, it has a lobe pointing away from two hydrogen atoms,
which can be thought as a lp character.

X-ray emission spectroscopy (XES) has also been used to determine the
binding energy and character of the different occupied molecular orbitals. One
of the main advantages of XES to PES is that it provides element specificity. In
the case of water the XES process involves the projection of the valence elec-
tronic state onto the oxygen 1s core state of water. Since the spatially localized
character of oxygen 1s orbital on an atom, it provides a tool to probe the
molecular orbitals of water selectively and no contribution comes from the
substrate.

In an aqueous electrolyte solution, water makes hydrogen bonds to sur-
rounding water and ions. Though the strength of hydrogen bond is weak,
generally B0.25 eV per bond, the valence states of water is altered upon
hydrogen bonding. The effect of hydrogen bonding to the valence states is
demonstrated by comparing gas phase and ice water PES results in Figure 15.5.
The 3a1 state undergoes the most prominent change of substantial broadening,
which have also seen for PES study in liquid water.40,42 This is due to the
electron re-distribution inside the water molecules to minimize the Pauli re-
pulsion upon hydrogen bonding.43 PES 40,42 and XES 44,45 studies of the liquid
phase have produced similar results.

Metal and semiconductor materials have valence and conduction electrons.
The valence electrons are bound to individual atoms, as opposed to conduction
electrons, which move freely within the material. We now consider the role of
these electrons in the bonding mechanism of water to the metal through XES
studies.

X-ray emission spectroscopy (XES) studies on water on Pt(111) showed the
Pt-O and Pt-HO bonding mechanism of water in a site-specific way.6 For XES
measurements, a core-hole is created in the 1s orbital of water through the x-ray
absorption process. The core-hole will subsequently be filled through the dipole
transition of valence electronic states resulting in emission of x-rays; therefore
the intensity of the x-ray emission peak corresponds to the p component of the
valence electronic states. The s-polarized x-ray emission spectra, where the
x-ray light is emitted in the surface plane, correspond to the oxygen 2p com-
ponents projected in the surface plane,46 and the electronic states involved in
the two-dimensional hydrogen-bond network of the contact layer are probed.
These spectra8 are very similar to those of bulk ice.47,48 The p-polarized x-ray
emission spectra, whose x-ray light field is parallel to the surface normal,
corresponds to the oxygen 2p components projected along the surface normal
and a component parallel to the surface plane. On Pt(111), water molecules are
alternately Pt-O and Pt-HO bonding to the surface. By tuning the excitation
photon energy, we can selectively excite either Pt-O or Pt-HO bonding water,
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projecting the occupied electronic states on the oxygen atom of respectively the
Pt-O and Pt-HO bonding species (Figure 15.6). The bonding mechanism shown
in the insert of Figure 15.6 is proposed based on the analysis of spectral features
in XES combined with electronic structure calculations.6 The interaction of the
O lp orbital (1b1) with the valence electrons in Pt d-orbital form bonding Pt-O
state and anti-bonding Pt-O* states, which appears in the vicinity the Fermi
level. Here the bond strength is predicted by the ‘‘d-band model’’;49 in which the
degree of d-band population and the position of d-band center are important.
In the case of water on Pt, a partially unfilled nature of Pt 5d-band makes the
Pt-O* state partially unfilled. The depopulation is seen as a peak at 532.5 eV in
the out-of-plane XAS spectrum in Figure 15.7.

The closed-shell d10 configuration of Cu surfaces, however, does not afford
this mechanism.50 The decomposition, and comparison with water on
Cu(110)16 (Figure 15.7, highlights the influence on the bonding by the d-band
position with respect to the Fermi level as depicted in the inset. Let us now
consider the M-O bonding channel. The valence electrons of Cu occupy the 3d
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Figure 15.6 X-ray emission spectra (p-polarized) from Pt-O and Pt-HO bonding
water showing the occupied orbital structure out-of-plane (pz compon-
ents).6 The Pt-O bonding water has an x-ray absorption threshold at
lower energy than that for the Pt-HO species bonding through hydrogen.
This allows separated XES spectra for the Pt-O and Pt-HO bonding
water to be obtained by using two excitation energies (532 eV and 538 eV)
and a subtraction procedure. The inset shows schematic diagrams of the
Pt-O and Pt-HO bonds.
Reprinted from reference 6. Copyright 2002 by the American Physical
Society.
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orbitals more spatially contracted than the 5d orbitals of Pt. Moreover, high
density of conduction electron in Cu causes the Pauli repulsion with the elec-
trons of water, which will inhibit the approach of O lp to the 3d orbitals of Cu.
These effects give rise to a smaller splitting between the bonding and anti-
bonding states on Cu compared to on Pt as illustrated in Figure 15.7. In the
interaction with the closed-shell water lone pair, both bonding and anti-
bonding states become fully occupied leading to Pauli repulsion. Accordingly,
no such O-bonding related peak appears in the XAS for Cu surfaces resulting in
no net attractive interaction in the M-O bonding channel. The s-electrons are
much more mobile and can easily move away from the bonded metal atom
towards neighboring atoms to minimize the overall repulsion. This can be
described in a simplistic way as that the water lone-pair ‘‘digs a hole’’ in the
s-band50 as shown schematically in Figure 15.8. Since there is now a partial
positive charge on the metal atom, the lone pair orbital will be stabilized
through electrostatic interaction, often denoted dative bonding. This provides
the main surface bonding mechanism for water and describes general lone-pair

Cu(110)

544540536532

Pt(111)

Photon Energy (eV)

M-O

Pt5d Olp

Cu3d Olp

Pt5d-Olp

Pt5d-Olp*

Cu3d-Olp

Cu3d-Olp*

EF

EF

Pt-O

Pt-HO

Cu-O

Cu-HO

Pt5d-Olp*

Figure 15.7 X-ray absorption spectrum (p-polarized) for water on Pt(111) (top) and
Cu(110) (bottom) and computed x-ray absorption spectra for M-O and
M-HO bonded water on each surface corresponding to the pz com-
ponent.50

Reprinted from reference 8. Copyright 2010, with permission from
Elsevier. The inset shows schematic diagrams of the Pt-O and Cu-O
bonds.
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interactions on surfaces.50 While no chemisorbed water layer is observed on
Cu(111),50 it is observed on corrugated Cu(111) in which the depleted density of
the s-electrons at atomic rows on Cu(110) lowers the energy costs to dig the
hole in the s-band.

15.5 Conclusions

The structure of water at noble metal surfaces results from a complex interplay
of a number of effects, including the balance between water-water and water-
metal bond strength, which will directly affect barriers to dissociation, de-
sorption and other catalytic reactions. The localized valence electrons and the
mobile conduction electrons play important roles in the bonding. Localized
valence electrons facilitate the covalent bonding to water forming a bonding
and anti-bonding combination. The population and position of valence band
are parameter to tune nature of anti-bonding state in the vicinity of the Fermi
level. The Pauli repulsion by the conduction electron hampers the approach of
water to the valence electrons, which can be reduced by the geometric effects.
The mechanistic picture of bonding of water to noble metals is anticipated to be
applicable also to semiconductors in PEC materials.
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11. J. Stöhr, NEXAFS spectroscopy, Springer-Verlag, Berlin Heidelberg,
1992.
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CHAPTER 16

New Perspectives and a Review
of Progress

HANS-JOACHIM LEWERENZ*a AND LAURENCE PETER*b

a Joint Center for Artificial Photosynthesis, California Institute of
Technology, 1200 E. California Blvd, Pasadena, CA 91125, USA;
bDepartment of Chemistry, University of Bath, Bath BA2 7AY,
United Kingdom
*Email: lewerenz@caltech.edu; l.m.peter@bath.ac.uk

16.1 Introduction

This final chapter reviews a range of topics that could advance the field of light-
induced energy conversion, in particular, of photoelectrochemical approaches,
beyond current research and development activities. This compilation represents
a subjective view with data and results considered from the fields of photonics,
electronics, electrochemistry and life sciences. Our view of the relevance of these
topics to the content of this book is given in short notes, and suggestions are
outlined about how to incorporate the concepts and findings into the next gen-
eration of solar fuel generating structures and devices. The chapter concludes
with a brief survey of progress towards the ultimate goal of generating solar fuels.

16.2 Advanced Photonics

16.2.1 Surface Plasmons

The excitation of volume and surface plasmons is well known in metal physics,
and the reader is referred to a review by Raether and references therein for
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further details.1 In simple terms, the collective electron interaction is based on
the long-range part of the Coulomb interaction and determines substantially
the optical properties of metals and semiconductors.2 The dispersion relations
for volume and surface plasmons and for photons (o¼ cK) are displayed in
Figure 16.1. Three main features can be distinguished: the branch starting at oP

denotes the dispersion of longitudinal volume plasmons, the branch starting at
zero energy approximating the frequency oP/O2 denotes the surface plasmon
dispersion. In the shaded region, density fluctuations are damped exponen-
tially, but excitation by light is possible, as can be seen from the figure where the
photon dispersion intersects with the damped modes. The volume plasmon
dispersion can be deduced from the properties of a nearly free electron gas,
where the effective mass m* contains the energy band structure terms.3 The
volume plasmon resonance is given by

op¼

ffiffiffiffiffiffiffiffiffiffi
neq2

e0m�

s
ð16:1Þ

and its dispersion for small K values is

o¼op 1þ 3v2F
10o2

p

K2
==

 !
ð16:2Þ

Figure 16.1 Dispersion relations for volume and surface plasmons of a nearly free
electron gas; c, velocity of light; K8, wave vector parallel to the surface;
op, volume plasmon resonance frequency; ed permittivity of dielectric;
the shaded region shows o - K8 relations where no real solutions exist
(damped modes); note the additional K’ vectors from surface roughness
that connect the light line to the surface plasmon dispersion (see text).
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The wave vector K8 is parallel with the bounding surface, and one sees that
additional k vectors are needed to excite surface plasmons with light. These can
be provided by surface roughness4 or by specific geometries.

The role of surface plasmons5 at the solid-electrolyte interface is an inter-
esting topic, and in the present context one can ask whether surface plasmons
can be used to induce photoelectrochemical reactions away from equilibrium
conditions. First, the excitation and the decay of (delocalized) surface plasmons
on electrochemically roughened Ag films is considered. In this case, the
roughness adds a K’-spectrum to the parallel wave vector dispersion that allows
surface plasmon excitation, as indicated in Figure 16.1. A perfect test of the
surface plasmon decay is provided by photoemission into electrolytes.6 This
method allows one to investigate the energy relations of solids at photon en-
ergies below the vacuum work function, since the threshold for yield photo-
emission at the solid-acidic electrolyte contact isB3.1–3.2 eV.7 Figure 16.2
shows the photoemission signal from the surface plasmon of roughened Ag
(111), where the resonance energy lies at 3.5 eV, i.e. only slightly above the
photoemission threshold. A distinct signal is noted at the surface plasmon
energy. It follows that the surface plasmon can decay by emission of hot
electrons with energy centered at the plasmon resonance energy. This is a first
indication that such excitations can be used to induce photoelectrochemical
reactions that otherwise need a large overpotential, such as CO2 reduction,
where the first step requires an overpotential of 1.9V.8 However, the quantum
yield of electron emission is less than 10�3, which can be attributed to the
following effects. Firstly, the emission cone for photoemission is very narrow
for photoelectrons with kinetic energy only slightly above the threshold energy,
and therefore a large fraction of the excited electrons will not be detected in the
experiment (see Figure 16.3). Secondly, the generated roughness defines largely

Figure 16.2 Photoemission-into-electrolyte spectrum of a roughened Ag film. Note
the onset of the photoemission near 3.1 eV. Electrolyte, 1N H2SO4,
counter electrode Pt, reference electrode NHE (1 bar H2) blackened Pt;
electrode potential �0.2V (NHE) (after reference 8).
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the spectrum of K’ vectors, and from the photoemission experiment it was not
possible to assess which roughness distribution would be particularly suited for
a high yield of photoelectrons from surface plasmon decay.

The escape cone is defined by the electron momentum �h � kf perpendicular to
the surface, which is given by

k?f

��� ���¼ 1

�h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m�ðEf � FÞ

q

where the energetic difference between the final state energy Ef and the work
function F determines the width of the escape cone:

y¼ cos�1
k?j j
kj j

� �

One observes that (i) hot electrons are injected into the electrolyte by surface
plasmon decay and (ii) the quantum yield for the process is rather low, which
can be related to the small energetic difference between the electron excess
energy and the work function at the Ag-electrolyte contact. Therefore, in
principle, it should be possible to induce reactions relatively far from equi-
librium as shown in a schematic for two CO2 reduction steps in Figure 16.4.
The first step occurs at �1.9V vs. NHE and the second step (leading to the
formate ion) at �1.5 V.8

The role of localized surface plasmons in catalysis and electrochemistry has
already been discussed to some extent. The resonance energy is typically lower
than that of the surface plasmons shown in Figure 16.2, although it can be

Figure 16.3 Schematic for the photoelectron emission cone in a yield experiment
plotting the electron momenta in the final state, kf, and indicating the
surface (see text). The superscript ‘esc’ denotes the escaping photo-
electrons that have sufficient momentum perpendicular to the surface
to overcome the work function.
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tuned by size and shape of the nanoparticles that show the resonance. The
resonance of localized surface plasmons (LSP) is found from the expression for
the photon scattering cross section sSC in conjunction with the formula for the
particle polarizability a

sSC /
2p
lph

� �4
aj j2 or with kph¼

2p
lph

; sSC ¼ k4ph aj j
2 ð16:3Þ

a / VNP
eNP � eM
eNP þ 2eM

ð16:4Þ

where the photon wavelength, the nanoparticle volume VNP, and the permit-
tivities of the metal nanoparticle and of the host, eNP, eM, respectively enter the
expressions. A typical result of the enhancement of the absorbance of Au
nanoparticles with different sizes is shown in Figure 16.5.

One also observes a small shift in the resonance frequency towards lower
wavelength with decreasing size. The surface plasmon resonance is given by the
Froehlich condition eNP¼�2eM. The resonance energy in Figure 16.5 is about
2.3 eV, which would be enough to induce non-equilibrium photoelec-
trochemical reactions. However, a direct effect based on LSPs has not yet been
demonstrated. LSP excitation is also accompanied by a strong increase in the
electrical field strength,9 a fact that has been used in application of surface

Figure 16.4 Energy and potential scheme for intermediate formation in carbon
dioxide reduction; left: energy scheme related to the physics vacuum
scale (EVac); the work function for Ag in acidic electrolyte, FAg

el, is
labeled Eel and is approximately 3 eV. Also shown are the band edges of
Si (electron affinity w) located at 4 eV (conduction band, CB) and at
5.1 eV (valence band). The photoexcitation of p-Si is shown to produce
excess minority electrons that are not energetic enough to overcome the
first step in CO2 reduction (note crossed dotted line); the excitation of a
Ag surface plasmon (delocalized) can overcome the threshold. Also
shown are the potentials for the CO2

� radical and for HCOO� relative
to NHE (see text).
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enhanced Raman scattering in biomedical sciences, for instance.10 It is also
known that this resonance excitation results in temperature increases.11

Therefore, besides reactions involving energetic hot electrons, increases in re-
action rates due to local heating and non-linear field effects might be envisaged.
It will be difficult, however, to disentangle the contributions of the various
photonic effects from the size- and shape dependence of the electrocatalytic
activity of nanoparticles. Hitherto, convincing electrocatalysis based on LSP
excitation has not yet been demonstrated, despite rather intense research in the
field.12–16

16.2.2 Coupled Förster Excitation Energy Transfer

Carrier-free transfer of photonic excitation energy is known from photo-
synthesis, where the light absorption and the reactive centers are spatially
separated.17 The transfer of the excitation energy to the reaction centers takes
place in nature via multichromophoric Förster transfer,18,19 (see also chapter
14). In principle, this transfer follows the Hertzian dipole interaction and is
described for a donor-acceptor molecular transfer by the transfer rate

kT ¼ kD
R0

R

� �6

ð16:5Þ

where the Förster radius R0 is given by

R6
0¼ 8:8 � 1017 k

2

n4
J ð16:6Þ

In equations (16.5) and (16.6), kD denotes the donor fluorescence decay rate,
k is the dipole orientation factor, n the refractive index, and J the overlap

Figure 16.5 Spectral absorption of Au NPs of different sizes in the region near the
LSP resonance (see text).
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integral, given by the integral over energy of the product of the donor emission
spectrum F(v) and the acceptor absorption spectrum A(v)

J ¼
Z

FðvÞ � AðvÞ
v4

dv ð16:7Þ

A simplified scheme showing the spectral overlap is presented in in Figure 16.6
for a single Förster transfer.

For photocatalytic reactions, it is of interest to know over what distance
excitation energy can be transferred via the Förster mechanism. The Förster
radius, R0, is defined as the distance at which the energy transfer is 50% effi-
cient. Typical values for R0 lie in the range between 5 and 10nm. For Dexter
energy transfer, this range is smaller, beingB1 nm.20 For the construction of a
photoelectrocatalytic device where the location of absorption is clearly separ-
ated from that of the catalytic reaction (at a molecular catalyst for CO2 re-
duction, for instance), efficient operation would demand a highly porous
surface texture, similar to that of dye sensitized solar cells.21,22 The compli-
cation and the challenge would be to achieve even distribution of absorption
centers in very similar proximity (i.e. in the range of 5 nm) to the catalyst
surface. Although this goal might be achievable, it is more desirable to spatially
separate light absorption and catalytically active sites, since then only catalyst
stability is required if the remote absorber has no interface with the electrolyte.
Non-radiative Förster transfer is limited to energy transfer over distances less

Figure 16.6 Schematic of the spectral overlap of donor fluorescence and acceptor
absorption of a single molecule Förster transfer (see text).
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than 10 nm, and it lacks controllable directionality. An approach that allows
mitigation of these problems was introduced about a decade ago.23 It is based
on a coupled Förster transfer – the surface plasmon polariton process. Surface
plasmon polaritons (SPP) can be viewed as mixed electromagnetic-mechanical
waves that propagate along interfaces between metals and dielectric media.
Their propagation lengths can reach 100 mm. The coupling of the Förster
process to SPP occurs via the coupling of the donor molecule dipole moment to
the SPP mode. SPP excitation results in efficient dipole emission to acceptor
molecules.

Figure 16.7 shows the arrangement for the coupling experiment. Donor and
acceptor doped dielectric layers were separated by Ag films with varying
thicknesses d that are too large for classical Förster transfer. We select here
d¼ 60 nm. As donor dye, Alq3, dispersed in polymethylmetacrylate (PMMA)
was used, and the acceptor dye was rhodamine 6Gin PMMA. The donor
system was deposited onto silica, and Ag films were successively evaporated on
the donor layer. The acceptor layer was deposited on top of the Ag layer.

Figure 16.8 shows a major result from the study for a 60 nm thick Ag film,
where three spectra are displayed. The control spectra show the photo-
luminescence of the Alq3, which overlaps only weakly with the acceptor spec-
trum (blue line), and the directly excited emission from the R6G acceptor
through the Ag film (red line). One sees that the donor control signal at
lres¼ 520 nm is larger than that of the acceptor (lres¼ 565 nm). This is attrib-
uted to the fact that the excitation wavelength used (408 nm) matches the Alq3
absorption but is off resonance with the R6G absorption and, furthermore, that
the acceptor signal is attenuated by the Ag film.

The black line in Figure 16.8 displays the characteristic features of the donor
and acceptor. However, one observes that the emission from the R6G dye
is enhanced by a factor of B10 compared to the control sample (red line).

Figure 16.7 Experiment schematic for coupled Förster-SPP excitation energy trans-
fer; laser excitation continuous wave diode laser, pump wavelength
408 nm, i.e. minimum of acceptor absorption (R6G); PMMA thick-
nesses: 80 nm, Ag thickness 60 nm (see text).
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This enhancement of the acceptor emission demonstrates that the excitation
energy is transferred efficiently from the donor to the acceptor molecules by
mediation of the Ag SPP over a distance that is much too large for classical
Förster transfer. In principle, this effect could be used to design new archi-
tectures for synthetic light harvesting systems, where the SPP modes channel
photonic excitation energy from light absorbing sites to catalytic reaction
centers. So far, such designs have not yet been realized in practice.

16.2.3 Lévy Processes

In this subsection, the implications of the diffusive properties of light on energy
conversion processes are summarized briefly, particularly in the context of the
recent realization of a so-called Lévy glass.24,25 Models and theories of diffusion
date back many years. They include the understanding of Brownian motion26

and Einstein’s formulation in 1905 of Brownian random walk, actually used as
proof for the existence of atoms.27,28 In optics, diffusion has proven to be a
useful descriptor of systems in which randomly positioned particles scatter light
in independent scattering events such that possible interference processes are
cancelled out by the system’s disorder. This ‘‘diffusion of light’’ was initially
investigated in astrophysics in order to analyze interstellar light that has passed
through dust and nebulae.29

Although light is described in classical electrodynamics as a wave, light
scattering by inhomogeneities with multiple scattering paths can be described as

Figure 16.8 Photoluminescence spectra upon excitation of the structure shown in
Figure 16.7 by laser light with 408 nm wavelength. Blue line, control
spectrum for donor only, red line acceptor control spectrum, black line
signal from samples with, both, donor and acceptor layers (see text).
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a random walk process. The random walk picture allows one to describe, for
instance, the propagation of light through opaque media such as clouds. If the
successive scattering events inside such a medium are independent, the multiple
scattering and the disorder smoothen out, resulting in isotropic Gaussian
transport that manifests itself by the smooth white color of clouds of different
altitudes and composition, although each water droplet in the clouds is
transparent.

The fact that diverse phenomena such as heat-, sound- and light-diffusion
can be described by Brownian random walk results from the Central Limit
Theorem.30 This states that, for a large enough sample from a group of events
(here light scattering) with a finite variance, the mean of all samples from that
group will be approximately equal to the mean of the group of events and that
all such samples show an approximate normal distribution pattern and all
variances are approximately equal to the variance of the group of events div-
ided by the size of each sample taken. In classical diffusion, the average squared
displacement increases linearly with time

x2
� �

¼D � t ð16:8Þ

having the same form as the well-known relation for diffusion length L of
minority carriers in semiconductors.3

L¼
ffiffiffiffiffiffiffiffiffiffi
D � t
p

ð16:9Þ

In systems that exhibit very strong fluctuations such as the spectral fluctu-
ations in random lasers, the average step length is described by a power
law (g41)

x2
� �

¼D � tg ð16:10Þ

indicating that extremely long jumps can occur and that the
normal diffusion breaks down. This is the case for the so-called Lévy flights31

and has been termed superdiffusion, where the average squared displacement
increases superlinearly with time. Classical diffusion is therefore a
limiting case of Lévy flights. For g¼ 2, one has ballistic motion. Lévy
random walks are a modification of the Lévy flights and, to compensate
for the divergence of infinite jumps, long steps are penalized by
coupling space and time. Classical and Lévy random walks are contrasted in
Figure 16.9.

One sees that Lévy random walks are characterized by larger jumps and a
type of loop near the end or beginning of the next jump. These features have
been proven advantageous, for instance, in foraging. As another example,
surface adsorbed polymers having a finite number of contact points with the
surface can be modeled as a Lévy flight. As the figure shows, Lévy flights
generally spread faster, leading to superdiffusion. Figure 16.10 compares the
probability distribution functions for Gaussian and Lévy statistics. The latter is
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characterized by a sharper and higher distribution near the center, i.e. stronger
localization and, for x-values where the Gaussian distribution is B1/5th of its
maximum value, the Lévy tail becomes substantially larger compared to the

Figure 16.9 Schematic of classical Brownian walk (a) and of a Lévy random walk (b)
for light scattering by a set of scattering elements with different sizes; in
(a), the ellipsoidal and circular shapes indicate areas of high density of
curling paths that are displayed for simplicity as filled areas; indeed, these
areas are highly interconnected by random paths.

Figure 16.10 Comparison of the probability distribution function P(x) of a Lévy
flight (blue line) with that of a Gaussian distribution (black line)
(see text).
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Gauss distribution. The heavy tail (blue line in the figure) decays according to
the inverse power law

PðxÞ¼ 1

xaþ1
1o g � 2 ð16:11Þ

The value of a can be related to the superdiffusion coefficient g (see equation
(16.10)): g¼ 3� a for 1 � ao 2, hence 1o g � 2. For superdiffusion of light,
this means that the transmission profile, T(d) can appear as shown in
Figure 16.11, which has been realized by the fabrication of a so-called Lévy
glass.24,32 The heavy tail follows the form

T / 1 = da = 2 ð16:12Þ

where d denotes the thickness of a slab-like sample, assuming that absorption is
zero and only scattering occurs. a¼ 2 describes classical diffusive behavior,
whereas superdiffusion occurs according to the above inequality for a.

An intriguing aspect of superdiffusive light propagation is that the properties
can be tuned by changing the parameters that determine the step length dis-
tribution via density variations arising from the chosen distribution of glass
microsphere diameters. In the context of solar energy converting structures, the

Figure 16.11 Total transmission vs. thickness for a fabricated Lévy glass with aB1
(corresponding to a Lorentzian Lévy flight–Cauchy distribution) com-
pared to classical diffusive transport. The superdiffusive glass was
fabricated by a suspension of titania nanoparticles in sodium silicate
including an accurately chosen distribution of glass microspheres that
have different diameters resulting in a modification of the density of
scattering elements. The titania concentration was adjusted to achieve
one scattering event occurring in the titania-filled spaces between
adjacent glass microspheres (which themselves do not participate in
scattering).
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possibility to design strongly altered and spatially extended excess minority
carrier profiles is hitherto unexplored. A first approach in this direction is a
process where the randomly moving particles are minority carriers of a semi-
conductor.33,34 The process, which is referred to as photon recycling, consists of
photon assisted hopping of minority carriers as a result of radiative re-
combination that produces a photon that is re-absorbed at a distance via
interband excitation. This presupposes that the material is a direct band gap
semiconductor with a high rate of radiative recombination. The effect has been
observed in moderately doped n-InP, where the reduced free carrier absorption
ensures that the photon recycling process continues for B100 times before a
light generated minority hole recombines non-radiatively with a majority
electron. It is the emission spectrum from the radiative recombination in
combination with the probabilities for interband absorption and for photon
propagation that produce the randomness of the process and which define the
probability distribution of the walk of photons. Photons emitted near the
absorption threshold of the semiconductor travel long distances before
re-absorption takes place, resulting in the divergent variance typical for Lévy
flights that leads to long-range Lévy walks for the excess carriers in semi-
conductors. Figure 16.12 shows the experimental arrangement for lumi-
nescence measurements and Figure 16.13 the results for a moderately doped
n-InP wafer.

It was found that the observed luminescence intensity was proportional to
the intensity of the exciting light and that the spectral behavior of the lumi-
nescence was identical for all positions along the long axis of the slab. Based on
comparison with model calculations, the proportionality of the local lumi-
nescence intensity with the excess carrier concentration could be shown. Ac-
cordingly, the observed intensity profile can be correlated to the local excess
carrier concentration that is only a function perpendicular to the edge side.

Considering equation (16.10), where the average step length has been defined,
the actual width of the distribution is described by LB(Dt)1/g* where g*¼ 0.5
denotes classical diffusive transport (L0) as indicated in equation (16.9). For

Figure 16.12 Experimental geometry for detection of long-range walks in a lumi-
nescence experiment; illumination: 808 nm laser (photon energy
1.53 eV, i.e. above the band gap energy of InP of 1.35 eV) at the
7mm long edge face of an InP slab (length 20mm, thickness 350mm).
The luminescence spectra and luminescence intensity are detected per-
pendicular to the illumination direction as function of distance from the
edge. The colored arrows mark different position from the edge.
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values g*o2, L1/g*
cL0. The tail of the solid line in Figure 16.13 is described by

an exponent g*¼ 0.7, which corresponds to a very pronounced spread beyond
that expected for classical diffusion. The data thus demonstrate that, under
specific circumstances, one can generate excess minority carriers much further
away than the classical diffusion length from the light absorption profile. An
initial interesting approach would be to analyze carefully the optical properties
of nanoparticulate light absorbers as photoanode or photcathode materials
with regard to the nanoparticle scattering properties and the size and shape
dispersion of the particles. Another consideration would be to analyze the re-
sulting excess minority carrier profiles – particularly in nanoscopic materials
with a direct energy gap – and to assess under which conditions carrier
transport can occur that extends beyond classical diffusive motion or carrier
hopping. In microwire arrangements for solar fuels generators,35 the use of
light scattering elements positioned between the wires at the bottom of the
structure in close proximity to metallic electrocatalysts has been realized, and
enhancements of the scattering range using less material can be envisaged. This
would also allow better access of electrolyte to the catalysts and allow for en-
hanced bubble removal. In thin film solar cells with direct gap semiconductors,
the losses due to superdiffusion should be considered explicitly. The spectral
distribution at the front side will contain more light with band gap energy due
to photon recycling. Also, the detailed balance calculations for theoretical ef-
ficiency of solar cells have to be modified if photon recycling is significant. This
contribution can become substantial in materials where thermalized electrons

Figure 16.13 Luminescence intensity (excess carrier concentration) vs. distance from
the illuminated edge side for moderately (ND¼ 3�1017cm�3) doped
n-InP plotted on a log-log scale; full line: experimental result; dashed
line: calculation for classical diffusion assuming the untypically large
diffusion length of L¼ 210 mm (see text).
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and holes recombine radiatively. In systems where carrier transport poses a
problem, carrier generation by superdiffusion of light could be used to generate
carriers at a distance from the absorption site near collecting parts of a
structure.

16.3 Electrodes – Structural Aspects

The concept of obtaining an optical Lévy flight by using scatterers that have
self-similar fractal structures cannot be realized experimentally because of the
size-dependence of the light scattering; larger particles would lead to Mie
scattering, whereas small particles would almost not scatter in the Rayleigh
limit. For electrodes, however, the surface structure and the total accessible
surface area for catalysis are of decisive importance for catalytic activity and,
besides metal electrodes, also semiconductor electrodes with fractal geometry
have been realized.36–38 A large surface-to-volume ratio is thus generally de-
sirable for electrochemical energy conversion devices such as combined photo-
electrodes and electrocatalysts, batteries or fuel cells. Interestingly, a major
input on this topic originates from biology, where allometry, i.e. the meas-
urement of size or mass of body parts in relation to the whole body, has led
to revealing insights39,40 regarding the allometric scaling law, which is
formulated as

Y ¼Y0M
b ð16:13Þ

Here, Y is a biological variable (metabolic rate or life span, for example),M the
body mass, b the scaling exponent and Y0 depends on the kind of organism. In
Euclidean geometric scaling, reflecting simple geometric constraints, the ex-
ponent b should be a multiple of 1/3. Scaling of area (l2) or volume (l3), for
example, leads to a scaling exponent of 2/3. It is found, however, that the ex-
ponent b follows a 1/4 behavior for properties as different as cellular metab-
olism, heartbeat, maximal population growth (all b¼� 1/4), blood circulation,
life span, embryonic development (b¼ 1/4) and cross sectional areas of mam-
malian aortas, metabolic rates of entire organisms, cross-sectional areas of tree
trunks (b¼ 3/4). This behavior has been connected with three unifying bio-
logical principles that obviously govern evolution by natural selection: (i) a
space-filling branching structure which is fractal-like is needed to allow trans-
port to the entire volume of an organism, (ii) the energy that is required to
distribute resources down to the cellular level is minimized and (iii) the final
branches of the fractal-like network is a size-invariant fixed unit. According to
these principles, nature has developed methods to maximize metabolic rates by
optimizing the surface areas where exchange of resources occur (for instance in
organs such as the lung) and, also, the internal transport efficiency has been
maximized by minimizing transport times via reduction of the distances within
the network. Fractals are an optimal geometry for minimization of energy
losses due to the transfer network while maximizing the effective surface area.
Figure 16.14 illustrates a topological network representation adapted from
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ref. 38. It has been shown that, in order to obey the principle of minimized
energy dissipation in the system, the network has to be a self-similar fractal
where the number of branches, n, increases according to Nk¼ nk when their size
decreases from N0¼ 0 to N as displayed in the figure.

Electrodes operating on the above principles would be ideal for many ap-
plications in electrochemistry and – in the context of this book – in photo-
electrochemistry. This has been recognized and specifically addressed more
recently.38 The case has been made that space-filling fractal structures provide
the means for efficient charge transfer from an extensive surface area to a
current collector. If one considers operation of electrodes, however, an add-
itional parameter enters that has, so far, been neglected in the biological view of
allometry. Besides needing to fulfill the above-mentioned three criteria for
transport, the network also has to provide efficient paths for current transport
and collection, which is a non-trivial problem due to the increase of specific
resistivity with decreasing diameter of the current transporting element.
A further challenge is the synthetic generation of such networks, which is dif-
ficult. Attempts to prepare such networks have been made using chemical
vapor deposition,38 polishing,41 solid state reaction (calcination)42 or metal
electrodeposition,43 to name only a few. Synthesis of fractal architectures can
be achieved by ‘‘building’’ the structures, as in CVD, or by generating porosity
(material removal) that follow a scaling law. The latter concept has been ap-
plied for light-induced fabrication of fractal structures at silicon electrodes,
which show distinct azimuthal features related to the crystal orientation
used.36,37 Figure 16.15 shows a typical result obtained by illumination of the
silicon electrode with about 15% of 1 sun (white light, W-I lamp) for 10 min at
anodic potentials in concentrated ammonium fluoride where oxygen evolution
occurs. The structure is considerably extended over several mm, as can be seen
from the 1�1 mm display of Figure 16.15. In principle four processes compete
in the slightly alkaline NH4F solution:44 (i) anodic light-generated hole induced
oxidation, O2 evolution; (iii) oxide etching and (iv) silicon dissolution. A typical
topography of such a structure (measured by a dactylograph because the depth

Figure 16.14 Topological representation of a biological network; k: order of the
respective level from large (N¼ 0) to the final fixed size (capillary, for
example) at N¼ k; the right hand side shows the dimensions of a
tubular element at the kth level (see text).
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is too large for AFM measurements) shows depressions that are a result of
crack propagation and silicon dissolution (see Figure 16.16).

The images Figures 16.15 and 16.16 show a striking resemblance to the many
pictures existing of snowflakes and, particulary, of pictures of frost on a win-
dowpane, although, instead of assembling particles from a random Brownian
walk, here a dissolution pattern with rather deep trenches is observed. These
features have been described using the diffusion-limited aggregation model
(DLA).45 DLA is a process where the particles that are are added successively
(one at a time) to a growing entity (cluster, aggregate, condensate) arrive by a
random Brownian walk (classical diffusion, see also above under Lévy flights).
Simulations in two dimensions show that highly ramified structures are formed
that exhibit fractal geometries. For 2D and 3D clusters, the fractal exponent (or
fractal dimension) is 1.7 and 2.5, respectively.46 The similarity between crack
propagation and DLA becomes more visible in the dielectric breakthrough in
insulators and the corresponding observed branching.47 The basic similarity of

Figure 16.15 Left: light microscope image of n-Si(100) after extended photoelectro-
chemical etching in 40% NH4F at anodic potential of V¼ 6V(SCE).
Light intensity between 4 and 8 mWcm�2 (white light). Scale: 1�1mm;
right: crystal surface orientation of a (100) fcc lattice indicating the
azimuthal symmetry of the fractal structures (see text).

Figure 16.16 Dactylogramm of a fractal structure obtained on Si(100) (see crystal
orientation insert) that shows depressions that are up to 6mm deep; the
circular, less corroded structure in the center is about 100 mm in diam-
eter, the total picture frame is B300�200mm.
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crack growth to non-equilibrium processes such as DLA48 is that the prob-
ability for growth in both cases depends on the local value of a field close to the
surface of the growing entity. This scalar field can be the electric potential or the
concentration in the case of dielectric breakthrough or DLA, respectively. The
growth probability is a function of the local value of the field or of its gradient.
A complication of theoretical considerations arises from the fact that the field
at each point is a function of the entire structure, which typically has a complex
(fractal) geometry.

For analysis of the data on silicon electrodes, the fractal cracking approach
has been followed, which reproduces the basic features by considering normal
and shear stress in the surface plane assuming that Hooke’s law holds. The
physical origin of the stress is attributed to the well-known volume mismatch
between Si and its oxide since it has been shown by photoelectron emission
microscopy (PEEM) that the structures formed are partially oxidized (see
Figure 16.17.49 The figure demonstrates that the tip and the surrounding areas
exhibit different surface conditions; whereas the tip shows a signal from silicon
(right hand side of Figure 16.17), the surrounding areas consist largely of
oxidized surfaces. For applications in photoelectrochemical water splitting, this
results in a spatially inhomogeneous distribution of electrocatalysts, where the
deposition occurs on the tips but not in the surrounding areas.

In the model, the oxide-induced interfacial stress and strain results in crack
propagation and development of fractal structures. It has been assumed that
near edges or at tips of the structures the influence of the stress results in larger
strain as atoms at tips, kink sites and edges are less coordinated to the Si lattice.
Strain at a surface-near region is known to facilitate crack propagation.36,37 In
the photoelectrochemical experiment for fractal structure formation, the
cracking is accompanied by solvolytic attack of backbonds by water and, in the
presence of holes, oxide and hydroxide formation (pHB8) with resulting dis-
solution and three-dimensional etching at the cracks. The trench formation is a
result of the deflection of holes to the sites where the electric field is largest and

Figure 16.17 PEEM data from the inner part (a tip) of a fractal structure as shown in
Figures.16.14 and 16.15. The contrast is defined as follows: left,
photoelectron yield from silicon oxide, measured at a XPS bindingen-
ergy of 104 eV; right, photoelectron yield from silicon measured for a
binding energy of 99 eV. The displayed tip length is about 15 mm (see
text).
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where holes are consumed predominantly. Nevertheless, considering the lateral
and perpendicular extension of the structures, Lp, Ls, respectivly the ratio Lp/
Ls is B10�3 indicating that a 2D description is a good approximation.

One notes in Figures 16.15 and 16.16 that a large central area exists and that
the structure development appears to initiate predominantly at the boundaries
of the structure. Since substantial O2 evolution takes place in the photoelec-
trochemical experiment, it has been assumed that particularly pronounced
oxide formation occurs at the three-phase boundary at the circumference of a
not yet detached oxygen bubbles where O2 (inside the bubble), electrolyte and
silicon coexist. It is known the Si oxidizes particularly efficiently in the presence
of both oxygen and water, generating silicon oxide with a high rate and max-
imum thickness. The oxide formed is thought to be the seed for the spread of
the fractal structure that can be seen in the figures. Figure 16.18 shows a
schematic of the present model of the origin of the structure development. The
arrows indicate the compressive stress due to the volume expansion of the oxide
(VSiO2B2.2 VSi).

For applications in water splitting structures, it would be necessary to extend
the fractal geometry further into the z-direction (perpendicular to the surface)
in order to generate well-defined fractal geometries with extremely large in-
ternal surface areas. The preparation process is scalable and occurs at room
temperature; however, a method to deepen the structures has not yet been
developed. Based on the experience with thin film silicon, it suffices if one
creates trenches that are in the range of those observed in Figures 16.15 and
16.16.50 Actually, since some thin film Si systems operate with thicknesses down
to 1.5mm, one has to be consider leaving an intact Si backbone for electrode
support.

Deposition of electrocatalysts can be achieved more uniformly if the material
is etched to remove surface oxide. In the view of recent attempts to fabricate
photovoltaic ‘‘cores’’ of solar fuel generators using Si-based tandem structures,
the method shown here also holds promise for subsequent deposition of
interlayers and a surface transition metal oxide as photoanode for realization of
large-area photoelectrodes with defined geometry. A geometry that exhibits a
fractal-type structure has been introduced by the Grätzel group (see also

Figure 16.18 Schematic of the formation of an oxide seed for crack propagation at
the circumference of an oxygen bubble; note that the bubble is an
optically less dense medium compared to the electrolyte (see text).

New Perspectives and a Review of Progress 437

 1
4/

10
/2

01
3 

09
:3

9:
18

. 
Pu

bl
is

he
d 

on
 3

1 
D

ec
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

77
39

-0
04

19
View Online

http://dx.doi.org/10.1039/9781849737739-00419


chapter 4), where hematite (Fe2O3) has been prepared with a ‘‘broccoli-type’’
structure51 because the carrier diffusion lengths are so low (in the low nm range)
that excess minority carrier transport to the surface is restricted to the near-
surface region (some reasoning for this electronic behavior will be given below
in the next sub-section on transition metal oxides). In a ramified structure,
carriers have a larger probability of reaching the surface for charge transfer
than in a planar one. Since, the performance of BiVO4 is also believed to be
transport limited,52 this points to (i) the need to control mesoscopic transport
properties across nanoparticular boundaries and (ii) possible complexities of
the energy band structure of transition metal oxides. The latter topic is ad-
dressed in the following section.

16.4 A Note on Electronic Properties of Transition

Metal Oxides

Transition metal oxides (TMOs) are a materials class that is currently being
investigated intensively for application as photoanodes in solar fuel generation
systems (see chapters 4 and 5). Recent experiments on TMOs show some pe-
culiarities of their band structure that are outlined here since they influence
transport, Fermi level position, contact behavior, carrier lifetimes and optical
properties, including the excess minority carrier profiles after photoexcitation.
Much work has been focused on the origin of the mobility gap, particularly in
the context of understanding perovskite high temperature superconductors.53,54

The origin of the energy gap can be envisaged in a simplicistic schematic as
shown in Figure 16.19 for the case of a ground state configuration of the five d
orbitals in a crystal field of cubic symmetry. The splitting of the levels is such
that their center of gravity with respect to energy is not affected by the per-
turbation; hence 3Et2gþ 2Eeg¼ 0. Historically, the energy of the free ion
ground state was set to zero, and the energetic difference between the three t2g
and the two eg levels was defined as 10 Dq.55 The splitting of the levels is then,
as shown in Figure 16.19:

Et2g¼�4Dq Et2g¼�4Dq Eeg¼þ6Dq ð16:14Þ

Figure 16.19 Schematic of d-band splitting in a solid with cubic crystal field (see text).
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Rather recently, it has been recognized that the crystal field splitting (which is
larger for tetragonal symmetries) and the influence of electron repulsion, which
leads to localization (see Figure 16.20), can play a role in the determination of
the energy band structure of TMOs.56 Here, we restrict ourselves to the Cou-
lomb repulsion and related effects for the analysis of band structure properties.
As this subsection is written as a note, it emphasizes specific findings without
claiming generality, and the focus here is on the localization and delocalization
of electrons in strongly correlated systems. Consider the simple case of a one
dimensional arrangement of d-atoms, originally introduced by Hubbard,
Kanamori and Gutzwiller,57–59 with Coulomb electron repulsion for placing
two electrons at an atomic site within a solid (Figure 16.20).
The energy balance is written

U¼Eðdnþ1Þ þ Eðdn�1Þ � 2EðdnÞ ð16:15Þ

where, E(dn) is the total energy of the system of n electrons in a given atom and
in a given d-shell. The above considerations are valid for materials where the
energy gap arises between the d-states of the transition metal having an intra-
metallic d-d band gap. This is the case only for the so-called early TMOs. In
that case, the occupied oxygen related p-bands are energetically well below the
Hubbard-type d-bands. For late TMOs in the periodic table, the situation
changes: the d-states are located closer to the O p bands such that E(d)�
E(p)oU. As result, the lower lying Hubbard band is located energetically
below the top of the O p band as shown for both situations in Figure 16.21.

In the latter case, the lowest excitation energy corresponds to a transition
from occupied oxygen orbitals to empty d states (the unoccupied upper
Hubbard band) which, in the notation of Zaanen, Sawatzky and Allen60 is
called a charge transfer insulator (as indicated in the figure) because the lowest
excitation corresponds to an electron transfer from an O to a metal atom within
the compound. For a single band approximation, the interaction is typically
described by the Hamilton operator in the framework of second
quantization61,62

H¼� t �
X
i; ji;sh

cþiscjs þU �
X
i

ni" � ni# ð16:16Þ

Figure 16.20 Schematic on Coulomb repulsion resulting in Mott-Hubbard gap,
where the Hubbard interaction is expressed by the difference between
ionization energy I and electron affinity EA (see text).
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Here, t denotes the so-called transfer integral in the framework of tight binding
theory for conduction63 and U is the Hubbard parameter; both are distance
dependent. The symbol c stands for the creation (c1) and annihilation operator
(c) of an electron at position i or j, respectively, with spin s. The bracket with i, j
denotes the nearest neighbor interaction in the lattice. The number operators
ni"; ni#describe the doubly occupied sites and the second term in equation

(16.16) represents the energy for the doubly occupied single sites of the system.
The charge transfer energy (first term) and the Coulomb interaction (including
exchange, second term) describe the basic properties of the system. Figure 16.22
shows a highly simplistic visualization of the situation for a 1 D chain of atoms
in the tight binding approximation.

The schematic above refers to transport in a system where the low energy
localized states are formed by a charge transfer band. Accordingly, the ex-
tended states (see upper level) form Bloch-type bands with delocalized elec-
trons. The inner shells are described by localized states where intersite tunneling
can occur which delocalizes these electrons to some extent. In the lowest part of
Figure 16.22, the inner structure of the atom and the orbitals is neglected and
electrons are considered that hop from site to site. Hopping between more
distant sites can be neglected in this approximation, where the intersite tun-
neling depends on the distance and the localized shell’s radial wave function
decays exponentially with distance. The corresponding Hamiltonian can be
described by (see also equation (16.16))

H¼�
X
i; ji;sh

tijc
þ
iscjs ð16:17Þ

Figure 16.21 Schematic of the energy relations of d- and p- bands in Hubbard (left)
and charge transfer insulators(right); U: Hubbard parameter; D: charge
transfer parameter (see text).
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where tij¼ tji, and tii¼ 0. The matrix element for tunneling, tij, describes the
wave function overlap and the tunneling probability of an electron from site i to
site j:

tij ¼
Z

j�ðr� RiÞ � jðr� RjÞd3r ð16:18Þ

The hopping Hamilton operator in equation (16.17) sums over all hopping
processes: the operators ci

1 and cj destroy an electron at site j and recreate the
electron at the adjacent site i (see also above text).

The energy band structure of the TMOs can be assessed by resonant
photoemission,64 inverse photoemission65 and x-ray absorption spectroscopy.66

For the hematite (Fe2O3) and titania (TiO2), which are investigated intensively
for solar fuel and solar photovoltaic applications, the energy band structure
resulting from recent measurements67 is presented schematically in
Figures 16.23 and 16.24.

Figure 16.22 Simplified representation of tight binding descriptions of bonding.
Upper level: single atom with core (black) and electrons in different
(black and color) orbitals. Below: upon decreased distance in a solid,
outer electrons (black circles) become itinerant, those in inner shells
(dark blue, green) remain localized at the site of the atom, but, as
indicated by the arrows, can tunnel with a certain probability to another
adjacent colored orbital; third level. One considers only the behavior of
the electrons in the more localized shells only and their role on the low
energy electronics of the system. Lowest level: the electron behavior is
given by localized electrons (at the position of the lattice sites) that
move by hopping from on site to another (see text).
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For TiO2, the following transitions have been identified by optical methods.
Photoluminescence shows transition energies of 2.0 eV and 2.2–2.4 eV. Ellip-
sometry shows transitions at 3.2 and 4.2 eV; this is further supporting evidence
of the energy scheme shown above. For hematite, the 2 eV transition is mostly
known and considered as the energy gap.68 The presence of Hubbard- or charge
transfer bands within a Bloch-state energy gap explains the problems in elec-
tron transport encountered in these materials. It has to be shown in future work
how one can control the position of the Fermi level position, the formation and
extension of space charge layers and how to improve transport properties.
Since the development of stable and efficient photoanodes is a crucial com-
ponent of light-induced water splitting, such research will be particularly
beneficial for this goal.

Figure 16.23 Energy band structure of hematite (a-Fe2O3) as determined from
resonant photoemission.64 CT-band: charge transfer band; VB, CB:
conduction- and valence band; EVB, ECB: valence band maximum and
conduction band minimum, respectively; EF, Fermi level; the optical
gap of 2 eV is located between Bloch-like valence band and charge
transfer states (see text).

Figure 16.24 Energy band structure for TiO2; symbols as in Figure 16.22. Note that
in both cases shown in the above figures, the Fermi level is positioned
within the charge transfer band (see text).
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16.5 Looking Back

It is always difficult to assemble a book like the present one in such a way that
the coverage is comprehensive and strongly interlinked. Therefore, in the
concluding paragraphs of this final chapter, we try to pull some of the ideas
together by looking at trends that can be discerned from the preceding chapters
as well as from the current literature. The first feeling that the editors gained
from colleagues working on this book is a palpable sense of excitement about
the science involved, a feeling that this time we are really getting closer to the
final goal. At the same time, enthusiasm for the basic science has to be tempered
by an increasing awareness that as research in the laboratory is translated into
working devices, considerations of cost and competitiveness need to guide the
selection of technologies for scale up and testing. In Chapter 1, Parkinson and
Turner take a hard look at the potential contribution of photoelectrochemical
energy conversion and storage to the global energy future. They argue con-
vincingly that technoeconomic analysis indicates that the rather comfortable
assumption that 10% solar to hydrogen efficiency is adequate for a viable
technology is not justified. Instead a much more demanding efficiency of 15%
or more, combined with a lifetime in excess of 20 years, will be required. These
are challenging targets that deserve more widespread discussion. Parkinson and
Turner also take the – possibly controversial – view that the photoelec-
trochemical reduction of CO2 is really an approach of last resort; one that only
makes sense when virtually all carbon-based power generation has been re-
placed by renewable alternatives. Of course, this conclusion should not deter us
from continuing to search for ways of mimicking photosynthesis, and in
chapter 11, Rajeshwar and his colleagues give an excellent overview of some of
the exciting science involved in trying to reduce CO2, while Schouten and
Koper give a very comprehensive account of theoretical aspects of CO2 re-
duction in chapter 12. The point about Parkinson and Turner’s discussion is
that is draws attention to the importance of realistic assessments of the po-
tential of different technologies. All too often, in the introduction to scientific
papers one reads bland statements about a supposedly ‘‘low cost technology’’
that are not backed up by any citations of a corresponding technoeconomic
analysis.

Although the majority of the book deals with basic science, the importance
of engineering in the design of practical water splitting systems is highlighted by
McKone and Lewis in chapter 3. Many of the electrochemical engineering
issues discussed in this chapter are similar to those involved in the design of
commercial electrolyzers for hydrogen or chlorine generation: mass transport,
bubble formation and safe separation of the products. It certainly makes sense
to involve electrochemical engineers at an early stage of device development in
order to be able to define a complete system that can be subjected to tech-
noeconomic analysis. The overall design becomes more complex when a
photoelectrochemical cell is combined with an integrated solar cell in the kind of
tandem system advocated by Sivula and Grätzel in chapter 4. The matching of
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the two active light absorbing components will clearly be critical, and of course
all of the preceding engineering considerations apply as well. This leads us to
consider the trade-off between complexity and performance. If Parkinson and
Turner are right, many of the photoelectrochemical systems currently being
studied may not make it past a critical cost analysis. Only ultra-low cost sys-
tems can afford lower efficiencies, and it is an open question whether the kind of
particulate systems described by Maeda and Domen in chapter 5 may ultim-
ately fall into this category. If, on the other hand, very high efficiency systems
really are the only option, then perhaps the group II-nitride systems discussed
by Collazo and Dietz in chapter 8 or the III-V thin film structures reviewed in
chapter 9 by Hannappel et al. may prove to be the most viable way forward.
Nevertheless, materials science aspects of water splitting are likely to remain
important. Some idea of the richness of the existing materials landscape is given
by Fiechter in chapter 7, and the potential of rapid screening methods to
identify promising new materials is clear from the survey given in chapter 6 by
Bard and co-workers. At the same time, it is often helpful to return to Nature
for new ideas and inspiration, as is clear from chapter 14, where Ostroumov
et al. examine different light harvesting strategies.

The role of computational methods in the development of water splitting
systems has already been mentioned. The general relevance of computational
studies in energy materials is nicely illustrated by a recent overview by Catlow
et al.68, and more specific examples are given in the present book by Hellman in
chapter 10. Sometimes chemical instinct is not enough to ensure progress in
such a complex field as light-driven water splitting, and it seems likely that
computational studies will make and increasingly important contribution to a
range of relevant topics, including new materials, catalyst as well as aspects of
kinetics and mechanisms. Here, as always, the link between theory and ex-
periment will be crucial. Many of the recent suggestions from computational
work for routes to performance enhancement remain to be tested in practice,
and in the future will be essential to establish much closer cooperation between
theoretical and experimental groups in order to pinpoint key issues and to
guide research directions.

16.5 Progress Towards Light Driven Water Splitting

In these final sections, we want to take stock of the current situation and review
progress. Forty years have passed since the publication of Fujishima and
Honda’s Nature much-cited paper,69 but in spite of a resurgence of interest, we
are still some way from realizing the goal of a stable low cost system for
splitting water efficiently using sunlight. One has to ask why progress has been
so slow. The answer is largely connected with the complexity of the water
splitting reaction, particularly the half reaction leading to molecular oxygen.
The four electron/4 proton oxidation of two molecules of water to form O2 is
achieved in higher plants by Photosystem II, in which the four electrons are
transferred to two plastoquinone molecules via the manganese centre, which
contains 4 manganese atoms, a bound calcium ion and a tyrosine radical.
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The P6801 formed by the first electron transfer quenching of the excited P680*

state is a strong oxidant, and plants repair of the Photosystem II centre several
times a day. This places into context the extraordinarily ambitious goal of
designing a water splitting system that will be stable for decades. Even oxides
like TiO2 undergo slow photocorrosion, particularly in acidic solutions, and
generally other compound semiconductors are much less stable than transition
metal oxides. The difficulty of preventing normal corrosion of a twenty year
time scale is a fact of everyday life, and water splitting systems are no exception.
The concept of self-repair is a feature of the cobalt-based oxygen evolving
catalyst discovered by Nocera et al.70 and it may be possible to develop self-
repairing components for water splitting systems as a way of overcoming basic
issues of thermodynamic instability.

The complexity of the light-driven oxygen evolution reaction presents an
enormous challenge to theory and practice. It is clear that the 4-hole reaction at
n-type photoanodes must proceed via a series of surface bound intermediates,
but even in the case of model photoanode systems such as rutile, details of the
oxygen evolution mechanism remain controversial71–73 in spite of spectroscopic
evidence (FTIR) for the formation of peroxo or superoxo species. In the case of
hematite photoanodes, UV-visible spectroscopic evidence also suggests for-
mation of a surface peroxo or superoxo intermediate, but the exact identity of
the species is unclear.74 In both cases, the first step is generally thought to in-
volve the trapping of a hole at surface site. The progressive refinement of
computational approaches75–78 is providing useful guidance regarding possible
pathways for the oxygen evolution reaction, but much remains to be done to
obtain reliable quantitative results that can be compared with experiment.
Generally, computational approaches deal with well-defined surfaces corres-
ponding to particular crystal orientations, but as far as experimental studies are
concerned, little is known about the influence of surface structure and orien-
tation on the mechanism and kinetics of light-driven water splitting. One of the
problems in this respect is that some of the best photoanode materials such as
hematite have been nanostructured to enhance performance. The increase in
complexity makes it difficult to apply conventional models for the semi-
conductor/electrolyte interface, and as a consequence extraction of kinetic in-
formation from photoelectrochemical experiments can be difficult. Probably
the best way forward for the quantitative study of such systems is to use time-
resolved in situ spectroscopic techniques.79

The search for new materials for solar water splitting is being pursued using
combinatorial80–84 and also computational84–87 approaches. Here one of the
main problems is that optimization of a large range of solid-state, optical and
chemical properties is generally necessary in order to obtain an efficient and
stable88 photoanode or photocathode material. The pathway from identifying
promising candidates to development of a viable stable water splitting electrode
is generally time-consuming, but the necessary research input is now becoming
more readily available as water splitting moves towards centre stage, partially
displacing other heavily researched areas such as dye-sensitized solar cells.
A measure of the enormous increase in research effort is provided by figures for
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the Joint Center for Artificial Photosynthesis, the world’s largest research
programme dedicated to the development of an artificial solar fuel generation
technology: a budget of $122M over 5 years, a workforce of over 130, 8 re-
search divisions and 5 scientific user facilities. In his State of the Union Address
in 2011, Barack Obama put it in these terms: ‘‘We’re issuing a challenge. We’re
telling America’s scientists and engineers that if they assemble teams of the best
minds in their fields and focus on the hardest problems in clean energy, we’ll
fund the Apollo projects of our time . . . At the California Institute of Tech-
nology, they’re developing a way to turn sunlight and water into fuel for our
cars . . . We need to get behind this innovation.’’ The signs are that the next
decade will take us much closer towards the ultimate goal of splitting water to
produce solar fuels, and we hope that this book will be a source to inspire new
ideas about how to achieve this.
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krec (rate constant for recombination)
31, 35, 36–9, 41, 44

ktr (rate constant for hole transfer)
31, 33, 35, 36–9, 41, 44

Lambertian limit 56
Landau damping 272
Landau–Zener model 278
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lanthanum titanium oxynitride 125,
127

lattice constants 205
group III-nitrides 194
III-V systems 226, 228

lattice parameters 195
Levich plots 309, 311
Lèvy flights 428, 429
Lèvy glass 427, 430
Lèvy processes 427–33
Lèvy random walk 428, 429
Lewis acids 344, 351
light absorption, crystalline

semiconductors 54–9
light-harvesting 1 complex (LH1)

394, 397
light-harvesting 2 complex (LH2)

393, 394–5, 397
quantum coherence

397–400
light-harvesting systems 389–91,

401–2
light intensity, and photocurrent

values 323, 324
light-modulated absorption

spectroscopy (LMAS) 47–8
light-modulated microwave

reflectivity (LMMR) 45–6
light scattering 428, 429, 430, 432
linear sweep voltammogram 144,

148, 149
local-density approximation (LDA)

method 197
localized surface plasmon resonances

(LSPR) 271
localized surface plasmons (LSPs)

423, 424
lone-pair interactions 415–16
low energy electron diffraction/

microscopy (LEED/LEEM) 233,
238

low frequency capacitance (CLF) 40,
41, 42, 44

low frequency resistance (RLF) 40, 41,
42, 44

low-pressure MOCVD 198, 211

magnesium as dopant 208–9
manganese

Mn3Ca 160, 161
Mn4Ca 157, 158, 160

manganese oxides 4, 67
electrochemistry and structure-

function analysis 168–78
a-Mn2O3 164, 165, 167, 168,

169, 172, 173–5, 177, 178
Mn3O4 164, 165, 167, 168, 170,

173–5
Mn(O,OH)x 167, 168, 172,

173–4, 175
oxygen evolving catalysts 163–5
preparation and phase

formation 165–8
Marcus theory 276, 278
marokite 164
Maxwell Boltzmann equation 23
mesoporous photoelectrodes 23–5
metal electrodes

in aqueous media 346–7
kinetics at 25–6
in non-aqueous media 350, 351
photoelectrolysis cell 363

metal nitrides
d10 configuration 117–18
GaN-ZnO and ZnGeN2-

ZnO 118–22
see also individual metal nitrides

metal-organic chemical vapor
deposition (MOCVD) 202, 204

GaP 249, 252
III-V semiconductors 230, 231,

232–4
InP absorbers 235
low-pressure 198, 211
superatmospheric 199, 211–12,

213, 214
metal oxides 10, 65–9

band edge energies 300–1, 302
band gaps 267, 270
band structures 111, 112
electronic properties 438–42
inkjet printing 133
tandem 93–4
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in water splitting 110–11
see also individual metal oxides

metal oxynitrides
band gaps 112, 114, 270
band structures 111, 112
early-transition metals 112–14
two-step water splitting 123–4
water reduction activity 114–17
water splitting using 124–8

metal phthalocyanines 302
metal surface-water

interactions 406–16
metathesis, s-bond 341
methane production 337–8, 348–50
methanol 113, 114, 115
methanol-mediated synthesis 339–40
methanol production 15, 338–9

from CO2 reduction 302, 303,
312, 313, 318–19

electrochemical CO2

reduction 350
homogeneous catalysis of CO2

341–2
methanol-to-gasoline (MTG)

process 340
microstructured

photoelectrodes 254–8
microwave reflectivity

measurements 42–7
microwire arrays 57–8, 60, 62, 70

catalysis at 63
migration 61
minority carrier diffusion length

(Lp) 22, 23, 30
minority carrier lifetime 30
minority carriers

collection 22–3
kinetics 26–8
overpotential 29–30
photon recycling 431–2

molar fraction 203, 204, 205, 206
molar free energy of mixing 203, 204
molecular beam epitaxy (MBE) 198,

211, 212
molecular catalysts 301–6
molecular chromophores 374–8, 390

molecular orbital energy diagram
301, 302

molybdenum alloys 73
molybdenum oxide 72
molybdenum sulfide 70, 72, 75
Mott-Hubbard gap 439, 440
Mott–Schottky equation/analysis 21,

148, 149, 150, 362
Mulliken electronegativity 243
multi-absorber systems

‘‘brute force’’ strategies 85–6
D4 architectures 91, 92
D4 strategy 87–90
III-V systems 225–7
InP 235–49
tandem cell concept 86–7
see also tandem photoelectrodes

multi-subunit protein
complexes 394–7

multiphoton systems 83–4
multiple exciton generation (MEG)

365, 369, 372–4, 375, 376, 379, 380
multiple proton-coupled electron

transfer 299
multiple quantum wells 212, 213

n-type electrodes 91, 92
electronic energy levels 274, 363
overpotential 29
photoelectrochemistry 267, 268
systems 100–2
water photoelectrolysis 5–6
water splitting systems 125, 187

Nafion films 170, 171, 178, 306
nanocomposites, Pt-C-TiO2 306–13
nanocrystals

buried p-n junctions using 384–6
hot excitons in 371–4
TiO2 374, 376, 377, 382

nanoemitters 60, 74
nanoparticles 24

CO2 reduction using 320–5
gold 66, 70
plasmonic 66, 271, 275
silver 271, 423, 424
tantalum nitride 114–15
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nanorods 24, 384–6
nanostructured photoelectrodes

23–5, 254–8
nanowires 69–70, 256–7
near edge X-ray absorption fine

structure (NEXAFS) 175, 180, 184
Nernst equation 26
nickel catalysts 337, 343, 345, 346, 352

NiMoZn 163
nickel cyclams 344, 348
nickel-molybdenum alloys 73
nitrogen fixation 16
non-adiabatic process 277, 278
non-aqueous CO2 reduction 350–1
non-methanol-mediated synthesis 340
non-photochemical quenching (NPQ)

400–1
normal hydrogen electrode (NHE)

299, 300, 361
normalized photocurrent (EQW)

voltage plot 33
nuclear magnetic resonance (NMR)

spectroscopy 303
numerical aperture (NA) 140

O-ring 141, 143
one-electron reduction of CO2 304
one sun intensity 365–7
online electrochemical mass

spectrometry (OLEMS) 350
open-circuit photovoltage 59–61
operating potential/voltage 94, 366
optical in situ control 231–4
optical profile image 135, 136
overpotential (Z) 25–6, 84

and band bending 29
CO2 reduction 299
concentration 62–3
D4 devices 88
electrochemical water

oxidation 160, 282–4
losses 8, 9
minority carrier

reactions 29–30
and PCEs 368, 369
vs maximum PCE values 373

oxalate 350–1
oxidation catalysts

characterization 186–9
in nature 156–61, 162
see also oxygen evolving

catalysts
oxygen as impurity 208
oxygen evolution reaction (OER) 64,

67–8, 71, 189
catalysts used in 73–4
complexity of 445
electrocatalysis 146–7
iron oxide electrodes 47
manganese oxide catalysts

164–5, 166–8
overpotential 282–3

oxygen evolving catalysts 161–78
electrochemistry and structure-

function analysis 168–78
preparation and phase

formation 165–8
structural features 163–5

oxygen evolving complex 156–7, 158
oxygen reduction reaction (ORR)

163, 164, 182, 185, 189
overpotential 282–3

oxynitrides see metal oxynitrides

p-band 440
p-i-n core shell-shell devices 256, 257,

258
p-n junctions, buried 248, 379–86
P-rich surfaces 234, 235, 236, 252, 253
p-type electrodes 91, 92

InP 235–49
systems 100–2
water photoelectrolysis 5–6
water splitting systems 125, 187
see also metal electrodes

P680 159, 445
palladium complexes

CO2 reduction 293
Pt-Pd-C-TiO2 307, 308, 309, 313

palladium porphyrins 343
panchromatic dyes 96, 98
para-terphenyls 296, 313
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partial pressures 210, 211, 212
partially dissociated water

layer 407–11
particle polarizability 423
Pauli repulsion 415
PBESol 269, 270
PCE see power conversion efficiency

(PCE)
PECs see photoelectrochemical cells

(PECs)
Pendellösung fringes 206, 207
perovskite 270, 438
pH

band edge energies 300
in CO2 reduction 342, 343
copper oxide

electrodeposition 322
and electrochemical

behaviour 175
and photocatalysis 121

phenazine 296, 313
photo-Dember effect 274
photoactive oxide semiconductors

188–9
photoadaptation 400–1
photoanodes see n-type electrodes
photocatalysis/photocatalysts

CO2 reduction 289–98, 313–25
and pH 121
rapid screening 132–50

photocathodes see p-type electrodes
photochemical diode 361, 362
photochemical systems 298
photocorrosion 364, 380, 381, 445
photocurrent density (J) 59–60, 88
photocurrent flow 325
photocurrent onset 32, 33, 34
photocurrent values, and light

intensity 323, 324
photodegradation 364
photoelastic modulator 231
photoelectric emission microscopy

(PEEM) 436
photoelectrochemical cells (PECs)

buried p-n junction 384
efficiency 9

efficiency equation 5
efficiency losses 8
energy level diagrams 263
in-system surface analysis 239
InGaN-based 216–17
MEG or SF 380
solar water-splitting 365–79
STH conversion efficiency

11–12
tandem see tandem

photoelectrodes
water splitting 359, 364
see also electrochemical cells

photoelectrochemical CO2

reduction 12–16, 351–2
photoelectrochemical etching 435
photoelectrochemical impedance

spectroscopy (PEIS) 40–2, 43, 44
photoelectrochemical (PEC)

analysis 113, 114
photoelectrochemistry

history 1–3, 267, 359–60
n-type electrodes 267, 268
see also solar photoelectrolysis;

water photoelectrolysis; water
splitting

photoelectrode/PV systems 93–100
photoelectrodes

conventional semiconductor 20
microstructured 254–8
nanostructured 23–5, 254–8
nanostructured and

mesoporous 23–5
see also semiconductor

photoelectrodes; tandem
photoelectrodes

photoelectron spectroscopy (PES)
303, 412

GaP 252–3
photoemission-into-electrolyte

spectrum 421, 422
photogenerated carriers,

collection 54–9
photogenerated current 365, 367
photoluminescence spectra 427, 431,

432, 442
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photon capture 268–72
photon dispersion 420
photon energy 268–9

gas phase water and ice 412
III-V compounds 255, 258
InP 242, 245, 246
for multiple exciton

generation 373, 375
photon recycling 431–2
photon scattering cross-section 423
photoprotection 400–1
photoreactions, in SECM 142
photoresponse 138
photosensitizers 351–2
photostationary state 11
photosynthesis 87, 123–4, 155, 334

efficiency of 390
oxygenic 160
Z-scheme 361, 362

photosynthetic unit, purple
bacteria 397

photosystems I/II 156–7, 158, 159,
160, 361, 444–5

in higher plants 390
photovoltaic (PV) arrays

‘‘brute force’’ strategies 85–6
CO2 reduction 14–15
III-V materials 225
photoelectrode/PV

systems 93–100
see also PV/PV tandem cells

phyllomanganates 163, 165–6,
168–70, 171

piezoelectric dispenser 135
piezoelectric polarization 201, 210
pigment 680* 157, 159
pixel resolution 140, 141
pL-drops 135
plasma-assisted molecular beam

epitaxy (PA-MBE) 198, 211, 212
plasmon-assisted photon

absorption 271–2
plasmon hybridization model 272
plasmonic nanoparticles 66, 271,

275
plastoquinone 160

platinum 68, 69, 72, 113, 114
bonding to water 414, 415
as electrocatalyst 146, 147
and oxynitrides 123
Pt-C-TiO2 306–13
XAS and IR spectra 411
XES studies 413–14
XPS spectra 408, 409

pn-junction 91, 92
point defects 206–9
polar orientation 200–1
polarons 275–6, 278
poly(dimethylsiloxane) 58
Polymer Electrolyte Membrane

(PEM) electrolyzer 155
polymethylmethacrylate 426
porphyrins 313, 316–17, 343, 352
potential-modulated absorption

spectroscopy (PMAS) 47–8
potential-modulated reflectance

spectroscopy (PMRS) 47
Pourbaix diagram 280, 281, 342,

343
power conversion efficiency (PCE)

366, 367, 368
using hot carriers 369–71
using hot excitons in

nanocrystals 371–4
and singlet fission 374–8, 380
tandem cells 379

precursor solutions 136–7, 148
probability distribution function 428,

429
proteins

energy transfer 390–1
LH2 complex 393, 394–5,

397–400
multi-subunit complexes

394–7
proton electrolyte membrane (PEM)

fuel cell 306
proton-permeable membrane 53, 54,

61
purple bacteria 391, 394, 397
PV arrays see photovoltaic (PV)

arrays
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PV/PV tandem cells 87, 91–3, 187
oxygen evolving catalysts 161,

163
theoretical efficiency 226, 227

pyridine 302–3, 310, 318–19, 321–5
pyridinium 302, 303, 307, 308, 309,

311
electrochemical CO2

reduction 345

quantum coherence 397–400
quantum confined Stark effect 213
quantum confinement 372
quantum dots (QDs) 372, 376, 382

buried p-n junctions using
384–6

quantum films 372
quantum rods/wires 372, 384–6
quantum walk 399
quantum wells 229, 255–6, 258

1-D 372
multiple 212, 213

quantum yield (QY) 366, 369, 371,
373, 375

photoemission 421, 422

radiative limit 370
Raman spectra 167
random hop model 391
random walk 399, 427–8, 429
rapid screening 132–3

on arrays 134–7
doping effects and theory

149–50
with electrocatalysts 145–8
follow-up studies 148–9
with SECM 137–45

rate constants 25–34
from transient photocurrents

34–6
RC network 40
RC time constant 36–8, 41
reaction orders 25–34
reactor pressure 211, 212, 214
recombination, and charge

transfer 30–4

recombination current 365, 367
Redfield theory 395–6
redox catalysis 343
redox mechanism 337
redox potentials 361–2, 364

CO2 300–1, 302
oxygen and hydrogen 196

reduction catalysts
characterization 186–9
in nature 156–61, 162
see also oxygen reduction

reaction (ORR)
reductive elimination 341
reflection anisotropy spectroscopy

(RAS) 231–2, 234, 235, 236
GaP 249–51, 252

regular solution model 203
relaxation process 273
relaxation time constant 36, 37
remote-plasma-enhanced CVD 199
resistivities 165
resonant cavity light emitting

diode 195
resonant photoemission 442
resonant tunneling diodes 236
reverse water-gas shift reaction

(RWGS) 336–7, 338–9
RF-sputtering CVD 199
rhenium complexes

CO2 reduction 292
multinuclear 315, 316
photocatalytic reduction 297,

313–16
polypyridyl (Re(bpy)) 303–4,

314
rhodamine 6Gin 426
rhodium 71
rhodium electrodeposition 238, 240,

241, 243–4, 245, 246, 248
rhodium oxide 120–1
rotating disk electrode (RDE) 185,

186
rubisco 335, 336
ruthenium

water dissociation 411–12
XPS spectra 408, 409, 410
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ruthenium complexes
CO2 reduction 291–2
electrochemical CO2

reduction 345
formic acid production 341
photocatalytic reduction 295–6,

313, 315–16
ruthenium oxide (RuO2) 117, 118,

123, 124, 172, 173, 185
ruthenium polypyridyl

complexes 305–6, 351
[Ru(bpy)3]

2+ 301, 351
[Ru(phen)3]

2+ 301, 302,
318–19

ruthenium selenide 180, 182, 184,
185, 186

ruthenium sulfide 182, 183, 185–6
rutile see titanium dioxide

S-Q thermodynamic calculations
374, 376

S-shape plot 38, 39
S-transitions 160, 161, 162
Sabatier reaction 337
sacrificial reagents 11, 113, 114,

142
Sanderson electronegativity 243
sapphire 199, 201, 202
saturation current density 59–60
scanning electrochemical microscopy

(SECM) 67–8, 133
data analysis 144–5
electrocatalysts 147
guidelines 141–4
method 137–41
spot array electrodes 134–6

scanning electron microscopy (SEM),
manganese oxides 167, 169

scanning photoelectrochemical
microscopy (SPECM) 138

scanning tunneling microscopy
(STM) 233, 235

screen printing 170
seawater, photoelectrolysis 4
self-repair 445
self-trapping process 275, 276

semiconductor-electrolyte junction
collection of minority carriers

22–3
electronic energy levels 274
energy level diagram 360
ideal 363
open-circuit voltage 59–60
potential and charge

distribution 20–1
semiconductor liquid junctions 91
semiconductor nanoparticles 320–5
semiconductor photoelectrodes 20

crystalline 54–9
minority carrier reactions 26–8
water splitting on 110
see also structured

semiconductors
separately illuminated electrodes 8
Shockley-Queisser limit 254–5
Shockley-Queisser model 365, 370
Shockley-Read-Hall

recombination 230
signal resolution 140
silica

electron–hole separation 276
formation 436, 437

silicon as substrate 199, 206–8
GaP 249–51, 253–4
III-V semiconductors 230

silicon carbide 199
silicon electrodes 44, 45, 46

absorption length 56
amorphous silicon 92–3, 95,

163
band edge energies 423
fractals 434, 435, 436
indirect band gap 55
triple junction 163, 188, 189

silicon germanium, band gaps 270
silicon microspheres 382–4
silicon microwire arrays 57–8, 60,

62, 70
silicon nanowires 69–70
silicon nitride antireflective

coating 58
silver back reflector 58
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silver complexes,AgBiW2O8 301, 320–1
silver films 421–2, 423, 426–7
silver nanoparticles 271, 423, 424
silver nitrate 113, 114
silver porphyrins 343
single-absorber, two-photon

approach 83–5
single photoelectrodes, water

photoelectrolysis 5, 8, 187
singlet fission (SF) 365, 382

and PCE 374–8, 380
sodium sulfate/sodium sulfide

solution 145
sodium tantalum oxide 111
sol-gel processes 133, 166, 170
solar cells, one sun intensity 365–7
solar concentration 378–9
solar energy

harvesting of 267, 389
storage 155

solar energy conversion efficiency 2, 70
equation 5
III-V systems 225–7
losses 8
see also solar-to-hydrogen

(STH) conversion efficiency
solar flux 99
‘‘solar hub’’ 3
solar photoelectrolysis

band gaps 8–9
commercial viability 11–12
hydrogen 3–8

solar-to-electricity power
conversion 86–7

solar-to-hydrogen (STH) conversion
efficiency 11–12, 84

D4 devices 87, 89, 90
III-V semiconductors 225
in nature 159
oxygen evolving catalysts 163
photoanode/DSSC 96, 98
photoelectrode/PV devices

94, 95
PV/PV devices 91, 93
see also solar energy conversion

efficiency

solar water-splitting PECs 365–79
solid solutions 118–22
solvothermal method 66
space charge capacitance 21, 27
space charge effects 24
space charge region 21, 22, 30, 363
spectral density function 393, 396
spontaneous polarization 200, 201
spot array electrodes 134–7

in SECM 138, 139, 140, 141,
145

spot current 136
spot diameter 140
SQ1 dye 96
squaraine dyes 96, 98, 99
staircase function 373–4
standard calomel electrode (SCE) 361
standard hydrogen electrode (SHE)

279
steady state photocurrent 35
steam methane reforming 3, 104
strain 436
stress 436
strontium niobium oxynitride 127–8
structured semiconductors

advantages 64–76
catalysis at 63–4
electrochemical transport 61–3
high aspect ratio 69–71
open-circuit photovoltage

59–61
water splitting catalysis 71–4

superatmospheric MOCVD 199,
211–12, 213, 214

superdiffusion 428, 430
support electrode 136, 137
surface conditioning, in situ 237–42,

249
surface coordination number 409
surface functionalization

electrodes 178–86
InP 236–49

surface passivation 256
surface plasmon dispersion 420
surface plasmon polaritons 426–7
surface plasmon resonance 422–3
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surface plasmons 419–24
surface reaction 279–84
surface roughness 421–2
surface-to-volume ratio 433
synchrotron radiation photoelectron

spectroscopy (SRPES) 242, 243–7
syngas 320–1, 337, 338

Tafel relation 88
tandem photoelectrodes

buried p-n junctions 379–82
concept 86–7
GaP/Si 253–4
motivation for using 83–5
PCEs and Egs 379
photoanode/DSSC 96–100
photoanode/photocathode

systems 100–2
photoelectrode/PV

systems 93–100
practical device design 102–4
silicon thin film 188
with singlet ifssion

molecules 378
water photoelectrolysis 5, 6,

7, 8
water splitting 125, 367–9
water splitting membrane 156
see also multi-absorber systems;

PV/PV tandem cells
tandem solar absorbers 53, 54
tantalum chloride 125, 126
tantalum nitride 113, 114, 123, 124

nanoparticles 114–15
water splitting 125, 127

tantalum oxide 113, 114, 116
tantalum oxynitride 113, 114

nanoparticles 115
surface defects reduction 116
two-step water splitting 123, 124
water splitting 125, 126

Teflon block 133
ternary group III-nitrides 195

aluminium gallium nitride
system 200–9

band alignments 196

InGaN alloys 209–14
valence band position 197

ternary group III-V, band
alignments 227

tert-butylphosphine (TBP) 232, 233,
250

Texas Instruments 3, 382–4
thermal dissociation 410, 411–12
thermodynamic calculations 365–79
thylakoid membrane 155, 156, 157,

159
tip-collection/substrate-generation

(TC/SG) 141, 142, 147
tip scan rate 140
titanium dioxide 1–2, 20, 69, 74

advantages and drawbacks 267
doping effects 149
efficiency 216
electron–hole separation 275–6
energy band structure 442
light scattering 430
nanocrystalline 374, 376, 377,

382
overpotential 283
photoanode/photocathode

systems 100, 101, 102
photoelectrode/PV devices 93,

95
plasmon-assisted photon

absorption 272
Pt-C-TiO2 306–13
two-step water splitting 123,

124
top-down synthesis 69–70, 256
transient absorption (TA)

spectroscopy 372
transient photocurrents, rate

constants from 34–6
transition density cube (TDC)

method 392
transition metal complexes

CO2 reduction 313–19
oxynitrides 112–14
see also individual transition

metals
transition metal oxides 438–42
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transmission electron microscopy
(TEM)

manganese oxides 167, 169, 173
oxynitrides 115
Pt-C-TiO2 307, 308

triethylamine 317
triethylgallium 204, 232, 233, 250
‘‘trilevel’’ configuration 97, 98, 99
trimethylaluminium 204
trimethylindium 232, 233
triose phosphates 335
tungsten oxide 66–7, 68, 74, 90

doping effects 149
overpotential 283
photoanode/DSSC 96, 98, 100
photoanode/photocathode

systems 101
photoelectrode/PV devices 95
two-step water splitting 123,

124
two-dimensional electronic

spectroscopy (2DES) 398, 399
two-electron reduction of CO2 302,

304
two-step water splitting 123–4
2-photon photoemission 83–5, 233,

255–6, 258
tyrosine 157–8, 162

ultrahigh vacuum (UHV)
chamber 180, 232, 233, 234

water adsorption in 251–2
ultramicroelectrode 137
UV light in water splitting 111
UV photoelectron spectroscopy

(UPS) 113, 238, 241, 242, 247

valence band edge 4, 93
valence band energy 55, 91
valence band onset 247
valence band position/offsets 196, 197
valence-force field (VFF) model 203
vapor-liquid-solid (VLS) silicon

microwires 57–8, 70
vertical cavity surface emitting

laser 195

visible light in water splitting 110–11
voltage see bias voltage; current versus

voltage dependence; current-
voltage curves (j-U); open-circuit
photovoltage; operating potential/
voltage

volume plasmon dispersion 420

water
adsorption 251–3, 407
electronic structure and bonding

mechanism 412–16
metal surface interactions

406–16
water-gas shift (WGS) reaction

336–7
water oxidation

bismuth vanadate 67–8
Mn films 176
overpotential 282–4
potentials 4
reaction mechanism 281–2
S transitions 160, 161, 162

water photoelectrolysis
CO2 reduction 15
first reports 361
hydrogen production 3–7
new materials 8–11
various configurations 8
see also water splitting

water reduction
d0-oxynitrides 114–17
potentials 4

water splitting
approaches under

development 187–9
band gaps in 84, 110, 111, 364
by colloidal particles 71
group III-V semiconductors

229–30, 258
history of 359
light driven 444–6
by metal nitrides see metal

nitrides
by metal oxynitrides see metal

oxynitrides
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water splitting (continued)
model device 53, 54
process of 361–2
reaction 109
solar PECs 365–79
structured semiconductors used

in 64–76
surface reaction 279–84
systems 125, 224
by tandem photoelectrodes see

tandem photoelectrodes
Texas Instruments system

for 382–4
two-step 123–4
in visible light 110–11

water splitting membrane 156
weak coupling limit 394, 395
weakly-coupled chromophores

391–4
work function 360, 422, 423
wurtzite 194, 195, 200, 210

X-ray absorption near edge
spectroscopy (XANES) 171, 176,
180, 182, 185, 189

X-ray absorption spectroscopy (XAS)
407, 408, 409, 410–11, 415

catalyst characterization 187
in situ 180–6

see also extended X-ray
absorption fine structure
(EXAFS); near edge X-ray
absorption fine structure
(NEXAFS)

X-ray diffraction (XRD) 150, 167,
182, 183, 214

X-ray emission spectroscopy (XES)
413–14

X-ray photoelectron spectroscopy
(XPS) 172–3, 174, 175, 407–8,
409, 410

III-V semiconductors 233, 234,
238, 241–2, 243, 247

in-line synchrotron radiation
179–80

xenon lamp 143

Z-scheme 123–4, 224, 361, 362
and singlet fission

molecules 377, 378
zinc blende 194, 249
zinc germanium nitride 118–22
zinc oxide 20, 69, 74

Cu/ZnO system 339
metal nitride solid

solutions 118–22
zirconium oxide 116, 123
ZnxCd1–xSySe1–y array 134, 137
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